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Substitutional doping of two-dimensional semiconducting transition metal dichalcogenides such as MoS2

offers a stable and promising route for tailoring their electrical, optical, and magnetic properties. We perform
density functional theory calculations for two promising transition metal dopants, Re and Nb, and their defect
complexes with intrinsic S vacancies in MoS2. We compute the formation energy of each dopant and complex
in different charge states utilizing a charge correction scheme that enables us to accurately predict the charge
transition levels and complex binding energies, as well as characterize their electronic properties. We predict
remarkably different behavior between Re and Nb dopants and their defect complexes: Re dopants can form
complexes with S vacancies which quench the n-type doping of ReMo, while Nb dopants are unlikely to form
such complexes and their p-type doping properties appear to be less sensitive to the presence of S vacancies.
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I. INTRODUCTION

In recent years, two-dimensional (2D) semiconductor ma-
terials, such as the transition metal dichalcogenides (TMDCs),
monochalcogenides, group III-V compounds, and phospho-
rene, have attracted significant research attention for their
potential applications in optoelectronics, spintronics, photo-
voltaics, and catalysis [1–18]. One of the most promising and
well-studied 2D semiconductor materials is the prototypical
TMDC material, molybdenum disulfide (MoS2), which has
demonstrated interesting electronic, optical, and mechanical
properties, making it a promising candidate for optoelectronic
and catalytic applications [1,2,19–21]. MoS2 is commonly
reported to be natively n-type [2,22,23]. However, the ori-
gin of this behavior is still uncertain and has been variously
attributed to the presence of intrinsic defects such as sul-
fur vacancies [24–26], interactions with substrates/interfaces
[27], or hydrogen impurity adatoms and interstitials [28]. The
development of stable, controllable, and efficient methods for
large-scale n- and p-type doping of 2D MoS2 is critical in
order to fully realize its potential for applications in electronic
and optoelectronic devices based on 2D materials.

Doping is a well-established technique for tuning the car-
rier type, concentrations, and mobilities in conventional bulk
semiconductors. In recent years, doping is also being inves-
tigated as an effective method to tune the electrical, optical,
and magnetic properties of 2D semiconductors, including
TMDCs [29]. In MoS2 and other 2D TMDCs, substitutional
doping—and in particular transition metal doping on the host
transition metal site—has been experimentally realized and
offers a stable and promising route for tailoring their prop-
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erties. For example, rhenium (Re) and niobium (Nb), which
respectively have one more and one fewer valence d elec-
tron than Mo, have been proposed as potential n-type and
p-type dopants in MoS2. Re substitutional doping of MoS2 has
been achieved in layered thin films [30], nanoparticles [31],
and monolayers [32,33], and demonstrated to indeed result
in n-type behavior. Achieving stable and controllable p-type
doping in MoS2 has generally been more challenging due to
its native n-type conductivity. In recent years, however, some
studies have reported successful p-type doping by substitution
of Nb in MoS2 layered bulk crystals [34], thin films [35], and
monolayers [36,37].

Dopants and point defects can also form defect complexes
in semiconductors, which alter the electronic properties of
the individual dopants and defects. While they have not yet
been widely studied in 2D semiconductors, there have been
several studies of dopant-defect complexes in bulk semicon-
ductors such as GaN and AlN [38–42] and MgO [43]. Some
dopant-defect complexes are predicted to have unique optical
and electronic properties [38,39,42,43], while in some cases,
the formation of these complexes has been found to passivate
the dopants or act as recombination centers, limiting the dop-
ing efficiency [40,42]. Motivated by these studies of defect
complexes in bulk semiconductors, we seek to investigate the
energetics and electronic properties of dopant-defect com-
plexes in 2D MoS2. S vacancies have been predicted [44–46]
and experimentally observed [47–50] to be the most common
intrinsic defect in MoS2. We have performed a detailed study
of the S vacancy in both monolayer and layered bulk MoS2 in
our previous study [51]; hence this work will not focus on the
S vacancy itself but on its interaction with Re and Nb dopants
to form dopant-vacancy complexes.

In this work, we study the stability, and electronic and mag-
netic properties of Re and Nb substitutional dopants and their
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FIG. 1. Schematic showing the types of defects considered in this
study: a substitutional dopant on a Mo site (e.g., ReMo), a S vacancy
(VS), and a dopant-vacancy complex (e.g., ReMoVS). Purple, gold,
and blue atoms indicate Mo, S, and Re atoms, respectively, while the
bright green circle marks the position of the S vacancy. The defects
are depicted in the same supercell for illustration purposes only; they
are each treated separately in the DFT calculations.

complexes with S vacancies in single-layer MoS2. Figure 1
depicts the different types of defects considered in this study:
a substitutional dopant on the Mo-site, a S vacancy, and a
dopant-vacancy complex. We assume both Re and Nb to be
substitutional dopants on the transition metal Mo site, which
has been predicted to be the most energetically favorable site
[52], and as has been experimentally observed [53]. We con-
sider the dopant-vacancy complex in which the dopant and S
vacancy are first-nearest neighbors, as illustrated in Fig. 1. For
each dopant and dopant-vacancy complex, we compute the
formation energies, charge transition levels, complex binding
energies, and electronic properties, and show that different
dopants tend to bind differently to vacancies, giving rise to
very different electronic properties.

This paper is organized as follows. In Sec. II, we describe
our computational approach and provide details of our den-
sity functional theory (DFT) calculations. Sections III and IV
present the results for the Re dopant and complex, and Nb
dopant and complex, respectively. We compute the forma-
tion energies, charge transition levels (CTLs), and electronic
properties of both defects and verify the donor (acceptor)
characteristics of substitutional Re (Nb) in MoS2. For the
complexes, in addition to computing the formation energies,
CTLs, and electronic properties, we also evaluate the bind-
ing energy for complex formation. We predict that Re binds
strongly to S vacancies and, in doing so, actually passivates
the dopant, limiting the effectiveness of Re doping of MoS2.
On the other hand, we find that the Nb dopant is not likely
to form NbMoVS complexes, which could make it a robust
candidate for p-doping MoS2. We discuss some practical im-
plications of our findings in Sec. V, followed by a summary
and conclusions in Sec. VI.

II. COMPUTATIONAL DETAILS

We compute the material and defect properties using
density functional theory (DFT) as implemented in the plane-
wave code VASP [54]. We use projector-augmented wave

(PAW) potentials [55] generated by Kresse and Joubert
[56] with valence electron configurations of 4p64d45s1,
4p64d55s1, 5p65d56s2, and 3s23p4 to model Nb, Mo, Re, and
S, respectively. We treat the exchange-correlation using three
different sets of functionals—the Perdew-Burke-Ernzerhof
(PBE) [57] generalized gradient approximation (GGA) func-
tional, the strongly constrained and appropriately normed
(SCAN) [58] meta-GGA functional, and the hybrid Heyd-
Scuseria-Ernzerhof functional HSE06 [59,60]—and compare
the results. For the calculations with SCAN, we also in-
clude long-range van der Waals interactions via the SCAN +
rVV10 functional [61]. We perform spin-polarized calcu-
lations employing a plane-wave cutoff energy of 520 eV,
which ensures energy convergence to within 1 meV/atom.
To converge the Brillion zone integration to similar accuracy,
we use Methfessel-Paxton smearing [62] with a smearing
energy width of 0.10 eV and �-centered Monkhorst-Pack
k-point meshes [63]. For the structural relaxations, we use
k-point meshes corresponding to a 12×12×1 k-point mesh
per hexagonal unit cell of monolayer MoS2 (≈400 k points per
reciprocal atom in 2D). For the density of states calculations,
we double the density of the k-point meshes in all directions
and use Gaussian smearing with a reduced smearing width of
0.02 eV. In our previous study of the S vacancy in MoS2 [51],
spin-orbit coupling was found to change the defect formation
energies by only 10 to 15 meV and did not qualitatively
change our conclusions; therefore, we do not consider the
effect of spin-orbit coupling in this study.

We model the defective systems by constructing 3×3×1,
4×4×1, and 5×5×1 supercells based on the hexagonal prim-
itive unit cell, varying the amount of vacuum spacing between
layers to be 10, 15, or 20 Å, and replacing and removing atoms
accordingly to create substitutional and vacancy defects. We
fix the supercell lattice vectors for all defect structures to
the equilibrium lattice constant, a0 = 3.166 Å, obtained with
the SCAN + rVV10 functional [51], and perform the atomic
relaxations using the conjugate gradient algorithm. Calcula-
tions utilizing the HSE06 functional are significantly more
computationally expensive; hence we only carry out single-
point calculations at the PBE-relaxed structures in 3×3×1
supercells. In these smaller supercells, the wave functions of
shallow defect states may not be sufficiently localized and
the overlap between defect wave functions can lead to in-
correct electronic ground states with fractional occupancies
of bands, which is unphysical in a semiconductor. To avoid
this, we fix the band occupancies during these calculations in
the small supercells at integer occupancies, which reproduce
the ground state electronic structures found using the large
supercells [64].

The formation energy E f [X q] of a point defect X with
charge q is determined from DFT calculations using a super-
cell approach following

E f [X q] = Etot[X
q] − Etot[pristine] −

∑

i

niμi + qEF + Ecorr,

(1)
where Etot[X q] and Etot[pristine] are the total DFT-derived
energies of the supercell containing the defect X and the
pristine supercell, respectively, ni is the number of atoms of
species i added/removed by the defect, μi is the corresponding
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chemical potential of the species, and EF is the Fermi energy.
In this work, we consider the Mo-rich/S-poor limit, for which
the appropriate S chemical potential μS(S-poor) = (μMoS2 −
μMo(bcc))/2. The chemical potentials for Re and Nb are refer-
enced to the bulk hcp Re and bcc Nb phases, respectively.

The final term in Eq. (1), Ecorr, contains corrections to
the formation energy due to electrostatic interactions with
periodic images and the implicit compensating background
charges, which are introduced in supercell calculations us-
ing plane-wave DFT approaches. Modeling charged defects
in single-layer materials is particularly challenging because
the uniform compensating background charge results in a
quadratic potential across the vacuum, which leads to the
unphysical divergence of the energy with vacuum spacing. In
this work, we apply the correction scheme developed recently
by Freysoldt and Neugebauer [65], which employs a surro-
gate model to restore the appropriate electrostatic boundary
conditions for charged 2D materials to accurately compute the
formation energies of dopants and dopant-vacancy complexes
in monolayer MoS2. The effectiveness of this charge correc-
tion scheme has been demonstrated in our previous study of S
vacancies in MoS2 [51]. The correction scheme also works
well when applied to charged dopants and complexes—we
verify that the corrected defect formation energies are well
converged to within less than 100 meV across all supercell
sizes. For the calculations with PBE and SCAN + rVV10
functionals, we utilize the formation energies from the largest
supercells (5×5×1) and the 20 Å vacuum spacing in our anal-
ysis. Since we only performed the calculations with HSE06
functional in the 3×3×1 supercells, we assume that the in-
plane supercell size dependence due to the elastic interactions
between defects would be similar to that when evaluated with
PBE and extrapolate the HSE06 defect formation energies
accordingly.

A key input to the Freysoldt-Neugebauer charge correc-
tion scheme is the dielectric profile of the monolayer. The
surrogate model assumes an isotropic dielectric slab; while
this may not strictly be valid for a monolayer, the sim-
plified dielectric model correctly reproduces the asymptotic
screening properties of the repeated slab system. We com-
pute the static dielectric tensor—including both electronic and
ionic contributions—within DFT for a system comprising the
monolayer surrounded by vacuum and estimate the mono-
layer’s averaged dielectric constant following the approach
detailed in Refs. [51,66] to be 17.2, 16.3, and 15.9 computed
with the PBE, SCAN + rVV10, and HSE06 functional, re-
spectively.

We consider the following reaction for the formation of the
dopant-vacancy defect complexes:

Dq
Mo + Vq′

S − (q′′ − q′ − q) e− �E
� (DMoVS)q′′

, (2)

where, in the context of this work, the dopant D = Nb or Re
and VS is the S vacancy. The q, q′, and q′′ denote the charge
states of the dopant, vacancy, and complex, respectively, and
e− is a single electronic charge. The formation of a defect
complex is a grand canonical process. If q + q′ > q′′, elec-
tron(s) must be captured from the electron reservoir to form
the complex; if q + q′ < q′′, electron(s) are released to the
electron reservoir. The binding energy of the defect complex,

�E , is defined as

�E = E f [(DMoVS)q′′
] − E f

[
Dq

Mo

] − E f
[
Vq′

S

]
, (3)

for which a negative �E indicates attractive binding. By
substituting Eq. (1) into Eq. (3), we can see that, unlike the for-
mation energies, �E is independent of the chemical potentials
of the species involved. However, �E does depend on EF with
d (�E )/dEF = q′′ − q′ − q. This value will be nonzero when
the formation of the defect complex requires the exchange of
electron(s) with the electron reservoir, which has energy EF.

If we assume that the formation of the complex as de-
scribed by (2) is an equilibrium reaction, the binding energy
�E determines the relative concentrations of the complexes
and individual dopants/defects in a system according to the
following expression for the equilibrium constant, K :

K = [DMoVS]

[DMo][VS]
= exp(−�E/kBT ), (4)

where [XY ] indicates the mole fraction of species X on the
respective site Y . Note that [DMoVS] and [DMo] are not in-
dependent quantities, i.e., [DMoVS] + [DMo] equals the total
dopant concentration, which is usually fixed by the experi-
mental growth conditions. The equilibrium concentration of a
defect X at temperature T can be estimated from its formation
energy:

[X ]eq = exp(−G f [X ]/kBT ) ≈ exp(−E f [X ]/kBT ). (5)

By ignoring degeneracy factors in the prefactor, we obtain
the defect concentration in terms of the fraction of possible
defect sites that are defects. For a rough estimate, we assume
that the electronic and vibrational entropy contributions to
the Gibbs energy of formation G f [X ] are small; therefore,
G f [X ] ≈ E f [X ].

III. RHENIUM DOPANT AND
DOPANT-VACANCY COMPLEX

A. Energetic stability of defects and complexes

Figure 2(a) shows the defect formation energies of
ReMoVS, ReMo, and VS in monolayer MoS2 as a function of
the Fermi energy, calculated with the PBE, SCAN + rVV10,
and HSE06 functionals. The kinks in the formation energy
plots indicate charge transition levels (CTLs), which corre-
spond to the positions of defect states within the band gap.
The +1/0 CTLs are associated with donor states, e.g., a
neutral defect loses an electron to become positively charged,
while the 0/−1 CTLs are associated with acceptor states,
e.g., a neutral defect gains an electron to become negatively
charged. The defect formation energies and CTLs predicted
by all three functionals for the VS, ReMo dopant, and ReMoVS
complex are in generally good agreement with one another
and qualitatively lead to the same conclusions. The ReMo

dopant has a +1/0 CTL, i.e., a donor state, closer to the
conduction band minimum (CBM), indicating its potential
to be an n-type dopant in MoS2. However, in the ReMoVS
dopant-vacancy complex, the +1/0 CTL is closer to the va-
lence band maximum (VBM) instead, making it a deep donor
state. The ReMoVS complex also has a 0/−1 CTL close to
the CBM, similar to the VS case, which is a deep accep-
tor state. Therefore, our results suggest that the formation
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FIG. 2. (a) Defect formation energies of ReMoVS (dark blue),
ReMo (light blue), and VS (gold) in monolayer MoS2 as a function
of the Fermi energy, calculated with PBE (dashed lines), SCAN +
rVV10 (solid lines), and HSE06 (dotted lines). The formation en-
ergies are computed for S-poor (Mo-rich) and Re-rich conditions.
The slopes of the line segments, which correspond to the defect’s
stable charge state over that range of energies, are indicated on the
plot. The black vertical dashed/solid/dotted lines indicate the valence
and conduction band edge positions relative to the vacuum level,
evaluated using each corresponding functional. (b) Binding energy
�E for forming the ReMoVS complex as a function of the Fermi
energy. The �E is negative across the gap, indicating attractive
binding of up to 1 eV close to the CBM.

of the ReMoVS complex passivates the n-type doping of the
Re dopant by removing the shallow donor state, potentially
limiting the effectiveness of the Re dopant in MoS2.

Figure 2(b) shows that the binding energy �E for forming
the ReMoVS complex from the isolated ReMo and VS defects
is negative, suggesting that the formation of the defect com-
plex is energetically favorable. The binding energy �E is
computed for the ReMoVS complex following Eq. (3) and
shows a similar trend when computed with either the PBE,
SCAN + rVV10, or HSE06 functional. The binding energy
is attractive for all EFermi within the band gap, with binding
strength varying from around 0.1 eV near the VBM to almost
1 eV close to the CBM. The slopes in the binding energy
plot indicate ranges of EFermi for which the formation of the
complex involves an exchange of electrons with the charge
reservoir, which has the energy EFermi. A recent DFT study by
Gupta et al. reports an attractive binding energy of 0.79 eV

for forming the neutral ReMoVS complex from neutral ReMo

and VS [67], which agrees reasonably well with our results.
However, as is evident from Fig. 2, there is only a small
range of energies over which all three defects are energetically
favored to be in the neutral state, and hence only a small set
of conditions under which the analysis based only on neutral
defects is applicable. By considering each of the defects in
multiple charge states, we are able to compute the binding
energy as a function of the Fermi level, thereby providing a
more complete picture of the defect energetics in this system.

Based on our computed defect formation energies, the
equilibrium concentrations of the isolated ReMo and VS de-
fects at 750 ◦C (1023 K) can be estimated based on Eq. (5)
to be in the approximate ranges of 10−10 to 10−4 at.% (105

to 1011 cm−2) and 10−8 to 10−7 at.% (107 to 108 cm−2),
respectively, which would make it virtually impossible for
defect complexes to form regardless of the negative �E .
However, dopants are intentionally introduced at much higher
concentrations (up to few at.%), and much higher nonequi-
librium concentrations of defects (on the order of 1013 cm−2

[49,50]) are often present in these materials as well due to
processing techniques, which could create conditions favoring
the formation of the defect complexes. Migration barriers for
the diffusion of S vacancies in monolayer MoS2 have been
computed with DFT to be greater than 2.0 eV [68,69]. At high
temperature synthesis conditions (≈1000 K) and high dopant
concentrations (≈1 at.%), S vacancies can diffuse sufficiently
far to be trapped by a dopant. However, at lower temperatures,
it would be unlikely for defect complexes to form via diffusion
of existing S vacancies or dopants. In both cases, new S vacan-
cies may preferentially form next to existing Re dopants due
to the attractive binding energy, thus creating new complexes.

In fact, ReMoVS complexes have recently been directly
observed via high-angle annular dark-field scanning trans-
mission electron microscopy (HAADF-STEM) of Re-doped
monolayer MoS2 samples grown by chemical vapor deposi-
tion (CVD) [70]. Based on their statistics, in a sample with
an overall dopant concentration of 1 at.%, ReMo dopants were
observed individually ≈94% of the time, while the remaining
≈6% of Re dopants were observed in ReMoVS complexes.
They also reported that the concentration of individual VS in
their sample was ≈0.15% in terms of S sites. Based on these
reported defect concentrations, at the CVD growth temper-
ature of 750 ◦C, we estimate using Eq. (4) that the binding
energy required to give rise to the observed distribution of
defects is ≈−0.33 eV, which falls within the range of values
we predict, thus validating our calculations.

B. Electronic structures of defects and complexes

Figures 3(a) and 3(b) and 4(a)–4(f) show the projected den-
sities of states for the +1 and neutral individual Re dopant and
the +1, neutral, and −1 ReMoVS defect complex, respectively.
The densities of states are projected onto the d orbitals of the
Re dopant and, in the case of the defect complex, also onto the
d orbitals of the other two Mo atoms around the S vacancy.
Figures 3(c), 4(g), and 4(h) depict the charge density of the
orbitals corresponding to selected defect peaks of interest, as
indicated on the projected density of states plots. In addition,
simulated scanning tunneling microscopy (STM) images of
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FIG. 3. Projected densities of states for the ReMo dopant in the (a) +1 and (b) 0 charge states, calculated with the SCAN + rVV10
functional. The densities of states are projected onto the d orbitals of the Re substitutional dopant atom. For comparison, the total density
of states of pristine MoS2 is shown in gray shading. The energies are plotted with respect to the vacuum energy, with the Fermi energy
indicated by the vertical dashed line. Re has one more valence electron than Mo and, in the neutral state, this additional electron occupies
a shallow donor defect state close to the CBM, which has dz2 (red) orbital character. The charge density of the orbital corresponding to this
defect peak marked “1” is shown in (c). Purple, gold, and blue atoms indicate Mo, S, and Re atoms, respectively.

the peaks depicted in 4(g) and 4(h) are also shown in 4(i) and
4(j), respectively.

The Re dopant. The projected density of states for the
neutral Re dopant (Re0

Mo) in Fig. 3(b) clearly shows a shallow
donor state just below the CBM, corresponding to the +1/0
CTL in Fig. 2(a). We emphasize that the positions of defect
states are not expected to agree quantitatively with the CTLs
since the methods used to evaluate them within DFT differ.
The density of states is calculated based on single-particle
energies and does not include all many-body exchange and
correlation contributions to the energy, which can shift the en-
ergies of the defect states. The defect formation energies and
CTLs, on the other hand, are evaluated based on differences
of total energies for differently charged defect configurations
and do include the many-body contributions. Therefore, the
CTLs provide a more accurate estimate than the defect levels
in density of states or band structure calculations. Previous
DFT studies analyzed the density of states of the neutral Re
dopant [52,53,71] and identified a very shallow dopant donor
state just below the CBM, similar to the density of states in
Fig. 3(b). In contrast, Komsa et al. [45] calculated the CTLs
with the scaling approach and found that the donor state is
0.22 eV below the CBM, in close agreement with our results
shown in Fig. 2(a).

In defect-free MoS2, the Mo atoms have trigonal prismatic
D3h symmetry, which gives rise to the following crystal field
splitting of the d orbitals: dz2 (a′

1 orbital) < dx2−y2 = dxy (e′
orbitals) < dxz = dyz (e′′ orbitals). The presence of an indi-
vidual substitutional Re dopant preserves that symmetry and
orbital degeneracy for the dopant atom, as reflected in the
overlapping dx2−y2 and dxy (blue) and dxz and dyz (green) states
in the projected density of states in Figs. 3(a) and 3(b). The
shallow donor state has dz2 (red) orbital character and gives
rise to a local magnetic moment around the neutral dopant
atom. However, once the Re atom donates this electron, the
dopant becomes positively charged (Re1+

Mo) and the net mag-
netic moment becomes zero.

The Re dopant-vacancy complex. The projected densities of
states for the ReMoVS defect complex depicted in Fig. 4 indi-
cate the presence of multiple midgap states, in stark contrast to
what we see for the individual Re dopant in Fig. 3 but similar

to the results of our previous study of the S vacancy [51]. The
positively charged (ReMoVS)1+ complex is isoelectronic with
the neutral S vacancy, and, similar to the neutral S vacancy,
has empty defect states in the gap with primarily dx2−y2 and dxy

orbital character. However, unlike the neutral S vacancy which
retains the threefold symmetry, replacing one of the Mo atoms
around the S vacancy by a Re atom breaks that symmetry,
lifting the degeneracy between the dx2−y2 and dxy orbitals. As
a result, the defect state is split into two peaks [marked “1”
and “2” in Figs. 4(a) and 4(d)] about 150–200 meV apart
in energy, with the lower energy peak 1 having a greater
contribution from the dx2−y2 orbitals and the higher energy
peak 2 having a greater contribution from the dxy orbitals.
This symmetry breaking is also reflected in the shapes of the
corresponding defect orbitals shown in Figs. 4(g) and 4(h).

In addition to plotting the charge isosurfaces, we also de-
pict simulated STM images for these same defect peaks in
Figs. 4(i) and 4(j). Such simulated images can be compared
against experimental STM dI/dV maps to verify the nature
of the observed dopants and defects [72]. The main feature
that distinguishes the complex from the individual dopant is
the broken threefold symmetry around the complex, which is
clearly observable in the STM images. In addition, by varying
the STM bias voltage, one could probe either of the midgap
defect states, which have noticeably different orbital character.
Hence this is one way how DFT-computed defect properties
can assist the assignment of experimental features and, when
used in conjunction with each other, provide additional insight
into the types and electronic properties of dopants, defects,
and complexes present in such samples.

When an electron is added to the positively charged defect
complex to form the neutral complex (ReMoVS)0, it becomes
isoelectronic to the −1 S vacancy. Since the symmetry break-
ing of the defect complex lifts the orbital degeneracies and
splits the defect states, the additional electron occupies an
empty low-energy state in one of the spin channels, resulting
in a local net magnetic moment of 1μB, which is localized on
the Re atom and the two Mo atoms next to the vacancy. Inter-
estingly, when another electron is added to form the negatively
charged complex (ReMoVS)1−, we find that the high-spin state
is favored over the low-spin state, resulting in a local net
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FIG. 4. Projected densities of states for the ReMoVS defect complex in the +1, 0, and −1 charge states, calculated with the SCAN + rVV10
functional. The densities of states are projected onto the d orbitals of the Re substitutional dopant atom [(a)–(c)] and d orbitals of the other two
Mo atoms directly adjacent to the S vacancy [(d)–(f)]. For comparison, the total density of states of pristine MoS2 is shown in gray shading.
The energies are plotted with respect to the vacuum energy, with the Fermi energy indicated by the vertical dashed line. The charge density of
the orbitals corresponding to the defect peaks marked “1”–“4” are depicted in (g) and (h), while simulated STM images of the same peaks are
shown in (i) and (j). Purple, gold, and blue atoms indicate Mo, S, and Re atoms, respectively, while the bright green circle marks the position
of the S vacancy. Purple and blue circles have also been overlaid on the simulated STM images to indicate the positions of the underlying Mo
and Re atoms around the defect.

magnetic moment of 2μB. This implies that, in this system,
the exchange splitting—the repulsion between electrons of
opposite spin in the same orbital (Hund’s rule)—is greater
than the crystal field splitting—the energy difference between
the dx2−y2 and dxy orbitals.

IV. NIOBIUM DOPANT AND
DOPANT-VACANCY COMPLEX

A. Energetics

Figure 5(a) shows the defect formation energies of
NbMoVS, NbMo, and VS in monolayer MoS2 as a function of
the Fermi energy, calculated with the PBE, SCAN + rVV10,
and HSE06 functionals. Once again, all three functionals pre-
dict defect formation energies and CTLs for the NbMo dopant
and NbMoVS complex which are consistent with one another.

The NbMo dopant has a 0/−1 CTL, i.e., an acceptor state,
about 0.5 eV above the VBM, indicating its potential to be
a p-type dopant in MoS2, as expected based on the fact that
Nb has one fewer valence electron than Mo. The NbMoVS
complex also exhibits a 0/−1 CTL within the band gap, at
a similar position as the 0/−1 CTL of the individual NbMo

dopant. This suggests that, unlike the ReMoVS complexes, the
formation of NbMoVS complexes may not drastically alter the
electronic properties of NbMo dopants in MoS2.

Figure 5(b) shows that the binding energy �E for forming
the NbMoVS complex from the isolated NbMo and VS defects
is only slightly negative for values of EFermi spanning the
band gap. This suggests that the individual defects are neither
strongly attracted nor repelled from each other, again in con-
trast to the behavior of the Re dopants, which appear to have a
significant driving force towards the formation of complexes
with S vacancies. The NbMoVS binding energy varies only
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FIG. 5. (a) Defect formation energies of NbMoVS (dark green),
NbMo (light green), and VS (gold) in monolayer MoS2 as a function
of the Fermi energy, calculated with PBE (dashed lines), SCAN +
rVV10 (solid lines), and HSE06 (dotted lines). The formation en-
ergies are computed for S-poor (Mo-rich) and Nb-rich conditions.
The slopes of the line segments, which correspond to the defect’s
stable charge state over that range of energies, are indicated on the
plot. The black vertical dashed/solid/dotted lines indicate the valence
and conduction band edge positions relative to the vacuum level,
evaluated using each corresponding functional. (b) Binding energy
�E for forming the NbMoVS complex as a function of the Fermi
energy. The �E is close to zero across the gap, indicating that the
individual defects are neither strongly attracted nor repelled from
each other.

slightly across the band gap, changing from around −0.2 eV
near the VBM to about zero at the CBM. These results suggest
that, unlike the Re dopant, the Nb dopant appears to be more
robust against compensation by S vacancies. Not only are
the Nb dopant and S vacancy much less likely to form com-
plexes; even if they do, the complex appears to retain similar
electronic properties as the individual Nb dopant, which may
enable it to still act as an acceptor in MoS2.

B. Electronic structures

Figures 6(a) and 6(b) and 7(a)–7(f) show the projected den-
sities of states for the neutral and −1 charged Nb dopant and
the +1, neutral, and −1 NbMoVS defect complex, respectively.
The densities of states are projected onto the d orbitals of the
Nb dopant, and in the case of the defect complex, also the
d orbitals of the other two Mo atoms around the S vacancy.

Figures 6(c) and 7(g)–7(j) illustrate the electronic orbitals
corresponding to selected defect peaks of interest, as indicated
on the projected density of states plots.

The Nb dopant. The projected density of states for the
neutral Nb dopant (Nb0

Mo) clearly shows the existence of an
acceptor state just above the VBM, as has also been pre-
dicted by other DFT studies [37,71]. This acceptor state which
corresponds to the 0/−1 CTL in Fig. 5(a) has dz2 orbital
character and gives rise to a local magnetic moment around
the neutral Nb dopant. The addition of an electron to this
defect state results in the negatively charged Nb dopant Nb1−

Mo,
which does not have a net magnetic moment. As in the case of
the individual Re dopant, the Nb dopant retains the threefold
symmetry and corresponding orbital degeneracy. Hence we
again see that the dx2−y2 and dxy as well as the dxz and dyz

states in the projected density of states overlap.
The Nb dopant-vacancy complex. The projected densities

of states for the NbMoVS defect complex depicted in Fig. 7
suggest the existence of multiple defect states within the band
gap. The defect peaks marked “1” and “2” are associated with
the +1/0 and 0/−1 CTLs, respectively. By inspecting the
orbitals associated with each defect peak, we identify that the
defect state associated with the +1/0 CTL in the complex
[Fig. 7(g)] has similar character to the defect state of the
Nb dopant [Fig. 6(c)], while the state associated with the
0/−1 CTL in the complex [Fig. 7(h)] has similar character
to one of the defect states of the S vacancy [51]. Hence,
even though both the individual Nb dopant as well as the
Nb-vacancy complex have 0/−1 CTLs within the gap, they
have different orbital characters. The defect peaks marked “3”
and “4” also exhibit a similar character as the S vacancy defect
states, but while they appear towards the top of the band gap
in the density of states calculations, their associated CTLs
(−1/−2, −2/−3, etc.) fall deep within the conduction band
region based on our defect formation energy calculations. This
apparent discrepancy in the positions of defect states is, as
mentioned previously, due to the different methods and ap-
proximations used to evaluate the CTLs and density of states.

V. DISCUSSION

We find that the different choices of exchange-correlation
functional neither significantly alter the defect formation ener-
gies nor absolute positions of the CTLs relative to the common
vacuum reference for all the defects considered in this study.
Our finding agrees with a previous study on intrinsic defects
in monolayer MoS2 [45]. The more significant impact of the
different exchange-correlation functionals lies in their effect
on the band gap and band edge positions; a posteriori correc-
tion schemes for band alignment [73,74] combined with the
current charge correction scheme could provide more accu-
rate estimates of the CTLs. The excellent agreement for the
defect formation energy in semilocal and hybrid exchange-
correlation functionals validates the accuracy of the DFT
predictions. This observation contrasts with other defects in
semiconductors such as silicon where the formation energies
of, e.g., the self-interstitial, strongly differ by about 1 eV
between semilocal and hybrid functionals [75], with the hy-
brid functional agreeing with experiment and diffusion Monte
Carlo calculations [76].
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FIG. 6. Projected densities of states for the NbMo dopant in (a) 0 and (b) −1 charge states, calculated with the SCAN + rVV10 functional.
The densities of states are projected onto the d orbitals of the Nb substitutional dopant atom. For comparison, the total density of states of
pristine MoS2 is shown in gray shading. The energies are plotted with respect to the vacuum energy, with the Fermi energy indicated by the
vertical dashed line. Nb has one fewer valence electron than Mo and, in the neutral state, there is an empty shallow acceptor state with dz2

(red) character at the top of the valence band. The charge density of the orbital corresponding to this defect peak marked “1” is depicted in (c).
Purple, gold, and green atoms indicate Mo, S, and Nb atoms, respectively.

FIG. 7. Projected densities of states for the NbMoVS defect complex in the +1, 0, and −1 charge states, calculated with the SCAN + rVV10
functional. The densities of states are projected onto the d orbitals of the Nb substitutional dopant atom [(a)–(c)] and d orbitals of the other two
Mo atoms directly adjacent to the S vacancy [(d)–(f)]. For comparison, the total density of states of pristine MoS2 is shown in gray shading.
The energies are plotted with respect to the vacuum energy, with the Fermi energy indicated by the vertical dashed line. The electronic orbitals
corresponding to selected defect peaks marked “1”–“4” are depicted in (g)–(j). Purple, gold, and green atoms indicate Mo, S, and Nb atoms,
respectively, while the bright green circle marks the position of the S vacancy.
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Experimental conditions such as the choice of synthesis
and processing techniques, selection of precursors, precursor
concentrations and partial pressures, substrates, and tempera-
ture all have a profound impact on the chemical potentials of
the components, and hence the practical realization of doping
in monolayer MoS2 and related systems. The defect formation
energies strongly depend on the components’ chemical poten-
tials, as evident from Eq. (1). The defect formation energies
reported in Figs. 2 and 5 correspond to the Mo-rich/S-poor and
Re/Nb-rich chemical potential limits. Under these conditions,
the formation energies for the S vacancy, Re dopant, ReMoVS,
and NbMoVS defect complexes are all greater than 1 eV, which
suggests that their formation is unfavorable. However, an ap-
propriate choice of experimental conditions, e.g., more S-rich
conditions, can substantially reduce the formation energy for
substitutional dopants on the Mo site, such that it has been
possible to achieve over 1 at.% Re doping in monolayer MoS2

samples [32,70]. However, care must be taken to avoid the
formation of secondary phases, e.g., ReS2, NbS2, which also
become more favorable under S-rich conditions; for example,
Zhang et al. observed segregation of ReS2 when they in-
creased the precursor temperature during powder vaporization
synthesis of Re-doped MoS2 [32].

The concentrations of defects and dopants in real samples
are also primarily influenced by nonequilibrium processes.
The formation energy of the S vacancy is lowest in the Mo-
rich/S-poor chemical potential limit considered in this work,
corresponding to an equilibrium defect concentration of 10−8

to 10−7 at.% (107 to 108 cm−2). However, S vacancy defect
concentrations on the order of 1013 cm−2, i.e., 105 times
higher than thermodynamic equilibrium concentrations, have
been observed experimentally [49,50], suggesting that the
thermodynamic equilibrium chemical potential may not be the
main driving force in determining the concentration of S va-
cancies. In practice, the formation of competing phases which
should occur in equilibrium might be hindered by nucleation
barriers, resulting in the local chemical potentials deviating
significantly from that assumed in an equilibrium analysis.

It is important to note that while the defect formation
energies depend on the chemical potentials, neither the CTLs
nor complex binding energies do [see Eq. (3)]. Therefore,
the discussions and conclusions drawn based on the analy-
sis of the CTLs and complex binding energies remain valid
regardless of the choice of chemical potential references. The
trends in the CTLs have been verified by the density of states
calculations, which clearly do not depend on the chemical
potentials. The chemical potentials may still indirectly influ-
ence the likelihood of complex formation by controlling the
concentrations of the individual defects; however, the binding
energy is independent of the chemical potentials.

The properties of 2D materials are strongly affected by
their dielectric environment; hence the choice of substrate is
key to achieving the desired electronic and optical properties
in these doped systems. In this work, as a simplifying approx-
imation, we have computed the properties of the dopants and
defect complexes in a freestanding MoS2 monolayer. How-
ever, in practice, substrates play essential roles in the synthesis
and device applications of 2D materials. Recent computa-
tional studies [77–79] demonstrate the effect of substrate
screening on valence and conduction band edge positions and

CTLs of defects and dopants. For example, a SiO2 substrate
is estimated to reduce the ionization energies of Re and Nb
dopants in MoS2 by 0.1–0.15 eV [77,79], while a HfO2 sub-
strate could reduce them by up to 0.25 eV [77]. This general
trend is attributed to the substrate dielectric screening helping
to stabilize the charged states of these dopants, thereby mak-
ing ionization more favorable and moving the CTLs closer
to the corresponding band edges. Therefore, even though our
calculations of Re and Nb dopants in freestanding monolayer
MoS2 do not suggest them to be particularly shallow dopants,
their doping effectiveness could be significantly enhanced in
practice by a suitable choice of substrate.

The practical implications of our findings, especially per-
taining to the defect complexes, are complex; they have the
potential to be either detrimental or beneficial depending on
the applications. For example, even though the formation of
the dopant-vacancy complex appears to degrade the doping
properties of Re in MoS2, it could present opportunities for
new technological applications such as single-photon emitters
(SPE). Recently, based on first-principles electronic struc-
ture calculations, Gupta et al. [67] suggested that the neutral
ReMoVS defect complex in MoS2 could be a candidate SPE
due to its paramagnetic spin doublet configuration, and the
two-level quantum system formed by the majority spin states,
which are spatially localized and sufficiently isolated from the
band edges. These features are borne out in our calculations as
well, although further validation with a higher level of theory
and experimental demonstration is still required.

The predicted range of the binding energy �E for the
ReMoVS defect complex and its linear dependence on the
Fermi level within the gap also presents an avenue for Fermi
level control of active dopants and dopant-vacancy complexes.
Varying the Fermi level from the VBM to the CBM tunes the
binding energy from ≈−0.1 to almost −1 eV, which would
increase the fraction of dopants in complexes from 0 to almost
100%. In practice, gating or the choice of substrates could
potentially be used to control the Fermi level and hence the
defect populations. Depending on the desired application, the
Fermi level could be chosen to either minimize the number
of defect complexes, i.e., maximize the number of active
dopants for doping purposes, or maximize the number of
defect complexes, e.g., to maximize the number of potential
SPE. Such an approach for Fermi level control of dopants is
made possible because the formation of the dopant-vacancy
complex is a grand canonical process that involves the ex-
change of electrons with a charge reservoir. The prediction
of this defect behavior, which could have compelling tech-
nological applications, is enabled by calculating the energy
and electronic properties of the different charged states of
each of the individual defects as well as the complex with the
appropriate electrostatic boundary conditions provided by the
charge correction scheme.

In contrast to the ReMoVS defect complex, our calculations
of the NbMoVS defect complex suggest that the Nb dopant and
S vacancy do not have a strong tendency to form complexes,
the binding energy shows little variation with the Fermi level,
and the complex appears to maintain its acceptor character in
MoS2. These results suggest that the Nb dopant is more ro-
bust against compensation by S vacancies, the most common
intrinsic defects in MoS2. This could be encouraging for the
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prospect of p-type doping in MoS2, which has thus far been
more challenging to achieve than n-type doping.

VI. CONCLUSIONS

First-principles calculations for Re and Nb dopants in
monolayer MoS2 and their defect complexes with intrinsic
S vacancies demonstrate the remarkably different behavior
for these two dopants. We compute the formation energy of
each dopant and complex in different charge states, utilizing
the charge correction scheme of Freysoldt and Neugebauer to
ensure the appropriate electrostatic boundary conditions for
2D materials. This approach enables the accurate prediction
of the charge transition levels, the evaluation of the complex
binding energies as a function of the Fermi level, and the
characterization of their electronic properties. We show that
Re dopants can form complexes with the S vacancies when
the Fermi level approaches the CBM. These ReMoVS defect
complexes quench the n-type doping of ReMo but could act as
single-photon emitters. In contrast, Nb dopants are unlikely

to form bound complexes with S vacancies and their p-type
doping properties appear to be less sensitive to the presence
of S vacancies.

Our results illustrate how intricate the interactions between
different dopants and defects can be, how greatly they differ
between similar dopants and defects, and how they require
the appropriate treatment of the electrostatic boundary condi-
tions in 2D materials. This complexity highlights the need for
further systematic, detailed, and extensive studies of defects,
dopants, and complexes in 2D semiconductors, which will
be crucial to realize the potential of 2D materials in next-
generation technologies.
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