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By performing density functional theory calculations corrected by an on site Coulomb interaction, we
find that the defects at the CeO,(111) surface observed by the scanning tunneling microscopy (STM)
measurements of Esch et al. [Science 309, 752 (2005)] are not mere oxygen vacancies or fluorine
impurities as suggested by Kullgren ef al. [Phys. Rev. Lett. 112, 156102 (2014)], but actually the hydroxyl-
vacancy combined species. Specifically, we show that hydroxyls play a critical role in the formation and
propagation of oxygen vacancy clusters (VCs). In the presence of neighboring hydroxyls, the
thermodynamically unstable VCs can be significantly stabilized, and the behaviors of oxygen vacancies
become largely consistent with the STM observations. In addition to the clarification of the long term
controversy on the surface defect structures of CeO,(111), the “hydroxyl-vacancy model” proposed in this
work emphasizes the coexistence of hydroxyls and oxygen vacancies, especially VCs, which is important
for understanding the catalytic and other physicochemical properties of reducible metal oxides.

DOI: 10.1103/PhysRevLett.116.086102

Reducible metal oxides with oxygen vacancies that can be
formed and replenished facilely are often used as the
substrate or even the single active component for catalysts
in a wide range of catalytic redox reactions [1-4]. Intuitively,
the chemical properties of such catalysts are strongly
affected by the presence and configuration of oxygen
vacancies, and a conspicuous example is that the specific
atomic morphology and distribution of oxygen vacancies
can restrict the geometry and mobility of the supported
noble-metal nanoparticles, giving rise to a unique catalytic
performance and improved stability against sintering [5,6].
It then promotes the identification of the oxygen vacancy
structures of such oxides at the atomic level [7-9]. Scanning
tunneling microscopy (STM) and atomic force microscopy
(AFM) are now among the most reliable and frequently used
techniques for the direct probe of surface morphologies as
well as the atomic structures of various defects including
oxygen vacancies [7—-10].

Ceria (CeO,), as a particular case of reducible metal
oxides, exposes the highly active surface lattice oxygen and
is rich with oxygen vacancies, bringing extraordinary
catalytic activities in broad applications [11-13]. Over the
past twenty years, atomic-resolution STM and AFM studies
have been intensively conducted to image the surface defect
structures of the thermodynamically most stable (111) facet
of CeO, [8-10,14-19]. In one pioneering work, Esch et al.
[8] conducted STM measurements at a negative bias voltage
(—3 V) to probe the surface oxygen ions through imaging
the occupied states of O 2p on the surface. They found that
isolated (top-)surface and subsurface oxygen vacancies
(denoted as SV and SSV, respectively) with similar concen-
trations dominate the CeO,(111) surface after a short
annealing, and abundant linear surface oxygen vacancy
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clusters (LSVCs) and many triangular surface oxygen
vacancy trimers (TSVTs) appear as the result of a prolonged
annealing. Interestingly, they also found that only one type
of TSVT, which centered on a subsurface oxygen (TSVT 1),
can be observed; by contrast, the other type of TSVT that
centered on a Ce ion (TSVT 2) never occurred. Oxygen
vacancies and vacancy clusters have also been located in
other STM and AFM studies [15-17], and detailed under-
standing of these results became highly demanded.
However, follow-up theoretical studies using density func-
tional theory (DFT) calculations reached a consistent con-
clusion that the clustering of the surface oxygen vacancies is
thermodynamically unfavorable [20,21], which brings a
controversy to the origin of this phenomenon.

Recently, Kullgren et al. proposed that the surface oxygen
defects observed in the STM measurements by Esch et al.
were actually fluorine impurities. This conclusion was
obtained based on the following facts: (i) considerable
amounts of the fluorine impurities may exist in the com-
mercial CeO, single crystal samples used in the experimen-
tal studies, (ii) the simulated filled-state STM images of the
surface oxygen vacancy and doped fluorine impurity are
indistinguishable, and (iii) some behaviors of fluorine
impurities such as their preference for pairing are consistent
with the experimental observations [22]. However, we
noticed that this work only calculated the energetics of
the formation of the impurity dimer, which is not large
enough to clarify the key STM observations of the extended
defects such as the preference for linear defects in contrast to
triangular ones and the missing of TSVT 2 type defects.
Therefore, in this Letter, we first intend to further verify
the behaviors of the fluorine impurities at CeO,(111) by
calculating the surface energetics with a high coverage of
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FIG. 1. Calculated energetics for the structural evolution of the

clustering of fluorine impurities at CeO,(111). All of the
structures are depicted in schematic plan views from the side
and top. Og and Ogg represent the surface and subsurface oxygen,
respectively. Clean denotes the clean CeO,(111) surface.

doped fluorine. We will show that the presence of such
fluorine impurities may not explain all of the experimental
observations. We then present our new model, in which
hydroxyls are shown to have a decisive role on the energetics
and morphologies of the oxygen vacancy clusters.

Our DFT calculations employed the periodic slab
model of CeO,(111) which was extended at a (4 x 4)
surface cell and contains four O-Ce-O trilayers. We
performed spin-polarized calculations by using the
Perdew-Burke-Ernzerhof (PBE) functional [23] with the
Hubbard U correction (DFT 4 U) [24]. The effective U
value of 5.0 eV was applied to the localized Ce 4f states to
better describe the electronic and atomic structures of ceria
[25-29]. More calculation details can be found in the
Supplemental Material [30].

When substituting a divalent surface oxygen for a
monovalent fluorine, there occurs one excess electron that
prefers to localize on the nearest neighbor Ce ion (F;, see
Fig. 1) [22]. We also located the most stable configurations
of the fluorine impurity dimer (F;D) as well as the trimers
(F,T) which take the linear, bent, and two triangular
configurations (denoted as LF,T, BF,T, TF,T 1, and
TF;T 2, respectively), and determined the energetics for
the structural evolution of the clustering of the fluorine
impurities at CeO,(111) (Fig. 1). We found that the
formation of an impurity dimer from two isolated impu-
rities is thermodynamically favorable with a calculated
binding energy of 0.11 eV, which is very close to the value
of 0.08 eV reported by Kullgren et al. [22]. However, for
the formations of the impurity trimers from one dimer and
one monomer, the calculated binding energies are essen-
tially identical and rather small (—0.02— + 0.04 eV). It also
indicates that TF;T 2, which centers on a Ce ion, is slightly
favored on the surface, and the linear configurations of
fluorine impurities will not dominate the surface, which is
largely conflicted with the STM observations [8].

The search for the legitimate “vacancy model” then
continues. In this work, we first constructed reduced
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FIG. 2. Illustrative diagrams and calculated averaged oxygen

vacancy formation energies of reduced CeO,(111) surfaces. The
simulated filled-state STM image of TSVT 1 is also shown.
Ogs (out) represents the subsurface oxygen, which has a nearly
identical z coordinate with the surface oxygen ions due to a strong
outward relaxation. “Underneath: Ce?**“stands for a Ce** in the
second trilayer.

CeO,(111) surfaces with single- and multioxygen vacan-
cies. Specifically, the surface with a SV, a SSV, a surface
oxygen vacancy dimer (SVD), one surface oxygen vacancy
plus one nearest subsurface oxygen vacancy (SV + SSV), a
linear and a bent surface oxygen vacancy trimer
(LSVT/BSVT), a triangular surface oxygen vacancy trimer
that centers on a subsurface oxygen (TSVT 1) or on a Ce
ion (TSVT 2), and a SVD plus one nearest subsurface
oxygen vacancy (SVD + SSV) were constructed (Fig. 2).
Among them, the SV 4 SSV and SVD + SSV configura-
tions were proposed by Esch et al. to explain the linear
surface defects they observed. We also located the most
favorable Ce** distributions for each configuration. For
example, after the formation of a SV or SSV, the two
electrons are well localized on the two second nearest Ce
cations [36,37]. To estimate the stability of the oxygen
vacancy clusters (VCs), we used the averaged oxygen
vacancy formation energy (E%,):

n n
_Eoz + Esurf

Es, = |3

—E ;florlf / n,

where Eo,, E? ¢, and E*}. are the calculated total energies
of an O, molecule, the surface with n oxygen vacancies,
and the stoichiometric surface, respectively. It can be seen
from the calculation results in Fig. 2 that all VCs have
higher averaged oxygen vacancy formation energies than
an isolated SV and SSV, indicating that repulsive inter-
actions exist between oxygen vacancies [38] and they
prefer to stay in isolation, which is indeed consistent with
the previous theoretical predictions but largely inconsistent
with the STM observations [20,21]. However, we still
noticed one good agreement between the experimental and
theoretical results; i.e., TSVT 1 is much more stable (by
0.27 eV) than TSVT 2. This could be simply due to the fact
that the Ce cation in the center of TSVT 2 has a
coordination number of four only, while those in TSVT
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Left panel: Calculated energetics for the structural evolution of the growth of surface VCs at a hydroxylated CeO,(111). The

oxygen vacancy diffusion (SV — SSV) of the Hg,, + SVD is also shown. Vacancy spaces are indicated by dashed blue polygons.
Hydrogen adsorption energies for the surrounding Ogg ions in the Hg, + SVD local structure are also labeled. Right panel: Schematic
side view for the relaxation of the subsurface hydroxyl after the formation of one or two nearest neighbor SVs. (see Supplemental
Material [30] for the detailed structural information, Figs. S2 and S3).

1 have coordination numbers of at least five. Not surpris-
ingly, without such a prominent structural difference, the
two triangular cases of fluorine impurities have a nearly
identical stability. However, we found that the simulated
STM image of TSVT 1 is somewhat different with the
experimental one, with a characteristic bright spot (high-
lighted by a red dashed box) existing in the center of the
triangular dark area, which is due to the strong outward
relaxation of the subsurface oxygen. We then speculated
that some species may stabilize the VCs, which may also
influence their appearances in STM images.

In fact, we recognize the universal existence of various
hydrogen sources (e.g., water) introduced during the
sample preparation [11,39-41], leading to the formation
of surface and bulk hydroxyls [42,43], which can be hardly
eliminated even under ultrahigh vacuum conditions.
Moreover, the annealing treatment of the CeO, samples
at high temperatures may also induce the bulk infiltration of
the surface proton [44-46], which further increases the
amount of bulk hydroxyls. It then suggests the importance
to study the role of such hydroxyls in the formation of
surface VCs. Subsurface hydroxyls may occur as the result
of the facile diffusion of H in bulk CeO, [47] and are most
likely to play such an important role since they are the close
neighbors to surface VCs, and unlike the surface hydroxyls
that points the H away from the surface plane, they may
have obvious lateral interactions with the VCs. It can be
seen from the left panel of Fig. 3 that the formation of a SV
that directly neighbors to the subsurface hydroxyl is
significantly more favorable than the original one (1.90
vs 2.20 eV). In addition, further formation of another SV
for the occurrence of a SVD is even more facile, with an
oxygen vacancy formation energy of 1.61 eV only,

indicating that the isolated vacancies tend to form a
vacancy dimer very strongly in the presence of a subsurface
hydroxyl. Detailed analyses showed that structural relax-
ation of the subsurface hydroxyl assists the formation of SV
and then the SVD; in the formation of the first SV, the
subsurface hydroxyl slightly moves toward the newly
formed vacancy, while it has a strong outward relaxation
and splits the vacancy dimer when the SVD forms (see the
right panel of Fig. 3). In other words, vacancies can provide
spaces for neighboring hydroxyls to relax, and such
stabilization effect from the coexisted oxygen vacancies
and subsurface hydroxyls further confirms the role of the
subsurface hydroxyls in the surface VCs formation (see
Supplemental Material [30] for details, Fig. S1). It also
reflects that such a stabilization effect can readily overcome
the “repulsive interactions” between neighboring vacan-
cies, which are caused by counteracting vacancy-induced
lattice relaxation and Ce®" with a large size [38,48]. In
addition, in line with the observations of Esch et al., such a
SVD is stable and immobile because the diffusion of a SV
ina SVD to the neighboring subsurface site (SV — SSV) is
thermodynamically unfavorable with an energy increase of
0.52 eV, simply due to the fact that such a diffusion may
suppress the outward relaxation of the subsurface hydroxyl.

However, our calculation results show that the formation
of various different surface oxygen vacancy trimers (SVTs)
evolving from such a SVD is rather difficult with calculated
formation energies for the extra vacancy of more than
2.5 eV. This could be because that formation of such an
extra vacancy beside the SVD cannot be benefited from
further relaxation of the deeply relaxed subsurface
hydroxyl. At the same time, we found that the Hg,, +
SVD combined species can actually attract one proton from
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TABLE L. The calculated formation energies (in eV) of the newly developed oxygen vacancy in the growing oxygen vacancies on the
clean and hydroxylated surfaces.
clean — SV - SVD — SVD — SVD — SVD — clean — SSV —
SV SVD LSVT BSVT TSVT 1 TSVT2 SSv SSVD
Clean 2.20 2.48 2.40 2.52 2.46 2.73 1.98 2.38
Hydroxylated 1.90 1.61 1.81 2.04 2.08 2.70 1.93 1.88
another bulk hydroxyl to adsorb at its surrounding subsur- ~ which implies the tendency toward clustering (see

face O (Ogg) ions (E,q, = 3.33 eV at the Ogg(1), Fig. 3) to
form a 2Hg,, + SVD species (E,q, = 2.99 eV at Ogg of
clean CeO,(111), see Supplemental Material [30] for the
calculation details). This new subsurface hydroxyl has a
strong tendency for further relaxation and can therefore
favor the occurrence of a new SV, leading to the formation
of SVTs. Specifically, the formation of an oxygen vacancy
for the SVD — LSVT evolution is the most favorable to
occur and costs 1.81 eV (Fig. 3), which is also smaller than
that of an isolated SV (1.90 eV). Then, longer LSVCs [8]
can be expected to readily occur by such a two-step
mechanism containing the H attraction and oxygen vacancy
growth, though the explicit simulations of the alternate
occurrences of more subsurface OHs and surface oxygen
vacancies may need much larger surface cells.

It should be noted that formations of the BSVT and
TSVT 1 from the SVD are competitive with each other, but
more difficult than that of the LSVT (Fig. 3). Interestingly,
evolution of a SVD to a TSVT 2 gives a rather high oxygen
vacancy formation energy of 2.70 eV, which in fact
prevents the formation of TSVT 2 (Fig. 3). This is because
the third SV in a TSVT 2 stays away from the original
vacancy area of a SVD by one surface Ce cation, which
then restricts the relaxation of the second subsurface
hydroxyl; by contrast, in other SVTs, the three SVs merge
to give even more space for the hydroxyl relaxation (see
dashed blue polygons in bottom of Fig. 3). The calculated
formation energies of the newly developed oxygen vacancy
in the growing oxygen vacancies on the clean and
hydroxylated surfaces are summarized in Table L. It clearly
shows that the growth of VCs becomes favorable with the
existence of subsurface hydroxyls, and particularly, the
LSVT/BSVT should be the most popular to occur, fol-
lowed by the TSVT 1 type VCs, while the TSVT 2 should
be hard to be observed. These results are indeed well
consistent with the STM observations of Esch et al.

It needs to be mentioned that the results listed in the last
two columns of Table I also show that SSVs can be slightly
stabilized by neighboring bulk hydroxyls, which located in
the third oxygen layer, with 0.05 eV. In addition, the
calculated formation energies of SSV with and without
hydroxyl (1.98 and 1.93 eV) are both close to that of a
SV stabilized by the hydroxyl (1.90 eV), indicating the
similar concentration of them as observed by Esch er al
Moreover, with the assistance of a hydroxyl, the formation of
a subsurface oxygen vacancy dimer (SSVD) is slightly
favored with respect to isolated SSVs (1.88 vs 1.98 eV),

Supplemental Material [30] for structural information,
Fig. S4). Accordingly, the stabilization effect from the strong
relaxation of a hydroxyl toward the vacancy space may also
work in the formation of subsurface VCs, suggesting the
wide applicability of this model. However, it also needs to be
noted that the calculated formation energy of the newly
developed SSV in the SSVD is actually much larger than that
in the SVD (1.88 vs 1.61 eV), suggesting that the bulk
hydroxyls may essentially be involved in the formation of
surface VCs while arrangements of subsurface O vacancies
separated by /3 or 2 times the closest possible distance
between vacancies may still occur [10,19].

Finally, we simulated the filled-state STM images (bias
—3 V) of the three most stable SVTs that involve two
subsurface hydroxyls. Surprisingly, the outward relaxed
subsurface hydroxyls cannot be seen in the simulated
STM images though they are also in the surface plane
(top panel, Fig. 4) [22,49]. From the calculated local density
of states (LDOS) shown in the bottom panel of Fig. 4, we can
see that the occupied 2p states of the Ogg(out) of the
hydroxyl largely lie at the energy levels of ~3 eV lower than
the Fermi level, while a normal Og distributes most of
its states within the range of —3—— 1.7 eV. Accordingly,
the “surface” hydroxyls cannot be detected in the STM
measurement with a bias voltage at or higher than —3 V.
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FIG. 4. Up panel: Simulated filled-state STM images (bias
—3 V) of the three most stable SVTs that involve two outward
relaxed subsurface hydroxyls. Bottom panel: Calculated local
density of states (LDOS) of two typical oxygen ions, i.e., a
normal Og and an Ogg(out) of the subsurface hydroxyl, in the
2H,,, + LSVT structure.
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Most importantly, the simulated STM images are now quite
similar to the experimental ones [8], again proving the
validity of the “hydroxyl-vacancy model”.

In summary, we propose the “hydroxyl-vacancy model”
in this Letter that shows a surprisingly high consistence
with the experimental observations regarding the energetics
and appearances of the surface defects of CeO,(111), thus
clarifying the long term controversy on the clustering of
oxygen vacancies at CeO,(111). Specifically, we deter-
mined the critical role of hydroxyls in the formation and
propagation of VCs. Our results suggest that oxygen
vacancies, especially VCs, may in fact prefer to coexist
with hydroxyls due to their mutual stabilization effect,
thereby bringing important atomic structural information
for studying the surface science of a reduced CeO, as well
as many other reducible metal oxides.
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