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Weak localization and crossover from Lifshitz transition in two dimensions
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Dirac point plays a crucial role in regulating electronic properties of topological semimetals. In two dimen-
sions, the manipulation of Dirac points can spur a transition from Dirac semimetal through semi-Dirac phase to
a gapped phase. Across such a so-called Lifshitz transition, we find that the quantum interference corrections
to the conductivity δσxx and δσyy are always negative, giving rise to a weak localization behavior. The ratio
δσxx/δσyy undergoes a transition from linear to parabolic dependence on the merging parameter across the
Lifshitz transition, which leads to a crossover of the temperature dependence of the inverse inelastic scattering
time 1/τε from ∼T to ∼ T ln(T0/T ). This fingerprint behavior can be readily tested experimentally through
merging Dirac points in two-dimensional lattices. This work presents an alternative perspective to understand
weak localization through Lifshitz transition.

DOI: 10.1103/PhysRevB.104.155135

I. INTRODUCTION

Weak localization (WL) is a physical effect caused
by quantum interference of conduction electrons on self-
intersecting diffusive trajectories in disordered systems,
which exists in a variety of systems such as one- and
three-dimensional metals, metal-oxide-semiconductor (MOS)
inversion layers, and other semiconductors, etc. [1]. It has
become an important area in condensed matter physics.
Graphene, as a typical two-dimensional (2D) system, hosts
many unusual properties [2–7], and should be a new plat-
form for studying the WL. However, both theoretical and
experimental works show that the WL is absent in graphene
[8,9]. The reason is that the energy spectrum of graphene
consists of two Dirac points at the corners of the Brillouin
zone [10]. The quasiparticles basically move around a sin-
gle valley, and acquire a Berry phase of π [6,11–13], which
leads to a destructive interference in a backscattering process.
Nonetheless, these disincentives can be reduced by modify-
ing electronic band structure and the symmetry of internal
disorder [8,14–19].

By altering the nearest-neighbor hopping of graphene
lattice, two Dirac points approach each other [20,21], and
can merge into a single one [22,23], forming the so-called
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2D semi-Dirac system with energy spectrum being linear
along one direction and parabolic along the other. Such an
anisotropic energy spectrum gives rise to a number of spe-
cial properties such as strongly anisotropic diffusion transport
[24], the splitting of the Landau level spectrum in a magnetic
field [20,23,25], Bloch-Zener oscillations [26], and transition
of Hall conductivity plateaus from the half-integer to integer
[27]. Recently, moving and merging Dirac points have been
experimentally implemented in artificial lattice systems like
the 2D honeycomb optical lattice [28], photonic graphene
[29], and microwave-induced analog of a honeycomb lattice
[30]. The semi-Dirac energy spectrum is also realized in
many solid systems such as the organic conductor α-(BEDT-
TTF)2I3 [31–33], TiO2/VO2 nanostructures [34], Bi-Sb thin
films [35], puckered honeycomb arsenic systems [36], and
black phosphorus [37,38], etc.

We identify that the merging Dirac points and reopening a
gap is a kind of Lifshitz transition in which the topology of
Fermi surfaces is altered. Conventionally, the Lifshitz tran-
sition is usually studied via energy dispersion and density
of states due to its particular shape of Fermi surfaces. Here
we show a deep connection between Lifshitz transition and
weak localization. This may bring us a new direction to ex-
plore the particular effect of nontrivial Fermi surface topology
on dynamical properties. We study the quantum interference
corrections to conductivities σμμ(μ = x, y) across the Lif-
shitz transition with the topology of spin rotation along the
backscattering paths. The net spin rotation along the back
scattering paths is zero, contributing a zero Berry phase across

2469-9950/2021/104(15)/155135(9) 155135-1 ©2021 American Physical Society

https://orcid.org/0000-0002-8149-4342
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.104.155135&domain=pdf&date_stamp=2021-10-21
https://doi.org/10.1103/PhysRevB.104.155135


DING, ZHU, HU, AND SU PHYSICAL REVIEW B 104, 155135 (2021)

FIG. 1. Diagrams of energy spectrum for the Hamiltonian (1),
where the absolute value |�| denotes the saddle point energy. The
Fermi surface (blue) intersects with the conduction band (εF > 0).
Filled eigenstates are represented by magenta regions.

the Lifshitz transition, such that δσxx and δσyy are always neg-
ative in the full merging parameter (�) region, marking a WL
behavior. Meanwhile, the ratio δσxx/δσyy displays a constant
independent of � just around the merging point; while a linear
dependence on � for the two-Dirac-point case. This marks a
characteristic feature for the Lifshitz transition manifesting in
the WL. We further show that the Lifshitz transition induces
a crossover of the temperature dependence of the inelastic
scattering time τε from 1/τε ∼ T to 1/τε ∼ T ln(T0/T ).

II. Theoretical model

An effective Hamiltonian describing the merging transition
of Dirac points in two dimensions can be expressed as [20]

H =
(

� + k2
x

2m

)
σx + vykyσy, (1)

where m is the x direction band mass, vy = 3 at/2(t =
2.3 eV, a = 1.42 Å) is the y direction Fermi velocity, σi

(i = x, y) are the Pauli matrices, and ki is the wave vector.
The eigenstates of the Hamiltonian (1) are given by |u+

k 〉 =√
2

2 (1, eiφk )T eik·r and |u−
k 〉 =

√
2

2 (1,−eiφk )T eik·r with tan φk =
vyky/(k2

x /2m + �). The corresponding energy spectrum is

ε±
k = ±[(� + k2

x
2m )2 + (vyky)2]1/2. The parameter � presents

the merging scenario of two Dirac points, as shown in Fig. 1.
Two Dirac points remain apart from each other for � < 0, and
merge at � = 0. A gap between the conduction and valence
bands opens for � > 0. Equation (1) is originally formulated
in the context of graphene [20]. Various analogous systems
[28,30,39] have paved the way to its physical realization,
including new aspects that were addressed [40]. In this work,
we focus on the quantum interference effect on transport from
disorder scattering and screened Coulomb interaction, which
is untouched so far.

We consider randomly distributed δ− function V (r) =∑
i Viδ(r − Ri ) to model the scattering by the impurities,

where Ri are the positions of the impurities, and Vi are
the strength distributions of impurity potentials, satisfying
〈Vi〉dis = 0 and 〈V 2

i 〉dis = V 2
0 , where 〈· · · 〉dis means the av-

erage over the impurity configurations. All the calculations
are performed in the thermodynamic limit, i.e., the system is
taken as infinity. The Fermi level is introduced as an external
parameter, revealing the variation of the impurity scattering,
and can actually be changed by the gate voltage [18,41–43].
In the present work, we suppose the Fermi energy εF to
be positive, i.e., εF always crosses the conduction band. In
the weak disorder limit, the energy width of Bloch state is

FIG. 2. Diagrams for the quantum interference correction to the
conductivity, consisting of the bare Hikami box [44,45] (a) and the
dressed Hikami boxes [16,41] (b) and (c). The Bethe-Salpeter equa-
tion for Cooperon is shown in (d). The arrowed lines represent the
impurity-averaged Green’s functions, and the dashed lines represent
the impurity scattering. The dark regions on the two sides of each
box stand for the vertex correction to velocity shown in (e).

small, therefore, we can neglect the interband scattering at
zero temperature, and calculate all physical quantities in the
conduction band.

III. CONDUCTIVITY CORRECTIONS FORMULA

In order to get the quantum interference correction to the
conductivity, we sum the maximally crossed diagrams includ-
ing the bare Hikami box [44–46] and the dressed Hikami
box [16,41], as shown in Figs. 2(a)–2(c). The calculation for
the Hikami box is associated with two-particle correlation
function called Cooperon, which satisfies the Bethe-Salpeter
equation represented graphically in Fig. 2(d):


kk′ (q) = 
0
kk′ + 1

S

∑
k1


0
kk1

GR
k1

GA
q−k1


k1k′ (q), (2)

where q = k + k′, S is the area, GR(A)
k is the retarded (ad-

vanced) Green’s function, and the bare Cooperon


0
kk′ = h̄

2πg0τ0
[1 + cos(φk − φk′ )], (3)

where g0 is the density of states, and the angular dependence
term generated from the anisotropy in the energy spectrum. In
Eq. (3), the elastic scattering time τ−1

0 = π
h̄ niV 2

0 g0, where ni is
the impurity concentration. Throughout the paper, we choose
the parameters ni = 10−3 Å−2, and V0 = 6 × 10−15 eV · cm2,
such that the perturbative condition can be satisfied [6,47].
The crossed diagrams describe the interference of the time-
reversed paths, and diverge in the limit of q = 0. The
Cooperon is therefore dominated by the contribution from
values q near zero. To acquire this contribution, we expand
the advanced Green’s function GA

q−k1
up to the second order
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of q, and then by the iteration, we find


kk′ (q) = h̄3I0

2πg0τ
3
0

1

(2εF /m)Dxq2
x + v2

y Dyq2
y

, (4)

where

Dx = K8 + 2γK9 − γK1(K8 −K10)

I0 −J1 +K2
,

Dy = K5 + 2γK6 + K2
3

I0 −J1 +K2
− γ (K1K7 + 2K3K4)

I0 −J1 +K2
,

(5)

where γ , I0, J1 and Ki, (i = 1, 2, . . . , 8) are expressed with
the elliptic integrals (see Appendix D).

Using Eq. (4) and collecting all the contributions of
Figs. 2(a)–2(c), we obtain the WL corrections to the quantum
conductivities in x, y directions

δσxx = − e2

πh

√
2εF

mv2
y

K8

D
ln
(τε

τ0

)
,

δσyy = − e2

πh

√
mv2

y

2εF

α2
0

D

(
K5 − K

2
3

I0

)
ln
(τε

τ0

)
, (6)

where τε is the inelastic scattering time, D = √
DxDy, and

α0 = I0/(I0 −J1 +K2) comes from the correction of the
velocity vy, which is obtained from the ladder diagram in
Fig. 2(e). Since the x component of the velocity is an odd
function of kx, there is no renormalization factor.

IV. INELASTIC SCATTERING TIME

We introduce the inelastic scattering time τε in Eq. (6),
which is associated with the Coulomb interaction between
electrons. In the presence of disorder, the Coulomb interaction
is screened, and within the random phase approximation, has
the form of

V (q, ωm) = V0(q)

1 + V0(q)
(q, ωm)
, (7)

where ωm is the Matsubara frequency 2πmT (m is an inte-
ger and T means temperature), the bare Coulomb interaction
V0(q) = e2/2εq with ε the dielectric constant, and in the limit
of ωm → 0 and q → 0, the density-density response function

(q, ωm) is expressed as


(q, ωm) = g0
[
β|ωm| + (2τ0εF /m)Dxq2

x + τ0v
2
y Dyq2

y

]
I0|ωm| + (2τ0εF /m)Dxq2

x + τ0v2
y Dyq2

y

(8)

with β = I0 − J2
1
I0

.
Then, in terms of the diagrammatic technique [48], we

obtain τε (for details refer to Appendix F)

1

τε

= − J2
1 T

8π3g0V+
�
∫ 2π

0
dϕ

1

1 + ν cos ϕ

×
∫ ∞

0
dy
∑
s=±

[
1

I0y + s(αy1/2 + β )
(

τ0
τε

+ y
)

× log
I0T τ0 + i

(
τ0
τε

+ y
)

−s(αy1/2 + β )T τ0 + iy

]
, (9)

FIG. 3. The inverse inelastic scattering time as a function of
temperature at εF = 2.0 eV, m = 0.5 eV−1 Å−2, and vy = 3.75 × 105

m/s. The parameter � is taken as � = −1.0 eV and � = −80.0 eV
for the solid (black) and dashed (red) lines, respectively.

where V+ = 1
2τ0v

2
y [(2εF /mv2

y )Dx + Dy], and α =
I0√

A(1+ν cos ϕ)
withA = ( e2g0

2ε
)2V+τ0 and ν = Dx−(mv2

y /2εF )Dy

Dx+(mv2
y /2εF )Dy

.

From Eq. (9), the inelastic scattering time τε needs to be
determined self-consistently. The numerical results show that
1/τε has a linear or a nonlinear temperature dependence at
|�| < εF or � < −εF (see Fig. 3). This characteristic behav-
ior is further uncovered by the equations up to leading order
in T for the following two cases:

(i) For |�| < εF , i.e., the cases (II) and (III) in Fig. 1,
substituting Eq. (8) into Eq. (7), and keeping the leading terms
on small ωm and q, we get

V (q, ωm) = I0|ωm| + (2τ0εF /m)Dxq2
x + τ0v

2
y Dyq2

y

g0β|ωm| + (2τ0εF /m)Dxq2
x + τ0v2

y Dyq2
y

, (10)

which makes Eq. (9) become

τ0

τε

= χ

εF


∫ T

0
dz

z

sinh z/T

[ −iI0z + 1
τε

β2z2 + (− iI0z + 1
τε

)2

× ln

(−iI0z + 1
τε

βz

)

+ πβz/2

β2z2 + (−iI0z + 1
τε

)2

]
, (11)

where χ = J2
1

I0D
. We further estimate Eq. (11) for τεT � 1:

τ0

τε

= T

2εF
[�1 ln(�2T τε ) + �0], (12)

where �1 = πJ2
1

(2I2
0−J2

1 )D
, �2 = (2I2

0 −J2
1 )/I0, and �0 =

πI2
0

(2I2
0−J2

1 )D
ln( I2

0

I2
0−J2

1
). To the leading order in T , Eq. (12) is
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FIG. 4. (a) Schematic illustration of the backscattering processes
along Fermi surface, where the red and blue arrows describe the spin
rotation along the scattering path k → k1 → k2 → · · · → −k, and
its time-reversal path −k → −k1 → −k2 → · · · → k, respectively.
The corrections of quantum conductivities δσμμ(μ = x, y) in (b) and
their ratio δσxx/δσyy in (c) on the merging parameter � are shown at
kBT = 0.3 eV. The other parameters are the same as those in Fig. 3.

further reduced as

τ0/τε = κT, (13)

where κ = 1
2εF

[�1 ln(2εF τ0�2/�1) + �0].
(ii) For � � −εF , i.e., the case (I) in Fig. 1, β ≈ 0, so

the term on ωm in the numerator of Eq. (8) vanishes. Conse-
quently, to the lowest order, the Coulomb interaction reduces
to

V (q, ωm) = V0(q)
[|ωm| − (τ0�/m)q2

x + τ0v
2
y q2

y

]
|ωm| − V0(q)

[
(τ0�/m)q2

x − τ0v2
y q2

y

] . (14)

Evidently, Eq. (14) contains the bare Coulomb interac-
tion term V0(q), which is different from Eq. (10) that is
independent of the bare coupling constant e2/ε. Performing
a similar calculation like Eq. (12), we finally get

τ0

τε

= AT

2εF

[
λ1 ln

(
BT τ 2

ε

)+ λ2
]
, (15)

where A =
√

mv2
y (−�)

2
√

2π (−�+mv2
y )

, B = ( e2

vyε
)2 τ0ε

3
F

2�2 (mv2
y − �),

λ1 = ∫ 2π

0 dϕ(1 + ν cos ϕ)−1, and λ2 = ∫ 2π

0 dϕ(1 +
ν cos ϕ)−1 ln(1 + ν cos ϕ). To the leading order in T , τε

is further expressed as

τ0

τε

= AT

2εF

[
λ1 ln

(T0

T

)
+ λ2

]
, (16)

where T0 = 4(εF τ0)2B/(λ1A)2.
The inelastic scattering time τε is determined by the

screened Coulomb interaction that is dominated by the inte-
gral over the Fermi surface. From Fig. 4(a), one may observe

that at � � 0, the Fermi surface is an ellipselike curve (lower
panel), and with decreasing �, its middle part shrinks, and
then, it disrupts to two unconnected rings. This topological
change of the Fermi surface is called the Lifshitz transition
[49]. For the connected Fermi surface cases [cases (II) and
(III)], 1/τε shows a linear dependence on the temperature.
However, corresponding to the unconnected Fermi surfaces
[upper panel of Fig. 4(a), i.e., case (I)], a logarithmic factor
T ln T0/T appears in 1/τε [see Eq. (16)].

V. RELATIONSHIP BETWEEN THE CONDUCTIVITY
CORRECTIONS IN X AND Y DIRECTIONS

With an evolution of the parameter �, the backscattering
processes are shown in Fig. 4(a). The scattering paths k →
k1 → k2 → · · · → −k, and −k → −k1 → −k2 → · · · →
k are paired by the time-reversal symmetry, and form a loop
in the momentum space that encloses two Dirac cones. The
spin rotation is accompanied along the scattering paths [see
the arrows of Fig. 4(a)]. With increasing the parameter �, the
system passes through different states from regions of � <

−εF < 0 (case (I)), −εF < � < 0 [case (II)] to 0 � � < εF

[case (III)]. No matter in which region, the spin rotates firstly
in the counter clockwise direction, then turns to the clockwise
direction, and finally recover to the counter clockwise direc-
tion. The net spin rotation in the whole process is equal to
zero. Thus, the interference in such paths is constructive, as
reflected in Fig. 4(b), the conductivity corrections δσμμ are
always negative in the full parameter regions, marking a WL
behavior. For a comparison, only subject to the influence of
the δ-function impurity potentials, the WL phenomenon can-
not appear in the usual Dirac system, where the scattering path
surrounds single Dirac cone, and the net spin rotation is 2π ,
contributing a Berry phase π to the backscattering, and thus
the interference is destructive, leading to weak antilocalization
[8,12,14]. Moreover, the above-mentioned WL can also be
understood from the symmetry of the Hamiltonian that pos-
sesses the antiunitary symmetry T = C with C the complex
conjugation, i.e., TH (k)T−1 = H (−k), and belongs to the
orthogonal class [12,50], which is an indication of WL.

The relation between δσxx and δσyy is uncovered by the
ratio δσxx/δσyy, which linearly or nonlinearly depends on
� [Fig. 4(c)], separated by a sharp peak at � = −εF . This
characteristic behavior reflects the influence of the Lifshitz
transition. The quantitative relation for δσxx and δσyy can be
gained by studying the limiting cases of � as follows:

(a) By analyzing the case of |�| < εF which corresponds
to the connected Fermi surfaces [see the middle and lower
panels of Fig. 4(a), i.e., the cases (II) and (III)], the ratio
δσxx/δσyy shows a parabolic dependence on �

δσxx

δσyy
≈ εF

3

[√
3

2

(
�

εF

)2

+ 5

13

(
�

εF

)
+ 5

21

]
, (17)

where the first and second term in square brackets are small
at |�| � εF , so they can be neglected, leading to a plateau at
δσxx/δσyy = 5εF /63.

(b) At � � −εF [The unconnected Fermi surfaces, case
(I), upper panel of Fig. 4(a)], the conductivity corrections are
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given by

δσxx = − e2

πh

vx√
2vy

ln
(τε

τ0

)
,

δσyy = − e2

πh

√
2vy

vx
ln
(τε

τ0

)
, (18)

where vx = √
2|�|/m, and the factor

√
2 is attributed to the

intervalley scattering occurring along the x direction [24].
From Eq. (18), we get δσxx/δσyy = −�/mv2

y .

VI. SUMMARY

We study the quantum interference correction to conduc-
tivity within a semi-Dirac model across the merging transition
of the Dirac points. It is found that δσxx and δσyy exhibit the
WL behaviors, and there exists a linear or parabolic depen-
dence on the merging parameter � in the ratio δσxx/δσyy. We
also calculate the inelastic scattering time τε, and find that
the temperature dependence of τε exhibits a crossover from
1/τε ∼ T to T ln T0/T with decreasing �. These phenomena
are related to the Lifshitz transition that is governed by the
relative magnitude between the Fermi energy and the merging
parameter �. The Fermi energy can be tuned independently
by gate voltage [18,41–43], and � can be changed by the ex-
ternal methods [28,38]. Thus, it is possible to experimentally
observe the above predicted phenomena in 2D lattices. This
present work provides a different perspective to understand
weak localization through Lifshitz transition.
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APPENDIX A: THE DETAILS OF OUR THEORETICAL
MODEL

The Hamiltonian is given by

H =
(

� + k2
x

2m

)
σx + vykyσy. (A1)

The corresponding Schrö dinger’s equation is

H |uk〉 = Ek|uk〉, (A2)

where the eigenvalue is

E±
k = ±

√(
� + k2

x

2m

)2

+ (vyky)2, (A3)

and the eigenfunctions are

|u+
k 〉 =

√
2

2

(
1

eiφ

)
eik·r, (A4)

|u−
k 〉 =

√
2

2

(
1

−eiφ

)
eik·r. (A5)

The operators of the velocity are given by

vx = 1

h̄m
kxσx, ṽy = vy

h̄
σy. (A6)

We consider the model of randomly located δ− function
scatters: V (r) = ∑

i Viδ(r − Ri ) with Ri the position of im-
purities. In the eigenstate representation, the velocity and
disorder operators have the following matrix form:

vx =
(

vx
k++ vx

k+−
vx

k−+ vx
k−−

)
, ṽy =

(
v

y
k++ v

y
k+−

v
y
k−+ v

y
k−−

)
,

Vk′k =
(

V ++
k′k V +−

k′k

V −+
k′k V −−

k′k

)
, (A7)

where

vx
k++ = kx

h̄m
cos φ, vx

k+− = − ikx

h̄m
sin φ, (A8)

vx
k−+ = ikx

h̄m
sin φ, vx

k−− = − kx

h̄m
cos φ, (A9)

v
y
k++ = vy sin φ, v

y
k+− = ivy cos φ, (A10)

v
y
k−+ = −ivy cos φ, v

y
k−− = −vy sin φ, (A11)

V ++
k′k = 1

2
V0(k′ − k)[1 + ei(φ−φ′ )], (A12)

V +−
k′k = 1

2
V0(k′ − k)[1 − ei(φ−φ′ )], (A13)

V −+
k′k = 1

2
V0(k′ − k)[1 − ei(φ−φ′ )], (A14)

V −−
k′k = 1

2
V0(k′ − k)[1 + ei(φ−φ′ )] (A15)

with V0(q) = ∑
i Vie−iq.R j .

APPENDIX B: GREEN’S FUNCTIONS

Within the Born approximation, the retarded (R) and ad-
vanced (A) Green’s functions are given by

GR/A
k = 1

εF − Ek+ ± ih̄/(2τ )
. (B1)

Here, the impurity scattering time is defined as

1

τ
= 2π

h̄

∑
k1

〈
V ++

kk1
V ++

k1k

〉
δ(εF − Ek1+)

= τ−1
0 (1 + γ cos φ), (B2)

where τ−1
0 = π

h̄ niV 2
0 g0, and γ = I1/I0 with ni denoting

the impurity concentration, the density of states g0 =
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1
(2π )2vy

(2mεF )
1
2I0. For δ = �/εF < −1,

I0 = 4√
1 − δ

K[
√

2/(1 − δ)],

I1 = 4√
1 − δ

{(1 − δ)E [
√

2/(1 − δ)] + δK[
√

2/(1 − δ)]},

and for |δ| < 1

I0 = 2
√

2K[
√

(1 − δ)/2],

I1 = 2
√

2{2E [
√

(1 − δ)/2] − K[
√

(1 − δ)/2]},
where E (x) (K (x)) is the elliptic integral of the first (second)
kind.

APPENDIX C: THE VERTEX CORRECTION

Since the x component of the velocity is an odd function
of kx, there does not exist the renormalization for vx. For
the velocity along the y direction, the ladder corrections are
presented by Fig. 2(e), and the corresponding vertex equation
is expressed as

ϒ
y
k = v

y
k++ +

∫
d2k′

(2π )2
GR

k′ |V ++
kk′ |2GA

k′ϒ
y
k′ . (C1)

By iteration, we can suppose ϒ
y
k = α0vy sin θ sin φ, and ob-

tain

α0 = I0

I0 −J1 +K2
, (C2)

where

K2 = 1

γ
I1 − 1

γ 2
I0 + 1

γ 2
J1, (C3)

and

J1 =
⎧⎨⎩

4
(1+γ )

√
1−δ



(

π
2 ,

2γ

1+γ
,

√
2

1−δ

)
, δ < −1,

2
√

2
(1+γ )


[
π
2 ,

γ (1−δ)
1+γ

,

√
1−δ

2

]
, |δ| < 1,

(C4)

where 
 is an elliptic integral of the third kind.

APPENDIX D: COOPERON

The full Cooperon can be derived by solving the Bethe-
Salpeter equation represented graphically in Fig. 2(d)


kk′ (q) = 
0
kk′ +

∫
d2k1

(2π )2

0

kk1
GR

k1
GA

q−k1

k1k′ (q), (D1)

where the bare Cooperon reads


0
kk′ = h̄

2πg0τ0
[1 + cos(φ − φ′)]. (D2)

By iteration, one can find that the full Cooperon can be written
in the form of


kk′ (q) = h̄

2πg0τ0
(γ0 + γ1 cos φ + γ2 sin φ + γ3 cos φ′

+ γ4 sin φ′ + γ5 cos φ cos φ′ + γ6 cos φ sin φ′

+ γ7 sin φ cos φ′ + γ8 sin φ sin φ′). (D3)

After some straightforward but lengthy algebraic calculations,
by keeping the most divergent terms in the limit of q → 0, we
find


kk′ (q) = h̄3I0

2πg0τ
3
0

1

(2εF /m)Dxq2
x + v2

y Dyq2
y

, (D4)

where

Dx = K8 + 2γK9 − γK1(K8 −K10)

I0 −J1 +K2
, (D5)

and

Dy = K5 + 2γK6 + K2
3

I0 −J1 +K2
− γ (K1K7 + 2K3K4)

I0 −J1 +K2
,

(D6)

with

K1 = 1

γ
(I0 −J1), (D7)

K3 = − 1

γ 2
I0 + 2

γ 2
J1 +

(
1 − 1

γ 2

)
J2, (D8)

K4 = 2I0

γ 3
− I1

γ 2
+
(

1

γ
− 3

γ 3

)
J1 −

(
1

γ
− 1

γ 3

)
J2, (D9)

K5 =
(

1 − 1

γ 2

)
J3 − J1

γ 2
+ 2J2

γ 2
, (D10)

K6 = 1

γ

[
3J1

γ 2
− I0

γ 2
+
(

1 − 3

γ 2

)
J2 −

(
1 − 1

γ 2

)
J3

]
,

(D11)

K7 =
(

6

γ 4
− 2

γ 2

)
J1 +

(
4

γ 2
− 4

γ 4

)
J2

+
(

1 − 1

γ 2

)2

J3 + 1

γ 3

(
I1 − 3I0

γ

)
, (D12)

K8 = 1

γ 2

[
I0

γ
−
(

3

γ
+ �

εF

)
J1 +

(
3

γ
+ 2�

εF

)
J2

−
(

1

γ
+ �

εF

)
J3

]
, (D13)

K9 = 1

γ 3

{
I1 −

(
3

γ
+ �

εF

)
I0 +

(
6

γ
+ 3�

εF

)
J1

−
(

4

γ
+ 3�

εF

)
J2 +

(
1

γ
+ �

εF

)
J3

}
, (D14)

K10 = 1

γ 3

[
I2 −

(
3

γ
+ �

εF

)
I1 +

(
6

γ 2
+ 3�

εF γ

)
I0

−
(

10

γ 2
+ 6�

εF γ

)
J1 +

(
5

γ 2
+ 4�

εF γ

)
J2

−
(

1

γ 2
+ �

εF γ

)
J3

]
, (D15)

J2 = − 1

2(1 − γ 2)(1 + γ δ)
(I0 + γI1)

+ 3 + 2γ δ − γ 2

2(1 − γ 2)(1 + γ δ)
J1, (D16)
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J3 = 1

4(1 − γ 2)(1 + γ δ)
I0 − 3 + γ δ

2(1 − γ 2)(1 + γ δ)
J1

+ 9 + 6γ δ − 3γ 2

4(1 − γ 2)(1 + γ δ)
J2. (D17)

In the above expressions, for δ < −1,

I2 = 4

3
√

1 − δ

{
(2δ2 + 1)K

(√
2

1 − δ

)
+ 2δ(1 − δ)E

(√
2

1 − δ

)}
, (D18)

for |δ| < 1,

I2 = 2
√

2

3

{
(1 − 2δ)K

(√
1 − δ

2

)
+ 4δE

(√
1 − δ

2

)}
.

(D19)

APPENDIX E: QUANTUM INTERFERENCE CORRECTION
TO CONDUCTIVITY

Considering the contribution of the bare and dressed
Hikami boxes in Fig. 2, we derive the quantum interference
correction to conductivity in x and y directions

δσxx = e2h̄

2π

∑
kq

vx
k++GR

kGA
q−kGR

q−kGA
kvx

q−k++
k,q−k(q),

(E1)

δσyy = δσ B
yy + 2δσ D

yy, (E2)

where

δσ B
yy = e2h̄

2π

∑
kq

ϒ
y
kGR

kGA
q−kGR

q−kGA
kϒ

y
q−k
k,q−k(q) (E3)

and

δσ D
yy = e2h̄

2π

∑
k1k2q

ϒ
y
q−k2

GR
q−k2

GR
k1

〈V ++
q−k2,k1

V ++
k2,q−k1

〉

× GR
k2

GR
q−k1

ϒ
y
q−k1

GA
q−k1

GA
q−k2


k1k2 (q) (E4)

come from the bare and dressed Hikami boxes, respectively.
Since the summation over k contains the odd function of kx,
the contribution from the dressed Hikami boxes vanishes for
the conductivity correction in the x direction. Substituting
Eq. (D4) in Eqs. (E1), (E3) and (E4), then carrying out the
integral, we get

δσxx = − e2

πh

√
2εF

mv2
y

K8

D
ln(

τε

τ0
) (E5)

and

δσyy = − e2

πh

√
mv2

y

2εF

α2
0

D

(
K5 − K

2
3

I0

)
ln

(
τε

τ0

)
, (E6)

where D = √
DxDy, and τε is the inelastic scattering time.

APPENDIX F: INELASTIC SCATTERING TIME

The inelastic scattering time is related to the electron-
electron interaction. Firstly, we introduce the Coulomb

(a)

(b)

FIG. 5. The Feymann diagrams for the electron-electron interac-
tion (a) and the particle-hole diffusion propagators (b).

interaction, which in the eigenstate representation is given by

V = 1

2

∑
k1k2q

V (q)〈u+
k2−q|u+

k2
〉〈u+

k1+q|u+
k1

〉a†
k1+qa†

k2−qak2 ak1

≈ 1

2

∑
k1k2q

V (q)a†
k1+qa†

k2−qak2 ak1 , (F1)

where V (q) = e2

2εq . In the presence of the impurity scattering,
the dressed interaction corresponding to the Feynman diagram
of Fig. 5(a) is expressed as

V (q, ωm) = V0(q)

1 + V0(q)
(q, ωm)
, (F2)

where the orange region presents the particle-hole diffusion,

�kk′ (q)

= �0
kk′+1

S

∑
k1

�0
kk1

Gk1+q(iεn + iωm)Gk1 (iεn)�k1k′ (q).

(F3)

Similar to the calculation of Eq. (D1), in the limit of q → 0
and ωm → 0, we acquire

�k,k′ (q) = h̄2I0

2πg0τ
2
0

1

I0|ωm| + 2εF τ0
m Dxq2

x + v2
y τ0Dyq2

y

. (F4)

The density-density response function is dressed via the
particle-hole diffusion and takes the form of


(q, ωm) = g0
[
β|ωm| + (2τ0εF /m)Dxq2

x + τ0v
2
y Dyq2

y

]
I0|ωm| + (2τ0εF /m)Dxq2

x + τ0v2
y Dyq2

y

.

(F5)
Considering all the contributions from Fig. 6, we find

1

τε

= T

2πgτ 2
0

[
2

(
2πg0

I0

)3

J2
1 (J3

− J
2
2 +K2

11

I0
)τ 5

0

∑
m,q

�2(q)V (q, ωm)

−
(

2π
g0

I0
J2τ

2
0

)2 ∑
m,q


(q)V (q, ωm)

]
, (F6)
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FIG. 6. The Feymann diagrams for the scattering processes con-
tributing to the inelastic scattering time due to electron-electron
interaction, where orange arc and rectangle represent particle-hole
and particle-particle propagators, respectively.

where K11 = (J1 −J2)/γ , and we use the abbreviated sym-
bols �(q) and 
(q) for �k,k′ (q) and 
k,k′ (q). By performing
the analytic continuations and substituting �(q) and 
(q),
Eq. (F6) becomes

1

τε

= − J2
1 T

8π3g0V+
Im

∫ 2π

0
dϕ

1

1 + ν cos ϕ

×
∫ ∞

0
dy
∑
s=±

[
1

I0y + s(αy1/2 + β )
(

τ0
τε

+ y
)

× log
I0T τ0 + i

(
τ0
τε

+ y
)

−s(αy1/2 + β )T τ0 + iy

]
, (F7)

where V+ = 1
2τ0v

2
y [(2εF /mv2

y )Dx + Dy], and α =
I0√

A(1+ν cos ϕ)
withA = ( e2g0

2ε
)2V+τ0 and ν = Dx−(mv2

y /2εF )Dy

Dx+(mv2
y /2εF )Dy

.

For |�| < εF , keeping the leading terms on small ωm and
q, we obtain

V (q, ωm) = I0|ωm| + (2τ0εF /m)Dxq2
x + τ0v

2
y Dyq2

y

g0β|ωm| + (2τ0εF /m)Dxq2
x + τ0v2

y Dyq2
y

. (F8)

Substituting Eq. (F8) into Eq. (F6), we have

τ0

τε

= χ

εF

∫ T

0
dz

z

sinh z/T

[ −iI0z + 1
τε

β2z2 + (−iI0z + 1
τε

)2

× ln
−iI0z + 1

τε

βz
+ πβz/2

β2z2 + (−iI0z + 1
τε

)2

]
. (F9)

Replacing (sinh z/T )−1 with T/z at τεT � 1, the estimation
for Eq. (F9) gives

τ0

τε

= T

2εF
[�1 ln(�2T τε ) + �0], (F10)

where �1 = πJ2
1

(2I2
0−J2

1 )D
, �2 = (2I2

0 −J2
1 )/I0, and �0 =

πI2
0

(2I2
0−J2

1 )D
ln( I2

0

I2
0−J2

1
). Whence, to leading order in T , we

obtain

τ0

τε

= κT, (F11)

where κ = 1
2εF

[�1 ln(2εF τ0�2/�1) + �0]. The same calcu-
lation process as the above is used for the case of � � −εF ,
resulting in

τ0

τε

= AT

2εF

[
λ1 ln

(
BT τ 2

ε

)+ λ2
]
, (F12)

where A =
√

mv2
y (−�)

2
√

2π (−�+mv2
y )

, B = ( e2

vyε
)2 τ0ε

3
F

2�2 (mv2
y − �), λ1 =∫ 2π

0 dϕ(1 + νϕ)−1, and λ2 = ∫ 2π

0 dϕ(1 + ν cos ϕ)−1 ln(1 +
ν cos ϕ). Then to the leading order in T , we get

τ0

τε

= AT

2εF

[
λ1 ln

(
T0

T

)
+ λ2

]
, (F13)

where T0 = 4(εF τ0)2B/(λ1A)2.
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