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Single-molecule technology stands as a powerful tool, enabling the characterization of intricate structural
and dynamic information that would otherwise remain concealed within the averaged behaviors of
numerousmolecules. This technology finds extensive application across diverse fields including physics,
chemistry, biology, and medicine. Quantum sensing, particularly leveraging nitrogen-vacancy (NV)
centers within diamond structures, presents a promising avenue for single-moleculemagnetic resonance,
offering prospects for sensing and imaging technology at the single-molecule level. Notably, while
significant strides have beenmade in single-molecule scalemagnetic resonance usingNVcenters over the
past two decades, current approaches still exhibit limitations in magnetic sensitivity, spectral resolution,
and spatial resolution. In particular, the full reconstruction of three-dimensional positions of nuclear spins
within single molecules remains an unattained goal. This review provides a comprehensive overview of
the current state of the art in single-molecule scale magnetic resonance encompassing an analysis of
various relevant techniques involving NV centers. Additionally, it explores the optimization of technical
parameters associated with these methods. This detailed analysis serves as a foundation for the
development of new technologies and the exploration of potential applications.
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I. INTRODUCTION AND BACKGROUND

The advent of single-molecule technology has ushered in a
new era in the understanding of fundamental biological,

chemical, and physical phenomena. Conventional ensemble
methods interrogate the behavior from a large number of
molecules collectively and average out the individual proper-
ties and rare states. Unlike conventional ensemble methods,
single-molecule technology unveils insights into individual
properties and rare states. Presently this technology encom-
passes a wide array of techniques spanning optical, electrical,
mechanical, and magnetic methods like superresolution
microscopy, fluorescence resonance energy transfer (FRET),
scanning tunneling microscopy (STM), transmission electron
microscopy (TEM), nanopores, atomic force microscopy,
and magnetic resonance force. These techniques facilitate
the detection of various facets of single molecules, including
imaging, motion, structure, and chemical environment.
Nonetheless, the simultaneous multimodal detection of
diverse information using these methods, especially within
living conditions, remains a significant challenge.
In recent years, solid-state quantum sensing has emerged as

a progressive technology that not only presents new possibil-
ities but also has garnered considerable attention. Solid-state
quantum sensors (SQSs), which are exemplified by the
nitrogen-vacancy (NV) center, demonstrate quantum proper-
ties akin to those of traditional atomic systems. Nevertheless,
their exceptional characteristics empower high-sensitivity
quantum sensing across diverse environments. The NV center
materializes as a point defect created by a nitrogen atom
positioned adjacently to a vacancy within the diamond crystal
(Fig. 1). It exists in three distinct charge states: NV−, NV0, and
NVþ. Among these states, the negatively charged NV− center,
which features a spin-1 ground state, is predominantly
harnessed for applications in quantum sensing and quantum
information. In this context, “NV” denotes NV− unless
explicitly specified otherwise in the subsequent text.
Functioning as a sensor, the NV center offers straightforward
initialization and readout procedures, necessitating only an
approximate 10-μW laser at a frequency of 532 nm, obviating
the requirement for specialized narrowband lasers. Under
optical excitation, the spin-induced spontaneous emission
facilitates the attainment of both spin-related fluorescence
contrast and optical spin initialization of the NV center’s
ms ¼ 0 ground state. The state of the NV sensor can be
readily identified, initialized, and extracted using confocal
microscopy.
The NV sensor operates under ambient temperature,

atmospheric pressure, and ambient magnetic fields, eliminat-
ing the requirement for cryogenic or vacuum systems, as well
as high-level applied bias magnetic fields. Despite being at
ambient temperature, the NV− defect still sustains a long-lived
spin ground state, with a longitudinal relaxation time extend-
ing up to 10 ms and coherent time reaching several millisec-
onds. Moreover, the spin freedom of this defect exhibits
sensitivity to variations in magnetic fields, electric fields,
strain, and temperature (Doherty et al., 2013), enabling the
NV center to function as a multimodal sensor. Moreover,
diamond possesses chemical inertness, offering exceptional
biocompatibility for NV sensors. These characteristics enable
the sensor to be located approximately 1 nm from the field
source (Müller et al., 2014; Lovchinsky et al., 2016),
facilitating magnetic field imaging with subnanoscale spatial
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resolution and achieving high sensitivity in single-molecule
measurements. NV sensors have been successfully employed
for various applications, including single-molecule ESR,
single-molecule NMR, single DNA structure measurement,
spin network detection, two-dimensional material detection,
spin-qubit detection, and single-virus diagnosis. NV sensors
can simultaneously detect magnetic fields, electric fields,
strain, pH value, and temperature changes in the surrounding
environment.
This review aims to present the current progress, limita-

tions, and outlooks of single-molecule techniques based
on NV. The review is intended to serve as an introductory
resource for students and researchers new to this field and as a
fundamental reference for researchers already involved in
related studies.

A. Single-molecule technology introduction

Single-molecule technology serves as a conduit for delving
into the behavior of individual molecules, unlocking realms
that were previously unattainable. Across diverse disciplines,
numerous potent technologies (Fig. 2) have emerged, enabling
the exploration and resolution of questions deemed

unanswerable before. These methodologies predominantly
fall into four main categories, each rooted in distinct meas-
urement principles: optical, electric, mechanical, and mag-
netic measurements (Fig. 2).
Optical microscopy is the oldest mode of microscopy, and

optical methods are used to probe the physical location or
chemical environment of molecules. Despite the diffraction
limit restricting spatial resolution, superresolution microscopy
techniques, such as stimulated emission depletion (Hell and
Wichmann, 1994) and stochastic optical reconstruction
microscopy (Moerner and Fromm, 2003; Betzig et al.,
2006; Rust, Bates, and Zhuang, 2006), have enabled deter-
mination of labeled fluorophore positions beyond the dif-
fraction limit, down to approximately 10 nm. In particular,
smaller distance scales can be measured via FRET (Roy,
Hohng, and Ha, 2008; Lerner et al., 2018) between fluoro-
phores. In particular, FRET and plasmon shift enable the
measurement of conformal changes of single molecules and
local chemical environment (Zhang et al., 2002; Alivisatos,
2004; Giepmans et al., 2006).
Electrons with short wavelengths and small mass are

suitable for single-molecule measurements with extremely
short distance scales. The resolution of TEM (Fu et al., 2004;
Claridge et al., 2005; Feldkamp and Niemeyer, 2006;
Giljohann et al., 2010) depends on the wavelength of the
particle, allowing for the derivation of atomic-scale structures.
Owing to their small mass, electrons exhibit quantum tunnel-
ing behavior, enabling STM (Durkan and Welland, 2002;
Messina et al., 2007; Moore and Weiss, 2008; Wiesendanger,
2009; Choi et al., 2017) to detect surfaces and molecule
structures with a spatial resolution of less than 0.1 nm. Apart
from static measurements of molecules, the electric method
has also been applied to observe the motions (Kwon et al.,
2005; Shirai et al., 2006; Wong et al., 2007; Taranovskyy,
Tansel, and Magnussen, 2010) and conformational changes
(Feringa et al., 2000; Moresco et al., 2001; Loppacher et al.,
2003; Choi et al., 2006; Liljeroth, Repp, and Meyer, 2007) of
molecules. Nanopore, which allows only one molecule to
move through at a time (Dekker, 2007; Branton et al., 2008),
is small enough to enable direct, real-time analysis of
long DNA or ribonucleic acid (RNA) fragments. The single
molecule driven by the electric field, for example, DNA
molecules with typical conditions, moves through the nano-
pore with a residence time of approximately 1 μs per base
(Meller, Nivon, and Branton, 2001). The characteristic ionic
current is recorded, and the corresponding nucleotide
sequence is determined.
Single molecules can be measured via the forces between a

sharp tip and the molecules. Magnetic (Neuman and Nagy,
2008) and optical tweezers (Ashkin et al., 1986; Grier, 2003;
Crampton and Brockwell, 2010) are utilized for observing
force-induced motion and dynamic and conformational
changes in single molecules within a force range of
0.1–1000 pN and nanometer scale. Atomic force microscopy
(AFM) (Giessibl, 2003; Neuman and Nagy, 2008; Crampton
and Brockwell, 2010) enables the imaging of single molecules
by facilitating measurements at larger force scales and dis-
tance ranges. In this regard, the AFM method is commonly
used for imaging the topography of the molecule rather than
identifying the chemical species.

FIG. 1. The NV center is a point defect in diamond comprising a
substitutional nitrogen atom adjacent to a vacancy. It exhibits
sensitivity to various physical quantities, especially to magnetic
fields. As a solid-state quantum sensor operating under ambient
temperature, the NV center can leverage quantum sensing
protocols to enhance sensitivity, spectral resolution, and spatial
resolution. This versatile quantum sensor finds applications in
single-molecule studies, including magnetic spectroscopy of
single proteins (Shi et al., 2015; Lovchinsky et al., 2016) and
single DNA molecules (Shi et al., 2018), detection of single
qubits in spin networks (Schlipf et al., 2017) and doped fullerenes
(Pinto et al., 2020), characterization of atomic-thin materials like
monolayer hexagonal boron nitride (h-BN) (Lovchinsky et al.,
2017) and graphene (Hao et al., 2023), and diagnosis of HIV-1
RNA (Miller et al., 2020).
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To analyze various aspects of single molecules, new
technologies are developed by combining different physical
principles. The combination of electric and optical methods,
tip-enhanced Raman scattering (Sonntag et al., 2014; Shi
et al., 2017), yields a valuable “fingerprint” for chemical
recognition in vibrational spectroscopy. Single-molecule
Raman spectroscopy has been demonstrated (Steidtner and
Pettinger, 2008; Ichimura et al., 2009) and resolves the inner
structure of a single molecule with chemical recognition
(Zhang et al., 2013; Shi et al., 2017). Combining electric
and magnetic methods, ESR STM (Manassen et al., 1989;
Durkan and Welland, 2002) and spin-polarized (SP) STM
(Wiesendanger, 2009; Atodiresei et al., 2010; Brede et al.,
2010; Loth et al., 2010) allow chemical recognition through
single-molecule ESR spectroscopy. Moreover, combining
magnetic and mechanical methods, magnetic resonance force
microscopy (MRFM) measures the force experienced by
polarized spins (Rugar et al., 2004; Mamin et al., 2007) in
a gradient magnetic field. Furthermore, MRFM allows for
both mechanical detection (Rugar et al., 2004) and imaging
(Mamin et al., 2007) of the electron and nuclear spins of
different chemical species. These techniques require careful
instrumental design and operation at ultrahigh vacuum con-
ditions and cryogenic temperatures.
Single-molecule techniques also enable chemical recogni-

tion under ambient conditions. The atomic-scale SQS (Degen,
Reinhard, and Cappellaro, 2017), the NV center in diamond,

combines optical and magnetic methods (Gruber et al., 1997)
to enable quantum sensing for a variety of physical quantities,
including force (Ovartchaiyapong et al., 2014; Teissier et al.,
2014), magnetic field (Balasubramanian et al., 2008; Maze
et al., 2008; Taylor et al., 2008), electric field (Dolde et al.,
2011), and temperature (Kucsko et al., 2013; Neumann et al.,
2013). Spin-based single-molecule magnetic resonance
(SSMR) technologies utilize electron paramagnetic resonance
(EPR) and nuclear magnetic resonance (NMR) spectroscopy
for chemical recognition of a single molecule (Sushkov,
Lovchinsky et al., 2014; Shi et al., 2015; Lovchinsky et al.,
2016) while evaluating various other aspects, including
imaging with subnanometer resolution (Grinolds et al., 2014;
Arai et al., 2015), sensing biological dynamics (McGuinness
et al., 2011; Xia et al., 2019; Igarashi et al., 2020; Feng et al.,
2021), chemical environment (Hall et al., 2010; Steinert et al.,
2013; Ziem et al., 2013; Karaveli et al., 2016; Rendler et al.,
2017; Fujisaku et al., 2019), and chemical reactions (Perona
Martínez et al., 2020) under ambient conditions. Moreover,
this characterization technique has potential applications in
diagnostics (Miller et al., 2020; Chen et al., 2022; Li et al.,
2022), quantum information (Neumann et al., 2010; Schlipf
et al., 2017), and spintronics (Du et al., 2017; Thiel et al.,
2019; Zhou et al., 2021; H. Wang et al., 2022; Yan et al.,
2022). The great potential lies in the combination of multi-
disciplinary applications, nonlabeling quantum sensing with
high-resolution contextual information, allowing for the
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FIG. 2. The breakthrough of single-molecule techniques has allowed access to unprecedented physical, chemical, and biological
details of molecules, ranging from tracking the movement of individual molecules to observing the vibrational and conformational
changes of single bonds within them. These measurements yield a single-molecule scale view of chemical reactions, physical processes,
and intermolecular interactions, offering insight into the behavior and properties of individual molecules and offering novel
understanding for interdisciplinary fields. This overview of various types of single-molecule measurements is categorized based on
the principles employed in the techniques; moreover, several of these techniques combine multiple principles, which are also addressed
herein. The first column of color blocks corresponds to the four major physical principles: optics, electricity, mechanics, and magnetism.
The second column corresponds to single-molecule techniques, connected by lines to their associated underlying principles. The last
column highlights the applications of single-molecule techniques. The solid-state quantum sensor, which is linked to all four
fundamental physical principles and boasts high sensitivity, spectral resolution, and spatial resolution, finds widespread applications
(“future” marks potential applications).
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correlation of various types of information regarding a single
molecule under ambient conditions.
Single-molecule techniques enable imaging of the molecu-

lar structure, translational and rotational motion, conforma-
tional changes, molecular vibration, chemical environment,
and chemical functionality. In turn, the ability of biology and
chemistry to design and synthesize new molecules, from small
molecules to supramolecular assemblies, offers a wide range
of possibilities for realizing practical quantum information
applications using hybrid systems. One of the central tasks
for scalable quantum technologies requires an unprecedented
combination of precision and complexity for designing stable
structures of well-controllable quantum systems on the
nanoscale.
A well-controlled spin-labeled biological network (Schlipf

et al., 2017) offers an exceptional opportunity to combine
quantum spin systems with well-developed bioprogrammable
assembly techniques (Dai, Jungmann, and Yin, 2016; Dey
et al., 2021). SSMR has the potential to read and potentially
control the spin network, yielding a solid foundation for
achieving the hybrid scalable quantum spin systems. Another
important goal in physics is single-molecule electronics,
which uses individual molecules as an electronic component
for the microelectronics industry (Xu and Tao, 2003;
Tao, 2006; Chen et al., 2007; Heath, 2009; Aradhya and
Venkataraman, 2013; Rascón-Ramos et al., 2015). Single-
molecule magnets (Wernsdorfer and Sessoli, 1999;
Leuenberger and Loss, 2001) also have potential applications
in high-density storage and quantum computation.
Additionally SSMR can provide more convenient and looser
conditions for the readout of single-molecule electronics and
single-molecule magnets.

B. NV-diamond sensing overview

Quantum sensing (Degen, Reinhard, and Cappellaro, 2017)
technology utilizes quantum resources, such as quantum
coherence, quantum entanglement, and coherent control of
quantum systems, to obtain precision measurements. The use
of quantum metrology techniques and quantum resources
allows the standard quantum limit to be surpassed. This
technology is based on techniques developed in the fields
of atomic physics and magnetic resonance techniques, includ-
ing atomic clocks (Ludlow et al., 2015), atomic vapor
magnetometers (Mitchell and Palacios Alvarez, 2020), super-
conducting quantum interference devices (Greenberg, 1998),
and solid-state NV centers (Barry et al., 2020). Among these
modalities, the NV center serves as a unique platform for
quantum sensing due to its substantial coherence time under
ambient conditions.
The single NV center in diamond is first observed by

confocal scanning microscopy (Gruber et al., 1997). It is an
optically active point defect in diamond, and its spin state can
be initialized and measured using optical excitation (Jelezko,
Gaebel, Popa, Domhan et al., 2004; Jelezko, Gaebel, Popa,
Gruber, and Wrachtrup, 2004). In particular, the ultralong spin
relaxation times (Balasubramanian et al., 2009; Bar-Gill et al.,
2013; Herbschleb et al., 2019) yield a unique opportunity to
realize high sensitivity at the nanoscale or even at the
molecular scale. The use of NV centers as nanoscale magnetic

sensors was first proposed and experimentally demonstrated
in 2008 (Balasubramanian et al., 2008; Degen, 2008; Maze
et al., 2008; Taylor et al., 2008). The NV center emerged as a
promising quantum sensing platform in the following decades,
as reported in NMR (Mamin et al., 2013; Staudacher et al.,
2013), EPR (Shi et al., 2015), and the fields of condensed
matter physics (Casola, van der Sar, and Yacoby, 2018) and
biology (Miller et al., 2020).
The NV center is a point defect comprising substitutional

nitrogen adjacent to a vacancy in diamond [Figs. 3(a)
and 3(b)]. There are different charge states of an NV center,
NV−, NV0, and NVþ. The negatively charged state NV
exhibits a triplet ground state and a spin-dependent intersys-
tem crossing (ISC), which allows for measurement of the spin
state based on the spin-dependent fluorescence [Fig. 3(c)].
The NV center possesses a long spin relaxation time at
ambient temperature, with the best longitudinal relaxation
times T1 ∼ 7 ms, typically 0.3–5 ms (Rosskopf et al., 2014;
Myers, Ariyaratne, and Jayich, 2017) with NV center depths
under 10 nm; the best coherence time T2 approaching 2.4 ms,
typically 5–200 μs under 10 nm (Myers et al., 2014; Rosskopf
et al., 2014; Romach et al., 2015; Lovchinsky et al., 2016);
and the best dephasing time T�

2 approaching 1.5 ms
(Herbschleb et al., 2019), typically 3–50 μs with NV center
depth under 10 nm limited by T2. The NV center’s long
coherence time at ambient temperature makes it advantageous
to utilize its quantum coherence to measure physical quan-
tities, including the magnetic fields (Balasubramanian et al.,
2008; Maze et al., 2008; Barry et al., 2020), electric fields
(Dolde et al., 2011), strain fields or pressure fields (Hsieh
et al., 2019; Lesik et al., 2019; Yip et al., 2019), and
temperature (Doherty et al., 2013; Kucsko et al., 2013).
The quantum feature of an NV center in diamond can be
utilized to increase sensitivity, which can be enhanced by
designing tailored protocols suitable for use with the NV
center. Additionally the NV center can be engineered spe-
cifically for use as a quantum sensor.
The NV center exhibits quantum sensing across a vast range

of environments, with performed experiments spanning from
ultralow temperatures (∼10 mK) (Zhu et al., 2011) to extreme
heat (∼1000 K) (Liu et al., 2019), from ultrahigh vacuum
(UHV) (Rosskopf et al., 2014) to high-pressure conditions
(∼30 GPa) (Hsieh et al., 2019; Lesik et al., 2019; Yip et al.,
2019), and magnetic fields from zero up to ∼3 T (Aslam et al.,
2017). Additionally the diamond material that houses the NV
center provides exceptional biocompatibility and low toxicity,
which permits its successful integration into living biological
cells (McGuinness et al., 2011; Kucsko et al., 2013; Miller
et al., 2020). Through the ability to precisely manufacture NV
sensors within 2 nm of the diamond surface (Müller et al.,
2014; Lovchinsky et al., 2016), their superior sensitivity and
spatial resolution allow for detection of entities at the single-
molecule level; however, reconstruction of the three-dimen-
sional position of nuclear spins on a single molecule has not
been achieved.

C. The NV spin control technique

The NV center exhibits a spin-1 triplet electronic spin
ground state. The main axis of the NV center is along the
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vector joining the nitrogen atom and the vacancy. In particular,
the spin-1 ground-state Hamiltonian of the NV center com-
prises three essential components, the spin Hamiltonian with
an external magnetic field H0, the interaction between the
NV spin and the adjacent nitrogen nuclear spin Hnuclear,
the electron spin interaction with the electric fields and
strain Helectricaljstrain,

H¼DS2zþγNVB0 ·S|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
H0

þAkSzIz;N

þA⊥ðSxIx;NþSyIy;NÞþPI2z −γNðB0 ·INÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Hnuclear

þdkðEzþδzÞðS2z −2=3Þ
þd⊥ðExþδxÞðS2y−S2xÞþd⊥ðEyþδyÞðSxSyþSySxÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Helectricaljstrain

: ð1Þ

Note that H0 consists of the zero-field-splitting term with D
resulting from the spin-spin interaction, which breaks the
symmetry, and γNVB0 · S, which describes the interaction
between the NV electron spin and the external magnetic field
B0, where γNV represents the gyromagnetic ratio. In Eq. (1)
Hnuclear accounts for terms related to the NV center’s nitrogen

nuclear spin (IN ¼ 1 for 14N and IN ¼ 1=2 for 15N), where Ak,
A⊥ are the parallel and perpendicular hyperfine coupling
strengths, respectively, P denotes the nuclear electric quadru-
pole coupling, and γN indicates the gyromagnetic ratio of
the respective nitrogen nuclear isotope. The response to
the electric field and the strain field is represented by
Helectricaljstrain, where dk and d⊥ are the ground-state compo-
nents of the electric dipole moment. Moreover, S¼ðSx;Sy;SzÞ
is the NVelectronic spin operator, IN ¼ ðIx;N; Iy;N; Iz;NÞ is the
nitrogen nuclear spin operator, E ¼ ðEx; Ey; EzÞ is the elec-
trical field vector, and δ ¼ ðδx; δy; δzÞ is the strain field vector.
Values of the parametersD, γNV, γN, Ak, A⊥, P, dk, and d⊥ are
listed in Appendix A.

1. Coherent control and readout of the NV center

An NV center exhibits spin-state-dependent fluorescence
emission (Doherty et al., 2013) in the 600–800-nm range.
Under a 532-nm laser excitation, the NV system cycles
between the ground and excited states and shelves to the
metastable singlet manifold preferentially for ms ¼ �1 spin
states (j � 1i) via the triplet-to-singlet ISC. The singlet-to-
triplet ISC is less spin selective than the triplet-to-singlet ISC,
leading to a ground-state spin polarization to ms ¼ 0 spin

(a)

(b)

(c) (d)

FIG. 3. NV center. (a) NV center in a hexoctahedral diamond lattice. The NV center comprises a nitrogen atom (the purple ball labeled
N) and an adjacent lattice vacancy (gray ball labeled V). The principal axis lies along the connection line between nitrogen and the
vacancy. (b) Scanning optical confocal imaging of the NV centers. (c),(d) Energy-level configurations of the NV− and NV0 centers in
diamond. The NV center is situated within the conduction and valence bands of the diamond lattice. (c) Negatively charged NV− center
energy level. The energy difference between the excited state and the ground state is 1.945 eV, which corresponds to a 637-nm zero
phonon line. The orange box indicates the energy level of the ground state. The ground state of NV− is a triplet spin-1 system, with a
zero-field splitting D ¼ 2.87 GHz between the electronic spin levels ms ¼ 0 and �1. Furthermore, applying a magnetic field B causes
an energy splitting between the jms ¼ �1i levels. The spin state can be detected through fluorescence intensity due to a spin-dependent
transition, which results from an intersystem crossing between the excited state and metastable level. (d) Neutrally charged NV0 center
energy level. The energy difference between the excited state and the ground state is 2.15 eV, which corresponds to the 575-nm zero
phonon line and the 575–750-nm sideband.
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state (j0i) after the laser illumination (Robledo, Bernien et al.,
2011; Waldherr et al., 2011; Doherty et al., 2013).
Continuous-wave optically detected magnetic resonance

(cwODMR) is a common tool to characterize spin-related
energy-level transitions (Wrachtrup et al., 1993; Gruber
et al., 1997) and also a powerful tool for magnetometry
(Balasubramanian et al., 2008; Kucsko et al., 2013; Le Sage
et al., 2013; Barry et al., 2016). The NV spin is driven with
continuous laser and microwave irradiation simultaneously.
The NV spin is driven to the j � 1i state when
the microwave is tuned to be resonant with one of the
j0i ↔ j � 1i transitions, shown as the fluorescence reduction
dip in Fig. 4(a). The NV spin exhibits an intrinsic zero-field-
splitting transition frequency D ¼ 2.87 GHz, and its zero-
field spectrum appears as a single dip. Moreover, the Zeeman
effect causes the spectrum to split into double dips under the
magnetic field B0.
Pulsed techniques are more sensitive sensing approaches

wherein the laser is turned off during the operational period.
The long coherence time (milliseconds) (Balasubramanian
et al., 2009; Bar-Gill et al., 2013) at ambient temperature
allows complicated magnetic resonance sequences, developed
over decades in the field of magnetic resonance (Slichter,
1990). Coherent control is realized by a resonant microwave
pulse applied during the no-optical period known as Rabi
oscillation (Slichter, 1990). A typical example of the spin
oscillation between j0i and j1i for a single NV at ambient
temperature is shown in Fig. 4(b).

Ramsey interferometry measurement (Lee, Kok, and
Dowling, 2002; Taylor et al., 2008) serves as a powerful
tool for measuring static magnetic fields Bdc [Fig. 5(a)]. A π=2
microwave pulse is applied to either convert the initialized
state to a superposition state or transform the interacted state
to a final state. The static magnetic field, or any static energy
shift, introduces a relative phase ϕ between the j0i and j1i
states. This relative phase is given by ϕ ¼ γeBdcts, where ts
denotes the coherent evolution time during the sensing
protocol between the sensor and the signal Bdc. Furthermore,
the Hahn-echo control sequence [Fig. 5(b)] is utilized to
measure the alternating current (ac) field while eliminating
static environmental fluctuations. An additional microwave π
pulse is introduced in the middle of the Ramsey sequence.
Under the Hahn-echo control, the time-dependent oscillating
magnetic field BðtÞ ¼ Bac cosðωtþ φ0Þ during sensing inter-
rogation time ts ¼ 2τ contributes to an overall additive phase
shift. The accumulated phase is given by ϕ ¼ γe½

R
τ
0BðtÞdt −R

2τ
τ BðtÞdt� and reaches its maximum when the sequence is

resonant and in phase, i.e., when τ ¼ π=ω and φ0 ¼ 0. The
interrogation time ts can be extended from T�

2 to T2, thereby
improving the sensitivity and spectral resolution. Moreover,
the sensitivity and spectral resolution can be further
improved by utilizing more complex sequences, such as
the dynamical decoupling (DD) (Secs. II.A.1 and II.B.1),
correlation spectroscopy, and the quantum heterodyne
(Qdyne) method (Sec. IV.B.2).

2. Quantum sensing

Quantum sensing involves use of a quantumobject tomeasure
the physical quantities or utilization of quantum coherence and
quantum entanglement to perform the measurements (Degen,
Reinhard, and Cappellaro, 2017). It always follows a generic
protocol, sensor initialization, signal and sensor coupling,
sensor readout, and signal estimation (Degen, Reinhard, and
Cappellaro, 2017). The canonical approach is illustrated as a
quantum interferometer (Lee, Kok, and Dowling, 2002) in
Fig. 6(a). The Hamiltonian for the quantum sensor can be
described as (Degen, Reinhard, and Cappellaro, 2017)

HðtÞ ¼ H0 þHVðtÞ þHcontrolðtÞ; ð2Þ

(a)

(b)

FIG. 4. ODMR methods. (a) cwODMR spectra of a single NV
center. The spectrum is observed by sweeping the applied cw
microwave frequency while laser pumping is applied. The
fluorescence decreases at the resonant frequency. The upper
curve is obtained under zero external field where the ms ¼ �1
states are degenerate. The lower curve is obtained under the B0

field with 2γeB0=2π splitting. (b) Rabi oscillation of single NV
center. By resonant microwave pulse, the NV center spin
oscillates between the ms ¼ 0 and 1 spin states.

(a) (b)

FIG. 5. Control protocols for quantum sensing for dc and ac
target magnetic field. (a) Pulse sequence for the dc magnetometry
using a Ramsey fringe with a sequence of π=2 − τ − π=2.
(b) Pulse sequence π=2 − τ − π − τ − π=2 for the ac magnetom-
etry. π is inserted in the middle of the sequence to eliminate
unwanted environmental noise and accumulate the desired
magnetic field with the right frequency ω ¼ π=τ.
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where H0 is the NV sensor Hamiltonian,HVðtÞ is the response
Hamiltonian of the quantum sensor coupled with the physical
quantity VðtÞ, and HcontrolðtÞ is the control Hamiltonian. The
control Hamiltonian HcontrolðtÞ can be implemented through
electromagnetic field control. By optimizing the HcontrolðtÞ

protocols, the target physical quantity VðtÞ can be read out
precisely. As a quantum interferometer, the NV quantum sensor
is first initialized into j0i using a532-nm laser.Aπ=2 pulse along
the x axis converts the quantum sensor to the superposition
state [Figs. 6(b) and 6(d)]

jþi ¼ 1ffiffiffi
2

p ðj0i þ j1iÞ: ð3Þ

Subsequently the sensor evolves for time duration t under the
interaction with the target sample. As a result of the interaction,
the superposition state picks upaphaseϕ that is dependent on the
physical quantity VðtÞ. Without loss of generality, the accumu-
lated phase is ϕ ¼ R τ0 gsVðtÞdt if the response Hamiltonian
HVðtÞ ¼ gsVðtÞSz, where gs is the response coefficient of
the physical quantity VðtÞ. The state of the quantum sensor
evolves to

jψðtÞi ¼ 1ffiffiffi
2

p ðj0i þ e−iϕj1iÞ: ð4Þ

The spin coherence is then defined as ξ ¼ e−iϕ. The final state is
transformed to either

jψ reali ¼ e−iϕ=2
�
cos

ϕ

2
j0i þ i sin

ϕ

2
j1i
�

ð5Þ

through the real-component sensing protocol (Ureal) with an
ending π=2 pulse in the x axis or

jψ imgi ¼ eiπ=2
�
cos

�
ϕ

2
−
π

4

�
j0i þ cos

�
ϕ

2
þ π

4

�
j1i
�

ð6Þ

through the imaginary-component sensing protocol (Uimg)
with an ending π=2 pulse in the y axis. The final signal is
determined by the projection probability on j0i. The results
of the real-component and imaginary-component readout are
[Figs. 6(c) and 6(e)]

preal ¼ h0iψ real
2 ¼ 1

2
ð1þ ReξÞ; ð7Þ

pimg ¼ h0iψ img
2 ¼ 1

2
ð1þ ImξÞ; ð8Þ

respectively.
The fluctuation of field VðtÞ is the main source of the

decoherence in the NV center spin. The decoherence could
reduce both the sensitivity and the spectral resolution of the
quantum sensing; see Sec. III.D for details. Nevertheless, it is
possible to utilize the decoherence for the noise field measure-
ments. The correlation function SðtÞ characterizes the stochastic
processes of the fluctuations ΔVðtÞ and is defined as

SðtÞ ¼ g2shΔVð0ÞΔVðtÞi: ð9Þ
The spectral density of noise SðωÞ ¼ FSðtÞ is obtained using
the Fourier transform of SðtÞ. The relaxation of the NV center
spin depends on the control pulse sequence, which provides a
filter function FtðωÞ in the frequency domain (see Sec. III.D.2
for details), and the noise spectral density SðωÞ. The coherence
is given by (Klauder and Anderson, 1962)

ξðtÞ ¼ e−χðtÞ=2; ð10Þ

(a)

(b)

(c)

(d)

(e)

FIG. 6. Quantum sensing. (a) Concept of quantum sensing
illustrated through an interferometer with two beam splitters
(corresponding to a π=2 pulse) and a phase accumulation
operation (ϕ). (b) Spin evolution in the Bloch sphere. The spin
is initially rotated by a π=2 pulse along the x axis to establish
coherence on the x-y plane. Subsequently a second π=2 pulse
along the y axis is used to project the real component of the spin
coherence onto the z axis. (c) Measurement of the signal for the
real component of spin coherence vs the magnetic field B.
(d) Similar to (b) but with the second π=2 pulse along the x
axis. The signal measurement for the imaginary component of the
coherence is shown. (e) Signal measurement for the imaginary
component of the spin coherence vs the magnetic field B.
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where the decoherence function χðtÞ is

χðtÞ ¼ 1

π

Z
∞

−∞
dωSðωÞFtðωÞ

ω2
: ð11Þ

Different measurement methods are required for different
detection tasks depending on the target sample. When the spin
detection is taken as an example, the corresponding physical
quantities are VðtÞ ¼ hIxi and VðtÞ ¼ hIzi. The strengths of
statistical fluctuation ∼1=

ffiffiffiffi
N

p
are different for macroscopic

and microscopic spin ensembles, as shown in Fig. 7. Notably
macroscopic spin ensembles generally exhibit smaller fluc-
tuation than the thermal polarization or hyperpolarization.
Conversely, microscopic spin ensembles can have fluctuations
with magnitudes greater than the polarization. The readout
results [Eqs. (7) and (8)] that are dependent on the accumu-
lated phase ϕ ≪ 1 are

hpreali ≈ 1 −
hϕi2
4

−
δϕ2

4
; ð12Þ

hpimgi ≈
1

2
þ hϕi

2
; ð13Þ

where hϕi ¼ gstsP, δϕ ¼ gsts=
ffiffiffiffi
N

p
, and P is the polarization

of the target sample spin ensemble. The real-component

readout is an efficient method to use when quantum fluc-
tuation predominates, while the imaginary-component readout
is efficient for polarization-dominant scenarios (as illustrated
in Fig. 7).
Detection of a single spin presents a different scenario.

With a sufficient level of sensitivity, the target spin state can
be readout with single shot (Neumann, Beck et al., 2010;
Degen, Reinhard, and Cappellaro, 2017). This possibility
depends upon the spin-sensor coupling strength gs, the
target spin relaxation rate γ, and the sensor readout noise
σR. When the accumulated measurement signal suffices to
surpass the readout noise gs=2γ ≫ σR before the target spin
relaxes, the single-shot readout protocol (Neumann, Beck
et al., 2010; Maurer et al., 2012; Dréau et al., 2013; Liu
et al., 2017) accurately determines the target spin state with
high fidelity. The NV sensor accumulates a phase that is
determined by ϕ ¼ hIzigsts, and the imaginary-component
readout result is Simg ¼ ð1=2Þ sin gsts [Eq. (7), excluding the
constant term]. Similar conclusions apply to tracking
measurements of IxðtÞ (Cujia et al., 2019). The signal
strength is insufficient to exceed the readout noise before
the target spin relaxes if gs=2γ ≪ σR. Only the fluctuation
signal (Sreal) can be observed, which is given by
ð1 − cos gstsÞ=2 ≈ gs2ts2=4 ≪ Simg.

II. QUANTUM SENSING APPROACHES
AND RESEARCH PROGRESS

This section introduces the measurement protocols used in
SSMR in two parts that focus on EPR and NMR. The EPR
section summarizes the methods for detecting electron spin,
including double electron-electron resonance (DEER) (Shi
et al., 2015, 2018; Schlipf et al., 2017; Pinto et al., 2020),
quantum relaxometry (Ermakova et al., 2013; Steinert et al.,
2013; Ziem et al., 2013; Sushkov et al., 2014; Lillie et al.,
2017; Kong et al., 2018), and other methods. The NMR
section includes DD (Zhao et al., 2012; Staudacher et al.,
2013; Müller et al., 2014; Shi et al., 2014), electron-nuclear
double resonance (ENDOR) (Mamin et al., 2013; Aslam
et al., 2017), Hartmann-Hahn double resonance (HHDR)
(London et al., 2013; Shagieva et al., 2018), two-dimensional
NMR (Yang et al., 2018; Abobeih et al., 2019; Smits et al.,
2019; Kong, Zhou et al., 2020), and other methods. Works
with the capability of detecting single molecules are high-
lighted, including single nuclear spin sensitivity NMR (Müller
et al., 2014), single proton NMR (Sushkov, Lovchinsky et al.,
2014), all-optical single-molecule electron sensing (Sushkov
et al., 2014), single protein EPR (Shi et al., 2015), single-
molecule NMR (Lovchinsky et al., 2016), single-molecule
liquid EPR (Shi et al., 2018), and single endofullerene EPR
(Pinto et al., 2020). Although SSMR has significantly
advanced, research has primarily focused on two regions,
i.e., short sensor-sample distances with high spin number
sensitivity or long sensor-sample distances with low spin
number sensitivity (Fig. 8), especially for the single-molecule
NMR at the micron scale. On the one hand, SSMR aims to
achieve high sensitivity at short distances. On the other hand,
it is also critical to aim for high spin sensitivity at far sensor-
sample distances (the arrow in Fig. 8).

(a) (b)

FIG. 7. Measurements of macroscopic spin and nanoscale spin
systems. (a) Fluctuation of the macroscopic ensemble spin system
characterized by δN=N ∼ 1=

ffiffiffiffi
N

p
. It is always smaller than the

polarization. The real-component readout signal, which detects the
fluctuation ∼hδϕi2, is smaller than the imaginary-component
readout signal ∼ϕpola ¼ hϕi, which is proportional to the polari-
zation. (b) Conversely, the fluctuation in the few-spin system,
which is characterized by δN=N ∼ 1=

ffiffiffiffi
N

p
, can be larger than the

polarization. In such cases, the fluctuation signal hδϕi2 can surpass
the polarization signal. Further details are reported in Fig. 13.
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A. Electron paramagnetic resonance

EPR is crucial for determining the structure, dynamics,
and spatial distribution of paramagnetic species (Borbat,
2001). Although most biological molecules are nonpara-
magnetic and thus cannot be measured by this technique,

labeling biological molecules with a small spin-bearing
moiety, such as nitroxide spin labels, enables EPR to acquire
a broad range of structural and dynamical information.
Compared to nonlabeling NMR techniques, the EPR tech-
nique is much more sensitive because the electron has a
much greater magnetic moment than a nucleus. Moreover,

FIG. 8. Reported spin number detection sensitivity ηspin by different magnetic resonance technologies vs the sensor-sample distance.
The spin detection sensitivity ηspin represents the minimum detectable spin number (standard deviation) per Hz1=2. For the works without
specific reported values, we estimated the spin sensitivity of electrons or protons per Hz1=2 for different detection methods by estimating
the magnetic field generated by spins or by comparing the signal standard deviation with the experimental time. The applications of
SSMR are restricted to two regions, one that has high spin number sensitivity at short sensor-sample distances and the other that has low
spin number sensitivity at long sensor-sample distances. Our ultimate research goal is to achieve single spin sensitivity under long
sensor-sample distance conditions. Details are presented in Table I.

TABLE I. Spin number sensitivities for different sensing methods in Fig. 8. Values are assumed directly from the
cited references. Other values are estimated from the experimental curves or experimental descriptions. In cases where
values are nonexistent or not applicable, the cells are empty.

Method Reference(s) Sensitivity μB=
ffiffiffiffiffiffi
Hz

p Sensitivity
proton=

ffiffiffiffiffiffi
Hz

p Sensor-sample
distance (nm)

Spectral
resolution

MRFM Kirtley (2010) 23 9 0.21 Hz

SQUID Vasyukov et al. (2013) 0.4 10

SP STM Choi et al. (2017) 0.5 ∼1 10 MHz

NV EPR Grinolds et al. (2013) 10 50 ∼10 kHz
Sushkov et al. (2014) 40 10
Shi et al. (2015) 1 9 10 MHz
Shi et al. (2018) 0.3 6 20 MHz
Pinto et al. (2020) 1.3 10 1 MHz

NV NMR Staudacher et al. (2013) ∼103 7 20 kHz
Mamin et al. (2013) ∼105 20 20 kHz
Sushkov, Lovchinsky et al. (2014) 0.36 3.3 ∼MHz
Müller et al. (2014) 0.06 2 to 3 10 kHz
Häberle et al. (2015) 6 × 104 17 20 kHz
Lovchinsky et al. (2016) 1 3 5 kHz
Aslam et al. (2017) 5 × 105 34 1 mHz
Yang et al. (2018) ∼103 6 5 kHz
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the NV electron spin and the target labeled electron spin
exhibit magnetic dipolar interaction. When the spins are
denoted by SNV (NV sensor spin), Se (target electron spin),
and I (nuclear spin of the target electron spin), the combined
system Hamiltonian is expressed as follows:

H ¼ DS2z;NV þ γNVB0 · SNV|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
H0

þ μ0
4π

γNVγeℏ
SNV · Se − 3ðSNV · r̂ÞðSe · r̂Þ

r3|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
HNV;ele

þ γeB0 · Se þ Se · A · I − γnB0 · Iþ I ·Q · I|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Hele

; ð14Þ

where B0 is the external static field, A is the hyperfine
tensor, Q is the nuclear quadrupole coupling tensor, and r
and r̂ are the distance and the direction between NV and
target electron spin. In addition, γNV, γe, and γn are the
gyromagnetic ratios of the NV, target electron, and nuclear
spin, respectively.

1. Double electron-electron resonance

DEER is one of the most widely used techniques to
characterize the coupling or the distance between two electron
spins (Schweiger and Jeschke, 2001). Under the secular
approximation, the effective coupling is

Hdip ¼
μ0
4π

γNVγtarℏ
r3

ð1 − 3cos2θÞ; ð15Þ

where r denotes the distance between the NV center and the
target electron spin and θ is the angle between the NV-target-
spin connection direction and the external magnetic field. By
resolving the coupling strength, we detect the label spin
using SSMR.
The quantum sensing control protocols are shown inFig. 9(b).

The NV sensor is first initialized to the j0i state. An initial
π=2 pulse then prepares the sensor in a coherent super-
position state. Afterward a series of DD π pulses ðτ=2 − π −
τ=2ÞN with resonant frequency ωNV ¼ D� γeB0 are applied
to NV electron spin, while the target labeled electron spin is
flipped synchronously with π pulses. Detecting the single-
electron spin label is challenging because the coherence time
of shallow NV centers is usually limited by surface noise (see
Sec. III.D), which obscures the coupling between the spin
label and the NV center. The DD control pulses elongate the
coherence time of NV electron spin, thereby facilitating
single-electron spin sensitivity. The signal is preserved
during the evolution, and other noise is eliminated when
the driving frequency matches the resonant frequency of the
target electron spin. The final signal is observed by the real-
component readout as (Sushkov, Lovchinsky et al., 2014;
Shi et al., 2015; Schlipf et al., 2017)

SDEER ¼ 1

2

�
1þ

Y
n

cos ðHn;dipNτÞ
�
; ð16Þ

where Hn;dip is the effective coupling of the nth labeled
electron spin.
Although single-electron spins inside diamond or on

diamond surfaces have been sensed (Grinolds et al., 2011,
2013, 2014), the first electron spin resonance on a single
protein was realized by Shi et al. (2015). Single nitroxide
spin-labeled MAD2 (mitotic arrest deficient-2) molecules are
chosen as an essential spindle checkpoint protein (Rothman
and Orci, 1992; Martin-Lluesma, Stucke, and Nigg, 2002) and
are reliably immobilized on the diamond surface by embed-
ding them in a polylysine layer, as shown in Fig. 9(a). The
positions to the single NV centers rely on statistical proximity.
For this purpose, the protein surface concentration is opti-
mized and various NV centers are tested for dipolar inter-
actions with single spin labels.
The single-molecule EPR spectrum is obtained by sweep-

ing the driving microwave field frequency [Fig. 9(c)]. The
spin coherence transfer will occur when the driving field
frequency is resonant with the target electron spin. Three
clearly resolved spectral peaks indicate that the detected spin
is the nitroxide-labeled electron spin on the protein. In the
spectrum of a solid-state ensemble EPR, the random ori-
entation of the molecular spin principal axis leads to a
broadening of the spectral peaks, as depicted in Fig. 9(c).

(c)(b)

(d)

(a)

FIG. 9. Single-molecule EPR realized by the DEER method.
(a) DEER pulse control sequence to probe the coupling between
the NV spin and the labeled electron spin on a single protein. The
pulse sequence indicates the timing and order of pulses applied to
the spins. The microwave frequency is resonant with the NV spin,
and the radio frequency is resonant with the labeled electron
spins. A DD sequence is applied on the NV spin while
synchronous series π pulses are applied simultaneously with
the microwave π pulses. Synchronously driving the NV electron
spin and the target spin allows for preservation of the coupling
between the NV spin and the target spin while eliminating most
nonsynchronous magnetic noise. (b) The protein is labeled using
nitroxide spin labels. Moreover, the protein is reliably immobi-
lized on the diamond surface close to the NV center by
embedding it in a polylysine layer. Microwave radiation is
delivered through a coplanar waveguide, and the fluorescence
is collected using a confocal system. (c) Single spin EPR spectra
under ambient conditions. The spectrum disappears after remov-
ing the protein via acid cleaning. (d) The ensemble ESR spectrum
of protein molecules in a frozen buffer solution with glycerine at
127 K. Adapted from Shi et al., 2015.
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However, in the case of single-molecule EPR, the fast
tumbling of molecules averages out the anisotropic terms
of the hyperfine interaction. Single spin EPR allows for a
reliable determination of anisotropic hyperfine coupling,
which is crucial for structural and dynamical information.
Single-molecule EPR (Shi et al., 2015) has been demon-

strated with a single spin-labeled protein immobilized in a
solid layer. However, the majority of biomolecules function
in an aqueous solution under ambient temperature, where
they undergo a range of motion. NV detection of single
molecules under near-physiological conditions presents con-
siderable additional challenges compared to studies performed
with a stationary solid phase. A chemical tethering scheme
(Lovchinsky et al., 2016; Shi et al., 2018) has been executed
to confine the spin-labeled molecule [Fig. 10(a)], a DNA
duplex, within ∼10 nm of a shallow NV center (Shi et al.,
2018). With the implementation of a diamond pillar array

design (see Sec. VI.C), the detection time for an EPR
spectrum reduces by approximately 1 order compared to
the result of Shi et al. (2015). This strategy enables multiple
EPR spectra before the labels to be quenched via laser
irradiation. The resolved Aiso values from the spectra vary
by ∼12%, reflecting heterogeneity among the individual
molecules [Fig. 10(b)], which may reflect heterogeneity of
the polarity profile at the individual DNA duplexes; never-
theless, several other factors (such as spin label dynamics
and local electrostatics) cannot be completely ruled out. The
liquid-state single-molecule EPR spectra indicate that analysis
of an NV-center-based single-molecule spectra can render
information on the local environment and motion dynamics of
a biomolecule, such as variations in DNA conformation and
interactions between DNA and proteins or ligands.
One of the crucial obstacles for ambient temperature single-

molecule EPR is the laser-induced spin label quenching

(a)

(b)

(c)

(d)

(e)

(f)

FIG. 10. Single-molecule EPR. (a) Single-molecule EPR in liquid. The diamond is attached with DNA on the diamond pillar surface.
The surface-tethered DNA strand (indicated by a dashed red line) hybridizes with a strand (indicated by a solid blue line) that contains a
spin label (indicated by an orange arrow), leading to the localization of a spin-labeled duplex within the detection volume of an NV
center (indicated by a dark red arrow). (b) Top panel: single-electron spin EPR. The splitting has the 14N-R5 spin label. Bottom
panel: 14N-R5 spin label electron spin quenched in the detected spectrum after the laser irradiation. (a),(b) Adapted from Shi et al., 2018.
(c) EPR spectra of multiple electron spins measured at T ¼ 4.2 K in ultrahigh vacuum. The target sample, doubly spin-labeled
polyprolines, is coupled with a shallow, implanted NV center. The hemisphere shown represents the sensing range of the NV sensor and
is approximately the same size as the depth of the NV sensor. (d) Measured spectra on the sensor. From top to bottom: blank spectrum
without spin-labeled peptides on surface, spectrum of diluted polyproline labels on diamond surface (labeled and unlabeled ratios 1∶10),
and spectrum of the cleaned diamond surface after the aforementioned measurement. (c),(d) Adapted from Schlipf et al., 2017.
(e) N@C60 diluted with empty C60 cages detected by the NV sensor. (f) Top panel: EPR spectrum of N@C60 on a diamond surface at low
temperatures. The solid blue line indicates the simulation of single N@C60 electron spin EPR spectrum. The dashed vertical lines are the
positions of ensemble EPR hyperfine components. Middle panel: spectrum under ambient temperature. The linewidth is largely
broadening. Bottom panel: ensemble EPR. (e),(f) Adapted from Pinto et al., 2020.
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(Schlipf et al., 2017; Shi et al., 2018). By conducting the
experiment at liquid helium temperature (4.2 K) and in a UHV
environment (< 10−8 Pa), one eliminates the photobleaching
of the electron spin label. Common methanethiosulfonate spin
label bearing peptides as a network spin is covered on the
diamond containing the NV sensor [Fig. 10(c)]. Subsequently
the collective readout and coherent manipulation of few (≤ 6)
of these S ¼ 1=2 electron spin systems and access their direct
dipolar coupling tensor is demonstrated as shown in Fig. 10(d)
(Schlipf et al., 2017). Another spin system 14N@C60 fullerene
cages (Smith, Monthioux, and Luzzi, 1998; Olyanich et al.,
2013; Ozmaian et al., 2016) with the capability of self-
assembling on monolayer graphyne sheets is also measured
and controlled using technology similar to that shown in
Figs. 10(e) and 10(f) (Pinto et al., 2020).

2. Quantum relaxometry

Quantum technology often relies on the preservation of
quantum states; however, relaxation can lead to dissipation
of quantum states, thereby hindering quantum technology.
Magnetic field fluctuations generated by spins are common in
nanoscale biology. Quantum relaxation provides an unprec-
edented opportunity for nanoscale measurements, as it pro-
vides valuable information regarding processes that generate
these fluctuations rather than presenting an obstacle to
quantum technology. Conventional techniques including
magnetic resonance force microscopy (Rugar et al., 2004),
atomic vapor magnetometers (Kominis et al., 2003), and
superconducting quantum interference devices (SQUIDs)
(Greenberg, 1998) lack the ability to combine high sensitivity,
nanoscale spatial resolution, and biological living conditions,
which limits their scope of application. In contrast, SQS yields
an opportunity in this field. By measuring relaxation, SSMR
permits the sensing of samples labeled with Mn2þ (Ziem
et al., 2013), Fe3þ (Ermakova et al., 2013; Ziem et al., 2013;
Schäfer-Nolte et al., 2014; P. Wang et al., 2019; Radu et al.,
2020), Cu2þ (Simpson et al., 2017), La3þ (Radu et al., 2020),
Gd3þ (Sushkov et al., 2014; Rendler et al., 2017; Gorrini
et al., 2019), pH value (Fujisaku et al., 2019), and free
radicals (van der Laan et al., 2018; Barton et al., 2020; Perona
Martínez et al., 2020) involved in chemical reactions.
The target single nonfluorescent molecule can be attached

covalently on the diamond surface [Fig. 11(a)]. The sensing
protocol is performed under ambient conditions with only
the optical method involved in the experiment. The para-
magnetic component is introduced with metallic ions such
as Mn2þ, Fe3þ, Cu2þ, La3þ, and Gd3þ. The paramagnetic ion
spins generate a fast fluctuating magnetic field that is
described by the magnetic fluctuation spectral noise density
SðωÞ [Fig. 11(b)],

SðωÞ ¼ γ2NVhB2⊥;ioni
π

fion
f2ion þ ðω − ω0Þ2

; ð17Þ

where fion is the relaxation rate of the ion and ω0 represents
the Larmor precession of the ion. The fluctuation strength
hB2⊥;ioni depends on the coupling strength between the NV
center spin and the ion spin (Steinert et al., 2013),

hB2⊥;ioni ¼
21 × 103πNAcion

16d3

�
μ0ℏ
4π

γion

�
2

; ð18Þ

where cion represents the ion concentration, NA denotes the
Avogadro constant, γion is the gyromagnetic ratio of the ion,
and d is the sensor depth.

(a)

(b)

(c)

FIG. 11. Single-molecule quantum relaxometry. (a) Single
shallow NV center used as an SQS. A single molecule
labeled as an ion (Gd3þ) is attached on the surface of the
diamond with a shallow NV center. The NV center is shed
with a laser, and fluorescence is observed using a confocal
microscope. Adapted from Sushkov et al., 2014. (b) Noise
spectral density for ions (Gd3þ) shown with different con-
centrations (red curves) and demonstrating the broadening
effect of coupling (fdip) at higher concentrations. Although
the filter function of DD (blue curve, F2) is limited to
megahertz fluctuations, T1 relaxometry can probe a wide
frequency range up to gigahertz with two sensitivity windows
(Fþ

1 and F−
1 for the ms ¼ �1 transition) shown as black lines.

F�
1 can be Zeeman shifted via B0, thereby enabling the

experimental detection of SionðωÞ. (c) Quantum relaxometry
measurement protocols. The fluorescence is measured after
initialization and a waiting time of τ. The presence of a
nearby target molecule can increase the relaxation of the NV
sensor, which is represented by the red line. (b),(c) Adapted
from Steinert et al., 2013.
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The rate of SQS relaxation (Steinert et al., 2013; Ziem
et al., 2013) for the ion can be calculated using the following
equation:

fion ¼ fdipole þ fvib þ ftrans þ frot: ð19Þ

In Eq. (19) fdipole ¼ cion × 77 GHzM−1 is a concentration-
dependent fluctuation rate that is induced by the dipolar
coupling between ion spins. The magnetic fluctuations
undergo a significant broadening fvib due to intrinsic relax-
ation from the surrounding chemical environment. The broad-
ening fvib is determined by the ensemble EPR spectroscopy.
The motion of spins in aqueous solution also induces the spin
relaxation. The fluctuation rate of the effective fluctuation
field due to translational spatial diffusion is thus (Steinert
et al., 2013)

ftrans ¼ Ddiff

�
3

4d

�
2

; ð20Þ

where Ddiff is the diffusion coefficient. Furthermore, molecu-
lar rotation yields a fluctuation rate governed by Stokes’s
law with

frot ¼
kBT
4d3ϱ

; ð21Þ

where ϱ is the fluid viscosity. The motion-induced spin
relaxation is on the order of ∼0.1 GHz in water at ambient
temperature (Steinert et al., 2013).
Thus, the metallic-ion-labeled molecules on a diamond

surface are sensed by a single shallow NV center acting as a
magnetometer. In the presence of nearby paramagnetic mol-
ecules, a relaxation process occurs naturally if the noise
spectrum suffices to cover the filter function of the NV center.
This type of measurement does not require any microwave
controls, and thus is purely optical in nature. In the absence of
any quantum controls, the evolution of the NV center follows
a normal relaxation process where the population of the j0i
state is described by

Pðj0iÞ ¼ 1
6
ð2þ e−Γ

−
1
t þ e−Γ

þ
1
t þ 2e−ðΓ−

1
þΓþ

1
ÞtÞ. ð22Þ

The longitudinal relaxation rate Γ�
1 is given by (Simpson

et al., 2017)

Γ1ðB0Þ ¼ Γ1;int þ
Z

∞

−∞

Γ2

2fΓ2
2 þ ½ωNVðB0Þ − ω�2g SðωÞdω;

ð23Þ

where Γ1;int ¼ 1=T1 is the intrinsic relaxation rate, Γ2 ¼ 1=T�
2

is the dephasing rate of the NV center, ω�
NVðB0Þ ¼ D�

γNVB0 is the transition frequency, and SðωÞ is the magnetic
fluctuation spectral noise density of the ion [Eq. (17)]. The
maximum relaxation rate occurs at the crossover point, and
Γ1ðB0Þ represents the EPR spectrum based on quantum
relaxometry.
All-optical quantum relaxometry has achieved single-

molecule sensitivity. A single paramagnetic molecule is

labeled with a gadolinium ion (Gd3þ) chelated by an
amine-terminated organic ligand (Sushkov et al., 2014).
The surface density of molecules could be controlled by
varying the concentration of the Gd3þ molecules during the
reaction. The procedure can be used to covalently attach any
water-soluble amine-terminated molecule to the diamond
surface with controlled surface coverage. Figure 11(c) depicts
the change in the NV spin relaxation rate (T1) caused by a
single molecule (Sushkov et al., 2014). The advantage of all-
optical techniques is their convenience, which may have
implications for studying a broad range of biochemical
molecules and processes without requiring microwave or
radio-frequency control (Ermakova et al., 2013; Kaufmann
et al., 2013; Steinert et al., 2013; Sushkov et al., 2014;
Rendler et al., 2017; Simpson et al., 2017; Barton et al.,
2020).
The relaxation signal originates from the spectral overlap

between the NV sensor filter function and the noise frequency
of the target spin. Adjusting the magnetic field is one of the
most convenient ways to study EPR spectroscopy. Adjusting
the magnetic field can accordingly change the energy levels of
both the NV sensor and the target, allowing for the detection
of the characteristic spectra of several paramagnetic species.
For instance, in detecting the electron spin label of a nitroxide
free radical, the characteristic frequency of the noise signal
increases almost linearly with the external magnetic field, at
∼γeB0, while for the NV center the transition frequency
changes with the magnetic field as D − γNVB0. A crossover
occurs atD=ðγNV þ γtarÞ, based upon which the g factor of the
target spin is obtained.
The spins with different resonant frequencies cannot

effectively couple in the laboratory frame. An approach other
than adjusting the magnetic field involves utilizing the dressed
state method for EPR spectroscopy, with the Hamiltonian
given by

HNV;tar ¼ ΩNVSx;NV þ ΩtarSx;tar þHdipSz;NVSz;tar: ð24Þ

Energy transfer between two resonantly driven spins can
occur with ΩNV ¼ Ωtar, similar to the Hartmann-Hahn match-
ing condition. In contrast to the aforementioned magnetic-
field-adjusting method, this method can be applied to all
magnetic fields if the corresponding driving field strength is
available. The driving on the target is not necessary when the
driving field on the NV sensor is sufficiently strong (Kong
et al., 2018) [Fig. 12(c)]. Subsequently, as the resonance
condition the Rabi frequency of the NV sensor matches the
bare transition frequency of the target spin. This method is
suitable for cases where the target spin is not easy to control or
is unstable, akin to a molecule exhibiting rotational dynamics.

B. Nuclear magnetic resonance

NMR spectroscopy is a powerful tool to determine the
chemical makeup of macromolecules and for resolving the
structures of organic compounds and biological macromole-
cules (Wüthrich, 2001; Yves et al., 2010). However, the weak
interaction strengths between sample nuclear spins and the
conventional NMR probe and the low polarization of the
sample nuclear spins require macroscopic sample quantities to
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investigate and are difficult to apply directly in the study of
nanoscale molecules. However, conventional NMR offers
limited sensitivity due to the weak interaction strength
between sample spins and the inductive detectors, and
the low-thermal polarization of the sample nuclear spins
[Fig. 13(b)]. In addition, the maximummagnetic field gradient

restricts the spatial resolution of NMR imaging methods
(Glover and Mansfield, 2002). Thus, conventional NMR
requires macroscopic sample quantities to investigate and
are difficult to apply directly to the study of nanoscale
molecules. By miniaturizing the detector to more closely
approach the sample, we can enhance sensor-sample coupling.
In particular, the signal of conventional NMR is proportional
to the magnetic polarization Pnuclear of the nuclear spins
(Abragam, 1983; Levitt, 2008),

Pnuclear ≈
γnB0ℏ
2kBT

; ð25Þ

where kB is the Boltzmann constant and T is the temperature.
The nuclear spin polarization can be further increased by
hyperpolarization approaches such as optically induced
polarization (Tateishi et al., 2014), dynamic nuclear polari-
zation (Ardenkjær-Larsen et al., 2003; Griesinger et al., 2012;
Gajan et al., 2014), and quantum-rotor-induced polarization
(Meier et al., 2013; Roy et al., 2015) [Fig. 13(a)]. The
statistical fluctuation

ffiffiffiffi
N

p
[Fig. 13(c)] is always significantly

weaker than the thermal polarization or the hyperpolarization
for conventional NMR techniques (Sleator et al., 1985;
McCoy and Ernst, 1989; Müller and Jerschow, 2006).
However, recently developed sensors, including NV sensors,
the SQUID sensor (Vasyukov et al., 2013), and the magnetic
force microscopy (MFM) sensor, have the capability to
decrease the sensor-sample distance to within 100 nm
(Mitchell and Palacios Alvarez, 2020). This proximity
allows the statistical fluctuations to invariably exceed the
thermal nuclear spin polarization [Fig. 13(a)]. Thus, for the
NV-sensor-based nanoscale or even single-molecule NMR
[Fig. 13(c)] detection of the statistical fluctuations signal can

(a) (b) (c) (d)

FIG. 13. Polarization-dependent and fluctuation-dependent NMR. (a) Statistical fluctuations (indicated by effective polarization in
figure) may exceed the thermal or enhanced nuclear spin polarization depending on the sample size. The typical polarization levels
reached by ONP (Tateishi et al., 2014), DNP (Ardenkjær-Larsen et al., 2003), and quantum rotor polarization (Roy et al., 2015) are
shown as light green, green, and dark green lines, respectively. The Boltzmann polarization (BP) of proton under 0.1 and 1 T are
displayed as dark blue and blue lines, respectively. The estimated effective polarization of liquid (1 M proton concentration) and
solid samples (proton density of 50 nm−3) are shown as dark red and red dashed curves, respectively, depending on the sample size l.
(b) Polarization-dependent NMR. For ensembles with large spins (nuclear spins≳1012), the signal S, which corresponds to the time-
averaged nuclear induction magnetic field, is proportional to the sample polarization. Under high-temperature conditions, the
sample magnetization can be calculated as NγnB0=kBT, where N is the number of spins, B0 is the external magnetic field, T is the
temperature, and kB is the Boltzmann constant. (c) For detection of small ensembles, the signal S is proportional to the statistical
fluctuation. The effective sample magnetization is ∝

ffiffiffiffi
N

p
if the statistical fluctuations exceed polarization. The signal is observed by

the real-component readout; thus, S ∝ Ng2s t2. (d) Detection of individual nuclear. The optimal strength signal S depends on the
nuclear spin relaxation time T1;tar.

(a) (b)

(c)

FIG. 12. Three types of EPR spectroscopic methods based on
electron relaxometry. (a) Sweeping magnetic field. Resonance
occurs at the energy-level crossover. Adapted from Hall et al.,
2016. (b) Energy levels of dressed states tuned by continuous
driving. Resonance occurs when the two driving powers match.
Adapted from Belthangady et al., 2013. (c) SQS driven to the
dressed states. Resonance occurs when the Rabi frequency
matches the energy splitting of the bare states. Adapted from
Kong et al., 2018.
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potentially enhance the sensitivity. The sensitivity of the
protocol depends critically on the standoff distance between
the NV sensor and the target nuclear spins.
We now consider a target sample containing proton nuclei,

perhaps a liquid sample with a concentration of 1 M (1 mol=l)
protons or a solid sample featuring a proton density of
50 nm−3. At spatial scales of around 10–100 nm, the statistical
fluctuation exceeds both the Boltzmann polarization (equiv-
alent to 1 T at ambient temperature) and the nuclear
polarization calculated through the quantum rotor method
[Fig. 13(a)]. These fluctuations approach the polarization
achieved by optically nuclear polarization (ONP) or dynami-
cal nuclear polarization (DNP) methods, especially on the
spatial scale of approximately nanometers, even reaching the
scale of a single molecule or single spin. The NV center
presents a unique opportunity to position a single quantum

sensor in proximity to the target sample, comprising a few
nuclear spins. This spatial proximity enables robust coupling
between the quantum sensor and the nuclear spins of the
sample. Additionally, the NV center generates a dipolar field
from its electron spin, serving as a field gradient for magnetic
resonance imaging (MRI). With the ability to observe nuclear
spin polarization or fluctuations, the SQS using NV centers
proves to be ideal for conducting nanoscale and single-
molecule NMR spectroscopy.
In the context of NV-based NMR detection, a hyperfine

interaction exists between the NV sensor and the nuclei.
Notably the Fermi contact interaction between the NV and
nuclear spins becomes negligible for distances exceeding
2 nm (Gali, Fyta, and Kaxiras, 2008; Nizovtsev et al., 2018).
Consequently the dynamics of the NV-nuclear-spin system are
governed by the following Hamiltonian:

H ¼ DS2z;NV þ γNVB0 · SNV|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
H0

þ
X
j

μ0γNVγnℏ
4π

��
−
8π

3
ρsðrjÞ þ

1

r3j

�
SNV · Ij −

3ðSNV · rjÞðIn · rjÞ
r5j

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

HNV;nuclear

−γnB0 ·
X
j

Ij þ
X
i<j

μ0γ
2
nℏ

4πr3ij

�
Ii · Ij −

3ðIi · rijÞðrij · IjÞ
r2ij

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Hnuclear

; ð26Þ

where Ij ¼ ðIx;j; Iy;j; Iz;jÞ is the spin operator for jth
nuclear, γn is the gyromagnetic ratio of the jth nuclear spin,
rj is the distance between the NV sensor and the jth nuclear
spin, ρsðrjÞ is the electron wave function density of NVon
the jth nuclear spin, and rij represents the distance between
the ith and jth nuclear spins. In the interaction picture
of the HamiltonianH0 and the rotating wave approximation,
where the coupling between the nuclear spin and the NV
center is far slower than the rotating frame frequency, the full
Hamiltonian (26) can be simplified as follows:

H ¼ ωL

XN
j

Izj þ Sz
XN
j

ðak;jIz;j þ a⊥;jI⊥;jÞ; ð27Þ

where ωL ¼ γnB0 is the Larmor frequency of the nuclear
spin and

ak ¼
μ0γeγnℏ
4πr3

ð3cos2θ − 1Þ þ aiso; ð28Þ

a⊥ ¼ μ0γeγnℏ
4πr3

3 sin θ cos θ ð29Þ

are the parallel and perpendicular components of the hyper-
fine coupling, respectively, where aiso is the isotopic
component of the hyperfine interaction.
Direct measurement of the nuclear spin by an NV center

poses challenges due to the energy mismatch between the
resonant frequencies of the nuclear spin (ωL ¼ γnB) and the
NV spin (ωe ¼ D� γeB). To address this, various techniques

are employed to adjust these resonant frequencies. One
strategy involves driving the NV center’s electron spin using
either chopped microwave pulses (DD; see Sec. II.B.1) or
continuous microwaves [Hartmann and Hahn (HH); see
Sec. II.B.3]. Coherence transfer between the electron spin
and the nuclear spin occurs when the driven frequency of the
electron spin aligns with the nuclear Larmor frequency. The
alternative technique ENDOR synchronously flips the nuclear
spin with the electric spin of the NV center; see Sec. II.B.2. In
addition to one-dimensional NMR, two-dimensional NMR is
also employed to identify correlations between nuclei of
different species exhibiting different frequencies in conjunc-
tion with the NV center; see Sec. II.B.4.

1. Dynamical decoupling

DD sequences offer a combination of quantum sensing with
the safeguarding of NV quantum states against environmental
decoherence. By aligning the control frequency of flipping the
NV electron spin with that of the nuclear spin, coherence
transfer becomes achievable.
To begin, the NV sensor is initialized into the j0i state,

followed by a π=2 pulse along the y axis, transforming the
sensor into the superposition state jþi, which is in line with
the quantum sensing protocol described in Sec. I.C.2.
Subsequently a sequence of resonant π microwave pulses is
applied to the NV sensor, utilizing a fundamental unit such as
τ=2 − π − τ − π − τ=2 (see Table III for different DD sequen-
ces), as depicted in Fig. 14(a). Here τ represents the free
evolution time.
The collective evolution of the NV-nuclear spin system

results in a rotation of the nuclear spin by an angle ϕ around an
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axis hms
(detailed in Appendix A.1), contingent upon the

initial NV spin state ms (Kolkowitz et al., 2012; Taminiau
et al., 2012; Zhao, Ho, and Liu, 2012; Zhao et al., 2012). This
rotation occurs when the free evolution time satisfies the
resonant condition

τ ¼ π

ωL þ ak=2
; ð30Þ

the two axes h0 and h1 align in antiparallel directions
(see Appendix A.1 for a description of hms

), and the rotation
angle is

ϕ ≈
a⊥
π

Nτ; ð31Þ

with a high-field condition ωL ≫ ak; a⊥.
Both statistical fluctuation and spin polarization can be

measured using the DD method. In particular, the statistical
fluctuation can be measured using the real-component read-
out protocol [Eq. (7)], and the spin polarization can be
measured using the imaginary-component readout protocol
[Eq. (8)]. The relative microwave phase ϑ between the
first and second π=2 pulses determines the specific protocols
used (Fig. 6). When the relative phase ϑ ¼ 0, the final
population, dependent on the statistical fluctuation of target

spins, is observed using the real-component readout
[Eq. (7)]. Under the small-signal approximation, the result
is calculated as (Appendix A.1)

preal ≈ 1 −
1

4

X
i¼1

�
a⊥;iNτ

π

�
2

; ð32Þ

which is independent of the polarization of nuclear spins.
When the relative phase ϑ ¼ π=2, the final population,
which is dependent on the polarization of target spins, is
observed using the imaginary-component readout. The result
is calculated as

pimg ≈
1

2
þ 1

2

X
i

Pn;i
a⊥;iNτ

π
; ð33Þ

where Pn;i is the polarization of the ith nuclear spin.
Here we consider the practical applications of using a near-

surface NV sensor to probe nuclear spins in a sample. Suppose
that nuclear spins are evenly distributed in the sample with the
density ρn and placed upon the diamond surface, while the
NV sensor resides at a distance d from the surface that is
perpendicular to the ½100� crystal axis. Under this circum-
stance, the fluctuation signal Sfluc for sensing statistically
fluctuating nuclear spins can be calculated as

Sfluc ≈
5πρn
96d3

�
μ0ℏγnγe
4π2

Nτ

�
2

: ð34Þ

If the nuclear spin is uniformly polarized with the polarization
P, the polarization signal Spola can be acquired as

Spola ≈ P

ffiffiffi
2

p
πρn
3

μ0ℏγnγe
4π2

Nτ: ð35Þ

The relatively weak coupling between the nuclear spin and
the NV sensor, owing to the former’s lower gyromagnetic
ratio, demands heightened sensitivity. In addition to minimiz-
ing the sample-sensor distance by covalently bonding them
[Fig. 14(b)], further enhancements in the readout fidelity and
the decoherence time of NV centers near the surface are
imperative. To achieve this, an auxiliary nuclear spin is
employed to store sensing results in the NV spin state,
enabling repetitive readouts without state resetting through
optical pumping (Jiang et al., 2009; Neumann, Beck et al.,
2010). Notably this approach enhances readout fidelity by
nearly tenfold [Fig. 22(b)]. However, repetitive readout
reaches saturation when the readout time aligns with the
sensing time, emphasizing the criticality of enhancing the
decoherence time to augment sensitivity. Strategies involving
wet oxidative chemistry combined with annealing at 465 °C
(Table II) in a dry oxygen environment have been utilized to
boost the coherence times of NV centers near the surface by
more than an order of magnitude (Lovchinsky et al., 2016).
This comprehensive enhancement in spin number sensitivity
exceeds 500 times, rendering the sensitivity adequate to
potentially detect a single proton within a second.
Nonetheless, the direct detection of a single proton has not
yet been experimentally realized. An illustrative spectrum, as

x

y

z(a)

(c)(b)

FIG. 14. NV-based DD sensing protocol. (a) DD sequence. The
pulse sequence involves two green laser pulses that perform the
initialization and readout of the NV spin state (green blocks) and
resonant microwave pulses (gray blocks) that start and end with
π=2 pulses. In between, periodic π pulses (gray blocks) are
introduced with elements that repeat as τ=2 − π − τ − π − τ=2.
(b) Schematic for the single-molecule NMR with an NV sensor.
The single proteins covalently bond on the diamond surface.
(c) 2H NMR spectrum of an isotopically enriched ubiquitin
protein (2H at > 98% abundance) at an external magnetic field of
247.3 mT using the XY8-507 sequence and Gaussian fit (solid
black line). (b),(c) Adapted from Lovchinsky et al., 2016.
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shown in Fig. 14(c), serves as an example of the achieved
results. See Sec. III.C.3 for a discussion of the readout
techniques and Sec. III.D, and see Table II for an examination
of decoherence time reduction.

2. Electron-nuclear double resonance

The widely adopted technique ENDOR plays a pivotal role
in dissecting interactions within EPR spectra. Its traditional
application lies in unraveling the molecular and electron
structures of paramagnetic species (Schweiger and Jeschke,
2001). Detection of the nuclear spin by the electron spin
involves a specific sequence, as depicted in Fig. 15. To begin,
the electron spin is initialized to the j0i state and then flipped
to a jþi superposition state via a π=2 microwave pulse.
Following this, microwave and radio-frequency π pulses
simultaneously flip both the electron and nuclear spin states.
This meticulously designed process nullifies environmental
noise on the NV spin while conserving the coupling between
the NV spin and the nuclear spin. Subsequently the accumu-
lated signal is detected via the second π=2 pulse; see Eqs. (7)
and (8). With the relative phase ϑ ¼ 0, the fluctuation signal
by real-component readout is accordingly expressed as
(Appendix A.1)

preal ≈ 1 −
1

4

X
i¼1

�
ak;iNτ

2

�
2

; ð36Þ

which is independent of the polarization of the nuclear spins.
With the relative phase ϑ ¼ π=2, the polarization signal by
imaginary readout is expressed as

pimg ≈
1

2
þ 1

2

X
i

Pn;i

�
ak;iNτ

2

�
; ð37Þ

where Pn;i is the polarization of the ith nuclear spin. The
ENDOR method is limited by the pulse length and the
operation fidelity of the rf pulse. Thus, applying ENDOR
sequences with multiple π pulses is a challenging task. In
practice, the NV center used in the ENDOR method typically
requires a coherence time greater than approximately 100 μs
(Mamin et al., 2013; Aslam et al., 2017).
We consider the same sensing scenario as with DD, but the

diamond surface is perpendicular to the ½111� crystal axis.

Accordingly the fluctuation signal Spola and the polarization
signal Spola are calculated as

Sfluc ≈
πρn
16d3

�
μ0ℏγnγe

8π
Nτ

�
2

ð38Þ

and

Spola ≈ P
2πρn
3

�
μ0ℏγnγe

8π
Nτ

�
: ð39Þ

3. Hartmann-Hahn double resonance

The HH method is also applicable to nuclear spin sensing
(Facchi, Lidar, and Pascazio, 2004; Fanchini, Hornos, and
Napolitano, 2007; Cai, Jelezko et al., 2013). In this method, a
continuous, resonant microwave field drives the NV sensor.
Continuous driving isolates the NV sensor from its environ-
ment, making it insensitive to surrounding spins. However,
specific frequency components can be selected in NMR via
the HH resonant condition (Hartmann and Hahn, 1962; Cai,
Jelezko et al., 2013; London et al., 2013). Moreover, this
technique enables the use of alternating spin-lock sequences to
directly polarize the target nuclei. For NV-based nuclear
magnetic sensing, HHDR occurs when the NV electron spin
is driven at a Rabi frequency Ωe that aligns with the Larmor
frequency ωL of the nuclear spin [Fig. 16(a)]. Under resonant
microwave driving, the entire system transitions from the bare
basis to the dressed state basis, with the energy-level splitting
Ωe equating with the nuclear spin Larmor frequency ωL
[Fig. 16(a)]. The energies of the jþ;↓i state and the j−;↑i
state become equal and coupled, coherently evolving together.
The remaining states jþ;↑i and j−;↓i are decoupled from
the joint dynamics [Fig. 16(b)]. The probability of finding the
dressed NV spin state initially set to the state jþi in the
opposite state j−i after time ts is

pðτÞ ¼ sin2
�jahypjts

8
sin θ

�
; ð40Þ

which is dependent on the coupling strength ahyp ¼
ðaxz; ayz; azzÞ and θ, the angle between the external magnetic
field B0 and ahyp. The NV spin is reset to jþi at the beginning
of every experiment following the initialization laser and the
first π=2 pulse [Fig. 16(b)], thereby resulting in jþ;↑i as the
trapped state. After several iterations of the experiment, the
nuclear spin polarizes to the j↑i state. To prevent polarization,
the sensing sequence alternates between resetting the NV spin
state to jþi and j−i [Fig. 16(c)]. A spectrum example is shown
in Fig. 16(d), in which the NV spin driven frequency Ωe is
swept. Both the isolating nuclear spin and the nuclear spin
bath are observed. There is a high demand for stable micro-
wave power due to the dependence of the spectrum on Ωe
(London et al., 2013).
Apart from its application in nuclear spin sensing, HHDR

has found use in polarizing external nuclear spins (Fernández-
Acebal et al., 2018; Shagieva et al., 2018). The NV center can
achieve up to 95% polarization (van der Sar et al., 2012) via a
square laser pulse and up to 97.7% using a chopped laser pulse

FIG. 15. ENODR sequence. The sequence is based on the Hahn-
echo sequence of the NV center spin. At the midpoint of the
sequence, a resonant π pulse is applied to both the nuclear and
electron spins.
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sequence at ambient temperature (Xie et al., 2021). This
polarization process occurs within microseconds when an
∼0.1 mW focused 532-nm laser beam (∼10 kW=cm2) is used,
while the NV center’s repolarization time can extend to the
millisecond timescale. When the HH resonance method is
leveraged, the NV center becomes a promising candidate for
DNP. While demonstrations have primarily focused on indi-
vidual NV centers, hyperpolarization of micron-scale samples
based on NV ensembles has also been successfully achieved
(Healey et al., 2021), with a best polarization transfer rate
of ≈ 7500 spins=s per NV center. Anisotropic interactions
between the NV electron spin and the target nuclear spins are
typically averaged out due to molecular motion in the fluids
and short correlation times. Consequently the cross-relaxation
method is commonly employed in DNP for liquid samples.
However, methods for the solid-state counterpart prove to be
less efficient (van Bentum et al., 2016; Wiśniewski et al.,

2016). Polarizing highly diffusive liquids such as water poses
challenges due to the limitations in effective dipolar coupling
strength, with most current experiments relying on viscous
liquids such as oil.

4. Two-dimensional NMR

Molecular structure analysis is a cornerstone of biology,
chemistry, and medicine. Two-dimensional NMR is essential
in molecular determination. The one-dimensional nanoscale
and single-molecule NMR have been previously imple-
mented, as mentioned. Although nanoscale one-dimensional
NMR and observations of the interaction within a pair of
nuclear spins in diamond have been performed using DD
methods (Shi et al., 2014; Yang et al., 2018), two-dimensional
NMR techniques are still necessary to resolve complex
molecular structure information since it can provide a clear
and comprehensive picture of intramolecular interactions
[Figs. 17(a) and 17(b)]. Multidimensional NMR techniques
reveal more spectral information, while measuring times of
two-dimensional NMR increase quadratically with experi-
mental sampling numbers.
Two-dimensional nanoscale NMR spectroscopy based

on the NV center has been developed and experimentally
demonstrated using coupled 13C nuclei in diamond (Kong,
Zhou et al., 2020; Yang et al., 2020). The sequence closely
resembles the correlated spectroscopy (COSY) sequence in
conventional NMR methods, as depicted in Fig. 18(a). The
first DD sequence initializes the nuclear spins and is followed
by a free evolution period t1. Subsequently another DD
sequence, equivalent to a π=2 pulse on the nuclear spins, is
executed. After another free evolution period t2, the final

(a)

(b) (c)

FIG. 17. Resolved interaction between nuclear spin pairs.
(a) Depiction of the DD pulse sequence designed for detecting
13C-13C nuclear spin pairs. (b) Dip features in the coherence of the
NV sensor under DD control with varying numbers of π pulses.
Notably as the number of π pulses (N) increases from 2 (top
curve) to 18 (bottom curve), the dips induced by a pair of nuclear
spins emerge and become increasingly prominent. (c) Configu-
rations employed for detecting 13C-13C pairs using the NV center.
Adapted from Shi et al., 2014.

(a)

(b)

(c)

(d)

FIG. 16. Detection and polarization of nuclear spins using HH.
(a) Energy-level configuration involving the NV center electron
spin and a single spin-1=2 nuclear spin. The hyperfine coupling
between the electron spin and the nuclear spin is suppressed due
to the energy mismatch between the electron spin (ωe, in blue)
and the nuclear spin (ωL, in red). When the electron spin driving
frequency Ωe aligns with the nuclear spin frequency ωL, the
energy-level diagram is described using dressed states j�i
(shown on the right. This removal of the energy mismatch allows
the flip-flop transition between jþ;↓i and j−;↑i. (b) Demon-
stration of the HH sequence. A 532-nm laser polarizes the NV
electron spin (in green), with a microwave application in between
where the x pulse is denoted in blue and the y pulse is shown in
pink. (c) Illustration of the alternating HH sequence designed to
avoid polarization of nuclear spins. (d) Experimentally observed
population of the j0i state concerning the electron spin driving
frequency Ω and sensing time τ. Both the isolating nuclear spin
and the nuclear spin bath are observed and are labeled with
dashed lines. Adapted from London et al., 2013.
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dynamic decoupling sequence transfers the nuclear correlation
information onto the NV center. By sweeping the durations t1
and t2, one generates a correlation map [Fig. 18(b)] and a two-
dimensional FFT spectrum [Fig. 18(c)]. The presence of cross
peaks signifies a coupled nuclear system, allowing for further
analysis to determine the precise positions of the nuclear spins
and the distances between them. In a different study (Abobeih
et al., 2019), a much larger cluster comprising 27 coupled 13C
nuclear spins in diamond was detected. Abobeih et al. (2019)

involved a multidimensional spectroscopy method that iso-
lated individual nuclear-nuclear spin interactions with high
spectral resolution (< 80 mHz) and high accuracy (2 mHz).
These interactions encode the composition and interconnec-
tivity of the cluster, enabling the extraction of the three-
dimensional structure of the nuclear spin cluster with
subangstrom resolution. Moreover, a micron-scale two-
dimensional NMR experiment has also demonstrated its
capacity for structural analysis with chemical resolution
(Smits et al., 2019).

III. DETECTION SENSITIVITY

A. Introduction

The pursuit of single-molecule sciences demands a balance
between high sensitivity and spatial resolution, a challenge
underscored by the energy resolution limit (ER ¼ ℏ) (Mitchell
and Palacios Alvarez, 2020). Achieving single-molecule spatial
resolution with NV centers necessitates a closer sample-probe
distance that is within approximately several nanometers.
However, this proximity amplifies noise from the diamond
surface, thus substantially reducing the coherence times of NV
centers. Addressing this predicament remains pivotal in advanc-
ing NV-based single-molecule technologies, an ongoing inves-
tigation that will require further dedicated efforts.
In this section, we characterize the sensitivities of NV

sensors (magnetic field sensitivity and spin number sensitiv-
ity) while dissecting the pivotal factors involved, such as
readout noise and decoherence. These elements are subjected
to meticulous analysis, and Secs. III.C–III.E synthesize
approaches to enhance them. Section III.C scrutinizes NV
center readout noise and its mitigation strategies. This
includes the leveraging of photonic structures to augment
collection efficiency, the employment of resonant readout at
cryogenic temperatures, the employment of ancilla-assisted
repetitive readout, and the utilization of spin-to-charge con-
version and photoelectric readout techniques. Section III.D
explores the mechanisms behind the decoherence of near-
surface NV centers and proposes corresponding methods to
extend coherence times. Finally, Sec. III.E introduces sensing
protocols designed to amplify nuclear spin signals, an essen-
tial strategy for surmounting the challenge posed by the low
gyromagnetic ratio of nuclear spins.

B. Magnetic field sensitivity and spin number sensitivity

As discussed in Sec. I.C.2, a small magnetic field B can be
detected by causing the spin coherence of the NV center to
rotate or shorten during a sensing sequence. For sensing a
fluctuated field with the variance ðδBÞ2 the coherence is
shortened, and the sensitivity ηfluc is determined by reading its
real component

ηfluc ≈
σS

j∂S=∂ðδBÞ2j
ffiffiffiffiffiffiffiffiffi
Texp

p
: ð41Þ

For sensing a polarized field with the mean B̄, the coherence is
rotated and the sensitivity ηpola is given by the imaginary-
component readout
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FIG. 18. Two-dimensional NMR. (a) Experimental pulse se-
quence of two-dimensional NMR along with the structural
analysis of the coupled nuclear spin system. This sequence
represents an experimental implementation of nanoscale homo-
nuclear correlation spectroscopy two-dimensional NMR on the
NV center. (b) Interrogation times t1 and t2 swept from 4 μs to
0.9 ms with 50 samplings. The time-domain spectroscopy is
transformed into frequency-domain spectroscopy in (c) through a
two-dimensional FFT transformation. (c) Two-dimensional NMR
spectrum revealing cross peaks between the third and fourth
peaks in the one-dimensional spectrum (upper inset), indicating
that they belong to a coupled spin system. (a)–(c) Adapted from
Yang et al., 2020. (d) MRI of nuclear spins, with the three-
dimensional structure resolved by detecting the distance between
each nuclear spin, depending on the dipolar coupling strength.
(e) Depiction of the three-dimensional structure of the nuclear
spins within the diamond using the diamond-lattice method. The
blue lines indicate couplings greater than 3 Hz, thereby illustrat-
ing the connectivity of the cluster. (d),(e) Adapted from Abobeih
et al., 2019.
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ηpola ≈
σS

j∂S=∂B̄j
ffiffiffiffiffiffiffiffiffi
Texp

p
; ð42Þ

where σS is the readout noise (see Sec. III.C), and the time for
a single experimental cycle Texp is the sum of the time for
phase accumulation Taccu, state initialization T ini, and readout
Tread. In Eqs. (41) and (42) ∂S=∂B̄ and ∂S=∂ðδBÞ2 are the
slopes of the signal versus the mean B̄ and the variance ðδBÞ2,
respectively, which result in the dimensions THz−1=2 and
T2 Hz−1=2 (Hz−1=2 denotes 1-s integration) for these two kinds
of magnetic field sensing.
By comprehensively considering multiple experimental

limitations, including spin decoherence, initialization and
readout errors, and the duty cycle, the sensitivities ηfluc
and ηpola for an individual NV center can be accurately
formulated as

ηfluc ≈
2

γ2NV
ffiffiffiffiffiffiffiffiffiffi
T3
accu

p 1

ξTaccu
FreadFini

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ T ir

Taccu

s
ð43Þ

and

ηpola ≈
1

γNV
ffiffiffiffiffiffiffiffiffiffi
Taccu

p 1

ξTaccu
FreadFini

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ T ir

Taccu

s
; ð44Þ

where ξTaccu
is the remaining spin coherence at Taccu. The

initialization and the readout are both imperfect, with Fini and
Fread denoting their respective fidelities, and occupy consid-
erable time T ir ¼ T ini þ Tread, leading to a reduced duty cycle.
Here we consider the practical parameters utilized in the

experiment to estimate the approximate sensitivity. The
magnetic sensitivity hinges significantly on two critical
factors: readout fidelity and coherence time, which are
addressed in Secs. III.C and III.D, respectively.
Regarding the optical readout of the NV spin state, the

readout fidelity Fr remains relatively low, approximately 4%,
owing to typical fluorescence collection efficiencies (detailed
in Sec. III.C.1). During the initialization of the NV center
through 532-nm laser illumination, the readout fidelity exists
in two charge states. Around 70% constitutes the useful NV−

state, while the rest remains as the less useful NV0 state (Xie
et al., 2021). In instances of shallower NV centers, this
percentage of the NV− state further decreases (Bluvstein,
Zhang, and Jayich, 2019).
For near-surface NV centers exposed to the noise emanat-

ing from the diamond surface, the coherence time undergoes a
dramatic reduction, plummeting to tens of microseconds
(Ofori-Okai et al., 2012), a stark contrast to several millisec-
onds for NV centers nestled deep within bulk diamond
material (Herbschleb et al., 2019). Substituting these afore-
mentioned values into Eqs. (43) and (44) gives the sensitivities
ηpola ≈ 0.1 μTHz−1=2 and ηfluc ≈ ð0.2 μTÞ2 Hz−1=2.
When it comes to magnetic sensing at the single-molecule

scale, the magnetic field under detection emanates from the
target spins. As such, the primary emphasis lies in detecting
the minimum number of spins integrated over 1 s, which is
known as the spin number sensitivity. We now consider the
scenario where the target spins are positioned at a distance d

from a ½100�-oriented NV center, leading to the sensitivities
ηspinfluc and ηspinpola, which are given by

ηspinfluc ≈
�

4π2

μ0ℏγNVγtar

�
2 d6ffiffiffiffiffiffiffiffiffiffi

T3
accu

p 1

ξTaccu
FreadFini

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ T ir

Taccu

s

ð45Þ

for sensing statistically fluctuating spins and

ηspinpola ≈
2
ffiffiffi
2

p
π2

μ0ℏγNVγtar

d3ffiffiffiffiffiffiffiffiffiffi
Taccu

p 1

PξTaccu
FreadFini

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ T ir

Taccu

s
ð46Þ

for sensing polarized spins with the spin polarization P, where
ℏ is the reduced Plank constant, μ0 is the vacuum permeability,
and γtar is the gyromagnetic ratio of the target spins.
Equations (45) and (46) suggest that the target-sensor distance
d and the gyromagnetic ratio of the target spins γtar are crucial
determinants of the spin number sensitivity, along with the
factors denoted in Eqs. (43) and (44). Given that the
gyromagnetic ratio of the electron spin is approximately 3
orders of magnitude larger than that of nuclear spins, detecting
an individual electron spin outside the diamond is relatively
straightforward. Utilizing extremely shallow NV centers
(< 5 nm) boasting submillisecond spin coherence already
provides sufficient sensitivity to detect a single nuclear spin
(Müller et al., 2014; Lovchinsky et al., 2016), although it falls
short of resolving a single nuclear spin. Furthermore, single
nuclear spins can also be detected by leveraging an electron
spin as a reporter; see Sec. III.E.

C. Readout noise

The green laser (typically 532 nm) excites the NVelectronic
state incoherently via a strong phonon sideband and emits PL
in its 600–800-nm phonon sideband [Fig. 19(a)] at a rate of
γ ≈ 70 μs−1 (Fuchs et al., 2010; Robledo, Bernien et al., 2011;
Gupta, Hacquebard, and Childress, 2016). Unlike the resonant
excitation for narrow-linewidth atoms (Itano et al., 1993) or
color centers under cryogenic temperatures (Togan et al.,
2010, 2011), the spin-dependent fluorescence detection for the
NV center under ambient temperature arises through the
nonradiative ISC transitions (Goldman, Doherty et al.,
2015; Goldman, Sipahigil et al., 2015; Thiering and Gali,
2018) from the spin-triplet excited states to the spin-singlet
states (Rogers et al., 2008), which occurs preferentially for the
ms ¼ �1 spin states [Fig. 3(c)]. The spin-singlet ground state
is long lived (∼200 ns) (Acosta, Jarmola et al., 2010;
Robledo, Bernien et al., 2011; Gupta, Hacquebard, and
Childress, 2016) and causes the spin state ms ¼ �1 to exhibit
a reduced fluorescence intensity, as visualized in Fig. 4(a).
The imperfect spin-state selectivity of the ISC process limits
the spin polarization of the NV center with ∼90% in the
ms ¼ 0 of the ground state (Robledo, Bernien et al., 2011;
Doherty et al., 2013; Rong et al., 2015) after optical
illumination via a laser pulse. However, chopped laser
sequences have shown experimental improvement in polari-
zation to 97.7% (Xie et al., 2021).
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The spin-dependent PL contrast holds critical significance
for nonresonant readout procedures. However, the contrast
between ms ¼ 0 and ms ¼ �1 dissipates within approxi-
mately 300 ns (referred to as the readout window) and is
constrained by the lifetime of the spin-singlet ground state
[Fig. 19(b)]. Consequently the available fluorescence photons,
denoted as n1 for the initial state of ms ¼ �1, is relatively
scarce compared to the initial state of ms ¼ 0, which is
represented as n0 (Sec. III.C.1). In situations where the
overall fluorescence collection efficiency is low, this scarcity
permits only a probabilistic determination of the NV− spin
states. Evaluating the overall readout efficiency involves a
comparison between the phase uncertainties obtained from
imperfect readouts and those from ideal projective measure-
ments for the imaginary-component readout (Degen,
Reinhard, and Cappellaro, 2017) resulting in the ratio of
these two uncertainties as

Fread ¼
�
1þ 2ðn0 þ n1Þ

ðn0 − n1Þ2
�

−1=2
¼
�
1þ 1

navgC2

�
−1=2

. ð47Þ

The parameter navg represents the average value of
ðn0 þ n1Þ=2, while C ¼ ðn0 − n1Þ=ðn0 þ n1Þ stands for the
PL contrast. This PL contrast precisely mirrors the readout

fidelity utilized in Eqs. (43) and (44) (noting that it differs
from the readout fidelity used in projective measurements).
The value of Fread must exist in the range of 0 to 1, where
Fread ¼ 1 signifies the ideal projective measurements.
Expressing the real-component readout involves complexity,
particularly when one considers decoherence. However, it
closely aligns with the value derived from Eq. (47) (usually
within a 10% deviation), thereby allowing the utilization of
Eq. (47) in Eqs. (43) and (45) (Lovchinsky et al., 2016).
Further details regarding the derivation of Eq. (47) are
presented in Appendix A.2.

1. Photoluminescence enhancement

Enhancing PL evidently becomes crucial, as highlighted in
Eq. (47), in order to augment the readout fidelity and
sensitivity. However, the high refractive index of the diamond
host (n ≈ 2.4) results in significant limitations due to total
internal reflection at the diamond surface, severely con-
straining the collection efficiency of the emitted fluorescence
photons from the NV center. For a single NV center in a
diamond slab observed through a confocal microscope using
laser power below the PL-saturation level for magnetometry,
the typical count rate averages around 200 kcounts/s
(Neumann, Beck et al., 2010; Lovchinsky et al., 2016).
This translates to an average photon number of navg ≈ 0.05
per single experiment. With an NV center exhibiting a PL
contrast of C ≈ 0.18 (implying that n1 ≈ 0.7n0), the resulting
readout fidelity stands at approximately 4%.
The process of fabricating photonic structures on diamonds

represents a significant advancement in enhancing collection
efficiency. Diamond, as it is harder than other commonly used
optical materials like Si, Si3N4, SiC, and α-Al2O3 (Rath et al.,
2015), poses challenges in fabrication. However, recent
progress in nanolithography has led to several top-down
fabrication techniques that offer viable solutions. One such
structure, the solid immersion lens (SIL), which is created
via focused ion beams, forms a roughly 10-μm hemisphere
housing an NV center at its center [Fig. 20(a)]. Fluorescence
photons emitted perpendicularly to the SIL surface mitigate
losses from total internal reflection (Hadden et al., 2010;
Siyushev et al., 2010; Marseglia et al., 2011). The utilization
of SIL structures has shown saturation count rates reaching
about 1.2 Mcounts/s (Robledo, Childress et al., 2011).
Furthermore, additional enhancements in fluorescence can be
achieved through antireflective coatings (Yeung et al., 2012).
The diamond nanopillar, which possesses a diameter of

approximately 100 nm and a length of several micrometers, is
crafted through nanolithography techniques like electron beam
lithography (EBL) and reactive ion etching (RIE). Functioning
as an optical waveguide, it houses an embedded NV center
[Fig. 20(b)]. These nanopillars offer improved convenience
for utilization as scanning probes (Maletinsky et al., 2012).
Leveraging self-aligned patterning techniques, the NV center
can be precisely positioned at the nanopillar’s top center,
achieving a count rate of approximately 4 Mcounts/s
(M. Wang et al., 2022). Furthermore, variations in nanopillar
design have been explored, including inverted nanocones
reaching about 3 Mcounts/s (Jeon et al., 2020), parabolic
profiles attaining approximately 4 Mcounts/s (Wan et al.,
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FIG. 19. Level diagrams and PL of the NV center. (a) PL
spectrum of the NV center, where the laser wavelength for spin
initialization is typically 532 nm. The peak at 575 nm (638 nm)
corresponds to the ZPL of the NV0 (NV−) charge state. The
range 630–800 nm corresponds to the phonon sideband of
the NV− charge state. (b) The NV− spin states exhibit spin-
dependent fluorescence wherein NV− spins prepared in the
ms ¼ 0 state emit a higher rate of photons than those prepared
in the ms ¼ �1 state.
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2018), and truncated parabolic profiles yielding around
2 Mcounts/s (Hedrich et al., 2020).
Additionally, metalenses crafted with a Fresnel lens phase

profile, formed by etched nanopillars on the diamond surface,
have been instrumental in imaging NV centers (Huang et al.,
2019). Unlike the SIL structures, the metalens design focuses
the emitted light [Fig. 20(c)], negating the requirement for a
free-space objective. This represents a promising approach to
directly couple NV centers with optical fibers. Furthermore,
coupling to an optical cavity shortens the lifetime of NV
excited states, thereby markedly enhancing the count rate. In
Fig. 20(d), the photonic crystal cavity, developed from an
ultrapure and single-crystal diamond membrane, links the
implanted NV centers’ broadband fluorescence to a cavity
mode, showcasing Purcell enhancement of spontaneous
emission (Riedrich-Möller et al., 2015).

2. Resonant readout

The excited state of the NV triplet consists of six sublevels
fA1; A2; Ex; Ey; E1; E2g (Togan et al., 2010; Maze et al.,
2011), as displayed in Fig. 21(a). The spin-orbit interaction
splits the states into three branches fA1; A2g, fEx; Eyg, and
fE1; E2g. The spin-spin interaction shifts states with different
spin projections and splits the A1 and A2 states, and the strain
and electric fields additionally split the remaining two
branches, namely, fEx; Eyg and fE1; E2g (Tamarat et al.,
2008; Batalov et al., 2009; Maze et al., 2011). However, at
ambient temperatures the stochastic phonon-mediated tran-
sitions average the orbital states, resulting in a simplified
excited-state level structure (Fu et al., 2009). At low temper-
atures, the narrow linewidths of the excited states [shown in

Fig. 21(b)] allow for resonant excitation of the spin-selective
optical transitions, thus enabling coherent coupling between
the NV spin and the photon (Buckley et al., 2010; Togan et al.,
2010) and all-optical coherent control (Yale et al., 2013;
Bassett et al., 2014). Under the A1 transition [Fig. 21(a)], the
spin state of the NV center can be initialized to j0i with a high
fidelity of 99.7� 0.1% (Robledo, Childress et al., 2011).
Under the Ex transition, the dark states j � 1i emit minimal
fluorescence photons, leading to a PL contrast C ≈ 1 for the
readout fidelity in Eq. (47). Additionally, the Ex transition in
low-strain NV centers preserves spin and constitutes a cycle
transition for continuous fluorescence photon emission
(Robledo, Childress et al., 2011), as pioneered in the field
of cold atoms (Happer, 1972; Zoller, Marte, and Walls, 1987;
Olmschenk et al., 2007). However, the cycle transition in NV
centers is not as ideal as in cold atoms, due to spin mixing and
phonon-induced transitions within the excited states. These
limitations constrain the spin relaxation time to approximately
10 μs and restrict the number of collected photons to ∼10
(Robledo, Childress et al., 2011; Bernien et al., 2013; Hensen
et al., 2015; Humphreys et al., 2018). The highest achieved
readout fidelity is approximately 97.7% (Humphreys
et al., 2018).

3. Ancilla-assisted readout

At ambient temperature, the average number navg of
collected photons of a single NV per single measurement is

5 μm

(a) (b)

(c) (d)

FIG. 20. Photonic structures designed to enhance fluorescence
collection efficiency. (a) SIL, a half-ball structure created on the
diamond with the NV center situated at its center. (b) Array of
diamond nanopillars utilized as photonic waveguides guiding
fluorescence photons from top to bottom. (c) Immersion metalens
structures fabricated on the diamond surface to collimate fluo-
rescence emitted by the NV center. Adapted from Huang et al.,
2019. (d) Photonic crystal cavity produced on a thin diamond
membrane. Adapted from Riedrich-Möller et al., 2015.

(a)

(c)

(b)

FIG. 21. Resonant detection protocol. (a) Level structure of the
NV center under cryogenic temperatures. The red arrow repre-
sents the resonant readout, and the dark red arrow indicates the
population pumping. (b) Energy levels used to prepare and
measure the NV electron spin state. The transitions are labeled
according to the symmetry of the excited states. Dashed lines
indicate spin-nonconserving decay paths. (c) PL excitation
spectrum of the NV center (the wavelength is given relative to
637.2 nm).
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0.01–0.1, depending on the collection efficiency. As expressed
in Eq. (47), the photon shot noise will dominate in the overall
readout noise when navg ≪ 1. This noise emerges as a
significant obstacle for achieving high-fidelity readout at
ambient temperature. An alternative method to increase the
readout fidelity involves utilizing an adjacent nuclear spin
whose spin state is long lived during laser illumination. The
readout process is implemented by transferring the NV spin
state to the nuclear spin through a SWAP gate, followed by
thousands of readouts of the nuclear spin [the last two parts in
Fig. 22(c)]. The readout fidelity is enhanced by the repetitive
readout procedure, as shown in Fig. 22(b). The method was first
demonstrated with a neighboring 13C nuclear spin as the ancilla
(Jiang et al., 2009). The projective measurement (fidelity
> 0.707) of the nuclear spin was later achieved with 14N
nuclear spin (Neumann, Beck et al., 2010; Xie et al., 2021) and
13C nuclear spin (Maurer et al., 2012; Dréau et al., 2013; Unden
et al., 2016; Liu et al., 2017; Xie et al., 2021) at ambient
temperature.
Typical two-peak statistics of photon number after repeti-

tive readout are displayed in Fig. 22(a) as the evidence
of realizing the projective measurement for a nuclear spin.
Nevertheless, we can infer from Eqs. (43) and (44) that several
cycles in repetitive readout will require considerable time and
in turn degrade the overall sensitivity η. Therefore, the number
of readout cycles will be optimized based on the time for
phase accumulation Taccu in a real sensing circumstance
[Fig. 22(c)]. The complete sensing protocol with subnanotesla
sensitivity [Fig. 22(c)] comprises the following four
procedures:

(i) The NV sensor is first initiated to the NV− state
using a real-time feedback and thems ¼ 0 spin state.

(ii) DD sequences are applied to encoding the detected
magnetic field in the phase of the NV spin.

(iii) The NV spin state is mapped onto the nuclear spin
using a SWAP gate.

(iv) The nuclear spin is read out repetitively for N times
to improve the readout fidelity.

The SWAP gate consists of CNOTejn-CNOTnje-CNOTejn
gates, where CNOTejn (CNOTnje) denotes a nuclear- (elec-
tronic-) controlled electronic (nuclear) spin NOT gate. The
CNOTejn gate with 99.92% fidelity achieved by Xie et al.
(2023) was realized using a microwave (MW) selective π
pulse, while the CNOTnje gate utilizes an rf selective π pulse.
All unitary operations, including single-qubit gates in DD
sequences, CNOTejn gates, and CNOTnje gates, can be
achieved with near-unit fidelity, and thus do not impair the
magnetic sensitivity of the NV sensor [not included in
Eqs. (43) and (44)].
By employing real-time feedback and chopped laser illu-

mination, the NV− charge state and the ms ¼ 0 spin state can
be prepared with fidelities of 98.94ð3Þ% and 97.74ð18Þ%,
respectively (Xie et al., 2021). Thus, Fini approximates 1 and
slightly lowers the sensitivity. Using 12C-purified diamond and
DD sequences, the interrogation time Taccu can be extended
beyond ∼2 ms with the remaining coherence ξTaccu

≈ 0.5. In
particular, the readout fidelity can be improved to approx-
imately 80% with a reasonable duty cycle. The time for
initialization and readout may be nearly equal to the inter-
rogation time, which reduces the sensitivity by a factor of
∼1.4 (the term

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ T ir=Taccu

p
). In accordance with Eqs. (43)

and (44), magnetic field sensitivities achieve ηpola ≈
0.5 nTHz−1=2 (Zhao et al., 2023) and ηfluc≈ ð1.6 nTÞ2Hz−1=2.

(a)

(c)

(b)

FIG. 22. (a) An example of a photon number histogram of projective measurement for an adjacent nuclear spin with the fidelity ∼0.99.
Adapted from Xie et al., 2021. (b) Fidelity improves with the number of repetitive readout [the last element in (c)]. (c) Complete ancilla-
assisted sensing protocol for detecting a small magnetic field with subnanotesla sensitivity. It consists of four parts: NV− charge and
spin-state initialization by real-time feedback, phase accumulation by dynamical decoupling sequences, SWAP gates, and repetitive
readout. Adapted from Zhao et al., 2023.
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4. Spin-to-charge conversion and photoelectric readout

The charge state of the NV center possesses a lengthy
relaxation time and can be optically measured with high
fidelity even at ambient temperature (Waldherr et al.,
2011). Consequently the spin-to-charge conversion (SCC)
readout presents an alternative to ancilla-assisted readout
(Sec. III.C.3). In this SCC readout method, the NV spin state
is transferred to its charge state (either the neutral state NV0 or
the negative state NV−), allowing for high-fidelity readout
through the long-lived charge state (Shields et al., 2015;
Hopper et al., 2016; Irber et al., 2021; Zhang et al., 2021).
Achieving high-fidelity readout of the charge state requires a
considerably longer readout duration than resonant readout or
nuclear-spin-assisted repetitive readout, resulting in more
collected photons and reduced readout noise.
The excitation of NV0 [zero phonon line (ZPL) at 575 nm]

demands a photon energy that is higher than that of NV− (ZPL
at 637 nm). A laser operating within the wavelength range
between these two ZPLs efficiently excites the lower-energy
NV− optical transition over NV0. For instance, under low-
power illumination at 594 nm and at ambient temperature, the
NV− photon count rate could be 28 times higher than that of
NV0 (Shields et al., 2015). In NV centers located deeply
within bulk diamond, the dominant charge state relaxation
occurs via a two-photon process and scales quadratically with
the laser power, while fluorescence scales linearly (Waldherr
et al., 2011). Consequently, employing lower laser power
allows for more collected photons and higher charge readout
fidelity, albeit at the cost of extended readout time, which is
also constrained by the detector’s dark counts (Aslam et al.,
2013). The scenario becomes more intricate for shallow NV
centers. The presence of local electron traps near the diamond
surface influences the NV center’s charge state, introducing a
linearly proportional dependence on the laser power for the
ionization rate (Dhomkar et al., 2018; Bluvstein, Zhang, and
Jayich, 2019).
The SCC process stands as another pivotal element in the

SCC readout. Three methods have been devised to achieve
SCC, with each playing a distinct role. The first two methods
are executed at ambient temperature and rely on the spin-
dependent shelving process into the singlet metastable state
(Shields et al., 2015; Hopper et al., 2016). In this process, a
pump laser elevates the NV center from its ground state to the
excited state. The spin initially in the ms ¼ �1 state shelves
into the metastable singlet level through an ISC process,
exhibiting a probability approximately an order higher than
the ms ¼ 0 branch (Goldman, Doherty et al., 2015).
Subsequently a high-power laser ionizes either the singlet
or triplet populations [Figs. 23(a) and 23(b)], employing
wavelengths between 900 and 1024 nm for the singlet
absorption band or 500 and 637 nm for the triplet absorption
band, respectively. The third method operates under low
temperatures, as illustrated in Fig. 23(d). Here a resonant
laser pulse selectively excites the ms ¼ 0 state, while simul-
taneously a high-intensity laser facilitates ionization from the
excited state of NV− to NV0 (Irber et al., 2021; Zhang
et al., 2021).
The conventional fluorescent readout method typically

yields a low spin readout fidelity (Fread) ranging between

0.03 and 0.05, with a signal accumulation time (Tread) of 0.2 to
3 μs. Ambient temperature SCC methods generally elevate
Fread to a range of 0.2 to 0.4, albeit at the expense of longer
Tread exceeding 100 μs (Shields et al., 2015; Hopper et al.,
2016, 2018, 2020; Jaskula et al., 2019). Consequently the
enhancement of SCC on sensitivity diminishes when the
sensing time Taccu is too brief. This trade-off between factors
makes SCC more suitable for sensing tasks with Taccu greater
than 100 μs, typically resulting in a twofold to fivefold
sensitivity increase [Fig. 23(c)]. Notably SCC exhibits distinct
behavior under low-temperature conditions, achieving a fidel-
ity Fread surpassing 0.9 with a readout time Tread ranging from
30 to 50 μs [Fig. 23(e)] (Zhang et al., 2021).
A prominent advantage of SCC lies in its lack of specific

requirements regarding the magnitude of the magnetic field. In
contrast, nuclear-assisted repetitive readout often necessitates
operating at magnetic fields exceeding 0.2 T to suppress
optical perturbations on the nuclear spin. This magnetic field
flexibility renders SCC highly compatible with NV-based low-
field quantum sensing techniques like zero-field magnetic
resonance (Sec. IV.B.1). However, SCC utilizes a relatively
high-intensity ionization laser. For instance, Hopper et al.
(2018) employed 592-nm laser pulses (50 ns) with a peak
power of 30 mW. Intense illumination can trigger photo-
chemical reactions on the sample, leading to perturbations or
potential photodamage (Shi et al., 2018). One potential
solution lies in altering the wavelength of the ionization laser.
As the excited state of NV− resides 0.67 eV below the
diamond conduction band bottom (Aslam et al., 2013), the
ionization wavelength can be chosen from a wide range
(Razinkovas et al., 2021). Transitioning to near-infrared
ionization lasers still demands high intensity (Hopper et al.,
2016; Zhang et al., 2021), but the lower photon energy might
mitigate the excitation of sample molecule transitions, thus
warranting further exploration.
While the efficacy of the SCC technique on NV centers in

bulk diamonds and nanoparticles has been well demonstrated
(Hopper et al., 2018), there remains a gap in experimental
investigations assessing its effectiveness on NV centers
situated at depths shallower than 10 nm. Band bending and
charge traps near the diamond surface (Dhomkar et al., 2018;
Bluvstein, Zhang, and Jayich, 2019) could potentially influ-
ence the photostability of the NV charge state and the readout
fidelity of SCC. Hence, it becomes critical to enhance the
charge environment surrounding the NV center through
appropriate doping and surface modification (Sec. VI.B).
Such improvements not only aid in electric noise suppression
but also prolong the NV coherence time.
Beyond the SCC method, the NV spin state can also be

read using photoelectric measurement. Direct electrical
readout of the charge state is possible. Electrically detected
magnetic resonance (EDMR) of a single-electron spin was
initially demonstrated on the quantum dot and silicon field-
effect transistor (Elzerman et al., 2004; Xiao et al., 2004).
However, these EDMR experiments demand extremely
low temperatures and ultrahigh magnetic fields to ensure
that the Zeeman splitting exceeds the thermal broadening
(γeB0ℏ > kBT). Hybrid optical-electrical detection exploits
photoionization to relax stringent temperature and magnetic
field requirements and has proved successful in
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single-quantum sensors (Yin et al., 2013; Zhang et al.,
2019). Enabling photoelectric readout of NV centers has
extended this method to liquid nitrogen temperatures
(Brenneis et al., 2015) and even ambient conditions
(Bourgeois et al., 2015; Gulka et al., 2017, 2021;
Hrubesch et al., 2017; Siyushev et al., 2019; Morishita
et al., 2020; Zheng, Hruby et al., 2022).
Photoionization of the NV center occurs through its photo-

excited triplet state, thereby enabling the detection of single
NV centers via photocurrent measurements (Siyushev et al.,
2019). Moreover, spin-selective shelving into the singlet state
shields the NV center from photoionization, thus rendering the
photoelectric readout method suitable for discerning its spin
states. Recent advancements have even applied this technique
to detect single nuclear spins (Gulka et al., 2021), with further
discussions provided by Bourgeois, Gulka, and Nesladek
(2020) and Bourgeois et al. (2021). This approach presents
an opportunity for one to integrate scalable quantum sensor
arrays into high-throughput test chips. However, the collected
photocurrent is ultimately constrained by the carrier recombi-
nation lifetime of the diamond material, which is several

orders of magnitude shorter than the NVexcited-state lifetime,
thus limiting the photon counting rate. Despite the potential
for the number of detected electrons and holes generated by
the NV center to exceed the count of detected fluorescence
photons, offering the possibility of higher fidelity spin-state
readouts and improved sensitivity of quantum sensors, sig-
nificant efforts are essential to suppress background currents
from other impurities, enhance carrier collection and detec-
tion, and address various technical hurdles. While deploying
photoelectric detection in a biocompatible solution environ-
ment poses challenges, its utility remains promising for single-
molecule structure analysis at cryogenic temperatures.

D. Decoherence mechanism

Bringing the NV center closer to the diamond surface can
greatly enhance the sensitivity of both spin detection and
spatial resolution. However, shallow NV centers exhibit
significantly reduced decoherence times compared to bulk
NV centers (Myers et al., 2014; Rosskopf et al., 2014;
Romach et al., 2015), which highlights the pivotal role of

(a)

(b)

(c)

(e)

(d)

FIG. 23. SCC techniques. (a) Schematics illustrating the SCC method at ambient temperature. Left sketch: singlet SCC. Right
sketch: triplet SCC. The solid lines depict the laser pump, and the dashed lines indicate decay transitions. Adapted from Hopper,
Shulevitz, and Bassett, 2018. (b) Control protocol for the SCC. (c) Left panel: SCC measurement results that are contingent on the initial
electron spin state. Right panel: comparison of the signal-to-noise ratio (SNR) between the SCC method and conventional fluorescence
measurements across repeat times. (b),(c) Adapted from Hopper et al., 2016. (d) Pulse sequence and diagram depicting the SCC readout
method under low temperatures where resonant transitions are feasible. (e) Distribution of photon numbers in charge readout using the
SCC method, acquired from 2 × 104 measurement repetitions with NV spin initially prepared in the ms ¼ 0 state (blue bar) and the
ms ¼ 1 state (orange bars). Inset: photon distribution for the resonant fluorescence method under helium temperature.
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the surface in shallow NV center decoherence. The electro-
magnetic noise emanating from the surface appears to
contribute to the decoherence of NV electron spins. As
illustrated in Eq. (1), the NV center is susceptible to both
electric and magnetic fields. This susceptibility can be
quantified by a simplified form of the NV ground-state spin
Hamiltonian

HNV ¼ ½Dþ dkðEz þ δzÞ�S2z þ d⊥ðEy þ δyÞðSxSy þ SySxÞ
þ d⊥ðEx þ δxÞðS2y − S2xÞ þ γNVB0 · S: ð48Þ

Accordingly three factors significantly affect the coherence
time of NV centers: the intrinsic noise of bulk diamond, noise
caused by magnetic fields on the surface of diamond, and
noise generated by the surface electric field. The spin
coherence time of the NV center is thus expressed as follows:

1

Tð�Þ
2

≈
1

Tð�Þ
2 fnoise in bulk diamondg

þ 1

Tð�Þ
2 funknowng

þ 1

Tð�Þ
2 fsurface magnetic field noiseg

þ 1

Tð�Þ
2 fsurface electric field noiseg

: ð49Þ

The noise of the single NV center electronic spin from the
bulk diamond consists mainly of electronic spin bath noise,
nuclear spin bath noise, spin-lattice relaxation T1, and certain
other unknown noise (Barry et al., 2020). The electric spin
bath consists of paramagnetic defects in the diamond.
Moreover, the paramagnetic substitutional nitrogen defects
N0

S (S ¼ 1=2), known as P1 centers, may account for the
majority of the electronic spin bath decoherence (Bauch
et al., 2020). The N0

S contribution to decoherence obeys
1=T�

2fN0
Sg ¼ AN0

S
½N0

S� and 1=T2fN0
Sg ¼ BN0

S
½N0

S�, where N0
S is

the concentration of neutral substitutional nitrogen and AN0
S

and BN0
S
characterize the effective magnetic coupling strength

between the NV center and the N0
S paramagnetic defects.

Here AN0
S
¼ 101� 12 ms−1 ppm−1 and BN0

S
¼ 6.25�

0.47 ms−1 ppm−1 lie in the range ½N0
S� ¼ 0.75–60 ppm

(Bauch et al., 2020).
The magnetic noise is conventionally attributed to a

monolayer of S ¼ 1=2 spins on the diamond surface, such
as dangling bonds (Samsonenko et al., 1979; Tisler et al.,
2009), terminating surface atoms (Osipov, Shames, and Vul’,
2009; McGuinness et al., 2013), and adsorbed molecules like
paramagnetic oxygen (Bansal, Vastola, and Walker, 1972).
This magnetic interference is typically well characterized
by a Lorentzian spectral density centered at zero frequency,
which is typically described phenomenologically as (Romach
et al., 2015)

SðωÞ ¼
X
i

γ2NVB
2
i

π

τc;i
1þ ðωτc;iÞ2

; ð50Þ

where Bi is the average magnetic noise strength with different
origins, τc;i is the corresponding correlation time of the

magnetic noise, and the index i indicates a different noise
source. For a two-dimensional layer of surface with the g
factor g ¼ 2 and S ¼ 1=2 electron spins, by integrating over a
surface with uniform spin distribution σsurf , the total mean
square noise field is calculated as (Myers et al., 2014)

B2
rms ¼

�
μ0γeℏ
4π

�
2 π

4

σsurf
d4

; ð51Þ

where d is the depth of the NV center. The surface spin density
is characterized by different methods, including magnetic
noise spectrum estimation (Myers et al., 2014; Rosskopf et al.,
2014; Bluvstein et al., 2019) and magnetic resonance imaging
(Grinolds et al., 2014; Luan et al., 2015). This parameter
varies across diamond surfaces subject to different treatments,
as presented in Table II.
The near-surface NV decoherence not only is dominated by

the magnetic noise but also is affected by the electric field
noise of the surface charge fluctuations. The Hamiltonian (48)
yields the coupling between the NVelectric dipole dk; d⊥ and
the effective electric field Π ¼ Eþ δ, which comprise the
electric field E and strain term δ. When the magnetic field is
sufficiently high, satisfying γeB0 ≫ d⊥Π⊥, where Π⊥ is
the transverse component of Π, the single- and double-
quantum transition frequencies are given by (Bluvstein et al.,
2019)

f0→�1 ≈ Dþ dkΠk
2π

�
�
γNV
2π

Bz þ
1

4π

ðd⊥Π⊥Þ2
γNVBz

�
; ð52Þ

f−1→þ1 ≈ 2

�
γNV
2π

Bz þ
1

4π

ðd⊥Π⊥Þ2
γNVBz

�
: ð53Þ

This effect has been demonstrated through the application of
high-dielectric-constant liquids to the diamond surface (Kim
et al., 2015). When one contemplates a point charge q
positioned on the diamond surface, the electric field expe-
rienced at the NV center is influenced by the dielectric
constants of both the diamond and the liquid (Kim et al.,
2015), which is given by

E ¼ 1

4πε0

2

κd þ κext

q
r2

r̂; ð54Þ

where r is the distance between the charge and NV, r̂ is the
unit direction from NV to the point charge, κd is the dielectric
constant of diamond, κext is the dielectric constant of the
external medium, and ε0 is the vacuum permittivity. After
being covered by a dielectric medium, the electrical field on
NV reduces by ðκd þ 1Þ=ðκd þ κextÞ compared to air.
According to Kim et al. (2015), glycerol (dielectric constant
κG ¼ 42) elongates the T2 time by 4.6 times, and propylene
carbonate (κPC ¼ 64) elongates it by 2.4 times, thereby
enhancing the magnetic field sensitivity [Eqs. (43)
and (44)]. However, this liquid-based enhancement dimin-
ishes over several hours due to the formation of a layer
with reduced mobility, thereby reducing the effective
dielectric constant (Xu and Salmeron, 1998; Capponi et al.,
2010).
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1. Surface treatment

Several methods are available to extend the coherence time
of NV centers in single-molecule experiments. The proximity
of the NV sensor to the surface significantly reduces the
coherence time compared to when it is far from the surface
[Fig. 24(a)]. The most straightforward way is to remove the
possible spins, charges, or strain of the surface (Chu et al.,
2014). We now discuss several common surface treatment
methods.

(i) Preparation. The diamond is initially a polished
single-crystal diamond. Subsequently the diamond
is etched using an Ar-Cl2 plasma, followed by an O2

plasma etch, to clean the diamond surface (Sushkov,
Lovchinsky et al., 2014).

(ii) Ion implantation. The diamond is implanted by
nitrogen ions with different dosages and energies.
The relationship between the created NV depth with
implanted energies is further discussed in Sec. VI.A.

(iii) Annealing. The implanted diamond is annealed in
vacuum. The temperature changes steeply from 400
to 800 or 1200 °C under high vacuum, P≲ 10−6 torr
(Sushkov et al., 2014; Sushkov, Lovchinsky et al.,
2014; Lovchinsky et al., 2016, 2017).

(iv) Acid clean I. A mixture of three-acid (1∶1∶
1 H2SO4=HNO3=HClO4) treatment on the diamond
at 180 °C to boiling for several hours (Müller et al.,
2014; Sushkov, Lovchinsky et al., 2014; Lovchinsky
et al., 2017; Schlipf et al., 2017; Pinto et al., 2020).

(v) Oxygen annealing. The diamond is annealed in an
oxygen environment for several hours at 465 °C to

make an oxygen-terminated surface (Sushkov,
Lovchinsky et al., 2014; Lovchinsky et al.,
2016, 2017).

(vi) Acid clean II. Piranha solution [sulfuric acid (98%)
and hydrogen peroxide (30%); volume ratio 3∶1]
treatment on diamond at 75 °C for several hours
(Sushkov, Lovchinsky et al., 2014; Shi et al., 2015;
Lovchinsky et al., 2016, 2017).

The sensitivity is largely enhanced with procedures (i)–(vi)
compared to procedures (i)–(iv), as shown in Fig. 24(b).
In addition to the diamond surface, the layer near the

diamond surface holds significant influence over both the
stability of the charge states and the decoherence time of
the NV centers. Following growth or ion implantation, this
shallow layer often hosts various defects alongside the NV
centers. For instance, implanted defects post annealing give rise
to divacancy (V2) complexes or higher-order vacancy chains.
Post low-energy nitrogen implantation and thermal annealing, it
is estimated that within a nanometer-scale volume approxi-
mately four to six V2 complexes may surround a single NV
center (Fávaro de Oliveira et al., 2017). These complexes
demonstrate thermal stability (Yamamoto et al., 2013) and
exhibit electronic paramagnetism with a spin of I ¼ 1

(Twitchen et al., 1999). The presence of these V2 electron
spins could notably contribute to decoherence (Hanson et al.,
2008). Strategies aimed at curbing the formation of such defects
during thermal annealing serve as pivotal steps toward enhanc-
ing the quantum properties of NV centers.
During thermal annealing, individually charging vacancies

within the defect cluster has been shown to limit vacancy

TABLE II. Surface electron spin density of various diamond surfaces subjected to different treatments. MPCVD, microwave plasma CVD;
HPHT, high-pressure high-temperature.

Reference
Spin density
(μB=nm2)

Charge density
(e=nm2) Surface treatment

Myers et al. (2014) 0.04 � � � PECVD grown diamond, delta-doped 15N atoms with 8.6 × 1015=cm3. The diamond
surface was oxygen terminated in an acid process in 190 °C, a 1∶1∶1 mixture of
sulfuric, nitric, and perchloric acid for 30 min.

Rosskopf et al. (2014) 0.1 � � � MPCVD grown diamond layer on a HPHT substrate, delta-doped 15N atoms with
8.6 × 1018=cm3 that are oxygen terminated with three acids.

0.047 � � � ð100Þ-oriented single crystal implanted with 15Nþ or 15N2þ ions at a series of
extremely low energies (0.4–5 keV) and fluences (1010–1014=cm2) and hydrogen
terminated.

0.04 � � � Same as previously given except for being oxygen terminated with three acids.
0.013 � � � Same as previously given except for being fluorine terminated.

Grinolds et al. (2014) 0.5 � � � ð100Þ-oriented single crystal implanted with 14N at 6 keV and 3 × 1011=cm2 and
annealed for 2 h at 800 °C in vacuum.

Luan et al. (2015) 0.28 � � � Single-crystal diamond implanted with 14N at 6 keVand 3 × 1011=cm2, annealed for
2 h at 800 °C in vacuum, cleaned in a boiling acid mixture of 1∶1∶1 sulfuric, nitric,
and perchloric acid, and subsequently thoroughly rinsed in distilled water.

Myers, Ariyaratne, and
Jayich (2017)

� � � 1.9 Single-crystal diamond polished and subsequently etched by ArCl2, implanted with
14N at 4 keVand 3 × 1011=cm2 on a CVD grown layer, annealed 2.5 h at 850 °C in
vacuum, cleaned in a boiling acid mixture of 1∶1∶1 sulfuric, nitric, and perchloric
acid, and subsequently thoroughly rinsed in distilled water.

Bluvstein et al. (2019) 0.01–0.01 � � � Single-crystal diamond polished and subsequently etched by ArCl2, implanted with
14N at 4 keVand 5.2 × 1010=cm2 on a CVD grown layer, annealed 2.5 h at 850 °C
in vacuum and cleaned in a 230–240 °C acid mixture of 1∶1∶1 sulfuric, nitric, and
perchloric acid.

Stacey et al. (2019) � � � 0.001–0.1 Theory
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recombination (Fávaro de Oliveira et al., 2017). An alternate
method involves nitrogen ion implantation into a space charge
layer of free carriers (specifically, holes) generated by a thin
layer of boron-doped diamond on the diamond surface. This
process yields considerable enhancements in various NV
center properties: a tenfold increase in T2 time, an extension
of T1 time to over 5 ms, and a twofold improvement in the
yield of NV centers situated at depths of 2–8 nm (Fávaro de

Oliveira et al., 2017). In addition, incorporating various
donors such as phosphorus, oxygen, and sulfur during the
chemical vapor deposition (CVD) diamond growth process
has been explored (Lühmann et al., 2019). This method
utilizes negatively charged vacancies during annealing, while
the introduced nitrogen Nþ becomes positively charged.
This interplay may bolster NV center formation, potentially
impeding V-V formation through Coulomb forces. This
approach has exhibited a tenfold increase in NV center yield
(Lühmann et al., 2019), thereby significantly enhancing
charge stability and electron spin coherence time for NV
centers located as deep as 15 nm (Watanabe et al., 2021).

2. Quantum control for sensor

Passive surface treatment is not the only strategy available
to mitigate decoherence noise; active quantum control meth-
ods are available, which can further improve coherence time.
The effect of fluctuating fields [Eq. (9)] can be reduced by
dynamical control. In particular, the power spectral density
SðωÞ can be used to characterize the magnetic signal gen-
erated by magnetic fluctuations ΔB, where

hΔBð0ÞΔBðtÞi ¼ 1

2πγ2e

Z
∞

−∞
SðωÞeiωtdω: ð55Þ

Under the influence of magnetic fluctuation noise, the NV
coherence [Eq. (10)] is calculated as

ξðtÞ ¼ exp

�
−

1

2π

Z
∞

−∞
dωSðωÞFtðωÞ

ω2

�
; ð56Þ

where FtðωÞ is the filter function as in Table III and Fig. 25.
Magnetic noise, stemming from residual paramagnetic

impurities [Fig. 26(a)] within bulk diamond and on its surface
(Grinolds et al., 2014; Myers et al., 2014; Rosskopf et al.,
2014; Romach et al., 2019), significantly contributes to the
decoherence of NV centers. Typically employed for dc or low-
frequency magnetic field measurements, the Ramsey fringe
technique exhibits a dephasing time T�

2 at the microsecond
level. In contrast, the Hahn-echo protocol used to detect ac
magnetic fields differs by introducing an additional micro-
wave π pulse. This echo sequence remains insensitive to static
magnetic fields, as the phases before and after the π pulse

(a)

(b)

FIG. 24. (a) Surface electron detection utilizing the NV sensor.
The green line represents the coherence decay curve observed
when the NV sensor is positioned close to another diamond
surface, while the blue line shows the decay curve when the NV
sensor is positioned farther from the diamond surface. Oscil-
lations in the curves stem from the 13C nuclear spin bath within
the diamond. Adapted from Luan et al., 2015. (b) Comparison of
nuclear spin sensitivities (1H and 13C nuclear spins) against NV
center depth before (blue) and after (red) surface treatment.
Adapted from Lovchinsky et al., 2016.

TABLE III. Microwave pulse sequence, filter function, and detection frequency range of various quantum control
sequences (Cywiński et al., 2008). Some of the filter functions are plotted in Fig. 25.

Pulse sequence Microwave pulse Filter function Frequency range

T1 π − t 2δðω − ω0Þ2ω2t=π ∼GHz
Ramsey π

2
− t − π

2 sin2 ωt
2

∼ dc

Hahn echo π
2
− t

2
− π − t

2
− π

2 8 sin4 ωt
4

∼MHz

PDD (odd N) π
2
− t

N − ðπ − t
NÞN − π

2 2 tan2 ωt
2Nþ2

sin2 ωt
2

∼MHz

CPMG (even N) π
2x − ð t

2N − πy − t
2NÞN − π

2x 8 sin4 ωt
4N sin

2 ωt
2
= cos2 ωt

2N
∼MHz

CDD CDDl−1ðt2Þ − π − CDDl−1ðt2Þ − π 22lþ1sin2 ωt
2lþ1

Q
l
k¼1 sin

2 ωt
2kþ1 ∼MHz

UDD π
2
− t1 − π − � � � − tN − π

2
1
2
jPN

k¼−N−1ð−1Þk exp ½iωt2 cos πk
Nþ1

�j2 ∼MHz

Spin lock π
2x −MWðtÞy − π

2x 2δðω − ω0Þ2ω2t=π ∼MHz
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nullify each other. The coherence time T2 typically exceeds T�
2

by 1 to 2 orders of magnitude.
However, the response of Hahn-echo measurements proves

sensitive to ac magnetic fields, particularly at certain frequen-
cies. The Hahn-echo sequence can be expanded into multi-
pulse sequences like periodical dynamical decoupling (PDD),
Carr-Purcell-Meiboom-Gill (CPMG) concatenated dynamical
decoupling (CDD), and Uhrig dynamical decoupling (UDD),

as detailed in Table III and depicted in Fig. 25. By inserting
a series of equally spaced π pulses into the sequence,
the coherence time T2 extends by flipping the NV electron
spin, effectively decoupling it from environmental noise.
Alternatively, considering an increase in the number of π
pulses, the filter function (outlined in Table III) narrows,
resulting in lower integrated noise levels [Eq. (56)]. An astute
choice of microwave π pulse phases further mitigates the
impact of nonideal controls (de Lange et al., 2010; Wang
et al., 2012; Z.-Y. Wang et al., 2019). CPMG XY8-N, as a
phase-modulated pulse sequence, involves eight repeated π
pulses in the pattern XYXYYXYX (X and Y represent π pulses
along the x or y axis). This sequence is robust against errors in
both pulse duration and phase. In bulk diamond, the longest
decoherence time achieved for an NV center using DD stands
at 3.3 ms with 512 π pulses (Herbschleb et al., 2019).
However, this coherence time remains about half of the T1

time, despite the theoretical limit for coherence time being
2T1. This discrepancy might be due to high-frequency noise
surpassing the maximum filter frequency constrained by the
duration of the π pulses (Herbschleb et al., 2019). However,
for shallow NV centers the coherence time is approximately
an order of magnitude smaller than the T1 time (Myers et al.,
2014; Romach et al., 2015).
The dynamical decoupling approach aims to actively control

NV spins to counter environmental noise. However, its com-
patibility with sensing operations poses limitations, especially
concerning the resonance frequencies of paramagnetic impu-
rities near the surface, which differ from the NV electron spin.
Manipulating the noise spectrum itself within the environment
[Fig. 26(a)] presents an alternative approach to counter NV spin
decoherence [Fig. 26(b)].
To tackle this, various methods are employed, including

pulsed control and continuous driving of the bath spin. The
pulsed spin control sequence [Fig. 26(c)] involves a π pulse on
the bath inserted midway through the NV Ramsey fringe
sequence. Analogous to the Hahn-echo sequence of the NV
center spin, this π pulse flips the electron spins in the bath,
neutralizing low-frequency noise. Continuous spin driving
[Fig. 26(d)] employs resonant microwave control, continu-
ously driving the bath spin while the dynamical decoupling
sequence acts on the NV electron spin. This method extends
coherence time by shifting the noise spectrum frequency
through bath spin driving. Bath control techniques have
improved T�

2 and T2 of the NV electron spin by roughly
1.5 times (de Lange et al., 2012; Bluvstein et al., 2019),
though the extent of enhancement varies with NV depth and
environmental factors. Stochastic bath driving techniques
have shown promise in further extending coherence time
(Joos et al., 2022).
The NV center electron spin, which constitutes a spin-1

system, facilitates the seamless extension of control tech-
niques from the single-quantum (SQ) methods (Δms ¼ 1) to
double-quantum (DQ) methods (Δms ¼ 2). In DQ methods,
the impact of temperature fluctuations on noise (∂D=∂T ¼
−71.9 kHzK−1) is nullified, as evidenced in studies (Acosta,
Bauch et al., 2010; Lourette et al., 2023; Xu et al., 2023). This
encompasses the elimination of the axial electric field Ek and
axial strain σk. Simultaneously, the influence of the off-axis

(a)

(b)

FIG. 25. Dynamical decoupling. (a) Control pulse sequences for
different control methods. (b) Filter function for each control
method. The details for the sequence are listed in Table III.

(a)

(b)

(d)

(c)

FIG. 26. Coherence elongation by modulating the surface spins.
(a) The shallow NV center is affected by the fluctuating field from
the surface electronic spin bath, which can cause decoherence and
depolarization of the shallow NV center. (b) Modulating the
electronic spin bath alters the noise spectrum, creating a mis-
match with the filter function, thereby elongating the decoherence
time of the NV centers. (c) Control sequence of pulsed control of
the bath spin. (d) Control sequence of continuous driving of the
bath spin.
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electric field E⊥ and strain σ⊥ is subdued by the magnetic
field Bz [Eq. (53)].
Moreover, the DQ method substantially augments the

signal strength for magnetometry owing to the quantum
number difference being twice as large as that in the SQ
method, a point validated by Mamin et al. (2014). However,
this enhancement comes at a cost: in environments where
magnetic noise dominates the spin bath, the T�

2 and T2 times in
the DQ measurement approximately halve compared to the
values in the SQ method, as established by Fang et al. (2013)
and Mamin et al. (2014). Despite this, when accounting for
electric field noise and temperature fluctuations, an overall
enhancement in magnetometry sensitivity is anticipated.
With the DQ method, the coherence time T2 of a single NV

center shows a marked increase, rising from 1.66� 0.16 ms
in the SQ method to 2.36� 0.09 ms, thereby marking a
2.7-fold improvement (Angerer et al., 2015). For shallow NV
centers at 12.8ð3Þ nm, the sensitivity of the DQ measurement
exhibits a 1.8-fold increase compared to the SQ result,
which escalates to a 2.5-fold improvement with bath driving
(Bluvstein et al., 2019). Note that the DQ experiment
necessitates the simultaneous manipulation of two microwave
pulses to drive the two subspaces of the NV ground state,
rendering it notably more intricate than the SQ experiment.
Certain considerations must be taken into account during
manipulation. Specifically, the separation of the two micro-
wave frequencies is imperative to prevent mutual interference.

E. Signal amplification

The magnetic dipolar interaction experiences a substantial
decay concerning distance, ∼r−3, while the gyromagnetic
ratios of nuclear spins are approximately 3 orders of magni-
tude smaller than those of electron spins. Consequently, the
detection of individual nuclear spins poses a formidable
challenge. For coupling between the sensor and the target
nuclear spin to be established, intermediary quantum systems
prove instrumental in amplifying the nuclear spin signal.
These systems encompass various options, such as single-
electron spins (Bermudez et al., 2011; Schaffry et al., 2011),
an electron spin ensemble (Goldstein et al., 2011), a spin
chain (Bose, 2003; Yao et al., 2012), and even ferromagnetic
particles (Trifunovic et al., 2015).
Currently the sole experimentally realized protocol

(Schaffry et al., 2011) involves leveraging single dark reporter
electron spins positioned on the diamond surface (Sushkov,
Lovchinsky et al., 2014). The protocol reliant on electron spin
ensembles (Schaffry et al., 2011) poses a significant challenge
due to the difficulty in acquiring multiple highly polarized
electron spins that exhibit strong coupling to the NV center.
Utilizing dark reporter electron spins positioned on the

diamond surface serves as a means of detecting nuclear
spins (Sushkov, Lovchinsky et al., 2014). The term reporter
electron spin pertains to the dangling bond (see Table II) on
the diamond surface [depicted in Fig. 27(a)], which is
strategically situated near both the NV sensor and the target
nuclear spins. When the DEER sequence is employed (see
Sec. II.A.1), the reporter electron spin can be measured and
manipulated by π pulses, inducing a polarization transfer that
corresponds to the DEER signal. The NV center exhibits the

capability to couple with multiple reporter spins within a range
of approximately 10 nm.
Upon subjecting the diamond to a robustly oxidizing reflux

mixture of concentrated nitric, sulfuric, and perchloric acids,
the DEER signal undergoes clear modification. This suggests
that the surface treatment effectively “resets” the positions of
the surface reporter spins (Sushkov, Lovchinsky et al., 2014).
The longitudinal relaxation time T1 of the reporter electron
spin is approximately 29 μs. Through a Hahn-echo measure-
ment of the reporter electron spin, the oscillation induced by a
nuclear spin bath is observable in Fig. 27(a). The measured
gyromagnetic ratio aligns well with that of the proton nuclear
spin, indicating the specific nuclear species. The pronounced
modulation in Fig. 27(b) implies the presence of two proton
spins near the reporter spin. The relative azimuth angles of
these two nuclear spins can be further elucidated through
detailed calculation, as illustrated in Figs. 27(c)–27(e).

F. Conclusion

In conclusion, several methods have been pursued to
enhance the sensitivity of the SQS, NV center. Notably
improvements have been witnessed in both readout fidelity
and coherence time. Achieving a readout fidelity of 97.7%
with helium cryogen (Humphreys et al., 2018) and 86.9% at
ambient temperature (Xie et al., 2021) through nuclear-spin-
assisted repetitive readout showcases significant advance-
ments. The latter method, which is adaptable to ambient
conditions, maintains a fidelity of approximately 84% even for
shallow NV centers with depths as minimal as 15 nm (Zhao
et al., 2023). However, this fidelity hinges significantly on the

(b)(a)

(e)(d)(c)

FIG. 27. Single nuclear spin detection enabled by the reporter
electron spins. (a) Measurement of a nuclear spin bath through
the reporter spins on the diamond surface. It exhibits the spin-
echo modulation induced by a proton spin bath. Inset: control
pulse sequence applied to the reporter and the NV center.
(b) Spin-echo modulation of the reporter measured with the
NV center. It is estimated by the best fit that the reporter is
coupled to two proton spins. (c) Schematic diagram of the
hyperfine interaction between the reporter spin and the proton
spins (the gold arrows). (d) Energy-level diagram for the coupled
system of the reporter spin and the proximal proton spin.
(e) Localization of the two nearby proton spins with respect to
the reporter spin, which is extracted from a fit to the data shown in
(b). Adapted from Sushkov, Lovchinsky et al., 2014.
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depolarization time of the assisted nuclear spin and the
stability of the NV charge state (Xie et al., 2021).
Efforts involving deterministic charge state control (Xie

et al., 2021) and high magnetic fields (Neumann, Beck et al.,
2010) are anticipated to elevate the readout fidelities of
shallow NV centers (Lovchinsky et al., 2016; Lovchinsky
et al., 2017) from approximately 0.2 to around 0.8 (Xie et al.,
2021). Nevertheless, this approach faces limitations and may
not be universally applicable under conditions characterized
by short coherence times. In scenarios where Tread ≫ Taccu,
the scaling relationship between the spin sensitivity [Eqs. (45)
and (46)] and Tread degenerates to

ηfluc;pola ∝

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tread þ

Tread

navgC2

s
; ð57Þ

which does not benefit from repetitive readout. Thus, the
pivotal challenge in enhancing sensitivity rests with coherence
time. Even with shallow NV centers at depths below 5 nm, the
current record for coherence time stands at 100–200 μs
(Müller et al., 2014; Lovchinsky et al., 2016; Lovchinsky
et al., 2017), which is still an order of magnitude shorter
than 2T1 of the NV center. Despite the best T2 time registering
at 2.4 ms (Herbschleb et al., 2019) and an optimal fluores-
cence count rate of approximately 4 Mcounts/s (M. Wang
et al., 2022), the achieved proton nuclear spin sensitivity
by NV centers under ambient conditions remains at
around 0.01 protonHz−1=2 within 5 nm and approximately
1 protonHz−1=2 within 10 nm for both the fluctuation and
polarization signals. This sensitivity facilitates the identifica-
tion of a single nuclear spin (defined here as SNR ≥ 3) within
1 ms to 3 s, enabling the real-time observation of a single
molecule’s dynamics below kilohertz level within a 5 nm
proximity. The measurement of electron spins strongly relies
on the characteristics of the molecular electron spin. Under
ambient conditions, the most optimal depolarization time
for the electron spin spans 1 μs, extending to 10 ms under
cryogenic temperatures (Zadrozny et al., 2015; Bader,
Winkler, and van Slageren, 2016; Graham et al., 2017).
At ambient temperature, the sensitivity of the electron spin
stands at 10−4μB Hz−1=2 within 5 nm and approximately
0.01μB Hz−1=2 within 10 nm for fluctuation measurements
[as per Eq. (45)]. This sensitivity allows the identification of a
single-electron spin (defined here as SNR ≥ 3) within 0.1 to
1 ms, facilitating the real-time observation of a single
molecule’s dynamics and chemical reactions at frequencies
below ∼10 kHz within a 5 nm distance. This stands as a
substantial advancement compared to the current sensitivity,
which hovers around 10 molecules (Barton et al., 2020).
Beyond the electron spin’s depolarization time, the photo-
bleaching effect in optical measurements remains a critical
concern. In typical sensing experiments, the laser power
density at the optical focal point reaches approximately
105 Wcm−2, which significantly impacts the stability of both
electron spins and molecules. The resolution of this issue is
pivotal to eliminate laser-induced damage in optical measure-
ments. Addressing this problem could pave the way for highly
stable single-molecule EPR studies in aqueous solutions,
membranes, and cells, thereby providing crucial insights into

molecular structures and local environments. An alternative
avenue for enhancement involves parallel high-throughput
detection (Cai et al., 2021) employing a large array of NV
center probes to conduct single-molecule measurements in
parallel. This high-throughput detection methodology enables
the practical implementation of single-molecule tracing diag-
nostics (Miller et al., 2020; Chen et al., 2022; Li et al., 2022).
At cryogenic temperatures, the typical optimal depolariza-

tion time spans 10 ms (Zadrozny et al., 2015; Bader, Winkler,
and van Slageren, 2016; Graham et al., 2017), thereby
enabling the recognition of a single-electron spin within
100 nm. This spatial range permits the creation of adaptable
configurations within the electron spin network via lithography
(Abb et al., 2016) or peptide self-assembly (Gopinath et al.,
2016; Dey et al., 2021). Harnessing and manipulating these
spins could prove instrumental in crafting a scalable solid-state
quantum information processor (Yao et al., 2012; Schlipf et al.,
2017) or a large-scale quantum simulator (Cai, Retzker et al.,
2013). Beyond quantum architecture, molecular spintronics
stands to benefit significantly from solid-state magnetic
resonance detection. NV-center-based magnetic resonance
detection operates across a broad temperature spectrum rang-
ing from ambient to cryogenic conditions. This capability
extends to the measurement of the state of single-molecule
spintronic devices even under elevated cryogenic temperatures
(Gaita-Ariño et al., 2019; Coronado, 2020).

IV. SPECTRAL RESOLUTION

Spectral resolution holds significant importance in both
EPR and NMR studies. In EPR spectroscopy achieving a
spectral resolution in the range of megahertz or below enables
the differentiation of molecules with slight structural varia-
tions (Martorana et al., 2014) and the delineation of local
polarity profiles (Kurad, Jeschke, and Marsh, 2003).
Conversely, in NMR spectroscopy the precise measurement
of distinct chemical environments, such as chemical shift
and J coupling, necessitates the attainment of high spectral
resolution. Consequently, merging single-molecule tech-
niques with high-resolution spectroscopy methods emerges
as a pivotal concern. The capacity of spin spectroscopy to
discern chemical environments offers unique insights that are
distinct from conventional single-molecule techniques. This
ability underscores the significance of enhancing spectral
resolution in these methodologies. This section aims to
introduce various methods geared toward improving spectral
resolution. Included among these are the zero-field technique
(Kong et al., 2018; Kong, Zhao et al., 2020; Li et al., 2020),
correlation spectroscopy (Laraoui et al., 2013; Kong et al.,
2015; Staudacher et al., 2015; Aslam et al., 2017), Qdyne
(Boss et al., 2017; Schmitt et al., 2017), and weak measure-
ment (Cujia et al., 2019; Pfender et al., 2019).

A. Spectral resolution

The spectral linewidth is limited by different mechanisms
for different control sequences.

(i) cw ODMR. In the cw ODMR sequence, the micro-
wave frequency undergoes a sweep across the
complete NV resonance range while the 532 nm
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laser concurrently continues its operation. The
resonant frequency determined by the spectrum’s
center necessitates a narrow linewidth for precise
frequency measurement. At resonance, the signal
achieves maximum contrast as the resonant micro-
wave drive transitions the spin state to ms ¼ �1,
consequently reducing the PL. The linewidth Δf
relies on both the microwave control strength and
the laser power (Jensen et al., 2013),

Δf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

1

πTeff
2

�
2

þ
�
4Teff

1

Teff
2

��
Ωe

2π

�
2

s
; ð58Þ

where Ωe is the Rabi frequency, 1=Teff
1 ¼ 1=T1 þ

ΓP and 1=Teff
2 ¼ 1=T�

2 þ ΓP=2 are the effective
relaxation times, and ΓP is the optical pumping
rate. At low microwave power, the linewidth Δf ≈
1=πTeff

2 is limited by T�
2. At high power, the line-

width broadens according to the MW power:
Δf ≈

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Teff
1 =Teff

2

p
Ωe=π.

(ii) DEER, Ramsey, Hahn echo, and DD. The control
sequences are listed in Table III and Fig. 25. The
linewidth is limited by both the filter function and
the decoherence time.

(iii) Quantum relaxometry. The cross-relaxation ap-
proach probes target spins through spectral overlap
between them and the NV center. The linewidth is
limited by both the NV spin decoherence time and
the relaxation time of the target spins.

(iv) Spin-lock (Hartmann-Hahn) method. The spin-lock
method employs a resonant microwave to reduce the
dephasing of the NV electron spin, locking it in a
specific direction in the rotating frame. The line-
width is limited by the power-instability-induced
linewidth δpower and T1ρ: Δf ¼ 1=πT1ρ þ δpower.

(v) Correlation or Qdyne. The control sequence is
shown in Fig. 29. The spectral resolution of native
correlation spectroscopy (Laraoui, Hodges, and
Meriles, 2010; Laraoui et al., 2013; Kong et al.,
2015; Staudacher et al., 2015) is Δf ¼ 1=πT1,
depending on the NV center electron spin depolari-
zation time T1, which is on the scale of milliseconds.
However, utilizing the adjacent nitrogen nuclear spin
(Laraoui et al., 2013) or classical memory in a
Qdyne detection scheme can achieve a spectral
resolution of 1=πTmemory

1 , depending on the memory
type, which can reach the submillihertz scale (Aslam
et al., 2017; Boss et al., 2017; Schmitt et al., 2017;
Glenn et al., 2018).

B. Methods to enhance the spectral resolution

1. Zero-field electron paramagnetic resonance

Under ambient conditions, ensemble powder EPR spectra
or single-molecule EPR spectra experience line broadening
due to the magnetic inequivalence among otherwise identical

spins or the movement in molecule configuration. While high-
field EPR experiments can partially mitigate this broadening
(Schweiger and Jeschke, 2001), zero-field EPR (ZFEPR)
spectroscopy presents a method to entirely eliminate line
broadening by eradicating the Zeeman term, which depends
on the magnetic field orientation (Bogle et al., 1961; Silver
and Kushida, 1963; Bramley and Strach, 1983; Bramley,
1986). Despite offering a straightforward route to enhance
spectral resolution, ZFEPR spectroscopy remains seldom
utilized due to significantly lower sensitivity compared to
conventional high-field EPR. However, this limitation does
not hold true for NV sensor-based EPR, as the signal derives
from statistical fluctuations rather than target spin polarization
(Sec. II.A.1).
In the context of biological or ambient temperature single-

molecule scenarios, controlling the rotational dynamics of
the target spin becomes complex. Consequently, the DEER
method becomes an unsuitable choice. The resolution of this
issue lies in manipulations that are solely on the NV sensor.
The NV sensor undergoes resonant microwave B1ðtÞ ¼
B1 cosDt radiation, driving it into dressed states [Fig. 28(a)]
represented by

j − 1id ¼
1

2
j1i − 1ffiffiffi

2
p j0i þ 1

2
j − 1i;

j0id ¼ −
1ffiffiffi
2

p j1i þ 1ffiffiffi
2

p j − 1i;

j1id ¼
1

2
j1i þ 1ffiffiffi

2
p j0i þ 1

2
j − 1i ð59Þ

in the rotating reference frame with eigenenergies −Ω=2, 0,
and Ω=2, respectively, where Ω ¼ γNVðB2

1;x þ B2
1;yÞ1=2 is the

Rabi frequency and proportional to the perpendicular ampli-
tude of the microwave driving field. The dipole-dipole
interaction between the NV center and the target spins induces
a flip-flop process at the resonance condition

Ω ¼ 2Δωij; ð60Þ

where Δωij ¼ ωj − ωiði < jÞ is the energy-level splitting of
the target spins corresponding to an allowed magnetic dipole
transition. When the NV center is initially polarized to one
of the dressed states given by Eq. (59), the polarization will be
transferred from the NV center to the target spins, and
consequently the populations of dressed states change. At
the zero magnetic field, all the Zeeman terms vanish and the
energy-level structure of the target spins is determined solely
by the intrinsic spin-spin interactions. Thus, for a spin-1=2
electron-nuclear system, the simplified spin Hamiltonian
under secular approximation is determined solely by the
hyperfine interaction expressed as

H ¼ A⊥ðSx;eIx þ Sy;eIyÞ þ AkSz;eIz; ð61Þ

where A⊥ and Ak are the hyperfine constants. The eigenstates
consist of one antisymmetric singlet jS0i and three symmetric
triplet states jT0i and jT�1i [Fig. 28(b)]. The corresponding
eigenvalues are
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4
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4
; ð62Þ

respectively. Precision in tuning the energy levels of NV
centers in dressed states to resonate with target spins facilitates
polarization transfer and enables measurement of the dark
spin using the NV sensor (Sec. II.A.2). The ZFEPR spectrum
is attained by varying the driving power. As depicted in
Fig. 28(c), the peak positions remain independent of target
orientations, thereby providing a narrow spectrum.
Furthermore, the application of zero magnetic field EPR

effectively mitigates the primary cause of line broadening
induced by magnetic noise. The presence of magnetic noise,
denoted as δB, instigates fluctuations in energy levels within
the targeted spin, thereby resulting in line broadening. Notably
the jS0i and jT0i states exhibit no first-order dependence on

the magnetic field. Consequently, the frequency fluctuation
of the jS0i → jT0i transition (referred to as ST0 hereafter)
diminishes to ∼γ2eδB2=A. This reduction leads to a noticeable
line-narrowing effect. However, observing such a narrowed
ST0 spectrum proves challenging when using the conventional
microwave power-sweeping method, demanding exceptional
power stability across the entire microwave circuits.
Similarly, the widely used DEER method faces limitations

due to the interrogation time constrained by the coherence
time T2 of the NV center. Drawing inspiration from the
correlation spectroscopy of nuclear spins (Laraoui et al.,
2013), a modified correlation detection protocol for ZFEPR
spectroscopy has been devised (Kong, Zhao et al., 2020); see
Fig. 28(d). This modification extends the sensor’s lifetime to
the spin-locking relaxation time T1ρ, which is often signifi-
cantly longer than T2 for shallow NV centers (Rosskopf et al.,
2014; Kong et al., 2018). Employing Ramsey experiments
on the P1 center enables the acquisition of ZFEPR spectra
[Fig. 28(d)]. The Fourier transformation of these spectra, as
shown in Fig. 28(e), distinctly illustrates the enhanced spectral
resolution. This method underscores the potential to reduce
the EPR linewidth of dark electron spins by more than an
order, achieving values on the scale of several kilohertz.

2. Correlation and quantum heterodyne method

Quantum sensing techniques involve subjecting a quantum
coherent sensor to a response Hamiltonian HVðtÞ [Eq. (2)],
thereby influencing the evolution of the probe state within the
sensor’s coherence time. These protocols (Sec. I.C.2) enable
the extraction of information concerning the Hamiltonian
HVðtÞ. Consequently, the coherence time of the sensor
dictates the duration of coherent signal accumulation. The
accurate reconstruction of a given Hamiltonian frequency
spectrum holds paramount importance for chemical analysis,
molecular structure determination, and various other applica-
tions. The linewidth of this method serves as a pivotal metric
for spectral analysis, impacting not only the precision in
estimating individual frequency components but also the
capability to resolve multiple frequencies simultaneously.
Various methods (see Secs. III.D.1 and III.D.2) have been

employed to extend the coherence time of the NV sensor.
However, despite these approaches, including dynamical
decoupling and diamond surface fabrication, the decoherence
time remains relatively limited. The most prolonged achieved
coherence stands at 3.3 ms (Herbschleb et al., 2019) for a
single NV center at ambient temperature, which is approx-
imately half the duration of T1.
An alternative path toward achieving high-resolution spec-

troscopy involves transferring the signal encoded in the phase
of the NV quantum state to electron spin population, nuclear
spin, or even classical computer memory. While enhancing the
spectral resolution to the memory relaxation time is feasible,
it does not augment the sensitivity of the NV sensor, which
relies on coherent phase accumulation. An ac magnetic field
BðtÞ ¼ Bac cosðωtþ φÞ is assessed via correlation spectros-
copy [Fig. 29(a)], where Bac signifies the field strength, ω
denotes the oscillating frequency, and φ represents the initial
phase of the oscillating magnetic field. The sensing protocol
corresponds to the imaginary-component measurement

(a)

(b)

(d)

(e)

(c)

FIG. 28. Zero-field EPR. (a) Power-sweeping sequence for
zero-field measurements. (b) Energy levels of the coupling
system involving an Se ¼ 1=2 electron spin and I ¼ 1=2 nuclear
spin at zero field. (c) Dependence of EPR spectra on the
orientations of target spins. The spectra are simulations of an
15N nitroxide spin label. (d) Correlation sequence for zero-field
measurements. (e) Comparison between normal (ST�1) and clock
(ST0) transitions. Left panel: Ramsey measurements. Right
panel: Fourier transform of the Ramsey measurements. Adapted
from Kong et al., 2018, and Kong, Zhao et al., 2020.
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[Figs. 7(d) and 7(e)]. Under the imaginary-component sensing
protocol Uimg, the intervals between control π pulses align
with the half period of the ac field, resulting in an accumulated
phase Φ ¼ ð2γeBacts cosφÞ=π, where ts denotes the interac-
tion time (Maze et al., 2008; Kotler et al., 2011). This phaseΦ
is stored in the NV spin magnetization as ð1 − sinΦÞ=2
[Eq. (8)]. Subsequently, a second sensing protocol is con-
ducted after a waiting time Δt, accumulating a phase
Φ0 ¼ ð2γeBacts cosφ0Þ=π. Employing correlation spectros-
copy [Fig. 29(b)], the resulting correlation signal is thus
derived (Laraoui et al., 2013) as

SðtÞ ∝ hsinφ sinφ0i ∼ 1
2
cosωΔt; ð63Þ

where the brackets stand for time average. Unlike the Hahn-
echo or dynamical decoupling protocols, the spectral reso-
lution is limited only by the NV T1 relaxation time, which is
usually longer than the decoherence time.
By utilizing the nitrogen nuclear spin as a memory ancilla

for storing the quantum state [Fig. 29(c)], the achievable
spectral resolution can be improved beyond the NV sensor

T1 limit up to the nuclear longitudinal relaxation time
Tnuclear
1 , which can typically last for several minutes

(Laraoui et al., 2013; Aslam et al., 2017; Pfender, Aslam
et al., 2017). In the encoding and decoding process, the
accumulated phase Φ of the NV sensor is transferred to the
superposition state of nuclear spin, which is performed by
entangling and disentangling the NV center and nuclear
memory with a CmROTs gate. The two Hardmard gates on the
nuclear spin switch between the NV state and nuclear
memory information. After a target spin evolution, the
decoding process allows the current target spin state to be
correlated with its initial state stored in the memory nuclear
spin. Finally, the state of nuclear memory is extracted by the
single-shot readout method. The NMR spectrum of a
nanoscale liquid with a chemical resolution of approxi-
mately 1 ppm was demonstrated by Aslam et al. (2017).
Further enhancement in spectral resolution is attainable

through narrowband synchronized readout protocols such as
the Qdyne detection scheme (Boss et al., 2017; Schmitt et al.,
2017) [Fig. 29(d)] and analogous coherently averaged
synchronized readout (CASR) schemes (Glenn et al.,

(a)

(b)

(c)

(d)

(e) (f)

FIG. 29. Correlation spectroscopy utilizing the NV sensor, ancilla quantum memory, and Qdyne. (a) Oscillating magnetic field
BðtÞ ¼ Bac sinðωtþ φÞ probed using a quantum NV sensor employing a dynamical decoupling sequence Uimg that is aligned with the
resonant condition. The intervals between the π pulses are τ ¼ π=ω, and the accumulated phase Φn ¼ 2γeBacts cosφn=π relies on the
initial oscillating field phase φn for each sample. (b) Control procedure for correlation spectroscopy that involves detection of two
phases φ and φ0 using two sensing protocols and culminates in a final measurement recording a correlation signal hsinΦ sinΦ0i.
(c) Correlation spectroscopy integrates a quantum memory such as an adjacent nitrogen nuclear spin and can be combined with the
ENDOR sequence. (d) Qdyne sequence involving the repetitive accumulation and measurement of phases Φn over the entire
measurement time Texp. (e) Heterodyning with an external clock that records the NV population series sinΦn and, consequently, the
corresponding photon numbers. Through FFT, the time evolution is transformed into the spectrum, enabling the resolution of signal
frequency concerning the local oscillator frequency. (f) Spectral resolution comparison of correlation spectroscopy, ancilla quantum
memory, and the Qdyne method. Adapted from Schmitt et al., 2017.
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2018). The CASR protocol finds application in microsized
nuclear spin samples exhibiting sufficiently strong thermal
polarization (Glenn et al., 2018; Munuera-Javaloy, Tobalina,
and Casanova, 2023) or those enhanced via the DNP method
(Bucher et al., 2020; Arunkumar et al., 2021). It involves
initiating polarized nuclear spins with an initial π=2 pulse for
coherent signal averaging. Subsequently, the NMR free-
induction-decay signal is acquired through a synchronized
NV magnetometry pulse sequence interspersed with projec-
tive NV spin-state readouts.
The Qdyne technique applied in nanoscale nuclear spin

samples experiencing fluctuations resembles classical hetero-
dyne detection, where an unknown signal is “mixed” with a
local oscillator. However, in the Qdyne protocol [Fig. 29(c)]
the nonlinear mixing element is a quantum coherent probe: the
NV sensor. Throughout the Qdyne protocol, the NV sensor
continuously samples at a rate of fLO, capturing a phase
Φn ¼ ð2γeBacts cosφnÞ=π with each sample. This phase,
which is measured using the imaginary component for each
sample while considering the sample frequency fLO and
sampling time tL ¼ 1=fLO, can be described as

Φn ¼
2γeBacts

π
cos½2π nδftL þ φ�; ð64Þ

where δf ¼ ω=2π − fLO represents the undersampling mixed
beating frequency and n is an integer. By measuring the
beating frequency δf and with knowledge of fLO, the signal
frequency can be determined, although this determination is
limited by the local oscillator stability. The resolution of the
Qdyne method depends on the experiment time Texp, which
approximates ∼1=πTexp.
The frequency precision, which surpasses the correspond-

ing linewidth, can be obtained using a least-squares fit of the
spectra. The precision of estimated frequency of Qdyne scales
as (Schmitt et al., 2017)

ΔfQ ≈
1

gsTexp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TexpT2

p ∝ T−3=2
exp ; ð65Þ

where gs ¼ γeBac is the interaction strength. Note that this
precision refers to the sensor and does not take into account
the linewidth of the target sample itself. The formula holds
until the experiment time reaches the clock stability TLO and
follows the standard quantum limit ΔfQ ∼ 1=gsTLO

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TexpT2

p
.

Compared to the frequency precision of dynamical decoup-
ling ΔfDD ≈ 1=gsT2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TexpT2

p
and correlation spectroscopy

ΔfM ≈ 1=gsT2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TexpTM

p
, the Qdyne method substantially

improves both the frequency precision and the spectral
resolution by several orders beyond the clock stability TLO ≫
T2; TM (Fig. 30). The ultimate absolute precisions achieved
are 20 μHz (Schmitt et al., 2017) and 70 μHz (Boss et al.,
2017). The bandwidth of the Qdyne method is limited only by
the phase accumulation protocol, dynamical decoupling
sequence, which peaks at the megahertz level.
The high-resolution method can be readily combined with

measurements of different properties of the nuclear spins. The
protocols, which entail a combination of correlation and

operation on the target nuclear spins, are illustrated in
Fig. 31(a). The dynamical decoupling sequence Uimg com-
prises a periodical ðτ=2 − π − τ=2ÞN control sequence with
π=2jy and π=2jx before and after, respectively. The overall
effect of the Uimg sequence is (Boss et al., 2016)

σ̂a ¼ cos ða⊥Nτ=πÞSx þ sin ða⊥Nτ=πÞ2SzIx: ð66Þ

Thus, the operator σ̂a consists of both the electron coherence
Sx and the nuclear coherence 2SzIx, which is conditional on

FIG. 30. (a) Comparison of the Qdyne spectral resolution with
the XY8 technique. The resolution of the XY8 technique is
determined by the interrogation time and remains constant at
300 kHz. The resolution of the Qdyne method improves with the
experiment time T−1 until the limit of clock stability is reached.
(b) Comparison of the Qdyne spectral precision and the XY8
technique. The frequency precision is fitted by least-squares
estimation and thus is always better than the spectral resolution.
The XY8 technique has a measurement precision approximating
the standard quantum limit. In contrast, the spectral accuracy of
Qdyne exceeds and scales as T−3=2 until reaching the clock
stability limit. Adapted from Schmitt et al., 2017.

(a)

(b) (c)

(d) (e)

FIG. 31. Combination of the high-resolution method with the
nuclear spin detection. (a) Overall correlation pulse sequence.
The spin operations are inserted in the free evolution interval of
the correlation sequence. (b) Spin operation of the free effective
Hamiltonian H0 ¼ ω0Iz þ akðSz þ 1=2ÞIz. (c) Spin operation of
the effective Hamiltonian Heff ¼ ω0Iz þ akIz=2. (b),(c) Adapted
from Boss et al., 2016. (d) Spin operation of the effective
Hamiltonian Heff ¼ 2a⊥=πSzIx. (e) Two-dimensional NMR
COSY sequence.
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the electron spin state. By the target nuclear spin operation
Uop between two Uimg evolution, the final observation is

pðtÞ ¼ cos2ðω1tÞTrðUopŜxU
†
opŜxÞ

þ sin2ðω1tÞTrðUopÎxU
†
opIxÞ: ð67Þ

The desired nuclear evolution can be measured by
recording the final observation. The different sequences in
Figs. 31(b)–31(e) represent the protocols for free evolution,
detection for the parallel component of the hyperfine inter-
action ak, the perpendicular component a⊥ (Boss et al., 2016),
and the two-dimensional NMR COSY spectrum (Yang
et al., 2020).

3. Backaction effect of measurement

In traditional NMR or EPR, the influence of measurement
on the system is usually negligible due to the weak coupling
between the target spin and the detector. However, exceptions
arise, such as the damping of magnetic resonance induced by
the electric detection circuit in the presence of a nuclear spin
ensemble (Bloembergen and Pound, 1954). Quantum mea-
surements inherently induce backaction on the measured
system, causing the system to collapse into different states
determined by the random measurement outcome. In the
context of single-molecule techniques, where measurements
often involve only a few spins or even a single spin, over-
coming the impact of backaction becomes crucial.
The backaction effect is generally negligible for dynamical

decoupling and correlation spectroscopy, where the fluc-
tuation signal is measured, making the signal independent
of the sample state. Quantum memories enhance spectral
resolution at the expense of sensitivity. In contrast, the Qdyne
method achieves exceptional spectral resolution through
continuous measurement techniques without compromising
sensitivity. When the dynamics of a quantum object are
monitored using sequential measurements, the backaction
induces inevitable disturbance. The strong measurement
can even trap the state coherently (Pfender et al., 2019)
and thus change the spin oscillation frequency. Weak mea-
surements as introduced theoretically (Aharonov, Albert, and
Vaidman, 1988; Korotkov, 2001a, 2001b; Wiseman, 2002;
Jordan and Büttiker, 2005; Jordan and Korotkov, 2006; von
Neumann, 2018) and demonstrated experimentally with NV
centers (Blok et al., 2014; Liu et al., 2017; Cujia et al., 2019;
Pfender et al., 2019), superconducting qubits (Groen et al.,
2013; Hatridge et al., 2013; Murch et al., 2013), and other
systems (Piacentini et al., 2016; Muhonen et al., 2018) are
potential solutions to approaching the limit of negligible
disturbance of the system under study.
The influence of backaction is significant when observing

the nuclear spin due to its considerably longer coherence time
(Fig. 32). In observing the nuclear spin, sequential measure-
ments utilizingUimg are interleaved. To begin, the nuclear spin
is initialized to the x-y plane (Cujia et al., 2019) or its
statistical fluctuations are observed through a measurement-
correlation scheme (Pfender et al., 2019). The rate of
dephasing induced by the measurement is determined as

Γβ ¼
a2⊥t2s
π2tL

; ð68Þ

where τ is the interrogation time ofUimg and tL is the sampling
time. By choosing the interaction strength β ¼ a⊥ts=π, the
backaction-induced dephasing can be eliminated. However,
the weak measurement comes at the price of less information
on the system. In particular, the trade-off between signal
strength and backaction plays an important role in
high-resolution sensing. With the condition that the inter-
rogation time ts dominates the measurement time and
ts ≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2ΓntL=a2⊥

p
, where Γn is the intrinsic dephasing rate,

the sensitivity is almost not affected by the backaction (Cujia
et al., 2019). Another measurement-related dephasing is
caused by the residual hyperfine interaction during optical
illumination. The hyperfine field on the nuclear spin stochas-
tically changes as the spin state and the charge state of the NV
center randomly switch during the optical readout process.
The decay rate is Γγ ∝ a2kt

2
optical=2tL. The best achieved

linewidths have been 120 Hz (Cujia et al., 2019) and
3.8 Hz (Pfender et al., 2019).

4. Confined space

The precision of correlation spectroscopy and the Qdyne
method in resolving spectra relies significantly on sensor
properties and the backaction stemming from the measure-
ment protocols. However, the intrinsic relaxation of the target
spin remains the dominant factor in determining the linewidth.
In both fluidic systems (Staudacher et al., 2015) and solid

(a)

(b) (c)

FIG. 32. Tracking the precession of single nuclear spins using
weak measurements. (a) Bloch sphere representation of the spin
evolution of the measured spin. (b) Signal amplitude depending
on the measurement strength sin β. (c) Measurement-induced
decoherence suppressed quadratically with the measurement
strength while performing the weak measurements. Adapted
from Cujia et al., 2019.
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nanoscale systems (Shi et al., 2015), molecules experience
rapid tumbling and self-diffusion (Fig. 33). These mechanisms
contribute to the averaging of internuclear spin couplings, thus
leading to longer nuclear spin relaxation times. In nanoscale
NMR, molecular diffusion can result in molecules escaping
the detection volume, thereby reducing the interaction time
with the sensor and broadening the linewidth (Yang et al.,
2022). This differs from conventional NMR, where molecular
diffusion often leads to narrower linewidths through motional
narrowing. The diffusion-induced spectral resolution for
NV-based nanoscale NMR is limited by the relaxation time
of the sensor Tsensor, the dephasing time of the target sample
spins T�

2;tar, and the molecular diffusion-induced relaxation
(Steinert et al., 2013)

1

TD
¼ Ddiff

�
3

4d

�
2

; ð69Þ

where d is the depth of the NV sensor. Previous experiments
observing nanoscale spins generally involved immobilized
target samples (Mamin et al., 2013; Staudacher et al., 2013,
2015; Müller et al., 2014; Yang et al., 2022) or samples with
relatively low diffusion rates (Mamin et al., 2013; Staudacher
et al., 2013, 2015; Kong et al., 2015; Aslam et al., 2017;
Schmitt et al., 2017; Yang et al., 2022). The best spectral
resolution achieved, at 200 Hz (Aslam et al., 2017) with an
NV sensor depth of 30–50 nm, corresponds to a chemical-shift
resolution of 1.3 ppm for 1H nuclear spins under 3 T. However,
owing to the greater depth of the NV sensor, the nuclear spin
number sensitivity achieved by Aslam et al. (2017) is still far
from the single-molecule limit.
To mitigate the linewidth broadening challenge, some

methods prioritize measuring the polarization signal over
the fluctuation signal. However, for nanoscale or single-
molecule spin detection (Fig. 13), the polarization might
not reach sufficiently high levels. This method is notably
advantageous for micrometer-scale samples such as single
cells (Xie et al., 2018). Another approach involves immobi-
lizing samples on the sensor surface and has shown potential
in resolving these challenges. Experiments with chemically
attached DNA molecules have shown promise in potentially

eliminating spin-spin interactions due to molecular liquid
motion (Shi et al., 2018), although further investigation is
necessary. A third strategy to address diffusion effects is
sample confinement within a limited space. Theoretical
analyses focused on confined nano-NMR using an NV center
(Cohen et al., 2020). When the experiment time t is less than
the diffusion time TD, nuclear spins hardly diffuse out of the
detection region while maintaining nearly constant signal
intensity. For sensing times t less than the boundary reaching
the time tV ¼ V2=3=Ddiff , the signal decays according to a
power law, resulting in sharply peaked spectral lines
(Staudenmaier et al., 2022). Over a prolonged experiment,
nuclear spins might reflect back from the boundary and be
detected by the NV sensor, eventually causing the signal to
degrade into a constant. Confining the sample significantly
reduces the diffusion effects, thereby enhancing spectral
resolution. Experiments employing metal-organic frameworks
(MOFs) with angstrom-sized pores demonstrated noteworthy
outcomes. In 31P NMR, these experiments achieved a mini-
mum linewidth of 3 kHz, whereas the spectrum was unde-
tectable without MOF confinement (Liu, Ma et al., 2022).

C. Conclusion

The NV sensing protocol has successfully achieved a
spectral resolution on the order of millihertz (Boss et al.,
2017; Schmitt et al., 2017), with a best-reported linewidth of
approximately hertz attained for NMR (Cujia et al., 2019;
Pfender et al., 2019) and of kilohertz attained for EPR (Kong
et al., 2018). This level of precision proves adequate for
distinguishing 1H and 13C chemical shifts at external magnetic
fields below 1 T (Kong et al., 2015; Glenn et al., 2018; Smits
et al., 2019), as well as for resolving chemical species under
magnetic fields of around 20 mT (DeVience et al., 2015;
Häberle et al., 2015).
The primary challenge in achieving chemical-shift reso-

lution at the single-molecule level arises from diffusion-
induced nuclear spin relaxation. Utilizing a confined structure
to minimize surface diffusion of liquid on diamond (Liu,
Ma et al., 2022; Staudenmaier et al., 2022) presents a viable
approach to reducing linewidths for the realization of single-
molecule chemical-resolved NMR. When combined with
two-dimensional NMR protocols, this approach enables
single-molecule structures to be resolved by leveraging the
nuclear Overhauser effect, residual dipolar coupling, or
paramagnetic relaxation enhancement. Furthermore, the
enhancement in spectral resolution is advantageous for sin-
gle-molecule EPR, as it allows for more precise measurements
of bond distances and chemical environments, along with an
accurate determination of the g factor.

V. SPATIAL RESOLUTION

MRI typically offers submillimeter spatial resolution, ren-
dering it inadequate for imaging subcellular biological struc-
tures. While TEM, MFM, and nano-SQUID can achieve
nanometer-scale resolution, they are not suitable for imaging
biological structures in living samples (Rugar et al., 2004;
Degen et al., 2009; Finkler et al., 2010). Although super-
resolution optical microscopy, STM, and AFM can achieve

FIG. 33. Dynamics of the sample near the diamond surface. The
layered model in the detection volume (green semisphere)
consists of a static adsorption film (below the dashed red line)
where translational diffusion of the molecules (light blue arrows)
is restricted. In contrast, the outer section behaves as a
bulk liquid, where the molecules self-diffuse. Adapted from
Staudacher et al., 2015.

Du et al.: Single-molecule scale magnetic resonance …

Rev. Mod. Phys., Vol. 96, No. 2, April–June 2024 025001-38



high-resolution imaging in biological environments, simulta-
neous integration of chemical recognition capabilities poses
significant challenges.
The NV center presents the possibility of achieving nano-

and subnano-level spatial resolution alongside chemical rec-
ognition under in vivo biological conditions. The chemical
recognition capabilities and spectroscopic methods inherent in
NV-based imaging techniques will play a pivotal role in
physics, biology, and chemistry. This section introduces two
methods: scanning probe magnetic imaging (Maletinsky et al.,
2012; Grinolds et al., 2013; Häberle et al., 2015; Rugar et al.,
2015; P. Wang et al., 2019) and gradient field-based magnetic
imaging (Grinolds et al., 2014; Müller et al., 2014; Arai et al.,
2015; Abobeih et al., 2019).

A. Scanning probe magnetic imaging

Scanning microscopy stands as one of the most potent tools
for exploring the nanoscale world, encompassing various
techniques such as optical microscopy (Betzig and
Chichester, 1993), SEM (Glaeser, 1985), STM (Binnig et al.,
1982), spin-polarized STM (Wiesendanger, 2009), AFM
(Giessibl, 2003; Gross et al., 2009), and MRFM (Rugar et al.,
2004; Degen et al., 2009). Integrating magnetic resonance
measurements with AFM via the fabrication of individual
nanoscale diamond probes allows high spatial resolution
magnetometry under less stringent conditions. Combining
the NV sensor with AFM necessitates a confocal optical
microscope system (Fig. 34). A green laser from this system is
utilized for addressing, initializing, and reading out the NV
center. The spin-state-dependent fluorescence is collected by
an objective, enabling the acquisition of the sample’s magnetic
image by scanning it across the NV sensor while simulta-
neously measuring the desired signal. The leapfrog AFM
scanning mode, chosen due to the diamond’s hardness
minimizing sample abrasion, ensures result reproducibility
(Rugar et al., 2015; P. Wang et al., 2019). The fluctuating
magnetic field follows an inverse sixth power law [∼1=r6;
Eq. (18)] limiting achievable resolution to the depth d.

The achieved spatial resolution ranges from 8.3to 20 nm,
contingent upon the distance between the NV center and the
sample (Maletinsky et al., 2012; Häberle et al., 2015; Rugar
et al., 2015; P. Wang et al., 2019). Two forms of NV-center-
based scanning microscopy exist: one involves attaching
the target sample to the scanning AFM tip over the NV
sensor [Fig. 34(a)], while the other employs high-purity
diamond nanopillars containing NV centers as the AFM tip
[Fig. 34(b)] (Maletinsky et al., 2012).
The first scheme, which is compatible with the typical AFM

setup, enhances spatial resolution beyond optical diffraction
limits. Here the microscale sample attaches to the cantilever of
an AFM tip and scans above the diamond containing a shallow
NV center [Fig. 35(a)]. This configuration enables the
implementation of scanning magnetic resonance imaging.
For instance, in one setup a nanoscale fluorine sphere scans
over an NV sensor, while the sensor conducts NMR DD
measurements (Sec. II.B.1) simultaneously to measure the
NMR spectra (Häberle et al., 2015). By analyzing the NMR
spectra of 19F nuclear spins, the power spectral density of the
nuclear magnetic signal reconstructs from the fluorescence of
the NV sensor, facilitating 19F density measurement (Häberle
et al., 2015), as illustrated in Fig. 35(b). In another experi-
ment, scanning 1H NMR observes the 1H nuclear spin sample,
which is represented by a sharp polymer tip drawn from glass
[Figs. 35(c) and 35(d)] (Rugar et al., 2015). The method
achieves a spatial resolution of ∼10 nm and a sensitivity of
∼200 nTHz−1=2. A pertinent application involves measuring
ferritins in liver cancer cells. Here the cell, which is fixed in a
solid state, is subsequently sectioned into a cube and placed on

(a) (b)

FIG. 34. Schematics of NV scanning probe microscopy.
(a) Target sample attached to the cantilever of the conventional
AFM probe. The sample scans above the diamond, which
contains a shallow NV center. The NV sensor is read out by
the confocal microscope. (b) The NV sensor is fabricated at the
end of a diamond nanopillar (as shown in the inset). The diamond
nanopillar is utilized as a magnetic probe to scan over the target
sample.

(a) (b)

(c) (d)

FIG. 35. Nanoscale MRI of fluorine (19F) and protons (1H).
(a) Single shallow NV center (red spin). Nuclear spins are
detected within a nanoscale sensing volume above the diamond
surface (red hemisphere). Imaging involves scanning the target
sample through this sensing volume. (b) A calibration grating is
etched into the sample (green sphere representing 19F-rich
Teflon) using the AFM tip. (c) 19F NMR imaging of the sample
(calibration grating). (d) Accumulated signals obtained through
4 × 3 binning of the linescan in (c). Adapted from Häberle
et al., 2015.
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a tuning fork scanning probe attached to an AFM, thereby
exposing the cell’s flat cross section to air. To minimize cell
sample abrasion and ensure result reproducibility, scanning
occurs in a slow “leapfrog” mode, albeit limiting sensitivity.
This approach achieves intracellular ferritin imaging with a
spatial resolution of about 10 nm.
The second approach situates a single NV center at the

termination of a high-purity diamond nanopillar [Fig. 34(b)],
amalgamating extended spin coherence time, augmented
photon collection efficiency due to optical waveguiding
(Babinec et al., 2010), and superior spatial resolution.
Beyond the pointed diamond probes, flat probes find appli-
cation in scanning probe microscopy through far-field optical
leveling techniques (Ernst et al., 2019). These flat probes
streamline the diamond engineering process and mitigate
potential engineering damage.
Imaging via short-distance scanning probes achieves nano-

scale, and sometimes subnanoscale, resolution. The inception
of nanoscale NV magnetic imaging occurred through the NV
sensor integration into a diamond nanocrystal affixed to the
AFM tip (Balasubramanian et al., 2008). The 40 nm diameter
of the nanocrystal ensures proximity between the NV center
and the sample, yielding a spatial resolution in the range of
several tens of nanometers.
While these methods achieve impressive spatial resolution,

their detection sensitivity remains considerably limited, falling
short of single-molecule applications. An alternative approach
involves the use of nanofabricated diamond optical wave-
guides to enhance the NV sensor’s optical collection effi-
ciency. This optical waveguide constitutes a nanopillar formed
on a thin film of high-purity diamond single crystals using
nanofabrication techniques [Fig. 34(b) inset]. NV sensors
crafted within these nanopillars possess minute end surfaces
(ranging between ∼100 nm and ∼1 μm), thereby mitigating
the typically short coherence times observed in NV centers
within nanodiamonds. The design of optical waveguides in
nanopillars facilitates stronger coupling between the excita-
tion light and the embedded NV center, thereby amplifying the
optical excitation efficiency. Moreover, this design alters the
fluorescence emission light field of the NV center, resulting in
a substantial increase of about 5–10 times in the collected far-
field photon numbers by the objective (Sec. III.C.1). This
heightened signal collection efficiency and enhanced excita-
tion efficiency hold promise for improving measurement
sensitivity while concurrently reducing the intensity of the
excitation light and its impact on the sample.
Through highly efficient optical waveguiding [Fig. 36(a)],

the sensitivity of the scanning NV sensor reaches
96 nTHz−1=2. It is constrained primarily by surface noise
and background fluorescence (Grinolds et al., 2013). Given
that the magnetic field of a single-electron spin measures
approximately 9 nT (1 μT) when the distance between the
sensor and the target spin spans about 50 nm (10 nm),
detecting a single-electron spin becomes feasible (Fig. 36).
When the magnetic field intensity of the target single-electron
spin is mapped, the NV magnetic probe averages multiple
scans across an area of ∼200 × 200 nm2. In these scanning
experiments, the spin sensitivity can attain 11μB Hz−1=2 at
ambient temperature (Grinolds et al., 2013). While this

sensitivity stands 15 times lower than in ultralow-temperature
MRFM experiments (Rugar et al., 2004), future advancements
aim to surpass or meet this level by reducing the sensor-to-
target distance.

B. Gradient field-based magnetic imaging

Improved spatial resolution becomes attainable through the
exploitation of magnetic gradients, altering the resonant
frequencies of spins across various spatial locations.
Magnetic gradient techniques enable nuclear spins to be
precisely addressed in conventional NMR at resolutions down
to the micrometer level. This technological advancement
has propelled the use of MRI in medical and biological
sciences, thereby facilitating microscopic insights into organ-
isms (Lauterbur, 1973; Lee et al., 2001; Mansfield, 2004;
Plewes and Kucharczyk, 2012). Nevertheless, conventional
NMR’s spatial resolution struggles to surpass the micrometer
level due to limited sensitivity and gradients (Glover and
Mansfield, 2002). Leveraging the NV center’s high sensitivity
and atomic-scale positioning presents a distinctive opportu-
nity for magnetic imaging at nanoscale or even single-
molecule levels.

1. External applied gradient magnetic fields

By utilizing an external magnetic field gradient, higher
spatial resolution is possible, which is independent of sensor-
sample distance. The magnetized AFM tip can be positioned
infinitesimally close to the sample, thereby generating a strong
magnetic field gradient. The magnetic tip can be produced by
depositing a layer of magnetic material on the AFM tip
(Grinolds et al., 2011). A typical magnetic probe can produce
a magnetic field gradient of approximately 1 mTnm−1 at a
distance of approximately 20 nm (Grinolds et al., 2014). By
placing the magnetic tip above an NV center, as shown in
Fig. 37(a), the magnetic field gradient is combined with the
NV-based magnetic resonance microscopy, thereby enabling
three-dimensional imaging of the target spins. The driving
microwave frequency and the inhomogeneous magnetic field
determine a narrow spatial volume, a “resonant slice” (Rugar
et al., 2004), where the spins resonate with the driving
microwave frequency. By scanning the magnetic tip precisely,
one can obtain the high-resolution three-dimensional map.

(a) (b)

FIG. 36. (a) Nanopillar embedding an NV center employed to
scan the target sample. (b) The NV sensor observes the magnetic
field imaging of a single-electron spin. A substantial decrease in
fluorescence near the center signifies the detection of a single-
electron spin. Adapted from Grinolds et al., 2013.
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Specifically, the point spread function (PSF) of the mea-
sured spins can be directly determined experimentally using
the spatial map of the resonant NV, which is independent
of the magnetic field models or iterative deconvolution
schemes. The density distribution of the spins to be
measured can be reconstructed by convolving the measure-
ment results by the PSF. Thus, using the NV sensor, MRI
measurement for the target spins can be accomplished with
the EPR or NMR method.
The spatial resolution of the gradient-based MRI is given by

(Grinolds et al., 2014)

δr ¼ 2π

tsγejn · ∇Btipj
; ð70Þ

where γe denotes the gyromagnetic ratio of the target spin, ts
represents the interrogation time, n depicts the unit vector of
the target spin’s quantization axis, and ∇Btip indicates the
magnetic field gradient at the target spin position. For electron
spin measurements, a spatial resolution of 2.5 Å is achievable
when the magnetic gradient is 1.2 mTnm−1 and the inter-
rogation time is 120 ns (Grinolds et al., 2014). This spatial

resolution can be further enhanced by commercial magnetic
recording heads, which can generate up to ∼10 mTnm−1

magnetic field gradient (Jakobi et al., 2017; Bodenstedt et al.,
2018). The amalgamation of scanning gradient fields with
NV magnetic resonance microscopy holds promise for
achieving subnanoscale resolution in three-dimensional
NV-based MRI. However, the current spatial resolution of
NV-based MRI confronts limitations on two fronts. First,
maintaining stability in the relative position between the
magnetic tip and the NV center is critical, yet even well-
designed setups experience position drift of several nano-
meters due to 1-K temperature vibrations (Grinolds et al.,
2014; P. Wang et al., 2019). Second, the interrogation time is
restricted by T�

2, which is consistently much shorter than T2

for shallow NV centers. However, the intricate DD control
protocols are incompatible with static magnetic gradients.
The adjustable magnetic field gradient can be integrated

with the dynamic control protocol of the NV center, utilizing
microcoils that adjust currents to generate these gradients.
Enhancements in spatial resolution and measurement effi-
ciency can be achieved by extending the interrogation time
limit from T�

2 to T2. Encoding both the magnetic field gradient
and the spatial information of spins in phase, the real-space
image of the spin distribution can be reconstructed via Fourier
transformation. In experimental setups [Fig. 37(c)], the NV
magnetic resonance microscope is positioned below a pair of
gradient microcoils (metallic wires capable of producing
adjustable magnetic field gradients through delivered cur-
rents). However, limitations arise due to electric resistance
heating, restricting the achieved magnetic field strength to
0.07 mTnm−1 at an interrogation time τ ¼ 104 μs. This
limitation results in a spatial resolution of < 5 nm and a
dynamic range of approximately 500 (Arai et al., 2015). When
Fourier magnetic imaging is utilized, the magnetic resonance
frequency encoding selectively addresses electron spins
(Zhang et al., 2017).

2. Spin-based gradient magnetic fields

The NV center itself possesses a magnetic electron spin,
thus generating a robust magnetic field gradient when in close
proximity to a sample. This gradient, produced by the NV
center, serves as a field gradient in MRI applications. For an
NV center positioned at a depth d, the effective magnetic field
gradient [Fig. 38(a)] is described as follows:���� ∂ðHdip=γtarÞ

∂r

���� ¼ 3μ0γeℏ
4πr4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2θð1þ 5 cos 2θÞ

q
; ð71Þ

which is ∼0.1 mTnm−1 for a 2-nm-deep NV center.
The NV spin gradient proves useful in detecting nuclear

spins, where the target sample is deposited onto the diamond’s
surface [Fig. 38(a)]. Diverse NV-based NMR techniques such
as DD, ENDOR, and HHDR can be applied. In the presence of
high-order DD, the NMR signal exhibits apparent inhomo-
geneous broadening [Fig. 38(a)]. The spatial information of
nuclear spins becomes encoded in the frequency shift induced
by the NV hyperfine interaction. Although the frequencies of
individual nuclei could not be resolved by Müller et al.
(2014), extracting them is feasible using the superresolution

(b)(a)

(d)(c)

FIG. 37. Gradient-based MRI with NV sensor. (a) MRI of dark
spins in a diamond utilizing a scanning gradient and a single NV
sensor. A scanning magnetic tip is positioned 100 nm above the
diamond surface, thereby enabling the measurement of the spatial
distribution of the dark spin density by the NV sensor. (b) 0.8 nm
resolution NV MRI of a single dark spin. (a),(b) Adapted from
Grinolds et al., 2014. (c) Schematic of Fourier magnetic imaging.
An adjustable magnetic field gradient for phase encoding is
established by passing an electric current through a pair of
gradient microcoils. Currents of 1 A through two gradient
microcoil pairs generate magnetic field gradients up to
0.2 μT nm−1. (d) Nanoscale resolution MRI of the NV center.
Top panel: cross section depicting two distinct peaks along the
direction indicated by the dashed white line in the two-
dimensional image. These peaks correspond to two separate
NV centers spaced 121ð9Þ nm apart. Bottom panel: two-
dimensional real-space images of the Fourier transform of these
two NV centers. (c),(d) Adapted from Arai et al., 2015.
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capabilities of basis pursuit denoising (Chen, Donoho, and
Saunders, 1998). The experimental results display the spectral
decomposition of contributing nuclear spins and their hyper-
fine coupling parameters. It was indicated that four nuclei
constituted over 50% of the signal, a size comparable to many
chemical functional groups and smaller than a small amino
acid. Despite the added complexity, estimating the location of
two nuclei is achievable with an uncertainty below 0.2 nm
[Fig. 38(b)] (Müller et al., 2014).
Imaging nuclear spins in molecules rather than the sensor

background poses an immense challenge due to limitations
imposed by diamond and shallow NV centers. Although
demonstrated solely in amorphous silica (Müller et al.,
2014), the potential applications of NV-based MRI have
enabled the analysis of multiple theoretical schemes and
demonstrations of the sensor background signal. Several
sensing protocols have been proposed to resolve the spatial
positions of nuclear spins using one-dimensional or multidi-
mensional NMR methods (Ajoy et al., 2015; Kost, Cai, and
Plenio, 2015; Perunicic et al., 2016; Z.-Y. Wang et al., 2016).
Beyond the NV gradient, resolving the interaction among
nuclear spins allows the distance and direction between
nuclear spin pairs to be determined (Zhao et al., 2011; Shi
et al., 2014; Kong, Zhou et al., 2020; Yang et al., 2020).
Proof-of-concept experiments have been conducted to dem-
onstrate MRI of the background 13C nuclear spins in a
diamond sensor. Absolute three-dimensional positions of
nuclear spins can be determined by manipulating the
direction of the external magnetic or spin control field
(Zopes, Cujia et al., 2018; Zopes, Herb et al., 2018).
However, the coherence time limitation restricts the reso-
lution of these methods, making them suitable only for
locating strongly coupled nuclear spins numbering fewer
than 10. Cryogenic temperature multidimensional NMR
enables MRI of 27 nuclear spins with subangstrom reso-
lution (Abobeih et al., 2019). Recently a new parallel

detection technique combining weak quantum measure-
ments, phase coding, and simulated annealing enabled the
imaging of more than 20 13C nuclear spins within 2.4 nm
(equivalent to 5 to 6 nm for 1H NMR) at ambient temper-
ature, thereby achieving subangstrom resolution. These
proof-of-concept imaging techniques using one-dimensional
or multidimensional NMR spectroscopy mark a significant
breakthrough for the future.
The gradient of the NV or electron spin holds promise for

structural analysis through EPR. In traditional EPR, DEER
measurements analyze distances between two electron spins,
such as in proteins with dual spin labels. Here coupling
depends on both the distance and the direction between the
labels. Ensemble averaging over all possible directions allows
distance to be extracted, a powerful tool for biomolecular
structure analysis, especially for biomacromolecules. The NV
sensor offers the potential to measure this spin-spin coupling
at a single-molecule level. Distance extraction involves
repeating measurements with varying directions of the exter-
nal magnetic field. In traditional EPR, measured distances
often have significant variance due to spin label decoherence.
In addition, molecular heterogeneity contributes to variance,
which is indistinguishable from decoherence. NV EPR might
offer more precise distance information due to the unique
capabilities of NV-based measurements. This heightened
precision could enable the resolution of single-molecule
conformational transitions (Munuera-Javaloy et al., 2022).

C. Conclusion

In the pursuit of single-molecule MRI using NV centers, the
aim is to attain structural resolution for individual molecules.
Unlike established techniques like x-ray crystallography or
cryoelectron tomography, NV-based MRI needs only a single
copy of a molecule. This allows conformational variations
among individual molecules to be directly observed, poten-
tially unveiling new insights into their structure and functions.
Both liquid and solid-state NMR measurements are feasible
with NV centers for structural analysis. Liquid-phase single-
molecule NMR (discussed in Sec. IV.C) relies on effects like
the nuclear Overhauser effect, residual dipolar coupling, and
paramagnetic relaxation enhancement. Conversely, solid-state
single-molecule NMR relies on dipolar interactions between
NV centers and nuclear spins or among nuclear spins
themselves. The proof-of-concept methods outlined in this
section, which employ external gradients or NV-coupled
techniques, have achieved resolutions within the angstrom
range, thereby meeting the structural resolution requirements.
Through cryogenic temperatures or parallel detection meth-
ods, proof-of-concept experiments have shown fixed relative
positions between NV centers and molecules with subang-
strom resolution (Abobeih et al., 2019; Cujia et al., 2022).
Despite some proof-of-concept demonstrations in structural

analysis, practical single-molecule measurements under
biological conditions pose challenges. The primary hurdles
involve sensitivity limitations and stability (Sec. III.F). In real
biological settings, maintaining a stable relative position
between sample molecules and NV sensors is crucial for
achieving high-resolution single-molecule structural analysis.

FIG. 38. Nanoscale resolution MRI of single nuclear spins using
the gradient magnetic field of the NV center. (a) Shallow NV
center in diamond (2 nm from the surface) coupled with nearby
nuclear spins due to hyperfine interaction. The contour lines
depict the strength of the effective magnetic gradient experienced
by the nuclear spins. (b) Optimal locations of the four most
significant contributing nuclear spins (illustrated as colored arcs),
as determined through basis pursuit. Each spin’s representative
position is marked with a filled ball, and the positional un-
certainty in the x and z directions is indicated by the ball’s size.
The y-axis resolution ranges from 0.1 nm for the nearest spin to
0.5 nm for the farthest spin. Adapted from Müller et al., 2014.
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Once the sensitivity challenge is addressed, single-
molecule imaging with less stringent resolution can also
be accomplished, thereby complementing single-molecule
structural analysis. In comparison to traditional optical
superresolution microscopy, NV-based single-molecule im-
aging offers a simultaneous analysis of individual molecules
within in vivo biological environments. This includes chemi-
cal recognition, single-molecule dynamics, the chemical
environment, and chemical reactions. While achieving
nuclear spin chemical resolution requires specific conditions,
recognizing chemical species within magnetic fields of
around ∼10 mT is readily feasible.

VI. SENSOR FABRICATION

This section provides an extensive overview of processing
techniques pertinent to NV sensors that encompasses the
establishment of NV centers (Sec. VI.A), surface modification
(Sec. VI.B), and diamond structure engineering (Sec. VI.C).
Given the pivotal role of the NV sensor in NV-based quantum
sensing, these techniques are anticipated to address previously
highlighted challenges. NV centers are initially formed in
diamond through ion implantation or delta doping, which is
followed by subsequent annealing. Furthermore, the advan-
tage of an NV sensor lies in its ability to sustain high sensing
sensitivity near the surface. Thus, surface treatment methods
aid in enhancing coherence time, stabilizing charge states, and
facilitating sample assembly. Finally, diamond engineering
holds significance. On the one hand, the optical structure
enhances optical collection efficiency, thereby elevating read-
out sensitivity. On the other hand, diamond can be shaped into
a probe suitable for relevant sensing tasks.

A. NV creation

The realization of SSMR relies on NV centers situated
several to tens of nanometers below the diamond surface. An
NV center comprises a nitrogen atom substituting for a
carbon atom alongside a vacancy. Introduction of the nitro-
gen atom commonly occurs through nitrogen ion implanta-
tion or delta doping. The vacancy, which is naturally
introduced through ion implantation, can also be incorpo-
rated via the delta-doping method using ion implantation,
laser writing, or electron irradiation. Subsequent vacuum
annealing becomes imperative to amalgamate the vacancy
and nitrogen, culminating in the formation of an NV center
and bolstering its properties.
Ion implantation is a well-established and pivotal technique

for altering the physical or chemical properties of a target
sample by accelerating ions of an element into it. Widely
employed in semiconductor device fabrication, this method
plays a crucial role in quantum device creation to generate
shallow NV centers (Pezzagna, Naydenov et al., 2010;
Pezzagna et al., 2011; Spinicelli et al., 2011).
In the process, nitrogen ions are introduced into the

diamond via low-energy ion bombardment while vacancy
creation is concurrently induced [Fig. 39(a)]. To create the
shallow NV center essential for single-molecule spectros-
copy, Nþ ions typically bombard the diamond with energies
ranging between 2 and 8 keV, resulting in mean implantation

depths of approximately 2–12 nm. These depths are calcu-
lated through stopping and range of ions in matter simu-
lations [Fig. 40(a)]. As the implanted ions collide with the
diamond, their energy dissipates, leading to positional
deviations in both lateral and longitudinal directions, a
phenomenon referred to as straggling. This straggling effect
imposes limitations on the spatial resolution achievable in
NV sensor fabrication. Nevertheless, various strategies exist
to regulate this effect.
The focused ion beam method (Meijer et al., 2005; Lesik

et al., 2013; Schröder et al., 2017) offers ion implantation with
spatial precision smaller than 50 nm. Enhanced control over
implantation location is achievable through the utilization of a
nanoporous mask deposited on the diamond during ion
implantation. Nanochannels in mica (Neumann et al., 2010;
Pezzagna et al., 2011), SiO2 masks (Toyli et al., 2010), and
polymethyl methacrylate (PMMA) masks (Spinicelli et al.,
2011) are employed to create NV centers with spatial
precision on the order of 10 nm. Combining ion implantation
with AFM facilitates the production of NV centers at specific
positions with high spatial resolution or the preparation of
NV center arrays with distinct patterns. This is achieved by
fabricating a nanopore on a piezo-sensitive AFM tip made
of silicon nitride (Si3N4). The tip maneuvers to a specific
position, and the nanopore precisely focuses the ion beam to a
location with a lateral spatial resolution of a few nanometers
(Meijer et al., 2008; Pezzagna, Wildanger et al., 2010;
Riedrich-Möller et al., 2015). Depending upon the

(a) (b)

FIG. 39. (a) Process for creating an NV center via ion im-
plantation. NV centers are formed through nitrogen ion implan-
tation (with energies ranging from 2 to 50 keV and a density of
108–1011 cm−2), followed by high-temperature annealing (rang-
ing from 600 to 1200 °C). (b) Delta-doping procedure. A thin
nitrogen-doped layer (light red) is produced by introducing N2

gas during the diamond growth process. Subsequently, irradiation
via laser, ions, or electrons induces vacancies. Annealing is then
performed to generate NV centers.
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longitudinal direction, the ion channeling effect becomes a
crucial consideration. Optimal conditions for a ½100� diamond
surface necessitate a 12°-inclined beam (Raatz et al., 2019).
However, the aforementioned implantation methods rely on

a random ion source, which poses challenges for achieving
deterministic single ion implantation (Meijer et al., 2006).
This limitation in turn restricts the accuracy achievable in
quantum sensor fabrication. However, the advent of a deter-
ministic ion source was realized by loading a single laser-
cooled ion into a linear Paul trap (Alves et al., 2013; Zhou
et al., 2013; Jacob et al., 2016). Through laser cooling, a
single ion is precisely confined to a specific location. By
attaining deterministic ion implantation at precise locations,
this method ensures minimal charging and irradiation, con-
sequently minimizing damage to the diamond substrate
(Groot-Berning et al., 2021). The production of individual
NV centers deterministically via this method currently faces
limitations due to the creation yield dependency on the need
for NV to be bound to a defect alongside nitrogen. Despite this
constraint, this approach signifies a crucial stride toward
realizing a truly deterministic single NV sensor creation
process in the future (Groot-Berning et al., 2021).
Another bottom-up approach involves delta doping

[Fig. 39(b)], wherein a minimal quantity of nitrogen is doped
during diamond growth using plasma-enhanced chemical
vapor deposition (PECVD). In this process, a mixture of

CH4 and H2 undergoes ionization into plasma by microwaves
within the growth chamber. Nitrogen injection for 10 min
while the ½100�-surface diamond slowly grows at a rate of
8 nm=h results in the growth of a nitrogen layer only a few
nanometers thick (Ohno et al., 2012). Research efforts (Fukui
et al., 2014a; Lesik et al., 2015; Ozawa et al., 2017) have
showcased that the diamond growth process can be conducted
on surfaces of orientations other than the ½100� surface.
Additional defects are introduced through electron irradiation
(Ohno et al., 2012; McLellan et al., 2016), ion implantation
(Huang et al., 2013; Ohno et al., 2014), or laser writing (Chen
et al., 2017). Growth of thin, uniform epitaxial diamond layers
facilitates the formation of high-quality, shallow NV centers.
Controlling the thickness and density of the nitrogen layer is
contingent on the duration of nitrogen injection and the gas
flow rate. Maintaining a slow growth rate minimizes defects
and strain, thereby ensuring extended coherence times for
NV centers. Notably NV centers produced via delta doping
consistently exhibit long T2 coherence times (Ohno et al.,
2012; Ohashi et al., 2013; Chandran et al., 2016). Moreover, a
preferential orientation of NV centers can be achieved by
carefully selecting growth surfaces (Fukui et al., 2014b; Lesik
et al., 2014; Michl et al., 2014; Miyazaki et al., 2014; Tahara
et al., 2015; Ozawa et al., 2017). However, the delta-doping
method, which lacks vacancies, relies on the generation of
vacancies through ion or electron irradiation to enhance NV
center creation yield, potentially reintroducing other defects
(Fávaro de Oliveira et al., 2016; McLellan et al., 2016).
Following ion implantation, the diamond undergoes

annealing in a vacuum or forming gas. During this procedure,
crystal damage is repaired, and vacancies move randomly
until they are captured by nitrogen defects, culminating in the
formation of NV centers. To prevent etching of the diamond
surface, the vacuum maintains a pressure consistently below
5 × 10−7 mbar (Ofori-Okai et al., 2012; Appel et al., 2016;
J. Wang et al., 2016). Annealing temperatures typically range
from 800 to 1200 °C, although studies have shown insignifi-
cant differences within this range (Appel et al., 2016).
Alternatively, employing a forming gas (composed of 4%
H2 in Ar at 8 GPa) serves as a protective measure for the
diamond surface during annealing (Santori et al., 2009; Orwa
et al., 2011). For optimal annealing under high pressure,
temperatures between 900 and 1000 °C prove effective,
whereas temperatures exceeding 2000 °C diminish the NV
yield (Orwa et al., 2011). The conversion efficiency from
implanted nitrogen to NV centers typically remains below 1%
for implantation energies below 5 keV, resulting in depths of
around 8 nm [Fig. 40(b)] (Pezzagna, Naydenov et al., 2010;
Ofori-Okai et al., 2012). Twofold yield improvements
have been achieved using boron-doped diamond structures
(Fávaro de Oliveira et al., 2017), while dopants like phos-
phorus, oxygen, and sulfur have enhanced yields by tenfold
and correlate with improved coherence times (Lühmann
et al., 2019).

B. Surface modification

Surface treatment holds paramount importance in single-
molecule applications. Diamond is renowned for its chemical
inertness, and its surface can be functionalized with diverse

(a)

(b)

FIG. 40. (a) Depth of the implanted ions vs the implantation
energy. The blue shadow indicates ion straggling. (b) Yield of the
NV centers vs the implantation energy. (b) Adapted from
Pezzagna, Naydenov et al., 2010.
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groups and attached to various molecules. Numerous coating
methods based on surface chemistry have emerged in the
realms of physics and biology for both diamonds and nano-
diamonds (Krueger, 2008; Krueger and Lang, 2012; Reina
et al., 2019; Crawford et al., 2021; James et al., 2021; Jung
and Neuman, 2021). In nanoscale sensing applications, the
performance of shallow NV centers is notably influenced by
the diamond surface. Consequently, surface treatments for
diamonds prove beneficial in sample assembly and the
enhancement of NV sensor properties.

1. Chemical treatment

Apart from dissolving and depositing samples on the
diamond surface (Müller et al., 2014; Shi et al., 2015;
Schlipf et al., 2017), alternative approaches involve covalent
methods (such as carbodiimide cross-linker chemistry and
click chemistry) and noncovalent methods (Shi et al., 2018)
for immobilizing samples on the diamond surface. The initial
step involves surface purification, which is often achieved
through wet chemistry methods employing harsh oxidation for
surface cleaning. A common procedure involves treating the
surface with a boiling mixture of nitric, perchloric, and
sulfuric acids in a 1∶1∶1 volume ratio to restore a pristine
diamond surface (Brown et al., 2019). This process effectively
removes unwanted graphitic and pyrolytic carbon domains,
thereby substantially enhancing coherence times by over an
order of magnitude (Lovchinsky et al., 2016). In addition,
strongly oxidizing mineral acids, such as the “piranha sol-
ution” (a mixture of sulfuric acid and hydrogen peroxide in a
3∶1 volume ratio) (Rondin et al., 2010) and a mixture of
sulfuric and nitric acids (3∶1 volume ratio) (Tu et al., 2006),
have found wide usage. These wet chemical treatments
introduce diverse oxygen-containing groups, including car-
boxyl groups, to the surfaces (Lovchinsky et al., 2016; Schlipf
et al., 2017). Carboxylated diamond surfaces serve as versatile
starting points for subsequent modifications that are required
in biological and chemical applications. Silylation (Grotz
et al., 2011) or acylation (Terada et al., 2018) of the diamond
surface becomes feasible through the carboxyl surface.
Furthermore, activation of carboxyl groups using 1-ethyl-3-
(3-dimethylaminopropyl)carbodiimide and N-hydroxysucci-
nimide allows for the preparation of an aminated diamond
surface (Sushkov et al., 2014; Lovchinsky et al., 2016).
The density of carboxyl groups on a carboxylated diamond

surface typically remains below a few percentage points
(Wolcott et al., 2014). Utilizing plasma treatment to achieve
hydrogen termination on diamond surfaces presents a more
effective chemical bonding method. Through hydrogen ter-
mination, functional groups including carboxylic acid
(COOH−), hydroxyl (OH−) (Navas et al., 2018), hydrogen
(Hþ) (Nichols et al., 2005), amino (NH−

2 ) (Zhu et al., 2016),
and halide (F−) (Rietwyk et al., 2013) can be affixed to the
diamond surface. In general, hydrogen-terminated diamonds
(Shpilman et al., 2008; Cui et al., 2015) exhibit a more
uniform surface than oxygen-terminated diamonds, making
them preferable for subsequent chemical modifications.
Electrochemical methods (Pinson and Podvorica, 2005;
Krysova et al., 2016) and photochemical reactions (Miller
and Brown, 1996; Strother et al., 2002; Yang et al., 2002)

offer pathways to synthesize a monolayer comprising
2 × 1014 cm−2 amino groups or a monolayer ranging between
1012 and 1013 cm−2 DNA from an H-terminated diamond
surface (Yang et al., 2007).
The stability of shallow NV centers critically hinges on the

electron affinity polarity of the diamond surface (Kawai et al.,
2019). Hydrogen termination possessing negative electron
affinity (Fig. 41) induces surface charge transfer, rendering
shallow NV centers unstable [Fig. 42(b)]. Conversely,
oxygen or fluorine termination, with positive electron
affinity, stabilizes shallow NV centers (Rietwyk et al., 2013;
Osterkamp et al., 2015). Despite hydrogen-terminated surfa-
ces exhibiting greater chemical modification efficiency, their
unsuitability for NV-based quantum sensing due to instability
prompts the exploration of novel modification methods or
electrical control (Sec. VI.B.2). Recent advancements involve
chemically modifying hybrid diamond surfaces through
atomic layer deposition of aluminum oxide (Liu, Henning
et al., 2022; Xie et al., 2022) and integration of graphene (Hao
et al., 2023). The aluminum oxide monolayer on the diamond
surface not only simplifies technical complexities in chemical
and optoelectronic applications but also serves as structural
support in various catalytic processes (Liu, Henning et al.,
2022; Xie et al., 2022).

2. Electric control

The NV center, which comprises a substituting nitrogen
atom and a vacancy, exhibits noteworthy quantum properties

FIG. 41. The electron affinity (in eV) and the stability of an NV
charge state depend on the diamond surface termination for a
shallow NV center. Adapted from Kawai et al., 2019.

(a) (b) (c) (d)

FIG. 42. Energy band schematic of diamond. (a) Diamond
surface with positive electron affinity. The conduction band EC is
below Evac (O termination, for example). The negatively charged
NV− center lies beneath the Fermi level EF. (b) Diamond surface
with negative electron affinity. The band levels are shifted up, and
the electron in diamond can transfer into the acceptor states on the
surface. (c) The band bends due to the effect of electron transfer.
The NV center prefers an NV0 charge state near the surface. (d) A
voltage is applied to lift the Fermi energy to control the NV
charge state.
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when capturing an electron, rendering a stable charge state
crucial for NV-based quantum sensing. Surface electric
conditions have a significant influence on charge state
stability, particularly that affecting shallow NV centers, which
frequently encounter charge instability (Dhomkar et al., 2018;
Bluvstein, Zhang, and Jayich, 2019). Within a few tens of
microseconds of laser shutdown, the NV0 population rapidly
escalates, causing a baseline drop that interferes with T1 and
T2 measurements, thus compromising sensitivity. Mitigating
this instability involves application of a negative voltage to the
diamond surface [Fig. 42(d)], thereby stabilizing the NV
center’s charge state and its ambient environment (Hauf et al.,
2014). A robust built-in electric field formed within this stable
charge environment sustains NV charge stability even during
laser illumination (Bian et al., 2021).
Control over electron affinity comes via the chemical

treatment of the diamond surface, while manipulation
of negative voltage involves electrodes fabricated on the
diamond surface. Electrically tuning the Fermi level facil-
itates rapid and stable manipulation of the NV charge state.
Electric fields can be induced by various means, including
electrolyte electrodes (Grotz et al., 2012), p-i-n diode
structures (Doi et al., 2014), and in-plane configurations
(Hauf et al., 2014; Schreyvogel et al., 2015; Pfender et al.,
2017). Alternatively, all-diamond in-plane gates can laterally
deplete the conductive channel on a hydrogen-terminated
diamond surface instead of using an electrolytic top gate
(Hauf et al., 2014; Pfender et al., 2017). While the addition
of electrodes augments operational complexity in diamond
sensors, it substantially improves quantum sensing by
enhancing charge stability in the NV center and its surround-
ings. Instead of electrodes directly fabricated on the dia-
mond, a conductive scanning tip provides nanoscale spatial
precision for charge manipulation (Bian et al., 2021).
A stabilized charge environment not only secures the charge
state but also extends coherence time by minimizing surface
electric field noise effects on shallow NV centers (Zheng,
Bian et al., 2022).
Another advantage of charge stabilization lies in reducing

sample line broadening under examination. Nonresonant
optical readouts of NV centers induce stochastic electron
spin and charge state switching, along with photoionization of
surface defects, thereby introducing random phase shifts to
nearby nuclear spin precessions. While these disturbances
minimally impact spectral line broadening at a micrometer-
scale sensing volume (Glenn et al., 2018), the scenario differs
for detecting single or a few nuclear spins, where the coupling
between nuclear spins and NV centers surpasses their intrinsic
dephasing rate 1=T�

2 (Cujia et al., 2019). Fluctuations in the
NV center charge state and diamond surface defects can
impede chemical-shift measurement resolution. Electrically
stabilizing the NV center’s charge state and environmental
charges emerges as a promising remedy for this issue.

C. Diamond engineering

Solid-state quantum sensors necessitate nanofabrication
techniques to address requirements for both biological (Shi
et al., 2018; P. Wang et al., 2019) and physical (Casola,
van der Sar, and Yacoby, 2018) sensing tasks [Fig. 43(a)].

The NV sensor’s functionality involves converting external
magnetic fields into fluorescence signals. However, owing to
diamond’s high refractive index (n ≈ 2.4), NV center fluo-
rescence faces hindrance from total internal reflection at the
interface, a significant limiting factor for magnetic detection
sensitivity. Simulations indicate that less than 5% of the
fluorescence from diamonds with ½100� crystal orientation can
escape the diamond-air interface (Siyushev et al., 2010).
Standard “top-down” fabrication methods have been

employed to enhance fluorescence collection efficiency
from NV centers. These methods include nanopillars
(1–5 Mcounts/s) (Babinec et al., 2010; Hausmann et al.,
2010; Choy et al., 2011; Neu et al., 2014; Momenzadeh et al.,
2015), bull’s-eye grating (∼2.7 Mcounts=s) (Li et al., 2015),
and inverted nanocones (∼2.7 Mcounts=s) fashioned with
conical Faraday cages for etching direction guidance (Jeon
et al., 2020). FIB milling has been utilized for structuring with
sizes greater than but similar to micrometer level like SIL
(∼1 Mcounts=s) (Hadden et al., 2010; Jamali et al., 2014).
In addition, Al2O3 antireflective coating applications have
increased the fluorescence counts to 1.2 Mcounts/s (Robledo,
Childress et al., 2011). Larger structures, for example, ∼1 mm
SIL, are created through laser and mechanical processing

(a) (b)

FIG. 43. (a) Diamond fabrication process without alignment.
NV centers are created through maskless ion implantation
followed by annealing. Subsequently, nanopillar photonic struc-
tures are fashioned using EBL and RIE techniques. (b) Illustration
of the self-alignment process employed for fabricating photonic
structures. A double-layer mask comprising polydimethylglutar-
imide (PMGI) and PMMA, produced via a single-step EBL
process, confines the positions of both the etching resist and
the ion implantation region. Nitrogen ions are implanted in the
diamond through the PMMA layer mask. Subsequently, the
PMGI layer masks are transferred to the etching resist through
a lift-off process. This is followed using RIE techniques to
produce the photonic structures, which are then annealed to
convert the implanted nitrogen ions into NV centers. Adapted
from M. Wang et al., 2022.
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stages (Siyushev et al., 2010). Commonly used fabrication
methods include the following:

(i) Standard top-down method. This method involves
the fabrication of etching resist masks (such as
PMMA or silicon) on diamond surfaces through
photolithography or EBL. Subsequently, reactive
plasma technology etches the diamond surface to
create the desired structures (Babinec et al., 2010;
Hausmann et al., 2010; Choy et al., 2011; Neu et al.,
2014; Momenzadeh et al., 2015).

(ii) FIB milling. Employing gallium or oxygen ions, this
technique directly cuts diamond into desired struc-
tures. However, the use of ions in this process can
lead to sensor contamination. It finds application in
instances such as cutting the diamond holder (Appel
et al., 2016) or milling SIL where the ions are distant
from the NV center during fabrication.

(iii) Laser and mechanical processing stages. This
technique mills larger diamond structures, such as
∼1 mm diameter SIL, achieving flatness better than
10 nm (rms) (Siyushev et al., 2010).

(iv) “Lift-off” technique. High-energy ion implantation
creates a buried damage layer within the diamond.
After annealing, this layer transforms into graphitic
material, easily removable by chemical etching. This
method is suitable for producing single-crystal thin
diamond membranes (Parikh et al., 1992; Olivero
et al., 2005).

(v) Inductively coupled plasma– (ICP-) RIE technique.
Utilizing ArCl2 plasma, this technique etches dia-
mond into thin membranes without roughening the
surface (Friel et al., 2009).

Nanopillars easily integrate with AFM, thereby enhancing
scanning magnetic resonance technologies for imaging at
nanoscale resolutions (Maletinsky et al., 2012; Grinolds et al.,
2014; Appel et al., 2016; Thiel et al., 2019; P. Wang et al.,
2019). The ICP-RIE technique is employed to etch away 3 to
4 μm from the diamond surface, thus minimizing mechanical
polishing-induced surface damage. Subsequently, NV centers
are created via ion implantation and annealing processes
(Sec. VI.A). The diamond is further etched to a few microm-
eters in thickness from the original 50 μm while employing
cycling ArCl2 and O2 in the ICP-RIE process. This pro-
gression culminates in the creation of diamond sensors
featuring a 200-nm-diameter nanopillar on a 500-nm canti-
lever, accomplished through mutually aligned EBL and
ICP-RIE processes (M. Wang et al., 2022). Finally, micro-
manipulators are used to pick up the diamond sensors and
connect them to AFM tips.
The engineering of large-scale photonic devices for multi-

ple quantum sensors relies heavily on accurately aligning NV
centers with the optical structures. This alignment signifi-
cantly impacts the optical photon collection efficiency. One
approach involves predetermining the position of the photonic
structure through confocal imaging, but this method tends to
be intricate and inefficient. Another strategy entails precise ion
implantation into the photonic structure and necessitates a
specially designed implantation system (Meijer et al., 2008;

Raatz et al., 2019). A recent technique based on a self-aligning
strategy [Fig. 43(b)] demonstrated significant improvement in
device performance (M. Wang et al., 2022). This method
streamlines the process by integrating independent steps (ion
implantation and photonic structure lithography) into a single
pattern. By doing so, it eliminates alignment inaccuracies and
greatly simplifies the design and fabrication processes. This
approach, which achieves NV center and photonic structure
alignment, has resulted in a saturated photon count rate of
4.7 Mcounts/s (M. Wang et al., 2022).

VII. CONCLUSION AND OUTLOOK

This section draws conclusions (Fig. 44) and presents a
blueprint (Fig. 45) for single-molecule magnetic resonance
spectroscopy. It considers various perspectives, encompassing
current achievements, technical gaps, and potential applica-
tions (Table IV). In recent decades, the NV center in diamond
has emerged as a pivotal physical system in quantum sensing,
particularly due to its distinct advantages in magnetometry.
Achieving a magnetic field sensitivity of approximately
1 nTHz−1=2, along with a spatial resolution of about
10 nm, showcases its capabilities (Zhao et al., 2023).
Among magnetometry sensors, SQS exhibits superior perfor-
mance in sensitivity and spatial resolution, which enables
individual spins and molecules to be detected (Mitchell and
Palacios Alvarez, 2020). Notably the best sensitivity achieved
for SSMR stands at 0.3μB Hz−1=2 (Shi et al., 2018) for NV-
center-based EPR and 0.06 protonHz−1=2 (Müller et al.,
2014) for NV-based NMR under ambient conditions.
Moreover, SSMR’s spectral resolution approximately reaches
the millihertz level (Boss et al., 2017; Schmitt et al., 2017),
with the best linewidth at around the hertz level for NMR
(Cujia et al., 2019; Pfender et al., 2019) and the kilohertz level
for EPR (Kong et al., 2018). This technique also achieves
subnanometer resolution for spatial measurements and is
capable of both electron spin (Grinolds et al., 2014) and
nuclear spin (Müller et al., 2014), and possibly even sub-
angstrom resolution in future studies (Abobeih et al., 2019).

A. Achievements: Quantum sensing outside the diamond

Significant strides have been made in microscale and
nanoscale magnetic resonance spectroscopy using SQS in
the past decade. Notably advancements in single-molecule
EPR and NMR spectroscopy have been reviewed. Five
attempts utilizing SQS aimed at achieving magnetic spectros-
copy at the single-molecule level. At room temperature,
successful single-molecule solid-state NMR spectroscopy
has been achieved (Lovchinsky et al., 2016), thereby enabling
the recognition and sensing of chemical environments. Both
solid-state (Shi et al., 2015) and liquid-state (Shi et al., 2018)
single-molecule EPR spectroscopy have been achieved, offer-
ing insights into g factors and molecular motion. At cryogenic
temperatures, measurements and controls of single-molecule
EPR in spin-labeled peptide network (Schlipf et al., 2017) and
endofullerene N@C60 (Pinto et al., 2020) not only demon-
strate single-molecule sensing but also hint at controllable
quantum devices. Additional nanoscale sensing achievements
include NMR spectroscopy of ∼10-nm-scale organic
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FIG. 44. Various sensing protocols exhibit differing compatibility levels. This evaluation categorizes the compatibility between diverse
technologies into three tiers: high, medium, and low. High compatibility signifies technologies that can enhance one other’s
performance, while medium compatibility indicates the absence of conflict. Low compatibility suggests either an inability to coexist or a
severe compromise in performance when the protocols are combined. A comprehensive assessment of the compatibility of different
technologies is given in Table V.
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FIG. 45. There has been significant advancement in microscale and nanoscale magnetic resonance spectroscopy through the utilization of
SQS. Despite these strides, the single-molecule field’s progress remains constrained, thus necessitating further development. The primary
hindrances impeding advancement revolve around technical gaps that require resolution to enable substantial applications. By
amalgamating various SQS technologies, potential solutions arise for addressing several of these technical gaps. The figure delineates
the current SQS technologies in the first column, which is organized by color into distinct groups representing different technology
categories. Each technology within these categories is discernible by a unique shade corresponding to its color group. Specifically, the red
group encompasses quantum sensing technologies such as DEER (Sec. II.A.1), quantum relaxometry (Sec. II.A.2), and NMR methods
(Sec. II.B). Green indicates sensitivity enhancement technologies like PL enhancement (Sec. III.C.1), ancilla-assisted readout (Sec. III.C.3),
and SCC or photoelectric readout (Sec. III.C.4). The orange group signifies spectral resolution enhancement technologies encompassing
ZFEPR (Sec. IV.B.1), Qdyne, or weak measurement (Secs. IV.B.2 and IV.B.3), along with confined-space techniques (Sec. IV.B.4). In
addition, blue denotes spatial resolution enhancement technology (Sec. V.B), while purple signifies probe fabrication technology Sec. VI).
The second column illustrates the technical gaps within single-molecule technology that can potentially be addressed by combining various
SQS techniques. The third column outlines the applications that will potentially be achievable when these technical gaps are overcome.
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molecules (Mamin et al., 2013; Staudacher et al., 2013),
nanoscale chemical-shift resolving (Aslam et al., 2017),
nuclear quadrupole resonance (NQR) on single-layer h-BN
(Lovchinsky et al., 2017), and nuclear spin position
reconstruction (Müller et al., 2014; Yang et al., 2018).
These milestones pave the way for advancements in SSMR.
A range of magnetic resonance spectroscopy techniques

suitable for single-molecule sensing has been proposed or
experimentally confirmed, including DEER (Sec. II.A.1),
quantum relaxometry (Sec. II.A.2), DD (Sec. II.B.1),
ENDOR (Sec. II.B.2), HHDR (Sec. II.B.3), and two-
dimensional NMR (Sec. II.B.4). Notable research strides have
progressively enhanced the sensitivity (Sec. III), spectral
resolution (Sec. IV), and spatial resolution (Sec. V) of
SQS. Additionally, chemical modification methods have been
employed to optimize sensor performance and molecule
stability (Sec. VI.B). Despite these advancements, technical
gaps remain and hinder the widespread adoption of SSMR
across disciplines.
The amalgamation of existing technologies presents several

solutions for bridging technical gaps. However, these tech-
nologies are not entirely compatible with one another
(Fig. 44). Incompatibilities stem from different underlying
mechanisms in each technique. Techniques boasting both
single-molecule sensitivity and high spectral resolution are
pivotal for structural analysis, molecular dynamics, and
biological processes. However, striving for high-resolution
spectra often compromises sensitivity. For instance, the
ZFEPR method significantly enhances spectral resolution
but poses challenges when combined with nuclear-assisted

techniques aimed at increasing sensitivity and reliant on a
magnetic field. Nevertheless, it can still be amalgamated with
PL enhancement and SCC techniques. While the Qdyne
technique does not easily mesh with the NV charge state
readout method, it pairs effectively with the ancilla-assisted
method, thereby enhancing the NV sensor’s spectral resolu-
tion without sacrificing sensitivity. Notably linewidth broad-
ening of the target sample plays a crucial role in determining
spectral resolution. Further narrowing of the linewidth can be
achieved by combining SSMR with homonuclear decoupling
techniques (Maurer et al., 2012; Aslam et al., 2017) or
nanoscale magic angle spinning techniques (Wood et al.,
2018) for solid-state sensing, as well as confined-space
methods for liquid-state sensing. Innovative spectral narrow-
ing techniques are imperative for high spectral resolution in
single-cell MRI. Subsequently we primarily address technol-
ogy gaps resolvable by compatible techniques, along with
associated scientific goals and future applications (Fig. 45).

B. Technical gaps on sensors

The quantum sensor acts as the core of quantum sensing by
directly impacting critical parameters like sensitivity and
resolution [Eqs. (46) and (45)]. The sensitivity of NV sensors
relies on their distance from the surface, coherence time, and
charge state stability. Enhancing the production yield for
shallow NV centers at fixed points is pivotal for facilitating
effective preparation of SQS given the current low yield.
Furthermore, improving the coherence time of shallow NV
centers, which are often inferior to those deeper than 30 nm

TABLE IV. Summary of the achievements, technical gaps, and potential applications for SSMR.

Single-molecule EPR spectroscopy Single-molecule or nanoscale NMR spectroscopy

Achievements:
Quantum
sensing outside
diamond

1. Single protein EPR (Shi et al., 2015) 1. Single protein NMR (Lovchinsky et al., 2016)
2. Single DNA EPR (Shi et al., 2018) 2. Nanoscale NMR (Mamin et al., 2013; Staudacher et al.,

2013, 2015)
3. Single-molecule EPR on molecules that are able

to be
assembled (Schlipf et al., 2017; Pinto et al.,
2020)

3. Nanoscale NMR with chemical resolution (Aslam et al.,
2017)

4. All-optical quantum relaxometry (Sushkov
et al., 2014)

4. NQR on atomically thin material (Lovchinsky et al., 2017)

5. Nanoscale MRI (Müller et al., 2014; Yang et al., 2018)

Technical gaps on
sensors

1. Fabrication of shallow NV centers with high yield at fixed locations
2. Quantum control, chemical modification, and electronic control methods to improve the coherence time
3. Chemical modification and electric control methods to enhance the charge state stability of the NV center
4. Diamond surface functionalization
5. SQS with good quality fabricated in nanodiamond

Specific technical gaps 1. Detection with low laser power 1. Sensing and resolving a single nuclear spin
2. Optical stability of spin labels 2. Single-molecule NMR with chemical resolution
3. Distance measurements 3. Single-molecule two-dimensional NMR

Overall technical gaps 1. SSMR on in situ living conditions
2. New methods for high spectral resolution
3. Parallel high-throughput detection methods

Potential applications 1. Dynamics and structure of single molecule
2. Chemical environment and chemical reaction
3. Quantum information and spintronics
4. MRI of a single cell
5. Medical diagnostics
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(Zhao et al., 2023), remains imperative. Surface electric and
magnetic noise greatly impact the coherence and charge
stability of shallow NV centers. Developing methods that
mitigate surface noise, such as surface passivation techniques
(Sec. VI.B.1), would augment NV sensor performance in
single-cell MRI and high-resolution solid-state sensing. In
addition, enhancing the stability of NV charge states under
ambient conditions is crucial, especially for liquid-state
sensing. Techniques combining ancilla-assisted readout (Shi
et al., 2018) with SCC (Boss et al., 2017) show promise in
addressing this challenge, maintaining high sensitivity and
resolution while stabilizing NV charge states.

C. Specific technical gaps on single-molecule EPR or NMR

There are several specific technical gaps for single-
molecule EPR spectroscopy, including detection with low
laser power, optical stability of spin labels, and distance
measurements.
Detection with low laser power. Within the optical confocal

system, the power density of the laser on the focal point can
reach approximately 105 Wcm−2, significantly impacting the
stability of molecules and spin labels at room temperature.
Hence, mitigating laser-induced damage stands as a pivotal
concern for the effective application of single-molecule EPR
methods. Addressing this necessitates the development of new
detection techniques, with one potential solution being the
utilization of SCC or photoelectric detection methods
(Sec. III.C.4) to curtail the average laser power.
Optical stability of spin labels. An alternative approach to

enhance laser stability involves development of radicals that
exhibit stability intracellularly under laser irradiation and
allow flexible labeling at specific sites. The tetrathiatriaryl-
methyl radical (Matsumoto et al., 2004) and transition
metallic ions (Zadrozny et al., 2015) emerge as promising
candidates.
Distance measurements. Employing site-specific spin

labeling serves as a conventional EPR technique. Labeling
two specific sites of a molecule and discerning the distance
between the labeled spins facilitates direct access to structural
information that is critical for conducting molecular analyses,
studying dynamics, and understanding conformational
changes in single molecules. Enhancing spatial resolution
may be achievable through methodologies like ZFEPR
(Sec. IV.B.1) under single-molecule conditions.
There are also noteworthy technical gaps in single-molecule

or nanoscale NMR spectroscopy, encompassing aspects such
as sensing and resolving a single nuclear spin, achieving
single-molecule NMR with chemical resolution, and execut-
ing single-molecule two-dimensional NMR.
Sensing and resolving a single nuclear spin. To scrutinize

molecular structure and dynamics at the single-molecule level,
the direct detection and resolution of individual nuclear spins
via single-molecule NMR techniques stand as imperative
requisites. While achieving single nuclear spin sensitivity
has been demonstrated (Müller et al., 2014; Sushkov,
Lovchinsky et al., 2014; Lovchinsky et al., 2017), detecting
a single nuclear spin within an external molecule remains
challenging, necessitating more universal protocols and the
ability to resolve individual nuclear spins.

Single-molecule NMR with chemical resolution. A primary
limitation of current single-molecule NMR is its restricted
resolution, which constrains the obtainable information on
chemical structure and nuclear spin relaxation rates. The
resolution of SSMR itself suffices for discerning chemical
shifts (Sec. IV.B.2); yet, challenges persist in suppressing
molecular diffusion and mitigating the effects of measure-
ment-induced backaction. Solutions to these issues might
involve restricting sensing space (Sec. IV.B.4) and implement-
ing weak measurement methods (Sec. IV.B.3). Improving
sensitivity is also pivotal for analyzing complex spectral
structures.
Single-molecule two-dimensional NMR. Upon addressing

the aforementioned challenges, employing two-dimensional
NMR spectroscopy becomes feasible for analyzing molecu-
lar structures and dynamics (Abobeih et al., 2019; Smits
et al., 2019; Yang et al., 2020). Multidimensional NMR
spectroscopy is a robust method for determining molecular
and protein structures. Previous demonstrations (Müller
et al., 2014; Yang et al., 2018; Abobeih et al., 2019)
showcased the efficiency of SQS in spatial reconstruction,
which will potentially enable three-dimensional single-
molecule imaging of large nuclear spin structures with
atomic resolution in the future.

D. Overall technical gaps

Single-moleculemagnetic resonance spectroscopy on in situ
living conditions. Magnetic resonance spectroscopy stands
among the structural biology techniques, akin to cryoelectron
microscopy and x-ray diffraction, enabling molecule detection
under loose conditions like in vivo and in situ ones. This
capability extends to SSMR, which inherits these features.
While single-molecule solid-state quantum sensing typically
employs shallow NV centers in bulk diamond, nanodiamonds
exhibit no inherent limitations for magnetic resonance tech-
niques at the nanoscale and the single-molecule scale. Notably
nanoscale NMR has been conducted using nanodiamonds
of approximately 30 nm (Holzgrafe et al., 2020; Qin et al.,
2023). Given their compatibility with in vivo conditions
(McGuinness et al., 2011), implementing SSMR in aqueous
solutions, membranes, and cells represents a significant
milestone.
New methods for achieving high spectral resolution.

Extracting molecular structure and local environment infor-
mation relies directly on magnetic resonance spectra’s struc-
tures and line shapes. Therefore, designing new methods and
pulsed sequences becomes pivotal to narrow spectral widths
and augments the quantum spectrometer’s dynamic range.
Unlike merely observing single-molecule signals, achieving
greater spectral resolution poses a heightened challenge that
will necessitate enhanced sensitivity.
Parallel high-throughput detection methods. Expediting

sensing procedures entails the simultaneous detection of
multiple NV centers through high-throughput detection pro-
tocols. Current methods enable parallel measurements of NV
centers (Cai et al., 2021); however, improvements in NV
center numbers and measurement efficiency remain imper-
ative. Achieving parallel detection of more than 100 NV
centers marks a significant milestone requiring an efficient
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and precise creation of two-dimensional arrays of single NV
centers with high yield (Shi et al., 2018; Cai et al., 2021).

E. Scientific objectives and potential applications

In recent decades, advancements in single-molecule tech-
nologies spanning optical, electric, magnetic, and force-based
methods have yielded significant multidisciplinary applica-
tions. However, these technologies primarily visualize single
molecules under ambient temperatures, particularly in vivo
conditions, thereby restricting the direct implementation of
chemical recognition or spectroscopic research methods to
vacuum or low-temperature settings. Enter SQS, specifically
the NV center in diamond, which offers the potential and the
initial strides toward implementing chemical recognition or
spectroscopic analysis at the single-molecule level across
diverse conditions. This avenue opens the opportunity for
direct observation of each molecule’s distinct characteristics
and behaviors.
Dynamics and structure of single molecule. Understanding

the dynamics and structure of molecules at the single-
molecule level within physiological conditions like living
cells and cellular membranes remains a crucial pursuit.
Fundamental biological mechanisms such as cellular signal-
ing, metabolism, and immune responses rely on the detection
of physiological species like free radicals and ions, which
demands sensitive and biocompatible sensing methodologies.
Establishing a biologically specific and quantitative platform
capable of precise sensing and imaging in the local physio-
logical environment is paramount.
Investigations into molecular dynamics benefit significantly

from implementing distance measurement and stable EPR
techniques. Leveraging distance measurements, a traditional
ensemble EPR technology, at the single-molecule level along-
side stable EPR technology facilitates probing the dynamics
of single molecules, including molecular conformational
changes and tumbling. Enabling single-molecule chemical-
shift-resolved NMR spectroscopy, coupled with high-resolu-
tion NMR, offers insights into nuclear spin relaxation times
for tracking dynamics within well-defined functional groups.
In addition, direct measurement of chemical bond reorienta-
tion becomes feasible through two-dimensional NMR
exchange experiments.
The high sensitivity and resolution offered by SSMR across

diverse environments present opportunities for structural
analysis in solid, liquid, or in situ conditions, including living
systems. Nanotechnology confinement or chemical modifi-
cation allows molecules to be assembed with SQS probes.
Stable EPR and distance measurement methods aid in gauging
distances between molecular sites bearing free-radical elec-
tron spin labels in both solid and liquid states. Augmented by
chemical-resolved two-dimensional NMR and spin position
reconstruction, SQS enables the analysis of single-molecule
molecular structures, as evidenced in experiments (Müller
et al., 2014; Yang et al., 2018; Abobeih et al., 2019). This
potential for analysis signifies a promising direction for
future applications.
Chemical environment and chemical reaction. The NV

center offers another advantage: the capability to conduct
quantitative measurements across various physical quantities

that encompass magnetic and electric fields as well as
temperature. These measurements enable simultaneous
assessments of a diverse range of physiological variables that
align with the analysis of single-molecule dynamics and
structure. Parameters such as ion concentration, free radicals,
biomolecule concentration, pH, and temperature can be
concurrently evaluated.
Augmenting single-molecule EPR, single-molecule

NMR, and other foundational measurement techniques,
the functionalization of diamond surfaces and the imple-
mentation of high-throughput detection methods contribute
significantly by enhancing measurement efficiency, thus
rendering these technologies notably practical. Such physio-
logical measurements extend the capacity for quantitative
and single-molecule detection within biological and bio-
chemical processes. This advancement holds promise in
addressing critical questions in the fields of biology and
medicine, specifically those pertaining to cell signaling,
development, and differentiation.
Quantum information and spintronics. Besides biochemical

measurements, the hybrid system of biological molecules and
quantum sensors offers an avenue for quantum information
applications. The proficiency of biology and chemistry in
designing and synthesizing new molecules, from small entities
to supramolecular assemblies, enables the construction of
stable, controllable quantum systems on the nanoscale.
Scalable quantum technologies demands an unprecedented
blend of precision and complexity. The search for an elemen-
tary building block conducive to a scalable quantum network
remains challenging. Notably electron and nuclear spins in
solids present noteworthy coherence times of up to 6 h (Zhong
et al., 2015), with coherent control at gigahertz rates (Fuchs
et al., 2009) and both optical (Gruber et al., 1997) and
electronic readouts (Bourgeois et al., 2015). However, scaling
spin systems to larger arrays is a formidable technical hurdle,
as the distances for coupling electron spins via magnetic
dipole interactions [below 30 nm (Dolde et al., 2013)]
currently surpass reliable top-down nanotechnology. A pro-
grammable molecular structure such as sequence-controlled
self-assembly of peptides on SQS surfaces (Abb et al., 2016)
can effectively span these length scales.
MRI of single cells. Intermolecular interactions measurable

through EPR and NMR based on SQS hold significance in
addressing biological concerns like phase transitions and
intracellular organic phase separation. Moreover, enhanced
sensitivity of NV centers broadens a single NV center’s
detection range from tens of nanometers to beyond a micron,
thus promising single-cell MRI with a spatial resolution of
∼100 nm (Xie et al., 2018).
Medical diagnostics. The SQS-based EPR technique,

especially quantum relaxometry, has demonstrated partial
success in tumor issue sensing (P. Wang et al., 2019; Chen
et al., 2022) and in achieving ultrasensitive quantum
diagnostics (Miller et al., 2020; Li et al., 2022). Current
diagnostic methods concentrate primarily on SQS in nano-
particles. Future advancements, coupled with high-quality
nanofabricated sensors and efficient diamond surface func-
tionalization, could lead to single-molecule diagnostics. This
could evolve into a practical technology by integrating high-
throughput detection methods.
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Other applications. Beyond SSMR in biology, quantum
sensing based on single NV centers has found substantial
application in condensed matter physics (Casola, van der Sar,
and Yacoby, 2018). Condensed matter physics hosts numerous
magnetic or electrically charged quasiparticles (Venema et al.,
2016). Nanoscale quantum sensing techniques hold promise
in realizing a real-space detection platform (Gross et al., 2017)
for spatial distribution, spectral properties, and real-space
correlation functions of these quasiparticles (Stano et al.,
2013). In addition, although they compromise spatial reso-
lution, micron- to millimeter-sized ensemble NV centers can
serve as quantum sensors, thereby delivering high sensitivity
across a broad range of applications that vary from life
sciences to industry (Barry et al., 2020).

LIST OF SYMBOLS AND ABBREVIATIONS

AFM atomic force microscopy
cw continuous wave
cwODMR continuous-wave optically detected mag-

netic resonance
counts/s counts per second
CVD chemical vapor deposition
DD dynamical decoupling
DEER double electron-electron resonance
DNP dynamical nuclear polarization
DQ double quantum
EBL electron beam lithography
EDMR electrically detected magnetic resonance

ENDOR electron-nuclear double resonance
EPR electron paramagnetic resonance
FIB focused ion beam
FRET fluorescence resonance energy transfer
HH Hartmann-Hahn double resonance
ICP inductively coupled plasma
ISC intersystem crossing
MFM magnetic force microscopy
NMR nuclear magnetic resonance
NV nitrogen vacancy
ODMR optically detected magnetic resonance
ONP optically nuclear polarization
PL photoluminescence
QND quantum nondemolition
Qdyne quantum heterodyne
RIE reactive ion etching
rf radio frequency
SCC spin to charge
SNR signal-to-noise ratio
SIL solid immersion lens
SQS solid-state quantum sensor
SQ single quantum
SSMR spin-based single-molecule magnetic res-

onance technologies
UHV ultrahigh vacuum
ZFEPR zero-field electron paramagnetic resonance
ZPL zero phonon line

Symbol Value Quantity

γe −2π 28.03 GHzT−1 gyromagnetic ratio of the electron spin
γNV −2π 28.04 GHzT−1 gyromagnetic ratio of the NV center spin (Loubser and van Wyk, 1978)
γN 2π 3.077 MHzT−1 gyromagnetic ratio of 14N
NA 6.022 140 76 × 1023 mol−1 Avogadro constant
D 2πD zero-field splitting in the ground state of the NV center
D 2.87 GHzþ CTΔT zero-field splitting depending on the temperature ΔT (with respect to 298 K)
CT −71.9ð0.3Þ kHzK−1 temperature coefficient (Acosta, Bauch et al., 2010; Lourette et al., 2023; Xu et al., 2023)
dk 2π ð0.35� 0.02Þ Hz cmV−1 parallel electric dipole moment of the NV center
d⊥ 2π ð17� 3Þ Hz cmV−1 perpendicular electric dipole moment of the NV center
P −2π 4.946 MHz the 14N quadrupole coupling (Xie, Zhao et al., 2021)
Ak −2π 2.165 MHz parallel hyperfine coupling between the NV spin and the adjacent 14N

(Xie, Zhao et al., 2021)
A⊥ −2π 2.633 MHz perpendicular hyperfine coupling between the NV spin and the adjacent 14N

(Xie, Zhao et al., 2021)
ak parallel hyperfine coupling between the NV spin and the nuclear spin
a⊥ perpendicular hyperfine coupling between the NV spin and the nuclear spin
ϑ phase of the control microwave
jx 0°
jy 90°
gs response coefficient of the physical quantity VðtÞ in radHz
H Hamiltonian in radHz
C PL contrast
T temperature in kelvin
t time in s
T1ρ decay time of the spin-lock sequence
T1 depolarization time
T�
2 dephasing time of the Ramsey fringe

T2 decoherence time under the Hahn-echo sequence
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Symbol Value Quantity

ts interaction time of sensor and the target
tL sampling time 1=fLO
Γ relaxation rate in Hz
Γ1 depolarization rate 1=T1

Γ2 dephasing rate 1=T�
2

Γn intrinsic dephasing rate of nuclear spin
ΓP optical pumping rate
P the polarization of the spins
f frequency in Hz
fLO sampling frequency
Δf spectral resolution
B0 external magnetic field in T
Π ¼ Eþ δ ðΠx;Πy;ΠzÞ effective electric field
E ðEx; Ey; EzÞ electric field
δ ðδx; δy; δzÞ strain field
Ddiff diffusion coefficient in m2 Hz
SðωÞ noise spectral density in radHz
FtðωÞ filter function
Fω(fðtÞ)

Rþ∞
−∞fðtÞe−iωtdt Fourier transformation

F−1
t (fðωÞ) ð1=2πÞRþ∞

−∞fðωÞeiωtdω inverse Fourier transformation

Uimg πy − DD − πx evolution of the imaginary-component readout
SNV ðSx;NV; Sy;NV; Sz;NVÞ NV− electronic spin operator

Sx;y;z;NV
1=

ffiffiffi
2

p
 
0 1 0

1 0 1

0 1 0

!
, 1=

ffiffiffi
2

p
 
0 −i 0

i 0 −i
0 i 0

!
,

 
1 0 0

0 0 0

0 0 −1

!

I, Se ðIx; Iy; IzÞ, ðSe;x; Se;y; Se;zÞ the spin-1=2 spin operator (nuclear spin or electron spin)

Ix;y;z, Se;x;y;z
1=2

�
0 1

1 0

�
, 1=2

�
0 −i
i 0

�
, 1=2

�
1 0

0 −1
�

ACKNOWLEDGMENTS

The authors thank Fei Kong, Jia Su, Tianyu Xie, Zhiping
Yang, Qi Zhang, and Zhiyuan Zhao for their helpful advice
and for revising the manuscript. The authors thank
Friedemann Reinhard and Mengqi Wang for feedback and
suggestions on the manuscript. This work was supported by
the National Natural Science Foundation of China (Grant
No. T2125011), the CAS (Grants No. YSBR-068 and
No. GJJSTD20200001), Innovation Program for Quantum
Science and Technology (Grants No. 2021ZD0302200 and
No. 2021ZD0303204), the Anhui Initiative in Quantum
Information Technologies (Grant No. AHY050000), the
New Cornerstone Science Foundation through the Xplorer
Prize and the Fundamental Research Funds for the Central
Universities, the DFG (Grants No. GRK 2642 and No. FOR
2724), the BW Foundation via the project SPOC, the BMBF
via the projects Spinning and QSens, and the EU via the
project AMADEUS.

APPENDIX A: DERIVATIONS

1. Detection of nuclear spins via dynamical decoupling control

In a spin-bath system comprising an NV− spin and 13C
nuclear spins using the secular approximation, we can express
the Hamiltonian as

H ¼ −γnB ·
XN
i¼1

Ii þ S ·
XN
i¼1

Ai · Ii

þ
X
i<j

μ0
4π

γiγjℏ

r3ij

�
Ii · Ij −

3ðIi · rijÞðrij · IjÞ
r2ij

�

≈ ωL

XN
i¼1

Izi þ Sz ·
XN
i¼1

ðakj Izj þ a⊥j I⊥j Þ: ðA1Þ

The interactions between the nuclear spins (Hij
dip ¼

μ0γiγjℏ=4πr3ij) can be disregarded when the experimental

timescale is smaller than 1=Hij
dip, which generally holds for

shallow NV centers.
To begin, the NV sensor is initialized into the jms ¼ 0i

state; then a π=2 pulse transforms it into the superposition
state jψ0i ¼ jþi≡ ðj0i þ j1iÞ= ffiffiffi

2
p

. Subsequently a series of
resonant π microwave pulses (Fig. 46) are applied to the NV−

sensor with a basic unit as τ=2 − π − τ − π − τ=2, where τ
represents the free evolution time. The overall evolution of the
NV-nuclear-spin system

UDD ¼ j0ih0j
YN
i¼1

exp ½−iϕðÎ · ĥ0
jÞ�

þ j1ih1j
YN
i¼1

exp ½−iϕðÎ · ĥ1
jÞ� ðA2Þ
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denotes a rotation of the nuclear spin by an angle ϕi around an
axis ĥms

i , depending on the initial NV spin state ms (Taminiau
et al., 2012). The two axes ĥ0

i and ĥ1
i lie in the antiparallel

direction shown in Fig. 46(b) when the free evolution time
meets the resonant condition

τ ¼ τ0 ¼
2π

2ðωL þ aki =2Þ
ðA3Þ

and the rotation angle

ϕ ≈
a⊥j
π

Nτ; ðA4Þ

with ωL ≫ akj ; a
⊥
j .

The statistical fluctuation signal is independent of the
nuclear spin state. For any nuclear spin ensemble state

jJi ¼ αjjhþj i þ βjjh−j i; ðA5Þ

the NV− spin and nuclear spin system will evolve as

jΨi ¼
YN
j¼1

UK
DD;jjþie⊗

J
jJi

¼ j0ie⊗
J
ðαe−iϕj jþi þ βeiϕj j−iÞ

þ j1ie⊗
J
ðαeiϕj jþi þ βe−iϕj j−iÞ

≡ j0iejJ0i þ j1iejJ1i: ðA6Þ

Thus, the signal is the projection on jþieh−je,

TrðjþiehþjejΨihΨjÞ ¼
1

2
þ 1

2
jhJ0jjJ1ij2

¼ 1

2
þ 1

2

YN
j¼1

cos 2ϕj

≈ 1 −
XN
j¼1

ϕ2
j

4

¼ 1 −
XN
j¼1

�
akNτ

π

�
2

. ðA7Þ

2. Noise calculation

We assume that the fluorescence photon numbers ofms ¼ 0

and �1 state are n0 and n1, and that p ¼ jhΨfi0j2 ¼ cos2 ϕ=2
is the probability in the ms¼0 state. According to the Poisson
distribution, the probability of finding a photon number is
given by

PðnÞ ¼ p
e−n0nn0
n!

þ ð1 − pÞ e
−n1nn1
n!

. ðA8Þ
Accordingly, the variance of n is expressed as

hni ¼
X∞
n¼0

nPðnÞ

¼ pn0 þ ð1 − pÞn1; ðA9Þ
hΔn2i ¼

X∞
n¼0

n2PðnÞ − hni2

¼ pð1 − pÞðn0 − n1Þ2 þ pn0 þ ð1 − pÞn1. ðA10Þ
When one considers the real and imaginary magnetometry for
ϕ ∼ 0 and ϕ ∼ π=2 for the real-component readout, ϕ ∼ 0.
Thus,

Δϕ2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
hΔn2i

p
jdhn̂i=dϕ2j

¼ 4
ffiffiffiffiffi
n0

p
n0 − n1

. ðA11Þ

For ϕ ∼ π=2, the normalized noise is

Δϕ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
hΔn2i

p
jdhn̂i=dϕj

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2ðn0 þ n1Þ

ðn0 − n1Þ2
s

. ðA12Þ

APPENDIX B: TECHNOLOGY COMPATIBILITY

Here we primarily evaluate the compatibility of different
technologies, supporting Fig. 44 in the main text. The focus is
placed on the middle and low compatibility scenarios depicted
in Fig. 44. Compatible and previously achieved cases are not
discussed here. For simplicity, the compatibility of PL
enhancement and surface treatment with other methods are
both omitted. In addition, certain judgments regarding com-
patibility are experientially based on the authors’ decisions.

(a)

(b) (c)

FIG. 46. The effective evolution for nuclear spins under dynami-
cal decoupling controlling. (a) Pulse sequence for a typical
dynamical decoupling sequence. The basic unit τ=2 − π − τ − π −
τ=2 repeats for a longer sequence. Complicated sequences are
reported in Fig. 25. (b) Pulse sequence for manipulating nuclear
spins. (c) Nuclear spin evolution for DD under the resonant
condition τ ¼ τ0 shown in the Bloch sphere. Consequently, the
nuclear spin will rotate around antiparallel axes n̂0 and n̂1 for
different initial NV− electron spin states ms ¼ 0 and 1.
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