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Stationary nonequilibrium states describe steady flows through macroscopic systems. Although they
represent the simplest generalization of equilibrium states, they exhibit a variety of new phenomena.
Within a statistical mechanics approach, these states have been the subject of several theoretical
investigations, both analytic and numerical. The macroscopic fluctuation theory, based on a formula
for the probability of joint space-time fluctuations of thermodynamic variables and currents, provides
a unified macroscopic treatment of such states for driven diffusive systems. A detailed review of this
theory including its main predictions and most relevant applications is given.
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I. INTRODUCTION

Far from equilibrium behavior is ubiquitous. Indeed,
most of the processes that characterize energy flow occur
far from equilibrium; so do typical biological phenomena, and
significant processes in molecules, solids, earth sciences, and
astrophysics. Classical thermodynamics does not cover
such processes. It is a phenomenological theory that deals
with states of matter which either do not change in time
(equilibrium) or change very slowly so that they can be
described by a sequence of equilibrium states.
For systems out of equilibrium it does not yet exist a

macroscopic description of a scope comparablewith equilibrium
thermodynamics. In nonequilibrium one has to cope with a
variety of phenomena much greater than in equilibrium. From a
conceptual point of view the nonequilibrium situations closest
to equilibrium are the stationary nonequilibrium states which
describe a steady flow through some system. Simple examples
are the heat flow in an iron rodwhose endpoints are thermostated
at different temperatures or the stationary flow of electrical
current in a given potential difference. For such states the
fluctuations exhibit novel and rich features with respect to the
equilibrium situation. For example, as experimentally observed
(Dorfman, Kirkpatrick, and Sengers, 1994), the space correla-
tions of the density extend to macroscopic distances.
Previous formulations of nonequilibrium thermodynamics,

notably Onsager’s theory (Onsager, 1931a, 1931b; Onsager
and Machlup, 1953), mostly refer to situations near equilib-
rium where some kind of expansion can be made. Over the last
ten years, a general approach to nonequilibrium diffusive
systems known as macroscopic fluctuation theory (MFT)
(Bertini et al., 2002, 2007; Derrida, 2007), making some
progress in far from equilibrium processes and improving on
near equilibrium linear approximations, has been developed.
This theory has been inspired by stochastic models of
interacting particles (stochastic lattice gases). It is based on
the study of rare fluctuations of macroscopic variables in
stationary states and leads to a consistent definition of
nonequilibrium thermodynamic functionals as well as to
significant new results and predictions.
The MFT can be seen as the next stage beyond Onsager

theory which postulates simplified evolution equations. In
particular, in Onsager theory the space dependence is
neglected and the time derivatives of thermodynamic variables
are directly identified with the associated currents. The
currents are assumed to be proportional to the thermodynamic
forces that are identified with the derivatives of the equilib-
rium entropy with respect to the thermodynamic variables.
The entropy is expanded around an equilibrium (maximum)
value up to second order leading to linear evolution equations.
Within Onsager theory the fluctuations are modeled by
Gaussian processes. We refer to Kubo, Toda, and
Hashitsume (1991) for further developments of the near
equilibrium theory.
With respect to Onsager theory, the MFT removes two

restrictions. On the one hand, the systems considered may
admit nonlinear hydrodynamic equations. On the other hand,
the external driving, like the potential difference, is not
assumed small so that stationary states far from equilibrium
are possible. In general, the fluctuations are not Gaussian.

The main source of new phenomena is the nonlinearity of the
underlying evolution equations.
In the context of driven diffusive systems, characterized by

an applied external field and contact with boundary reservoirs,
the MFT allows one to define a nonequilibrium functional
which plays a role analogous to the entropy in the Onsager
theory. The current can be expressed as the sum of two terms.
The first is linear in the thermodynamic force, here identified
with the derivative of this functional, while the second, absent
in equilibrium, plays the role of an effective field and is
orthogonal to the thermodynamic force.
In equilibrium statistical mechanics, the connection

between thermodynamic functionals and fluctuations is pro-
vided by the Einstein theory (Einstein, 1910) of equilibrium
fluctuations. Consider a system in contact with an environ-
ment; a fluctuation is a deviation of a thermodynamic variable,
e.g., the density, from its equilibrium value. In the notation of
Landau and Lifshitz (1968), the probability of a fluctuation is
given by

P ≈ e−Rmin=κT0 ; ð1:1Þ

where κ is the Boltzmann constant and

Rmin ¼ ΔU − T0ΔSþ P0ΔV ð1:2Þ

is the minimal work necessary to produce the fluctuation with
a reversible transformation. ΔU, ΔS, and ΔV are the corre-
sponding variations of energy, entropy, and volume, and T0

and P0 are the temperature and pressure of the environment.
The exponent Rmin depends on both the environment and the
state of the system and, with the opposite sign, is equal to the
variation of the availability (Pippard, 1957). The Boltzmann-
Einstein equation (1.1) is, we believe, the first example in
physics of a large deviation estimate as it is called in modern
probabilistic language. It is derived simply by inverting the
Boltzmann relationship between entropy and probability. In a
nonequilibrium situation, like the case of a system in contact
with reservoirs, we may expect a more complex entanglement
between the variables describing the system and those related
to the environment so that it is unlikely that quantities like
U; S;… can be simply defined. However, as we shall see, the
MFT allows one to establish a formula similar to Eq. (1.1),
thus generalizing the notion of availability.
Dynamics plays a major role out of equilibrium. In fact,

what distinguishes nonequilibrium is the presence of currents
flowing through the system which have to be considered
together with the usual thermodynamic variables. The systems
considered by the MFTare connected to several reservoirs (the
environment), possibly distributed continuously on the boun-
dary surface, characterized by their chemical potentials. The
reservoirs are assumed to be much larger than the system so
that their state will be essentially constant in time. When the
system is put in contact with the environment, after an initial
stage we expect that a description in terms of diffusive
processes may apply for a wide class of microscopic dynam-
ics. We admit also external fields such that linear response is
valid. On the basis of a local equilibrium assumption, on
macroscopic scale it is possible to define thermodynamic
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variables like the density of mass, electric charge, energy, and
the corresponding currents, which vary smoothly on the same
scale. Microscopically, this implies that the system reaches a
local equilibrium in a time which is short compared to the
times typical of macroscopic evolution. So what characterizes
situations in which this description can be applied is a
separation of scales in both space and time. Furthermore,
we assume that the system is Markovian. Namely, the currents
at time t depend on the thermodynamic variables at the same
time t. These assumptions have been clearly discussed by Fitts
(1962) and Callen (1985) and are behind the near equilibrium
theories.
The proposed theory is based on the following formula for

the probability of joint space-time fluctuations, at constant
temperature T0, of thermodynamic variables and currents:

P ≈ exp

�
−

1

κT0

1

4

Z
dt

Z
dx½j − JðρÞ� · χðρÞ−1½j − JðρÞ�

�
;

ð1:3Þ

where ρ is the thermodynamic variable, e.g., the local density,
j is the actual value of the current, which is connected to ρ by
the continuity equation ∂tρþ∇ · j ¼ 0, while JðρÞ is the
hydrodynamic current for the given value of ρ, and χ is the
mobility. Equation (1.3) depends only on the relationship
between the thermodynamic variable ρ and the associated
hydrodynamic current JðρÞ that is on the constitutive equa-
tions of the system. With slight modifications, Eq. (1.3) can
also be applied to fluctuations of the energy as in the heat
conduction case. Its structure and interpretation is otherwise
universal.
According to the reductionist point of view of statistical

mechanics, in the realm of classical physics, Eq. (1.3) should
be derived starting from molecules interacting with realistic
forces and evolving with Newtonian dynamics. This is beyond
the reach of present day mathematical tools and much simpler
models have to be adopted in the reasonable hope that some
essential features are adequately captured. Equation (1.3) can
be proven, as discussed in Sec. VIII.H, for a wide class of
stochastic interacting particle systems.
The exponent on the right-hand side of Eq. (1.3) is

proportional to the energy dissipated by the extra current
j − JðρÞ. This can be understood relying on an active
interpretation of the fluctuations. Namely, given a fluctuation,
we perturb the original system by adding a (deterministic)
external field for which the prescribed fluctuation becomes the
trajectory followed by the system. For the fluctuation ðρ; jÞ
such external field is F ¼ χðρÞ−1½j − JðρÞ�. Hence, the expo-
nent on the right-hand side of Eq. (1.3) is proportional toR
dt

R
dxF · χðρÞF. In the case of an electric circuit χ−1 is the

resistance, F is the electric field, and the above integral is the
energy dissipated by the extra current j − JðρÞ according to
Ohm’s law.
Within the scheme of fluctuating hydrodynamics

(Hohenberg and Halperin, 1977; Landau and Lifshitz, 1987;
Spohn, 1991), it is possible to provide an alternative justi-
fication of Eq. (1.3). Namely, one postulates j ¼ JðρÞ þ α,
where, conditionally on ρ, α is a Gaussian random process with
correlations

hαiðt; xÞ; αjðt0; x0Þi ¼ 2κT0χijðρÞδðt − t0Þδðx − x0Þ;

where the indices i and j label the space directions.
Equation (1.3) can be inferred from the Gaussian distribution
of the stochastic field α. However, mathematically the random
noise α is singular and induces, through the nonlinear terms in
the equation, ultraviolet divergences that should be properly
renormalized. For Landau-Ginzburg models with constant
mobility, this renormalization has been carried out by
De Dominicis and Peliti (1978). In our setting ultraviolet
divergences are not relevant as Eq. (1.3) is an asymptotic
expression for fluctuations of macroscopic variables defined
through coarse-graining. The role of lattice gases, in particular,
exactly solvable models, is important similarly to what
happened in the theory of critical phenomena where special
models have provided explicit illustrations of the more general
but often heuristic renormalization group calculations.
As the Boltzmann-Einstein equation (1.1), the fundamental

equation (1.3) provides a quantitative relation between the
probabilities computed in the microscopic ensemble and
macroscopic variables. With respect to the theory of equilib-
rium thermodynamic fluctuations, Eq. (1.3) is an important
generalization that holds in both equilibrium and nonequili-
brium. Note the difference in notation between Eqs. (1.1) and
(1.3): in Eq. (1.1) P represents the ensemble over the space of
configurations, while in Eq. (1.3) P represents the ensemble
over space-time trajectories. We use this same distinction
throughout, for both probabilities and expectation values. The
Boltzmann-Einstein equation (1.1) and its nonequilibrium
analog will be derived from Eq. (1.3).
The fundamental equation (1.3) leads to the prediction of

rather surprising properties of diffusive systems such as the
existence of phase transitions not permitted in equilibrium, the
possibility of states spontaneously breaking the time trans-
lation invariance in the fluctuations of the current, and the
universality of the cumulants of the current. Furthermore it
predicts generic long range correlations in stationary non-
equilibrium states.
The behavior of the fundamental equation (1.3) under time

reversal plays a crucial role in the MFT. As is well known, in
the near equilibrium Onsager theory the symmetry of the
transport coefficients is deduced from a statistical form of
time-reversal invariance of the underlying microscopic
dynamics (Onsager, 1931a, 1931b). Of course in the presence
of inhomogeneous boundary conditions and/or external fields,
this time-reversal invariance is lost. However, in the systems
considered, we assume that given a microscopic path it is
possible, by adding a suitable field, to modify the dynamics in
such a way that the corresponding evolution is given by the
time-reversed path. At the level of stationary ensembles over
space-time trajectories, the time-reversed ensemble is then
defined by assigning to a backward path the probability of the
forward path under the original ensemble. In particular, the
stationary macroscopic currents are inverted under the time-
reversal operation. For stochastic lattice gases the microscopic
dynamics is Markovian and the previous definition can be
directly implemented.
The splitting of the hydrodynamic current into two orthogo-

nal terms discussed before is derived as a simple consequence
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of the transformation properties of Eq. (1.3) under time
reversal. The even part of the current is connected with the
work of thermodynamic forces active within the system in the
relaxation or creation of a nonstationary state, while the odd
part is connected with the dissipation necessary to keep the
system in a nonequilibrium state.
From the fundamental equation (1.3) for space-time fluc-

tuations we derive a dynamical variational principle which
expresses the probability of density fluctuations of the sta-
tionary ensemble. This leads naturally to the definition of a
thermodynamic functional called the quasipotential VðρÞ. The
argument ρ represents generic thermodynamic variables such
as the densities of the different types of matter composing the
system. The quasipotential is the natural extension to non-
equilibrium of the availability of classical thermodynamics. In
the context of finite-dimensional diffusion processes, the
quasipotential was first introduced by Freidlin and Wentzell
(2012). A related analysis, motivated by applications to optics,
can be found in Graham (1973).
The quasipotential satisfies an infinite dimensional

Hamilton-Jacobi equation which is equivalent to the splitting
of the current. The density correlation functions can be
computed by expanding the Hamilton-Jacobi equation around
the stationary density and exhibit, generically, long range
behavior. In nonequilibrium the quasipotential V may have
singularities not permitted in equilibrium. These singularities
occur in a model with external field and inhomogeneous
boundary conditions (Bertini et al., 2010).
The splitting of the current is relevant in the analysis of

nonequilibrium thermodynamic transformations. Consider a
slow (quasistatic) transformation leading from a stationary
state to another one. To maintain a nonequilibrium stationary
state it is necessary to dissipate a positive amount of energy
per unit time, and the work associated with the odd part of the
current will diverge when the time diverges. The equation
expressing the energy balance between the system and the
environment then becomes meaningless. To obtain equations
in finite terms one can subtract the divergent part and define a
renormalized work. It turns out that the renormalized work
satisfies a Clausius-type inequality with respect to which
quasistatic transformations are optimal. The idea of renorm-
alizing the work involved in a nonequilibrium transformation
goes back to Oono and Paniconi (1998).
The MFT allows a detailed mathematical description of

quasistatic thermodynamic transformations that in textbooks
are discussed only in words. This is achieved through an
expansion of the energy balance and the macroscopic evolu-
tion (hydrodynamic) equations in terms of the inverse duration
of the transformation. In this expansion the diverging terms
cancel and we obtain new relations among finite quantities
which in principle can be tested experimentally.
One of the most interesting topics in the MFT is provided

by current fluctuations. From the fundamental equation (1.3) it
is possible to derive the rate function describing the behavior
of the average current over a long time interval T, namely,

P ≈ expf−βTΦðJÞg; ð1:4Þ
where P is the probability of the fluctuation J of the averaged
current and β ¼ 1=κT0. The temperature of the environment

T0 (not to be confused with the time T) will be mostly
considered constant. The functional Φ, first introduced by
Bertini et al. (2005), is defined by a variational principle and it
is a genuine (convex) thermodynamic functional. As pointed
out in the same paper, the singularities of Φ correspond to
dynamical phase transitions. For some models it has then been
shown (Bodineau and Derrida, 2005; Bertini et al., 2006) that
for suitable values of J these transitions correspond to a
spontaneous breaking of the time translation invariance.
In the general context of nonequilibrium processes, an

important role is played by the so-called fluctuation theorems
(Evans and Searles, 1994; Gallavotti and Cohen, 1995;
Jarzynski, 1997; Kurchan, 1998; Crooks, 1999; Lebowitz
and Spohn, 1999; Maes, 1999; Hatano and Sasa, 2001). This
topic appears only marginally in this paper and we refer the
interested reader to the reviews by Maes, Netočný, and
Shergelashvili (2009), Boksenbojm, Wynants, and Jarzynski
(2010), and Gallavotti (2013). There are other relevant topics
not covered as each of them would require an extended review.
Among these topics we mention the so-called stochastic
thermodynamics (Seifert, 2012), the general approach to
nonequilibrium developed by Öttinger (2005), path integral
approaches (Jordan, Sukhorukov, and Pilgram, 2004), alge-
braic techniques for microscopic dynamics (Derrida et al.,
1993; Schütz, 2000), the analysis of rare fluctuations in finite-
dimensional dynamical systems, with the related discussion
on current fluctuations (Maes, Netočný, and Wynants, 2008),
and in reaction-population systems (Täuber, 2014).

A. Reader’s guide

The aim of this review is to present the MFT as an effective
macroscopic theory, providing a working knowledge of the
theory rather than a chronological exposition of its main
results. For this reason, some computations are detailed when
useful.
The general framework of driven diffusive systems and the

basic principles are illustrated in Sec. II. Part of the material
in Sec. III, which deals with thermodynamic transformations
between nonequilibrium states, is presented here for the first
time. We quantitatively discuss the interplay between fluc-
tuations and thermodynamics. This section is not however
used in the sequel and can be omitted on first reading.
Section IV contains the core of the MFT, deducing the
statistics of density and current from the fundamental
equation. Section V discusses a few models where the
quasipotential can be computed almost explicitly. While
we use the terminology of underlying microscopic models,
we emphasize that the computations are macroscopic and
require only the knowledge of the transport coefficients.
Section VI develops one of the most relevant consequences
of the MFT by deriving the statistics of the time-averaged
current. Section VII contains more specialized material
related to hyperbolic conservation laws. Although these
are not diffusive systems, the fluctuation formula can be
obtained from the MFT by a singular limit procedure.
Finally, Sec. VIII describes microscopic models of stochastic
lattice gases, showing how the general principles of the MFT
can be analytically derived.
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II. BASICS OF THE MACROSCOPIC FLUCTUATION
THEORY

We introduce the hydrodynamic description of out of
equilibrium driven diffusive systems which are characterized
by conservation laws. We then introduce the fundamental
formula of the MFT and discuss its behavior under time
reversal together with its main implications. We restrict to the
case of a single conservation law, e.g., the conservation of
the mass.

A. Hydrodynamic description

We denote by Λ ⊂ Rd the bounded region occupied by the
system, by ∂Λ the boundary of Λ, by x the macroscopic space
coordinates, and by t the macroscopic time. The system is in
contact with boundary reservoirs, characterized by their
chemical potential λðt; xÞ, and under the action of an external
field Eðt; xÞ.
At the macroscopic level the system is completely

described by the local density ρðt; xÞ and the local current
jðt; xÞ. Their evolution is given by the continuity equation
together with the constitutive equation which expresses the
current as a function of the density. Namely,

∂tρðtÞ þ∇ · jðtÞ ¼ 0;

jðtÞ ¼ J(t; ρðtÞ); ð2:1Þ

where we omit the explicit dependence on the space variable
x ∈ Λ. For driven diffusive systems the constitutive equation
takes the form

Jðt; ρÞ ¼ −DðρÞ∇ρþ χðρÞEðtÞ; ð2:2Þ

where the diffusion coefficient DðρÞ and the mobility χðρÞ are
d × d symmetric and positive definite matrices. Equation (2.2)
relies on the diffusive approximation and on the linear
response to the external field. The evolution of the density
is thus given by the driven diffusive equation

∂tρðtÞ þ∇ · ½χðρÞEðtÞ� ¼ ∇ · ½DðρÞ∇ρ�: ð2:3Þ
The diffusion coefficient and the mobility depend on the value
of the local density. Accordingly, Eq. (2.3) is nonlinear and
this is the source of interesting phenomena. In contrast, the
near equilibrium approximation can be obtained by expanding
ρ around some constant equilibrium value so that Eq. (2.3)
becomes linear.
The transport coefficients D and χ are not arbitrary

matrices. The characterization of equilibrium states implies
(see Sec. V.A) that they satisfy the local Einstein relation

DðρÞ ¼ χðρÞf00ðρÞ; ð2:4Þ

where f is the equilibrium free energy per unit volume.
Equations (2.1) and (2.2) have to be supplemented by the

appropriate boundary condition on ∂Λ due to the interaction
with the external reservoirs. If λðt; xÞ, x ∈ ∂Λ is the chemical
potential of the external reservoirs, the boundary condition
reads

f0(ρðt; xÞ) ¼ λðt; xÞ; x ∈ ∂Λ: ð2:5Þ

While in the near equilibrium approximation the variation of λ
on ∂Λ is required to be small, we do not restrict to this case.
One of the achievements of mathematical physics is the

derivation of the hydrodynamic equations (2.1)–(2.5) as laws
of large numbers from an underlying microscopic stochastic
dynamics in the diffusive scaling limit (Eyink, Lebowitz, and
Spohn, 1990; Spohn, 1991; Kipnis and Landim, 1999). This
means taking the limit of infinitely many degrees of freedom
and rescaling space and time keeping x2=t fixed.
We now restrict the discussion to time-independent chemi-

cal potential λðxÞ and external field EðxÞ. We denote by
ρ̄ ¼ ρ̄λ;E the stationary solution of Eqs. (2.3) and (2.5),

∇ · Jðρ̄Þ ¼ ∇ · ½−Dðρ̄Þ∇ρ̄þ χðρ̄ÞE� ¼ 0;

f0(ρ̄ðxÞ) ¼ λðxÞ; x ∈ ∂Λ. ð2:6Þ

We assume that this stationary solution is unique. The sta-
tionary density profile ρ̄ is characterized by the vanishing of
the divergence of the associated current ∇ · Jðρ̄Þ ¼ 0. A
special situation is when the current itself vanishes,
Jðρ̄Þ ¼ 0; if this is the case, we say that the system is in
an equilibrium state. Uniqueness to Eq. (2.6) can be proven in
one dimension when the external field E is constant in space.
It can also be proven in general, by a perturbation argument,
near equilibrium. In the case of several conserved quantities,
i.e., when ρ is not a scalar, uniqueness may fail.
Homogeneous equilibrium states correspond to the case in

which the external field vanishes and the chemical potential is
constant. The stationary solution is then constant and satisfies
f0ðρ̄λ;0Þ ¼ λ. Inhomogeneous equilibrium states correspond to
the case in which the external field is gradient, E ¼ −∇U, and
it is possible to choose the arbitrary constant in the definition
of U such that UðxÞ ¼ −λðxÞ, x ∈ ∂Λ. By the Einstein
relation (2.4), the stationary solution satisfies −f0(ρ̄λ;EðxÞ) ¼
UðxÞ and the stationary current vanishes, Jðρ̄λ;EÞ ¼ 0.
Examples of inhomogeneous equilibrium states in the pres-
ence of an external field are provided by a still atmosphere in
the gravitational field or by sedimentation in a centrifuge.

B. Fundamental equation

In the context of equilibrium systems, the Einstein theory of
thermodynamic fluctuations establishes a connection between
the thermodynamic functionals and the probability of observ-
ing a fluctuation. The extension of this theory to nonequili-
brium stationary states is provided by the fundamental
equation (1.3), describing the joint fluctuations of thermody-
namic variables and currents at the level of space-time paths.
Let Pρ0 be the statistical ensemble on microscopic trajec-

tories such that at time t ¼ T0 the density profile is ρ0.
Consider a path ðρ; jÞ satisfying the continuity equation (2.1),
the boundary condition (2.5), and ρðT0Þ ¼ ρ0. The funda-
mental equation (1.3) can be written in detail as

Pρ0ð(ρεðtÞ; jεðtÞ) ≈ (ρðtÞ; jðtÞ); t ∈ ½T0; T1�Þ
≍ expf−ε−dI ½T0;T1�ðρ; jÞg; ð2:7Þ
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where the rate functional I is

I ½T0;T1�ðρ; jÞ ¼
1

4

Z
T1

T0

dt
Z
Λ
dx½j− Jðt;ρÞ� · χðρÞ−1½j− Jðt;ρÞ�:

ð2:8Þ

In Eq. (2.7) ε ≪ 1 is a dimensionless scaling factor, e.g., the
ratio between the microscopic length scale (say the typical
intermolecular distance) and the macroscopic one, and the
symbol ≈ denotes logarithmic equivalence as ε → 0. We
denote by ρε the empirical density, that is, ρεðxÞ is the density
of particles in a macroscopically small volume around x.
Analogously, jε denotes the empirical current, that is, jεðt; xÞ ·
n̂dσdt is the flow of mass across a macroscopically small
surface dσ centered at x and orthogonal to the unit vector n̂ in
the macroscopic time interval ½t; tþ dt�. The factor ε−d is
proportional to the number of particles in the macroscopic
volume. It plays the role of Avogadro’s number (implicit in the
Boltzmann constant) in Eq. (1.3).
The interpretation of Eqs. (2.7) and (2.8) is quite intuitive

and already discussed in the Introduction. In Sec. VIII these
formulas will be derived from an underlying microscopic
dynamics in the case of stochastic lattice gases.
Assume that the external drivings do not depend on time

and let P be the stationary ensemble, that is, the invariant
measure of the underlying microscopic dynamics. Note that P
is an ensemble on the configuration space. The probability of
observing a fluctuation ρ of the density profile can be written
in the form

Pðρε ≈ ρÞ ≈ expf−ε−dVðρÞg: ð2:9Þ

While for equilibrium states V is given by the Boltzmann-
Einstein equations (1.1) and (1.2), in nonequilibrium we do
not have a general formula for V. In the following V will be
called the quasipotential, according to the terminology of
Freidlin and Wentzell (2012). As shown in the following
sections, the MFT provides characterizations of the quasipo-
tential that can be used either for exact computations or for
perturbation expansions.
Let P be the stationary process that is the ensemble on paths

for which the initial conditions are sampled according to the
stationary ensemble P. If we make a Markovian assumption
on the microscopic dynamics, combining Eqs. (2.7) and (2.9),
the fluctuation formula for the stationary process P is

Pð(ρεðtÞ; jεðtÞ) ≈ (ρðtÞ; jðtÞ); t ∈ ½T0; T1�Þ
≍ expf−ε−dR½T0;T1�ðρ; jÞg; ð2:10Þ

where

R½T0;T1�ðρ; jÞ ¼ V(ρðT0Þ)þ I ½T0;T1�ðρ; jÞ: ð2:11Þ

Equation (2.11) states that at time T0 the density profile ρðT0Þ
is sampled according to the stationary ensemble and the
corresponding asymptotic probability is given by Eq. (2.9).
Then the probability of following the path ðρ; jÞ in the time
interval ½T0; T1� with initial condition ρðT0Þ is given by

Eq. (2.7). We point out that Eq. (2.11) may hold also when
the microscopic dynamics is not Markovian provided the
Markov property is recovered at the macroscopic level.

C. Time reversal and its consequences

We analyze the behavior of the fundamental equa-
tions (2.10) and (2.11) under time reversal and deduce, in
particular, the orthogonal decomposition of the hydrodynamic
current.
The time-reversal operator θ on density and current paths is

defined as ½θρ�ðtÞ ¼ ρð−tÞ, ½θj�ðtÞ ¼ −jð−tÞ. Denote by P�

the time reversal of P, that is, P� ¼ P∘θ−1. In other words, P�

is defined by assigning to a backward path the probability of
the forward path under P.
Then P� is the stationary processes associated to some

dynamics that we call adjoint. When P is Markov then P� is
also Markov and has the same stationary ensemble. By
definition,

Pðρε ≈ ρ; jε ≈ j; t ∈ ½T0; T1�Þ
¼ P�ðρε ≈ θρ; jε ≈ θj; t ∈ ½−T1;−T0�Þ: ð2:12Þ

At the level of large deviations the identity (2.12) implies

R½T0;T1�ðρ; jÞ ¼ R�
½−T1;−T0�ðθρ; θjÞ; ð2:13Þ

where R� is the large deviation functional for the stationary
adjoint process.
Since the stationary ensembles of a process and its time

reversal coincide, the functional R� can be written as

R�
½T0;T1�ðρ; jÞ ¼ V(ρðT0Þ)þ I�

½T0;T1�ðρ; jÞ: ð2:14Þ

From Eqs. (2.11), (2.13), and (2.14), we have

V(ρðT0Þ)þ I ½T0;T1�ðρ; jÞ ¼ V(ρðT1Þ)þ I�
½−T1;−T0�ðθρ; θjÞ:

ð2:15Þ

We now assume that the adjoint dynamics admits a hydro-
dynamic description of the form (2.1)–(2.5) with a suitable
external field. This assumption is very natural from the
physical point of view. It expresses the fact that empirically
by acting on a system with suitable external fields we can
invert the evolution of a process. For example, we can arrange
the action on the system in such a way that heat flows from a
lower temperature to a higher temperature reservoir. In view of
this assumption, the adjoint process satisfies a dynamical large
deviation principle of the same form as Eq. (2.7) with P
replaced by P� and I replaced by I�, where

I�
½T0;T1�ðρ; jÞ ¼

1

4

Z
T1

T0

dt
Z
Λ
dx½j − J�ðρÞ� · χðρÞ−1½j − J�ðρÞ�

ð2:16Þ

in which J�ðρÞ expresses the constitutive relationship of the
adjoint hydrodynamics.
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Equation (2.15) has far reaching consequences. By choos-
ing ½T0; T1� ¼ ½−T; T�, dividing both sides by 2T, and taking
the limit T → 0, we find

Z
Λ
dx

δV
δρ

∇ · j¼ 1

2

Z
Λ
dx½JðρÞþJ�ðρÞ� · χðρÞ−1j

−
1

4

Z
Λ
dx½JðρÞþJ�ðρÞ� ·χðρÞ−1½JðρÞ−J�ðρÞ�;

ð2:17Þ

which has to be satisfied for any ρ and j. Since the path ρðtÞ
satisfies the boundary condition (2.5), in Eq. (2.17) we can
restrict to profiles ρ satisfying Eq. (2.5). For such profiles
δV=δρ vanishes at the boundary (see Sec. IV.A), integrating by
parts the left-hand side of Eq. (2.17), and we obtain that

JðρÞ þ J�ðρÞ ¼ −2χðρÞ∇ δV
δρ

;

Z
Λ
dxJðρÞ · χðρÞ−1JðρÞ ¼

Z
Λ
dxJ�ðρÞ · χðρÞ−1J�ðρÞ:

ð2:18Þ

These two equations are symmetric in J and J�. The first
equation may be considered as a fluctuation-dissipation
relation for the currents.
We now define the symmetric current JS by

JSðρÞ ¼ −χðρÞ∇ δV
δρ

: ð2:19Þ

Since the stationary density ρ̄ is a minimum for V, then
ðδV=δρÞðρ̄Þ ¼ 0. The symmetric current thus vanishes at the
stationary profile,

JSðρ̄Þ ¼ 0: ð2:20Þ

We rewrite the hydrodynamic current as

JðρÞ ¼ JSðρÞ þ JAðρÞ; ð2:21Þ

which defines the antisymmetric current JA.
In view of these definitions, Eqs. (2.18) become

J�ðρÞ ¼ JSðρÞ − JAðρÞ;Z
Λ
dxJSðρÞ · χðρÞ−1JAðρÞ ¼ 0.

ð2:22Þ

In this way we see that the splitting of the currents and the
orthogonality property are a consequence of the existence of a
time-reversed dynamics admitting an hydrodynamic behavior.
Moreover, inserting the first of the two equations (2.18) into
the second we obtain the equation for V:

Z
Λ
dx∇ δV

δρ
· χðρÞ∇ δV

δρ
−
Z
Λ
dx

δV
δρ

∇ · JðρÞ ¼ 0: ð2:23Þ

This equation is interpreted as a Hamilton-Jacobi equation
(Bertini et al., 2001). As shown in Bertini et al. (2002), V is
the maximal positive solution to Eq. (2.23) which vanishes

when ρ ¼ ρ̄. Since JðρÞ and J�ðρÞ play a symmetric role in
Eq. (2.18), the Hamilton-Jacobi equation (2.23) holds replac-
ing JðρÞ with J�ðρÞ.
In view of the fluctuation-dissipation equation (2.18),

we can write the hydrodynamic equation and the adjoint
hydrodynamic equation as

∂tρ ¼ ∇ ·

�
χðρÞ∇ δV

δρ

�
−∇ · JAðρÞ;

∂tρ ¼ ∇ ·

�
χðρÞ∇ δV

δρ

�
þ∇ · JAðρÞ;

respectively. Another way of writing the adjoint hydrodynamic
equation is

∂tρ ¼ −∇ ·DðρÞ∇ρþ∇ · χðρÞ
�
Eþ 2∇ δV

δρ

�
: ð2:24Þ

In spite of its appearance, the forward evolution of this equation
is well posed. Indeed, the added external field 2∇ðδV=δρÞ
produces a second order term which makes the equation
parabolic. In the case of equilibrium states the adjoint hydro-
dynamics coincides with the original one.
We illustrate the decomposition of the current by giving

three simple examples.
Equilibrium states.—Equilibrium states, homogeneous and

inhomogeneous, are characterized by Jðρ̄Þ ¼ 0. In this case
the quasipotential V is given by (see Sec. V.A)

VðρÞ ¼
Z
Λ
dx½fðρÞ − fðρ̄Þ − f0ðρ̄Þðρ − ρ̄Þ�: ð2:25Þ

Observe that, due to the convexity of f, V is convex, positive,
and is minimal on the stationary density profile ρ̄. The
Einstein relation (2.4) and Jðρ̄Þ ¼ 0 imply that

JðρÞ ¼ −χðρÞ∇ δV
δρ

: ð2:26Þ

Hence, the antisymmetric current vanishes, JA ¼ 0, and the
current, as in Onsager theory, is proportional to the thermo-
dynamic force. In geometrical terms, the hydrodynamic
evolution can thus be viewed as the flow along the steepest
descent of V with an intensity given by the mobility.
Circulation of a fluid in a ring.—In the absence of an

external field, we have an equilibrium state that fits in the
scheme just discussed: the density ρ̄ is constant, and the
current Jðρ̄Þ is zero. Moreover, if we start with an arbitrary
density profile ρ, the system evolves to the equilibrium
according to the hydrodynamic equation

∂tρ ¼ −∇ · JðρÞ ¼ ∇ ·

�
χðρÞ∇ δV

δρ

�
;

where VðρÞ is given by Eq. (2.25). In this case, by con-
servation of mass, Eq. (2.25) simplifies since the last term
does not contribute.
When we switch on a constant weak driving field E tangent

to the ring, in the stationary regime the particle density ρ̄ is
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still constant, but there is a nonzero current Jðρ̄Þ ¼ χðρ̄ÞE.
The corresponding hydrodynamic equation is

∂tρ ¼ −∇ · JðρÞ ¼ ∇ ·

�
χðρÞ∇ δV

δρ
− χðρÞE

�
: ð2:27Þ

The stationary nonequilibrium situation, with density ρ̄ and
current Jðρ̄Þ, is not invariant under time reversal. In fact, time
reversal corresponds to inverting the current, namely, to
changing E with −E. Therefore, the hydrodynamic equation
for the time-reversed system will be

∂tρ ¼ −∇ · J�ðρÞ ¼ ∇ ·

�
χðρÞ∇ δV

δρ
þ χðρÞE

�
; ð2:28Þ

which corresponds to

JSðρÞ ¼ −χðρÞ∇ δV
δρ

; JAðρÞ ¼ χðρÞE: ð2:29Þ

A simple computation shows that these two components
satisfy the orthogonality condition in Eq. (2.22).
Rarefied gas with boundary reservoirs.—For simplicity we

consider again the one-dimensional case. When we neglect the
interaction among the particles the transport coefficients are
DðρÞ ¼ D0, χðρÞ ¼ χ0ρ, where D0 and χ0 are constants, and
the equilibrium free energy per unit volume is given by
fðρÞ ¼ ðD0=χ0Þρ log ρ. The quasipotential VðρÞ is again
given by Eq. (2.25).
Letting Λ ¼ ð0; LÞ, λð0Þ ¼ λ0, and λðLÞ ¼ λ1, the sta-

tionary density profile is ρ̄ðxÞ ¼ ρ0ð1 − x=LÞ þ ρ1x=L, where
ρ0 and ρ1 are the densities associated with λ0 and λ1 by
Eq. (2.5). In particular, ð∇ρ̄ÞðxÞ ¼ ðρ1 − ρ0Þ=L. In this case
the hydrodynamic equation reduces to the heat equation and
the constitutive equation to

JðρÞ ¼ −D0∇ρ ¼ −χðρÞ∇ δV
δρ

−D0

∇ρ̄
ρ̄

ρ:

To reverse the current in the stationary state we have to add a
suitable external field. The unique expression for the adjoint
current such that J�ðρ̄Þ ¼ −Jðρ̄Þ is

J�ðρÞ ¼ −D0∇ρþ 2D0

∇ρ̄
ρ̄

ρ;

which corresponds to

JSðρÞ ¼ D0

�∇ρ̄

ρ̄
ρ −∇ρ

�
; JAðρÞ ¼ −D0

∇ρ̄
ρ̄

ρ; ð2:30Þ

which satisfy the orthogonality in Eq. (2.22).
The decomposition (2.21) of the current is entirely general

for driven diffusive systems. It depends on the chemical
potential λ and the external field E and cannot be inferred by
inspection as in the simple examples discussed earlier. We
mention the general approach to nonequilibrium introduced
by Öttinger (2005) that is based on a separation of the
evolution equations into dissipative and conservative terms
which may remind one of this decomposition.

III. THERMODYNAMIC TRANSFORMATIONS

As stated in classical textbooks, e.g., Landau and Lifshitz
(1968) and Callen (1985), in a transformation between
equilibrium states a system necessarily goes through devia-
tions from equilibrium which are small if the transformation is
quasistatic. Classical thermodynamics is unable to describe
this intrinsically dynamic aspect. The aim of this section is to
develop a coherent dynamical approach to thermodynamic
transformations covering both equilibrium and nonequili-
brium states (Bertini et al., 2012, 2013).

A. Nonequilibrium Clausius inequality

The second law of thermodynamics can be expressed as
follows. Consider a system in an equilibrium state in thermal
contact with an environment at a given temperature. The
system then undergoes an isothermal transformation to a final
state. By denoting with W the mechanical work done on the
system,

W ≥ ΔF; ð3:1Þ

whereΔF is the difference of the free energy between the final
and the initial state. If equality holds, the transformation is
said to be reversible. It can be implemented by performing
very slow variations so that the system goes through a
sequence of equilibrium states. With a slight abuse of
terminology, we refer to Eq. (3.1) as the Clausius inequality.
We present a dynamical derivation of the Clausius inequal-

ity based on the hydrodynamic description and the local
Einstein relation (2.4). Consider a system in a time-dependent
environment, that is, E and λ depend on time, as described in
Sec. II.A. The work done by the environment on the system in
the time interval ½0; T� is

W½0;T� ¼
Z

T

0

dt

�Z
Λ
dxjðtÞ ·EðtÞ−

Z
∂Λ

dσλðtÞjðtÞ · n̂
�
; ð3:2Þ

where n̂ is the outer normal to ∂Λ and dσ is the surface
measure on ∂Λ. The first term on the right-hand side is the
energy provided by the external field while the second is the
energy provided by the reservoirs.
Fix time-dependent paths λðtÞ of the chemical potential and

EðtÞ of the driving field. Given a density profile ρ0, let ρðtÞ,
jðtÞ, t ≥ 0 be the solution of Eqs. (2.1)–(2.5) with initial
condition ρ0. By using the Einstein relation (2.4) and the
boundary condition f0(ρðtÞ) ¼ λðtÞ, an application of the
divergence theorem yields

W½0;T� ¼ F(ρðTÞ) − F(ρð0Þ)

þ
Z

T

0

dt
Z
Λ
dxjðtÞ · χ(ρðtÞ)−1jðtÞ; ð3:3Þ

where F is the equilibrium free energy functional,

FðρÞ ¼
Z
Λ
dxf(ρðxÞ): ð3:4Þ
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Equation (3.3) is not simply a rewriting of (3.2), as it depends
on a physical principle, the local Einstein relationship.
Since the second term on the right-hand side of Eq. (3.3) is

positive, we deduce the Clausius inequality (3.1) with ΔF ¼
Fðρ1Þ − Fðρ0Þ for arbitrary density profiles ρ0 ¼ ρð0Þ and
ρ1 ¼ ρðTÞ. Note that this derivation holds for both equilibrium
and nonequilibrium systems.
For equilibrium states, the former dynamical derivation of

Clausius inequality allows one to discuss precisely in which
sense quasistatic transformations approximate reversible
transformations. We consider the simpler case of spatially
homogeneous equilibrium states. As mentioned before, such
states are characterized by a vanishing external field E and by
a constant chemical potential λ. In this case the stationary
solution ρ̄ of the hydrodynamic equations (2.1)–(2.5) is the
constant ρ̄ satisfying f0ðρ̄Þ ¼ λ.
Fix two constant chemical potentials λ0 and λ1. Consider a

system initially in the state ρ̄0 which is driven to a new state ρ̄1
by changing the chemical potential in time in a way that
λðtÞ ¼ λ0 for t ≤ 0 and λðtÞ ¼ λ1 for t ≥ t0, where t0 is some
fixed positive time.
Let ρðtÞ, jðtÞ be the solution of Eqs. (2.1)–(2.5) with initial

condition ρð0Þ ¼ ρ̄0. Since the chemical potential is equal to
λ1 for t ≥ t0, ρðtÞ → ρ̄1 as t → ∞. Moreover, as ρ̄1 is an
equilibrium state, the current jðtÞ relaxes to Jðρ̄1Þ ¼ 0. We
deduce that the integral in Eq. (3.3) is finite as T → ∞ and that

W¼Fðρ̄1Þ−Fðρ̄0Þþ
Z

∞

0

dt
Z
Λ
dxjðtÞ · χ(ρðtÞ)−1jðtÞ; ð3:5Þ

where W ¼ limT→þ∞W½0;T�.
It remains to show that in the quasistatic limit equality in

Eq. (3.1) is achieved. For any fixed transformation the
inequality (3.1) is strict because the second term on the
right-hand side of Eq. (3.5) cannot be identically zero.
Therefore, reversible transformations cannot be achieved
exactly. We can however exhibit a sequence of transforma-
tions for which the second term on the right-hand side in
Eq. (3.5) can be made arbitrarily small. This sequence of
transformations is what we call a quasistatic transformation.
Fix a smooth function λðtÞ such that λð0Þ ¼ λ0 and λðtÞ ¼ λ1
for t ≥ t0. Given τ > 0we set λτðtÞ ¼ λðt=τÞ. Since E ¼ 0, the
last term on the right-hand side of Eq. (3.5) is given by

Z
∞

0

dt
Z
Λ
dx∇f0(ρτðtÞ) · χ(ρτðtÞ)∇f0(ρτðtÞ);

where ρτ is the solution to Eqs. (2.1)–(2.5) with initial
condition ρ̄0 and boundary conditions λτðtÞ. For each t ≥ 0,
let ρ̄λτðtÞ be the equilibrium state associated with the constant
chemical potential λτðtÞ. Since∇f0ðρ̄λτðtÞÞ ¼ 0, we can rewrite
the previous integral as

Z
∞

0

dt
Z
Λ
dx∇½f0(ρτðtÞ) − f0ðρ̄λτðtÞÞ� · χ(ρτðtÞ)

×∇½f0(ρτðtÞ) − f0ðρ̄λτðtÞÞ�:

The difference between the solution of the hydrodynamic
equation ρτðtÞ and the stationary profile ρ̄λτðtÞ is of the

order of 1=τ uniformly in time, and so is the difference
f0(ρτðtÞ) − f0ðρ̄λτðtÞÞ. As the integration over time essentially
extends over an interval of length τ, the previous expression
vanishes for τ → ∞. This implies that equality in Eq. (3.1) is
achieved in this limit.
For nonequilibrium states, the inequality (3.1) does not

carry any significant information when we consider trans-
formations over long time intervals. In fact, as nonequilibrium
stationary states support a nonvanishing current, to maintain
such a current one needs to dissipate a positive amount of
energy per unit time. If we consider a transformation between
nonequilibrium stationary states, the energy dissipated along
such transformation will necessarily include the contribution
needed to maintain such states and therefore the amount of
energy exchanged in an unbounded time window is
unbounded. In this case, the left-hand side of Eq. (3.1) is
infinite while the right-hand side is finite.
To transform Eq. (3.1) into a meaningful inequality, by

using the decomposition (2.21) of the current, we give a
natural definition of renormalized work performed along
any given transformation. This definition has been inspired
by the point of view of Oono and Paniconi (1998) further
developed by Sasa and Tasaki (2006) and Komatsu et al.
(2011). We then show that the renormalized work satisfies a
Clausius inequality and proves that equality is achieved in the
quasistatic limit.
The idea to define a renormalized work is to subtract the

energy needed to maintain the system out of equilibrium. For
time-independent drivings, by the orthogonal decomposi-
tion (2.21) and (2.20), Jðρ̄Þ ¼ JAðρ̄Þ is the macroscopic
current in the stationary state. In view of the general formula
for the total work (3.3), the amount of energy per unit time
needed to maintain the system in the stationary profile ρ̄ is

Z
Λ
dxJAðρ̄Þ · χðρ̄Þ−1JAðρ̄Þ: ð3:6Þ

Fix now T > 0, a density profile ρ0, and space-time-
dependent chemical potentials λðtÞ and external field EðtÞ,
t ∈ ½0; T�. Let (ρðtÞ; jðtÞ) be the corresponding solution of
Eqs. (2.1)–(2.5) with initial condition ρ0. We define the
renormalized work Wren

½0;T� done by the reservoirs and the

external field in the time interval ½0; T� as

Wren
½0;T� ¼W½0;T�−

Z
T

0

dt
Z
Λ
dxJA(t;ρðtÞ) · χ(ρðtÞ)−1JA(t;ρðtÞ);

ð3:7Þ

where JAðt; ρÞ is the antisymmetric current for the system
with the time-independent external driving obtained by
freezing the time-dependent chemical potential λ and external
field E at time t. Observe that the definition of the renormal-
ized work involves the antisymmetric current JAðtÞ computed
not at density profile ρ̄λðtÞ;EðtÞ but at the solution ρðtÞ of the
time-dependent hydrodynamic equation. The definition (3.7)
is natural within MFT and leads to a Clausius inequality.
In view of Eq. (3.3) and the orthogonality in Eq. (2.22)

between the symmetric and the antisymmetric part of the current,
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Wren
½0;T� ¼F(ρðTÞ)−Fðρ0Þ

þ
Z

T

0

dt
Z
Λ
dxJS(t;ρðtÞ) · χ(ρðtÞ)−1JS(t;ρðtÞ): ð3:8Þ

Consider a space-time-dependent chemical potential and exter-
nal field (λðtÞ; EðtÞ), t ≥ 0, with (λð0Þ; Eð0Þ) ¼ ðλ0; E0Þ and
(λð∞Þ; Eð∞Þ) ¼ ðλ1; E1Þ. Let ρ̄0 ¼ ρ̄λ0;E0

, ρ̄1 ¼ ρ̄λ1;E1
be the

corresponding stationary profiles and let (ρðtÞ; jðtÞ), t ≥ 0 be
the solution of Eqs. (2.1)–(2.5) with initial condition ρ̄0.
Since ρðTÞ converges to ρ̄1, the symmetric part of the current
JS(ρðTÞ) relaxes as T → þ∞ to JSðρ̄1Þ ¼ 0. By letting
Wren ¼ limT→∞Wren

½0;T�, we thus get

Wren ¼ Fðρ̄1Þ − Fðρ̄0Þ

þ
Z

∞

0

dt
Z
Λ
dxJS(t; ρðtÞ) · χ(ρðtÞ)−1JS(t; ρðtÞ);

ð3:9Þ

where F is the equilibrium free energy functional (3.4).
In particular,

Wren ≥ Fðρ̄1Þ − Fðρ̄0Þ; ð3:10Þ

which is a meaningful version of the Clausius inequality for
nonequilibrium states.
Arguing as in the equilibrium case, we can exhibit a

sequence of transformations (λτðtÞ; EτðtÞ) which vary appre-
ciably on a time scale τ, such that in the quasistatic limit
τ → ∞ equality in Eq. (3.10) is achieved,

Wren ¼ Fðρ̄1Þ − Fðρ̄0Þ: ð3:11Þ

B. Excess work

Consider a homogeneous equilibrium state with vanishing
external field and constant chemical potential λ0 and let ρ̄0 be
the corresponding homogeneous density λ0 ¼ f0ðρ̄0Þ. The
system is put in contact with a new environment with chemical
potential λ1. In this case, recalling that f is the free energy per
unit volume and that the temperature of the system is the same
as that of the environment, the availability per unit volume is
defined by a ¼ fðρ̄0Þ − λ1ρ̄0 (Pippard, 1957). The function a,
which depends on the state of the system and on the
environment, can be used to compute the maximal useful
work that can be extracted from the system in the given
environment. More precisely, by letting ρ̄1 be such that
f0ðρ̄1Þ ¼ λ1, then

−Δa ¼ fðρ̄0Þ − fðρ̄1Þ − λ1ðρ̄0 − ρ̄1Þ ≥ 0 ð3:12Þ

is the maximal useful work per unit volume that can be
extracted from the system in the given environment.
Comparing −Δa with the large deviations functional V in
Eq. (2.25) which expresses the probability of density fluctua-
tions in the equilibrium ensemble corresponding to the
chemical potential λ1, we realize that

Vðρ̄0Þ ¼ −jΛjΔa: ð3:13Þ

An analogous relationship can be easily obtained for spatially
inhomogeneous equilibrium states.
In order to discuss the thermodynamic role of the quasi-

potential for nonequilibrium states, we introduce the excess
work with respect to a quasistatic transformation. Consider a
stationary nonequilibrium state with density profile ρ for
t ≤ 0, while at time t ¼ 0 the external driving is abruptly
changed to new values ðλ; EÞ so that for t > 0 the evolution is
given by the hydrodynamic equation with initial condition ρ
and time-independent driving ðλ; EÞ. We define the excess of
work as the difference between the renormalized work and the
renormalized work involved in a quasistatic transformation
from ρ to ρ̄λ;E, namely, Wex ¼ Wren −minWren. According to
the discussion in Sec. III.A, the excess work is given by

Wex ¼ WrenðρÞ − ½Fðρ̄Þ − FðρÞ�

¼
Z

∞

0

dt
Z
Λ
dxJS(ρðtÞ) · χ(ρðtÞ)−1JS(ρðtÞ); ð3:14Þ

where ρ̄ is the stationary density corresponding to ðλ; EÞ. By
using the orthogonality in Eq. (2.22) and Eq. (2.19) for the
symmetric part of the current in terms of the quasipotential,
straightforward computations yield

Wex ¼ Vλ;EðρÞ; ð3:15Þ

where we made explicit the dependence of the quasipotential
on the driving. Therefore, while a definition of thermody-
namic potentials, that is functionals of the state of the system
(in this case of the density ρ), does not appear possible in
nonequilibrium thermodynamics, the quasipotential is the
natural extension of the availability.

C. Finite time thermodynamics

We next discuss the energy balance along slow trans-
formations from a quantitative point of view taking into
account that quasistatic transformations are an idealization
and real transformations take place on a finite time window
whose duration is denoted by τ.
For s ∈ ½0; 1� a protocol is defined by a choice of the

external drivings Eðs; xÞ, x ∈ Λ, and λðs; xÞ, x ∈ ∂Λ. The
slow transformation is then realized, for τ large, by

EτðtÞ ¼ Eðt=τÞ; λτðtÞ ¼ λðt=τÞ; t ∈ ½0; τ�:

Let ρτðtÞ and jτðtÞ, 0 ≤ t ≤ τ, be the solution to the hydro-
dynamic equations with the slow external field Eτ and
chemical potential λτ,

∂tρ
τ þ∇ · J(t=τ; ρτðtÞ) ¼ 0;

jτðtÞ ¼ J(t=τ; ρτðtÞ);
f0(ρτðtÞ)j∂Λ ¼ λτðtÞ; ð3:16Þ

where we recall that Jðt; ρÞ ¼ −DðρÞ∇ρþ χðρÞEðtÞ.
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For s ∈ ½0; 1�, let ρ̄ðsÞ be the unique stationary solution of
the hydrodynamics with external field EðsÞ and chemical
potential λðsÞ. When τ is large the solution ðρτ; jτÞ has an
expansion of the type (recall s ∈ ½0; 1�)

ρτðτsÞ ¼ ρ̄ðsÞ þ 1

τ
rðsÞ þ o

�
1

τ

�
;

jτðτsÞ ¼ J(s; ρ̄ðsÞ)þ 1

τ
gðsÞ þ o

�
1

τ

�
:

ð3:17Þ

By Eq. (3.16) we get the corresponding linear evolution
equations for the first order corrections ðr; gÞ,

∂sρ̄ðsÞ þ∇ · gðsÞ ¼ 0;

gðsÞ ¼ −½D(ρ̄ðsÞ)∇rðsÞ þ rðsÞD0(ρ̄ðsÞ)∇ρ̄ðsÞ�
þ rðsÞχ0(ρ̄ðsÞ) EðsÞ;

rðs; xÞ ¼ 0; x ∈ ∂Λ; ð3:18Þ

which has the form of a Poisson equation for rðsÞ.
Evaluating Eq. (3.3) along the transformation ðρτ; jτÞ, we

obtain

F(ρτðτÞ)−F(ρτð0Þ)¼ τ

Z
1

0

ds
Z
Λ
dxjτðτsÞ ·EðsÞ

−τ

Z
1

0

ds
Z
∂Λ
dσλðsÞjτðτsÞ · n̂

−τ

Z
1

0

ds
Z
Λ
dxjτðτsÞ ·χ(ρτðτsÞ)−1jτðτsÞ:

ð3:19Þ

We can analyze this equation at the different orders in 1=τ,
obtaining an identity for each order. Direct computations yield
that at order τ the right-hand side of Eq. (3.19) vanishes, while
at order 1 we get the first nontrivial equation,

F(ρ̄ð1Þ) − F(ρ̄ð0Þ)

¼
Z

1

0

ds
Z
Λ
dxEðsÞ · gðsÞ −

Z
1

0

ds
Z
∂Λ

dσλðsÞgðsÞ · n̂

þ
Z

1

0

ds
Z
Λ
dxrðsÞJ(s; ρ̄ðsÞ) · ðχ−1Þ0(ρ̄ðsÞ)J(s; ρ̄ðsÞ):

ð3:20Þ

This is an interesting relationship as it connects the variation
of the free energy to the first order corrections in a real
transformation. It also carries relevant information for trans-
formations among equilibrium states, but it cannot be derived
within the framework of classical thermodynamics. If we
consider transformations among equilibrium states, the
second line on the right-hand side of Eq. (3.20) vanishes
when the intermediate states are also of equilibrium so that
J(s; ρ̄ðsÞ) ¼ 0 for any s. However, the transformation can go
through nonequilibrium intermediate states.
As a further application of the expansion (3.17), consider

Eq. (3.8) which expresses the energy balance in the time
interval ½0; τ�. Recalling that we already showed that the last

term vanishes in the quasistatic limit, we now estimate this
term when the transformation is given in terms of a protocol
and τ is large but finite.
We thus want to estimate, for large τ,

Z
τ

0

dt
Z
Λ
dxJS(t=τ; ρτðtÞ) · χ(ρτðtÞ)−1JS(t=τ; ρτðtÞ): ð3:21Þ

Recalling Eq. (2.29), the symmetric part of the current is

JSðs; ρÞ ¼ −χðρÞ∇ δVλðsÞ;EðsÞðρÞ
δρ

; ð3:22Þ

where VλðsÞ;EðsÞ is the quasipotential associated with (λðsÞ;
EðsÞ) (we regard s here as a fixed parameter).
By Eq. (3.17), the symmetric current has the expansion

JS(s; ρτðτsÞ) ¼ −
1

τ
χ(ρ̄ðsÞ)∇½C−1

s rðsÞ� þ o

�
1

τ

�
; ð3:23Þ

where C−1
s is the linear operator with integral kernel given by

C−1
s ðx; yÞ ¼ δ2VλðsÞ;EðsÞ(ρ̄ðsÞ)

δρðxÞδρðyÞ :

Hence, for slow transformations we get that Eq. (3.21) has the
form ð1=τÞBþ oð1=τÞ, where

B ¼
Z

1

0

ds
Z
Λ
dx∇½C−1

s rðsÞ� · χ(ρ̄ðsÞ)∇½C−1
s rðsÞ�: ð3:24Þ

To illustrate the meaning of B, consider a transformation
between and through equilibrium states. Then, up to terms of
order 1=τ2, the work done in the (finite time) transformation is

W½0;τ� ¼ ΔF þ 1

τ
B

so that the inequality B ≥ 0 is a restatement of the second
principle. In general, B quantifies the additional energy
dissipated in the given transformation. As shown, in the limit
τ → ∞, all protocols realize the equality W ¼ ΔF. On the
other hand, for finite time τ, this identity cannot be achieved
and we can select the optimal protocol by minimizing B.
For transformations between and through equilibrium

states, the quasipotential is given by Eq. (2.25) so that B
has an explicit expression. In particular, we can compute
explicitly the optimal protocol for transformations through
homogeneous equilibrium states. Namely, we assume that the
external field vanishes and that the chemical potential does not
depend on the space variable. The protocol is thus defined
by a real function λðsÞ, s ∈ ½0; 1�. The associated stationary
solution ρ̄ðsÞ is also constant in space and solves
λðsÞ ¼ f0(ρ̄ðsÞ). For simplicity we also assume that the
diffusion coefficient is a multiple of the identity; in this case
Eq. (3.18) reduces to the classical Poisson equation

∂sρ̄ðsÞ¼D(ρ̄ðsÞ)ΔrðsÞ ; rðs;xÞ¼ 0; x∈ ∂Λ ð3:25Þ

whose solution is given by
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rðs; xÞ ¼ ∂sρ̄ðsÞ
D(ρ̄ðsÞ)

Z
Λ
dyG0ðx; yÞ; ð3:26Þ

where G0 is the Green’s function of the Dirichlet Laplacian on
Λ. Since

δ2VλðsÞ;EðsÞ(ρ̄ðsÞ)
δρðxÞδρðyÞ ¼ D(ρ̄ðsÞ)

χ(ρ̄ðsÞ) δðx − yÞ; ð3:27Þ

then

B ¼
Z
Λ
dx

����∇
Z
Λ
dyG0ðx; yÞ

����
2
Z

1

0

ds
½∂sρ̄ðsÞ�2
χ(ρ̄ðsÞ) : ð3:28Þ

The dependence on space factorizes in the prefactor which
depends only on the geometry of the domain. It is now
straightforward to minimize B with respect to ρ̄ðsÞ with the
constraints ρ̄ð0Þ ¼ ρ̄0, ρ̄ð1Þ ¼ ρ̄1. The minimizer is the unique
function satisfying the constraints such that

∂sρ̄ffiffiffiffiffiffiffiffiffi
χðρ̄Þp ¼ const: ð3:29Þ

The optimal protocol is then obtained by the relationship
λ ¼ f0ðρ̄Þ. This protocol does not correspond to a constant rate
as one could naively expect. In fact, Eq. (3.29) shows that this
rate has to be adjusted to the response properties of the system.

D. Dissipation

The infinitesimal version of Eq. (3.3) gives the instanta-
neous energy balance which reads

_W ¼
Z
Λ
dx½f0ðρÞ_ρþ j · χðρÞ−1j�; ð3:30Þ

where _W is the power injected by the reservoirs and external
field in the system. Accordingly, f0ðρÞ_ρ represents the rate of
change of the density of free energy while j · χðρÞ−1j is the
dissipated power per unit volume. For equilibrium states, the
stationary density profile is characterized by the vanishing of
the current and therefore it minimizes the dissipation. This is
not the case for nonequilibrium stationary states. Recalling
Eq. (2.20), the nonequilibrium stationary density profile is
characterized by the vanishing of the symmetric current and
this does not imply that the dissipation is minimal. In view of
the orthogonal decomposition (2.21),

Z
Λ
dxJðρÞ · χðρÞ−1JðρÞ ¼

Z
Λ
dxJSðρÞ · χðρÞ−1JSðρÞ

þ
Z
Λ
dxJAðρÞ · χðρÞ−1JAðρÞ:

The minimization of the left-hand side is not achieved by
making the first term on the right-hand side equal to zero.
Indeed, in the simple case of a one-dimensional rarefied gas
discussed in Sec. II.C the minimizer of the left-hand side with
the prescribed boundary conditions ρð0Þ ¼ ρ0, ρðLÞ ¼ ρ1 is

ρ̂ðxÞ ¼ ½ ffiffiffiffiffi
ρ0

p ð1 − x=LÞ þ ffiffiffiffiffi
ρ1

p
x=L�2;

while the stationary profile is ρ̄ðxÞ ¼ ρ0ð1 − x=LÞ þ ρ1x=L.
Observe that, in accordance with the near to equi-
librium Prigogine principle (Prigogine, 1961), ρ̄ − ρ̂ ¼
O(½ðρ1 − ρ0Þ=L�2).
We remark that if we consider the renormalized work (3.8),

the corresponding renormalized power is

_Wren ¼
Z
Λ
dx½f0ðρÞ_ρþ JSðρÞ · χðρÞ−1JSðρÞ�: ð3:31Þ

Then, recalling Eq. (2.20), the stationary density profile
minimizes the corresponding renormalized dissipationR
Λ dxJSðρÞ · χðρÞ−1JSðρÞ. Once again, in terms of the renor-
malized quantities, nonequilibrium stationary states behave as
equilibrium states.

E. Minimum dissipation principle

Generalizing Onsager (Onsager, 1931a, 1931b), we intro-
duce the dissipation function (Bertini et al., 2004)

Φðρ; jÞ ¼ 1

2

Z
Λ
dx½j − JAðρÞ� · χðρÞ−1½j − JAðρÞ� ð3:32Þ

and the functional

Ψðρ; jÞ ¼ −
Z
Λ
dx

δVðρÞ
δρ

∇ · jþ Φðρ; jÞ: ð3:33Þ

We can then reformulate the constitutive equation j ¼ JðρÞ in
variational terms,

Ψðρ; jÞ ¼ minimum; ð3:34Þ

where theminimum is understoodwith respect to jwith ρ fixed.
Indeed, by taking the variation ofΨwith respect to jwe deduce
that the minimum is achieved for j ¼ JSðρÞ þ JAðρÞ ¼ JðρÞ.
The difference with respect to the near equilibrium Onsager

theory (apart from the sign difference) is the insertion of the
antisymmetric current JA in the dissipation function (3.32) and
the replacement of the entropy with the quasipotential.
Accordingly, while in Onsager the minimum value of Ψ is
half of the total dissipation, in our case

min
j
Ψðρ; jÞ ¼ Ψ(ρ; JðρÞ) ¼ −

1

2

Z
Λ
dxJSðρÞ · χðρÞ−1JSðρÞ

is half the negative of the renormalized dissipation.

F. Comments

Within the scheme introduced, we considered only one
conservation law (the conservation of the mass) and accord-
ingly we did not distinguish between work and heat. A model
where heat is naturally introduced is analyzed by Olla (2013).
The splitting of the current (2.21) appears interesting

conceptually. However, the two currents JS and JA, apart
from some special cases, are not easily accessible
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experimentally. In fact, what is directly measurable is the total
current which coincides with JA in a stationary state while JS
represents the total current in a relaxation to an equilibrium
state. In the general case their computation requires the
knowledge of the quasipotential. A measurement of the
quasipotential via rare fluctuations is hopeless as very large
times are involved. It can be either obtained from calculations
by solving a variational principle (see Sec. IV.A) or from
simulations using algorithms such as in Giardinà, Kurchan,
and Peliti (2006). Otherwise it can be approximately estimated
from measurements of correlation functions in the stationary
state. In fact, as we see later, V is the Legendre transform of
the generating functional of density correlations in the
stationary state.
These remarks imply that the renormalized work is not

immediately accessible. There are other possibilities to define
a renormalized work (Maes and Netočný, 2014), which
however have similar drawbacks. On the other hand, the
approach developed in Sec. III.C allows, as remarked in the
Introduction, a detailed analysis of quasistatic transformations
by relating explicitly, for example, the variation of the free
energy and the corrections to an infinitely slow transforma-
tion (3.20). Actually this approach provides an infinity of
relationships which should be further investigated.
Another benefit of finite time thermodynamics is related to

the possibility of optimizing the protocol of a transformation
in both equilibrium and nonequilibrium.
As in Onsager (1931a, 1931b), the dissipation func-

tion (3.32) provides a variational characterization of the
evolution equations. For the usefulness of the dissipation
function in identifying the various physical contributions, see
Onsager and Fouss (1932) on the irreversible processes in
electrolytes.

IV. STATISTICS OF DENSITY AND CURRENT
FLUCTUATIONS

In this section we derive from the fundamental formula the
large deviations statistics separately for the density and the
current. We discuss their singularities that will be interpreted
as nonequilibrium phase transitions. The long range correla-
tions of nonequilibrium states will be connected to the
nonlocality of the quasipotential.

A. Density fluctuations

We start by deriving the probability of the density trajecto-
ries. We fix a path ρ ¼ ρðt; xÞ, ðt; xÞ ∈ ½T0; T1� × Λ. There are
many possible trajectories j ¼ jðt; xÞ, differing by diver-
gence-free vector fields, satisfying the continuity equation
associated with the given density trajectory ρ. Optimizing over
the possible currents we have

I½T0;T1�ðρÞ ¼ inf
j∶

∇·j¼−∂tρ
I ½T0;T1�ðρ; jÞ: ð4:1Þ

Then the asymptotic probability of a density fluctuation is
given by

Pρ0ðρεðtÞ ≈ ρðtÞ; t ∈ ½T0; T1�Þ≍ expf−ε−dI½T0;T1�ðρÞg:

Because of the exponential character of such probability
estimates, only the minimum of the functional I ½T0;T1�ðρ; jÞ
over all possible currents j is in fact relevant.
To find the optimal current in Eq. (4.1) we observe that,

given any trajectory (ρðtÞ; jðtÞ) satisfying the continuity
equation, we can introduce an external field F defined by

jðtÞ ¼ J(ρðtÞ)þ χ(ρðtÞ)F ð4:2Þ

so that

I ½T0;T1�ðρ; jÞ ¼
1

4

Z
T1

T0

dt
Z
Λ
dxF · χðρÞF: ð4:3Þ

The problem can therefore be formulated as follows. Among
all possible external fields F, find the one that minimizes the
right-hand side of Eq. (4.3) with the constraint

∇ · ½JðρÞ þ χðρÞF� ¼ −∂tρ:

We claim that the optimal F is F ¼ −∇π, where π∶ ½T0; T1� ×
Λ → R is the unique solution to the Poisson equation

∇ · ½χðρÞ∇π� ¼ ∂tρþ ∇ · Jðt; ρÞ ð4:4Þ

which vanishes at the boundary of Λ for any t ∈ ½T0; T1�.
Let F ¼ −∇π þ ~F, so that ∇ · χðρÞ ~F ¼ 0. Since π vanishes

at the boundary, an integration by parts yields the orthogon-
ality relationship

R
Λ dx∇π · χðρÞ ~F ¼ 0. Whence,

Z
Λ
dxF · χðρÞF ¼

Z
Λ
dxf∇π · χðρÞ∇π þ ~F · χðρÞ ~Fg: ð4:5Þ

By construction, ∇ · ½JðρÞ − χðρÞ∇π� ¼ −∂tρ, so that, by
Eq. (4.5), the choice of F which minimizes Eq. (4.3) is
obtained letting ~F ¼ 0. We deduce

I½T0;T1�ðρÞ¼
1

4

Z
T1

T0

dt
Z
Λ
dx½∂tρþ∇ ·JðρÞ�KðρÞ−1½∂tρþ∇ ·JðρÞ�;

ð4:6Þ

where the positive operator KðρÞ is defined on functions
π∶ Λ → R vanishing at the boundary ∂Λ by

KðρÞπ ¼ −∇ · ½χðρÞ∇π�:

The above argument shows that we can restrict to gradient
external fields F when we are looking for fluctuations only of
the density ρ (this corresponds to particular realizations of the
noisy part of the current in the fluctuating hydrodynamics
picture). On the other hand, if we are looking for fluctuations
of the current j, then the corresponding external field F is
uniquely defined by Eq. (4.2) and will not be, in general, a
gradient field.
We now derive a variational formula for the quasipotential.

From Eq. (2.15), we deduce that

V(ρðT0Þ)þ I½T0;T1�ðρÞ ¼ V(ρðT1Þ)þ I�½−T1;−T0�ðθρÞ; ð4:7Þ
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where I�½−T1;−T0� is the rate function of the adjoint process. We

consider the time interval taking T1 ¼ 0, T0 ¼ −T. Denoting
by ρ̂ a generic path satisfying ρ̂ð−TÞ ¼ ρ̄, which implies
V(ρ̂ð−TÞ) ¼ 0, and ρ̂ð0Þ ¼ ρ, we obtain that

I½−T;0�ðρ̂Þ ¼ VðρÞ þ I�½0;T�ðθρ̂Þ:

Observing that I�½0;T�ðθρ̂Þ ≥ 0 and that it is equal to zero when

θρ̂ solves the adjoint hydrodynamics, we obtain that

VðρÞ ¼ inf
ρ̂
Ið−∞;0�ðρ̂Þ; ð4:8Þ

where the infimum is carried over all trajectories ρ̂ such that
ρ̂ð−∞Þ ¼ ρ̄, ρ̂ð0Þ ¼ ρ. The optimal trajectory ρ̂ satisfies

I�½0;∞Þðθρ̂Þ ¼ 0: ð4:9Þ

Compare with Freidlin and Wentzell (2012) for the finite-
dimensional case.
Optimal trajectories for nonreversible finite-dimensional

systems have been seen in numerical simulations (Dykman
et al., 1994) and actually experimentally observed in analog
electrical circuits with noise modeling a two-dimensional
diffusion process (Luchinsky and McClintock, 1997); see the
bibliography in those articles for previous literature on
the topic.
We summarize the previous analysis as follows. While for

equilibrium states the path leading to a fluctuation is the time
reversal of the relaxation path (Onsager and Machlup, 1953),
for nonequilibrium states the spontaneous emergence of a
density fluctuation takes place most likely following a
trajectory which is the time reversal of the relaxation path
along the adjoint hydrodynamics. The optimal field to create
the fluctuation is 2∇δV=δρ, that is minus twice the dissipative
thermodynamic force. To understand the factor of 2 think of
an electric circuit. To invert the current one has to add minus
twice the original electric field.
From the identity (4.8) we deduce that for profiles ρ

satisfying the boundary condition (2.5) δV=δρ vanishes at
the boundary of Λ. It is in fact enough to take the derivative of
Eq. (4.8) and notice that the optimal path ρ̂ has prescribed
boundary values.
The quasipotential V of Eq. (4.8) is a Lyapunov functional

for the hydrodynamic equations (H theorem). In fact, we can
compute the rate of decrease of V(ρðtÞ) along the hydro-
dynamic equations. In both cases, using Eq. (2.23), we have

d
dt

V(ρðtÞ) ¼
Z
Λ
dx

δV
δρ

(ρðtÞ)∂tρðtÞ

¼ −
Z
Λ
dx∇ δV

δρ
(ρðtÞ) · χ(ρðtÞ)∇ δV

δρ
(ρðtÞ):

ð4:10Þ

Recalling Eqs. (2.19) and (3.31), we see that the rate of
decrease of V is the renormalized dissipation. In particular, we
have that ðd=dtÞV(ρðtÞ)¼0 if and only if ðδV=δρÞ(ρðtÞ)¼0.
Since we assumed that there exists a unique stationary profile
ρ̄, Eq. (4.10) implies that ρ̄ is globally attractive.

B. Hamiltonian structure

We regard the functional (4.6) as an action function on the
set of density paths. The corresponding Lagrangian is

Lðρ; ∂tρÞ ¼
1

4

Z
Λ
dx½∂tρþ ∇ · JðρÞ�KðρÞ−1½∂tρþ∇ · JðρÞ�:

The associated Hamiltonian Hðρ; πÞ is obtained by the
Legendre transform of Lðρ; ∂tρÞ:

Hðρ; πÞ ¼ sup
ξ

�Z
Λ
dxξπ − Lðρ; ξÞ

�

¼
Z
Λ
dxf∇π · χðρÞ∇π − π∇ · JðρÞg: ð4:11Þ

The canonical equations associated with the HamiltonianH
are

∂tρ ¼ ∇ · ðDðρÞ∇ρÞ −∇ · χðρÞðEþ 2∇πÞ;

∂tπ ¼ −∇π · χ0ðρÞðEþ∇πÞ − TrfDðρÞHessðπÞg; ð4:12Þ

where π vanishes at the boundary of Λ, and ρ satisfies
Eq. (2.5). In this equation HessðπÞ represents the Hessian
of π, TrfAg the trace of a matrix A, and χ0 the matrix with
entries χ0i;jðρÞ.
Observe that (ρðtÞ; 0) is a solution of the canonical

equations if ρðtÞ solves the hydrodynamic equations (2.1)–
(2.5). In particular, ðρ̄; 0Þ is an equilibrium point of the
canonical equations.
Within the Hamiltonian formalism, the variational prob-

lem (4.8) becomes a minimal action problem. Classical
arguments in analytic mechanics (Arnol’d, 1989) imply that
the quasipotential V introduced in Eq. (4.8) solves the
stationary Hamilton-Jacobi equation

H
�
ρ;
δV
δρ

�
¼ Hðρ̄; 0Þ ¼ 0: ð4:13Þ

This is exactly the equation derived in Eq. (2.23) by the time-
reversal argument.
We next discuss the time reversal within the Hamiltonian

formalism. Letting L�ðρ; ∂tρÞ be the Lagrangian associated
with the action function I�, the time-reversal relationship (4.7)
implies the following relation between Lagrangians:

Lðρ; ∂tρÞ ¼ L�ðρ;−∂tρÞ þ
Z
Λ
dx

δV
δρ

∂tρ: ð4:14Þ

As a consequence, denoting byH� the Hamiltonian associated
with L�,

Hðρ; πÞ ¼ H�
�
ρ;
δV
δρ

− π

�
: ð4:15Þ

We introduce the involution Θ on the phase space ðρ; πÞ
defined by
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Θðρ; πÞ ¼
�
ρ;
δV
δρ

ðρÞ − π

�
:

Denoting by T t, T �
t the Hamiltonian flow of H, H�,

respectively, Eq. (4.15) yields that Θ acts as the time reversal
in the sense that

Θ ∘ T t ¼ T �
−t ∘Θ: ð4:16Þ

The relationship (4.16) is nontrivial also for reversible
processes, i.e., whenH ¼ H�; in such a case it tells us how to
change the momentum under time reversal. This definition of
time reversal in a Hamiltonian context agrees with the one
given by Morpurgo, Touschek, and Radicati (1954).

C. Path integral derivation of the Hamiltonian

As an alternative to the previous argument, we provide here,
following Derrida and Gerschenfeld (2009b), a derivation of
the Hamiltonian (4.11) from the fundamental equation (2.7)
via a path integral calculation.
When we are interested only in the fluctuations of the

density, we can formally use the fundamental formula as a
probability distribution in a path integral,

P(ðρε;jεÞ∶ρε ∈A)

≈
Z
A
Dρ

Z
Djδð∂tρþ∇ · jÞ

×exp

�
−
ε−d

4

Z
T1

T0

dt
Z
Λ
dx½j−JðρÞ� ·χðρÞ−1½j−JðρÞ�

�
:

We can take into account the constraint of the δ function by
introducing an auxiliary field π. By Laplace asymptotics,

P(ðρε;jεÞ∶ρε ∈A)

≈
Z
A
Dρ

Z
Dj

Z
Dπ

×exp

�
−ε−d

Z
T1

T0

dt
Z
Λ
dxð∂tρþ∇ · jÞπ

�

×exp

�
−
ε−d

4

Z
T1

T0

dt
Z
Λ
dx½j−JðρÞ� ·χðρÞ−1½j−JðρÞ�

�
:

Integrating by parts the term ð∇ · jÞπ and computing the
Gaussian integral over j we get

P(ðρε;jεÞ∶ρε ∈A)

≈
Z
A
Dρ

Z
Dπ exp

�
−ε−d

Z
T1

T0

dt

�Z
Λ
dxπ∂tρ−Hðρ;πÞ

	�
;

where H is the Hamiltonian (4.11). The exponential in the
previous equation is the action corresponding to the
Hamiltonian H. In the limit ε → 0 the dominating contribu-
tions are thus in a neighborhood of solutions of the canonical
equations (4.12).

D. Nondifferentiability of the quasipotential: Lagrangian phase
transitions

The quasipotential may exhibit singularities which can be
interpreted as nonequilibrium phase transitions. In a finite-
dimensional setting, an analogous phenomenon is discussed in
Graham and Tél (1985), where it is shown that the quasipo-
tential generically exhibits points of nondifferentiability. An
interesting example of this kind was discussed in Jauslin
(1987); see Dykman, Millonas, and Smelyanskiy (1994) for
further developments and examples.
We discuss this phenomenon in the infinite-dimensional

context of the MFT (Bertini et al., 2010). For equilibrium
states, the quasipotential V is always convex and the occur-
rence of first order phase transitions corresponds to the
presence of a flat part in the graph of V. In nonequilibrium
states V is not necessarily convex and phase transitions
without an equilibrium analog can occur. These phase
transitions have a natural geometric interpretation in the
Hamiltonian formalism that we next illustrate.
Recall that the Hamiltonian dynamics admits the equilib-

rium point ðρ̄; 0Þ. The corresponding energy vanishes,
Hðρ̄; 0Þ ¼ 0. Consider the solution of the canonical equa-
tions (4.12) with initial condition ðρ; 0Þ. As ρ̄ is globally
attractive for the hydrodynamics, such a solution of the
canonical equations converges to the equilibrium point
ðρ̄; 0Þ as t → þ∞. The set fðρ; πÞ∶π ¼ 0g is therefore the
stable manifold Ms associated with the equilibrium point
ðρ̄; 0Þ. The unstable manifold Mu is defined as the set of
points ðρ; πÞ such that the solution of the canonical equations
starting from ðρ; πÞ converges to ðρ̄; 0Þ as t → −∞. By the
conservation of the energy, Mu is a subset of the mani-
fold fðρ; πÞ∶Hðρ; πÞ ¼ Hðρ̄; 0Þ ¼ 0g.
In the sequel we need the following result in Hamiltonian

dynamics (Arnol’d, 1989). Given a closed curve γ para-
metrized as γðαÞ ¼ (ρðαÞ; πðαÞ), α ∈ ½0; 1�, the integralH
γ πdρ ¼ R

1
0 dα

R
Λ dxπðα; xÞ∂αρðα; xÞ is invariant under the

Hamiltonian evolution. This means that, by denoting
with γt the evolution of γ under the Hamiltonian flow,H
γt
πdρ ¼ H

γ πdρ. In view of this result, if γ is a closed curve

contained in the unstable manifold Mu then
H
γ πdρ ¼

limt→−∞
H
γt
πdρ ¼ 0. We can therefore define the prepotential

V∶ Mu → R by

Vðρ; πÞ ¼
Z
γ
π̂dρ̂; ð4:17Þ

where the integral is carried over an arbitrary curve γðαÞ,
α ∈ ½0; 1�, in Mu such that γð0Þ ¼ ðρ̄; 0Þ and γð1Þ ¼ ðρ; πÞ.
The possibility of defining such potential is usually referred to
by saying that Mu is a Lagrangian manifold.
We now establish the relationship between the quasipoten-

tial and the prepotential

VðρÞ ¼ inffVðρ; πÞ; π∶ðρ; πÞ ∈ Mug: ð4:18Þ

Indeed, fix ρ and consider π such that ðρ; πÞ belongs to Mu.
Let (ρ̂ðtÞ; π̂ðtÞ) be the solution of the Hamilton equations
starting from ðρ; πÞ at t ¼ 0. Since ðρ; πÞ ∈ Mu, (ρ̂ðtÞ; π̂ðtÞ)
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converges to ðρ̄; 0Þ as t → −∞. Therefore, the path ρ̂ðtÞ is a
solution of the Euler-Lagrange equations for the action Ið−∞;0�,
which means that it is a critical path for Eq. (4.8). Since
Lðρ̂; ∂tρ̂Þ ¼

R
Λ π̂∂tρ̂ −Hðρ̂; π̂Þ and H(ρ̂ðtÞ; π̂ðtÞ) ¼ 0, the

action of such path ρ̂ðtÞ is given by Ið−∞;0�ðρ̂Þ ¼ Vðρ; πÞ.
Hence the right-hand side of Eq. (4.18) selects among all such
paths the one with minimal action, and the minimal action is,
by definition, the quasipotential VðρÞ.
For equilibrium states, the quasipotential is given by the

expression in Eq. (2.25) and it is simple to check that the
unstable manifold is Mu ¼ fðρ; πÞ∶π ¼ f0ðρÞ − f0ðρ̄Þg. In
particular,Mu is globally a graph which means that for every
ρ there exists a unique π so that ðρ; πÞ ∈ Mu. On the other
hand, for nonequilibrium states the unstable manifold is not
necessarily a graph and it may happen, for special ρ, that the
variational problem (4.18) admits more than a single mini-
mizer [Fig. 1(a)]. The set of profiles ρ for which the minimizer
is not unique is a caustic. In general, it is a codimension-one
submanifold of the configuration space. We call the occur-
rence of this situation a Lagrangian phase transition. In this
case, profiles arbitrarily close to each other but lying on
opposite sides of the caustic are reached by optimal paths
which are not close to each other. This implies that on the
caustics the first derivative of the quasipotential is discon-
tinuous [Fig. 1(b)].
Recall the discussion in Sec. IV.A showing that the optimal

field F in Eq. (4.2) to produce the profile ρ is given by
F ¼ 2∇δV=δρ. If ρ is a caustic point then the functional
derivative of V is not defined. However we can take a profile
ρþ ~ρ close to caustic, compute the derivative at ρþ ~ρ, and
then take the limit as ~ρ → 0. However, since V has a first order
discontinuity, we obtain different values for the limiting
derivative. In this way, if ρ is a caustic point, we can construct
different fields F in Eq. (4.2) such that the corresponding
action (4.3) is equal to VðρÞ. To each field F there corresponds
an optimal trajectory for the variational problem (4.8).
The previous geometrical considerations make plausible

that, for a nonequilibrium state, Lagrangian phase transitions
do generically occur. The question whether a specific model,

characterized by its transport coefficients, exhibits such
transitions is a completely different story. It is remarkable,
as we shall see in Sec. V.G, that the weakly asymmetric simple
exclusion can be proven analytically to have such phase
transitions.
We conclude with some remarks on the possibility of

observing Lagrangian phase transitions. Conceptually, they
can be directly detected from detailed statistics of the sta-
tionary nonequilibrium ensemble; Lagrangian phase transi-
tions correspond to the presence of corners in the graph of the
probability distribution function in logarithmic scale.
Alternatively, one could exploit the instability of the exit
path. As mentioned, optimal exit paths have been experi-
mentally observed in noisy electronic devices with a finite
number of degrees of freedom (Luchinsky and McClintock,
1997; Chan, Dykman, and Stambaugh, 2008). On the other
hand, in thermodynamic systems the thermal fluctuations are
very small and the direct observation of Lagrangian phase
transitions appears quite difficult, as it requires an extremely
long time. The problem of large fluctuations admits an
interpretation as a control problem (Bertini et al., 2004).
This means that rather than considering the optimal path, we
look for the field driving the system from the stationary state
to a chosen profile with the minimal energetic cost. The
Lagrangian phase transition then corresponds to the existence
of two different optimal fields dissipating the same energy. In
principle, these two fields can be theoretically calculated and
an experiment can be designed to check the predictions.

E. Nonlocality of the quasipotential and long range correlations

Long range correlations are a generic property of stationary
nonequilibrium states which have been experimentally mea-
sured; see Dorfman, Kirkpatrick, and Sengers (1994) for a
review. At the theoretical level, several approaches were
developed around the late 1970s and early 1980s; e.g.,
Procaccia, Ronis, and Oppenheim (1979), Kirkpatrick,
Cohen, and Dorfman (1982), and Spohn (1983). In the
MFT, long range correlations are a direct consequence of
the nonlocality of the quasipotential. By perturbatively solv-
ing the Hamilton-Jacobi equation, the equations for correla-
tions of arbitrary order have been obtained (Bertini
et al., 2009).
We introduce the pressure functional as the Legendre

transform of the quasipotential V,

V♯ðhÞ ¼ sup
ρ

�Z
Λ
dxhρ − VðρÞ

�
:

The large deviation asymptotics (2.9) implies

lim
ε→0

εd logEP

�
exp

�
ε−d

Z
Λ
dxρεh

��
¼ V♯ðhÞ; ð4:19Þ

where we recall that ρε denotes the empirical density and P is
the stationary ensemble. We point out that the above asymp-
totics does not imply in general Eq. (2.9). Indeed, while the
functional V♯ is always convex, the functional V can be
recovered as the Legendre transform of V♯ only when it is

FIG. 1. (a) Drawing of the unstable manifold. (b) Graph of the
quasipotential. ρc is a caustic point, e.g., Vðρc; π1Þ ¼ Vðρc; π3Þ.
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convex. For example, for the Kipnis-Marchioro-Presutti
(KMP) model, V turns out to not be convex (Bertini,
Gabrielli, and Lebowitz, 2005). On the other hand,
Eq. (4.19) does suffice to recover V in a small neighborhood
of the stationary profile ρ̄.
By taking derivatives, Eq. (4.19) yields the asymptotics of

truncated correlations of the empirical density,

lim
ε→0

ðε−dÞn−1EP(ρεðx1Þ;…; ρεðxnÞ) ¼ Cnðx1;…; xnÞ; ð4:20Þ

where

Cnðx1;…; xnÞ ¼
δnV♯

δhðx1Þ � � � δhðxnÞ
����
h¼0

: ð4:21Þ

By Legendre duality we have the change of variable
formula h ¼ δV=δρ, ρ ¼ δV♯=δh, so that the Hamilton-
Jacobi equation (2.23) can then be rewritten in terms of V♯ as

Z
Λ
dx∇h · χ

�
δV♯

δh

�
∇hþ

Z
Λ
dx∇h · J

�
δV♯

δh

�
¼ 0; ð4:22Þ

where h vanishes at the boundary of Λ. This is an equation for
the generating function V♯, which by Taylor expansion yields
a recursive relationship for the macroscopic correlations Cn.
Write the two-point correlation function in the form

C2ðx; yÞ ¼ CeqðxÞδðx − yÞ þ Bðx; yÞ;

where

CeqðxÞ ¼ D−1(ρ̄ðxÞ)χ(ρ̄ðxÞ):

By expanding Eq. (4.22) around the stationary profile ρ̄ we
obtain the following equation for B:

L†Bðx; yÞ ¼ αðxÞδðx − yÞ: ð4:23Þ

The operator L† is the formal adjoint of the differential
operator L ¼ Lx þ Ly, where

Lx ¼ Dij(ρ̄ðxÞ)∂xi∂xj þ χ0ij(ρ̄ðxÞ)EjðxÞ∂xi ð4:24Þ

and

αðxÞ ¼ ∂xi ½χ0ij(ρ̄ðxÞ)D−1
jk (ρ̄ðxÞ)Jk(ρ̄ðxÞ)�:

We are using the convention that repeated indices are summed.
When αðxÞ ¼ 0, due to the boundary conditions, the unique
solution to Eq. (4.23) is B ¼ 0 and there are no long range
correlations. In the case of equilibrium states αðxÞ ¼ 0 since
the current vanishes. There are cases in which αðxÞ ¼ 0 even
if J(ρ̄ðxÞ) ≠ 0. This happens in the Ginzburg-Landau model
(Guo, Papanicolaou, and Varadhan, 1988), where χ does not
depend on ρ. Another case is the zero-range model discussed
in Sec. V.B. If αðxÞ is nonvanishing, the inhomogeneous
equation (4.23) has a nontrivial solution and long range
correlations are present.

Since L is an elliptic operator (i.e., it has a negative kernel),
the sign of B is determined by the sign of α: if αðxÞ ≥ 0, then
Bðx; yÞ ≤ 0, while if αðxÞ ≤ 0, then Bðx; yÞ ≥ 0. For example,
consider the following special case. The system is one
dimensional, the diffusion coefficient is constant,
DðρÞ ¼ D0, the mobility χðρÞ is a quadratic function of ρ,
and there is no external field, E ¼ 0. Then

Bðx; yÞ ¼ −
1

2D0

ð∇ρ̄Þ2χ00Δ−1ðx; yÞ; ð4:25Þ

where Δ−1ðx; yÞ is the Green’s function of the Dirichlet
Laplacian. Two well-studied models, the symmetric exclusion
process, where χðρÞ ¼ ρð1 − ρÞ, and the KMP process, where
χðρÞ ¼ ρ2, meet the above conditions. Then Eq. (4.25) shows
that their correlations have opposite signs.
By developing the arguments presented above, it is possible

to deduce recursive equations for the n-point correlations Cn;
see Bertini et al. (2009) for the details of this analysis.
The existence of long range correlations in stochastic lattice

gases and, in particular, in the symmetric simple exclusion
process was first established, using fluctuating hydrodynam-
ics and a direct computation, in Spohn (1983); see Giardinà,
Kurchan, and Redig (2007) for more recent microscopic
results. Our derivation shows that long range correlations in
diffusive systems with a conservation law are a generic
consequence of inhomogeneous chemical potentials and
external fields. In real systems couplings between different
fluctuating quantities generate nonequilibrium long range
correlations as discussed in Ortiz de Zárate and Sengers
(2004). They considered the coupling of temperature fluctua-
tions with velocity fluctuations. The velocity fluctuating field
formally appears as an external field in the hydrodynamic
equation for the temperature fluctuations. For the experimen-
tal situation see the review by Dorfman, Kirkpatrick, and
Sengers (1994).

F. Current fluctuations

From both a theoretical and an experimental point of view, a
natural observable in nonequilibrium thermodynamics is the
time-averaged current. The corresponding fluctuations have
been analyzed by Bodineau and Derrida (2004). By postulat-
ing an additivity principle, which relates the fluctuation of the
time-averaged current in the whole system to the fluctuations
in subsystems, the corresponding asymptotic probability is
deduced. However, as pointed out by Bertini et al. (2005,
2006), this approach may underestimate the probability of
fluctuations due to the possible occurrence of a dynamical
phase transition.
We show that the probability of fluctuations of the time-

averaged current in the time window ½0; T� can be derived,
without additional assumptions, from the macroscopic
fluctuation theory. The probability of observing a time-
averaged fluctuation J can be described by a functional
ΦðJÞ which we characterize in terms of a variational problem
for the functional I ½0;T�.
Recall that jε is the empirical current, described after

Eq. (2.7). Given a vector field J, by the fundamental
equation (2.7),
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Pρ0

�
1

T

Z
T

0

dtjεðtÞ ≈ J

�
≈ expf−ε−dTΦTðJÞg; ð4:26Þ

where ΦT is given by

ΦTðJÞ ¼
1

T
inf

ðρ;jÞ∈AT

I ½0;T�ðρ; jÞ: ð4:27Þ

In this equation, AT is the set of paths ðρ; jÞ whose average
current is J and initial density is ρ0,

AT ¼
�
ðρ; jÞ∶ 1

T

Z
T

0

dtjðtÞ ¼ J;

∂tρ ¼ −∇ · j; ρð0Þ ¼ ρ0

�
:

By the local conservation of the mass, the asymptotic
T → ∞ of the above probability is relevant only for
divergence-free vector fields. Indeed, the case in which J
has not zero divergence leads either to negative mass or to a
mass condensation.
For a divergence-free current J the sequence TΦTðJÞ is a

subadditive in T,

ðT þ SÞΦTþSðJÞ ≤ TΦTðJÞ þ SΦSðJÞ ð4:28Þ

for T, S ≥ 0. Indeed, let ðρ1; j1Þ ∈ AT and ðρ2; j2Þ ∈ AS. As
J ¼ ð1=TÞ R T

0 dtjðtÞ is divergence free, by the continuity
equation ρ1ð0Þ ¼ ρ1ðTÞ þ ∇ ·

R
T
0 dtjðtÞ ¼ ρ1ðTÞ ¼ ρ2ð0Þ.

We may therefore glue the trajectories ðρ1; j1Þ and ðρ2; j2Þ,
obtaining a trajectory ðρ; jÞ in ATþS which satisfies

I ½0;TþS�ðρ; jÞ ¼ I ½0;T�ðρ1; j1Þ þ I ½0;S�ðρ2; j2Þ. ð4:29Þ

Therefore, optimizing over all the trajectories, we obtain
Eq. (4.28).
Since for a divergence-free current J the sequence TΦTðJÞ

is subadditive in T, ΦTðJÞ converges to a limit denoted by
ΦðJÞ, given by

ΦðJÞ ¼ lim
T→∞

inf
ðρ;jÞ∈AT

1

T
I ½0;T�ðρ; jÞ

¼ inf
T>0

inf
ðρ;jÞ∈AT

1

T
I ½0;T�ðρ; jÞ: ð4:30Þ

The limit ΦðJÞ does not depend on the initial condition ρ0.
Indeed given two different initial conditions they can be
connected by a transient in a finite time that will be irrelevant
for the limit.
We now prove that Φ is a convex functional. Let 0 < p < 1

and J ¼ pJ1 þ ð1 − pÞJ2, we want to show that ΦðJÞ ≤
pΦðJ1Þ þ ð1 − pÞΦðJ2Þ. Fix T > 0 and an initial density
profile ρ0. Let ðρ1; j1Þ ∈ ApT , and ðρ2; j2Þ ∈ Að1−pÞT be the
optimal paths for the variational problem (4.27) associated
with the currents J1 and J2, respectively. Therefore

ΦpTðJ1Þ ¼
1

pT
I ½0;pT�ðρ1; j1Þ;

Φð1−pÞTðJ2Þ ¼
1

ð1 − pÞT I ½0;ð1−pÞT�ðρ2; j2Þ:

By the same arguments used in Eq. (4.29), the path obtained
by gluing j1 with j2, denoted by j, is in the set AT . Therefore,

ΦTðJÞ ≤
1

T
I ½0;T�ðρ; jÞ ¼ pΦpTðJ1Þ þ ð1 − pÞΦð1−pÞTðJ2Þ:

By taking the limit T → ∞ and since the limiting function
does not depend on the initial condition, we conclude that Φ is
convex. These arguments are standard in proving the existence
and the convexity of thermodynamic functions in equilibrium
statistical mechanics.
We introduce the functional U on the set of time-

independent profiles ρ ¼ ρðxÞ and j ¼ jðxÞ:

Uðρ; jÞ ¼ 1

4

Z
Λ
dx½j − JðρÞ� · χðρÞ−1½j − JðρÞ�: ð4:31Þ

We then define U on divergence-free currents by

UðJÞ ¼ inf
ρ
Uðρ; JÞ; ð4:32Þ

where the minimum is carried over all profiles ρ satisfying the
boundary condition (2.5). We show that

ΦðJÞ ≤ UðJÞ: ð4:33Þ

To see this, since ΦðJÞ does not depend on the initial
condition, choose as the initial condition the density
profile ρ0 which minimizes Eq. (4.32). Since J is divergence
free, the constant path ðρ0; JÞ lies in AT . Hence, ΦTðJÞ ≤
ð1=TÞI ½0;T�ðρ0; JÞ ¼ UðJÞ. The functional U is in general
nonconvex.
In one space dimension, the functional U is the one

introduced by Bodineau and Derrida (2004). Therefore, the
additivity principle postulated there provides the correct
asymptotics when equality holds in Eq. (4.33). This is the
case for some models and corresponds to the situation in
which the optimal path in Eq. (4.30) does not depend on
time. On the other hand, as we shall see in Sec. VI.A, for
other models the inequality in Eq. (4.33) is strict and this
corresponds to a spontaneous symmetry breaking of time
translation invariance.
We now argue that for small deviations of the current, i.e.,

in a neighborhood of the stationary current Jðρ̄Þ, dynamical
phase transitions do not occur, i.e., Φ ¼ U. Observe that for
Jðρ̄Þ we have Φ(Jðρ̄Þ) ¼ U(Jðρ̄Þ) ¼ 0 and this is uniquely
realized by choosing on the right-hand side of Eq. (4.30) the
time-independent path (ρ̄; Jðρ̄Þ). For J close to Jðρ̄Þ the
optimal path for the right-hand side of Eq. (4.30), possibly
time dependent, will be close to (ρ̄; Jðρ̄Þ). Since the path
ðρ�; JÞ, where ρ� is the optimal profile in Eq. (4.32) is a
stationary point for the right-hand side of Eq. (4.30), by
continuity it also will be the global minimizer.
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The asymptotics (4.26) can be formulated in terms of the
moment generating function of the empirical current. For each
time-independent, divergence-free vector field v ¼ vðxÞ we
have

lim
T→∞

lim
ε→0

εd

T
logEρ0 ½eε

−d
R

T

0
dt
R
Λ
dxjεðtÞ·v� ¼ Φ♯ðvÞ; ð4:34Þ

where Eρ0 denotes the expectation with respect to the
probability distribution Pρ0 , and Φ♯ðvÞ is the Legendre
transform of ΦðJÞ,

Φ♯ðvÞ ¼ sup
J

�Z
Λ
dxv · J − ΦðJÞ

�
: ð4:35Þ

The supremum is carried over all the divergence-free vector
fields J.
In connection with the functional Φ, Varadhan (2004a)

suggested the possibility of the alternative variational
representation

ΦðJÞ ¼ inf


UðρðtÞ; jðtÞÞ�: ð4:36Þ

In this equation h·i represents the expectation with respect to a
stationary process ðρ; jÞ, and the infimum is carried over all
such stationary processes satisfying the continuity equation
∂tρþ∇ · j ¼ 0 and the constraint hjðtÞi ¼ J. Note that
hU(ρðtÞ; jðtÞ)i does not depend on t by stationarity. The
representation (4.36) is not used in this paper.
The fundamental equations (2.7) and (2.8) can be used to

analyze the fluctuation of the current flux across a surface. As
shown by Bodineau, Derrida, and Lebowitz (2008), for
models in two dimensions the asymptotics for closed or open
curves are different due to the possible occurrence of vortices
around the end points.

G. Gallavotti-Cohen symmetry

Denote by Φ� the functional defined by the variational
problem (4.30) with I� in place of I . By Eq. (2.15) and since
θjðtÞ ¼ −jð−tÞ,

ΦðJÞ ¼ Φ�ð−JÞ:

For equilibrium states this symmetry states that the functional
Φ is even.
We consider a path jðtÞ, t ∈ ½−T; T� such that

ð2TÞ−1 R T
−T dtjðtÞ ¼ J for some divergence-free vector field

J. Recalling the Einstein relation DðρÞχðρÞ−1 ¼ f00ðρÞ we
have that

χðρÞ−1JðρÞ ¼ −∇f0ðρÞ þ E.

Recall Eqs. (2.8) and (2.11). Since f0(ρðxÞ) ¼ λðxÞ, x ∈ ∂Λ,
an integration by parts yields

1

2T
R½−T;T�ðρ; jÞ ¼

1

2T
R½−T;T�ðθρ; θjÞ

−
Z
Λ
dxJ · Eþ

Z
∂Λ

dσλJ · n̂; ð4:37Þ

where dσ is the surface measure on ∂Λ and n̂ is the outward
normal to Λ. In particular, this equation implies that if ðρ̂; |̂Þ is
an optimal path for the variational problem defining ΦðJÞ then
ðθρ̂; θ|̂Þ is an optimal path for the variational problem
defining Φð−JÞ.
By taking the limit T → ∞ in Eq. (4.37) we get

ΦðJÞ − Φð−JÞ ¼ −
Z
Λ
dxJ · Eþ

Z
∂Λ

dσλJ · n̂; ð4:38Þ

which is a Gallavotti-Cohen–type symmetry in our space
time-dependent setup for macroscopic observables. Note that
the right-hand side of Eq. (4.38) is minus the energy given to
the system by the external field and the boundary reservoirs
per unit time (3.2).
When Φ ¼ U the symmetry (4.38) can be generalized as

follows (Hurtado et al., 2011). Consider J and J0 two
divergence-free currents such that jJðxÞj2 ¼ jJ0ðxÞj2, and then
it is immediately seen that

UðJÞ − UðJ0Þ ¼ 1

2

Z
∂Λ

dσλðJ − J0Þ · n̂

−
1

2

Z
Λ
dxðJ − J0Þ · E: ð4:39Þ

If Φ ¼ U, by taking J0 ¼ −J we recover Eq. (4.38).

H. Extended Hamiltonian structure

In Sec. IV.B we discussed the Hamiltonian structure related
to the density fluctuations. Here we show that there is an
underlying (richer) Hamiltonian structure for the joint fluc-
tuations of density and current.
To this end we write Eq. (2.8) as an action associated with a

Lagrangian. This is possible using some simple changes of
variables. We consider the time interval ½0; T� and assume
that the external drivings do not depend on time. Let A0ðxÞ
be a vector field related to the initial condition by
∇ · A0ðxÞ ¼ ρðx; 0Þ. For example, we can fix A0 ¼ −∇h
where h solves ΔhðxÞ ¼ −ρðx; 0Þ. We then define the vector
field

Aðt; xÞ ¼ A0ðxÞ −
Z

t

0

jðs; xÞds; ð4:40Þ

that, apart from the initial condition and a minus sign, is the
time-integrated current. Since ρ and j are related by the
continuity equation we have j ¼ −∂tA and ρ ¼ ∇ · A.
We can then write the rate functional (2.8) in terms of the

vector field A

I ½0;T�ðAÞ ¼
1

4

Z
T

0

dt
Z
Λ
dx½∂tAþ Jð∇ · AÞ�

· χ−1ð∇ · AÞ½∂tAþ Jð∇ · AÞ�: ð4:41Þ
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Observe that, in this form, the constraint of the continuity
equation is automatically satisfied. Equation (4.41) has the
form of an action for the Lagrangian

LðA;∂tAÞ¼
1

4

Z
Λ
dx½∂tAþJð∇ ·AÞ� ·χ−1ð∇ ·AÞ½∂tAþJð∇ ·AÞ�:

ð4:42Þ

The corresponding Hamiltonian is

HðA; BÞ ¼ sup
ξ

�Z
Λ
dxBðxÞ · ξðxÞ − LðA; ξÞ

�

¼
Z
Λ
dx½B · χð∇ · AÞB − B · Jð∇ · AÞ�; ð4:43Þ

and the canonical equations are

∂tA¼ 2χð∇ ·AÞB−Jð∇ ·AÞ;
∂tB¼−∇½Tr(Dð∇ ·AÞ∇TB)þB · χ0ð∇ ·AÞðE−BÞ�; ð4:44Þ

where we denoted by ∇TB the matrix having entries
ð∇TBÞi;j ¼ ∂xiBj and recall that Trð·Þ denotes the trace.
Given a solution ðρ; πÞ of the canonical equations (4.12)

there corresponds a solution of Eq. (4.44) given by

AðtÞ ¼ A0 −
Z

t

0

ds½J(ρðsÞ)þ 2χ(ρðsÞ)∇πðsÞ�;

BðtÞ ¼ −∇πðtÞ; ð4:45Þ

where A0 satisfies the condition ∇ · A0 ¼ ρð0Þ.
The momentum B plays the role of the external field F in

Eq. (4.2). When we look only at fluctuations of the density
then B is a gradient vector field with potential π as in
Eq. (4.45). On the other hand, when we study fluctuations
of the current we need a general vector field B.
Correspondingly not all the solutions of Eq. (4.44) are of
the form (4.45).

V. MACROSCOPIC MODELS

To illustrate the scope of the general theory developed so
far, we begin by discussing some cases where calculations can
be made explicitly. From the point of view of the MFT, a
system is defined by the transport coefficients D and χ. In this
connection we emphasize that many microscopic models can
give rise to the same macroscopic behavior encoded in such
coefficients. Only in special cases can the microscopic models
be solved. Specific choices of the transport coefficients are
named after the underlying microscopic models. In Sec. VIII
we discuss how these coefficients can be obtained from the
microscopic dynamics.

A. Equilibrium

We briefly look upon equilibrium states from the standpoint
of nonequilibrium. Recall that we defined a system in the
domain Λ to be in an equilibrium state when the current in the
stationary profile ρ̄ vanishes, i.e., Jðρ̄Þ ¼ 0. A particular case

is that of a homogeneous equilibrium state, obtained by setting
the external field E ¼ 0 and choosing a constant chemical
potential at the boundary, i.e., λðxÞ ¼ λ̄.
For equilibrium states the quasipotential, defined by the

variational equation (4.8), coincides with the functional V in
Eq. (2.25), that is,

VðρÞ ¼
Z
Λ
dxffðρÞ − fðρ̄Þ − f0ðρ̄Þðρ − ρ̄Þg: ð5:1Þ

We show that V solves the Hamilton-Jacobi equation (2.23).
Its derivative is

δV
δρðxÞ ¼ f0(ρðxÞ) − f0(ρ̄ðxÞ) ð5:2Þ

so that, by an integration by parts,

H
�
ρ;
δV
δρ

�
¼

Z
Λ
dx∇½f0ðρÞ − f0ðρ̄Þ� · χðρÞ∇½f0ðρÞ − f0ðρ̄Þ�

þ
Z
Λ
dx½f0ðρÞ − f0ðρ̄Þ�∇ · ½DðρÞ∇ρ − χðρÞE�

¼
Z
Λ
dx∇½f0ðρÞ − f0ðρ̄Þ� · χðρÞ½∇f0ðρ̄Þ − E� ¼ 0;

ð5:3Þ

where we used Eq. (2.4) and∇f0ðρ̄Þ − E ¼ −χðρ̄Þ−1Jðρ̄Þ ¼ 0.
This statement is not sufficient to conclude that the func-

tional in Eq. (5.1) is the quasipotential; observe for instance
that V ¼ 0 always solves the Hamilton-Jacobi equation. In
order to identify V with the quasipotential we need to verify
that V is the maximal solution satisfying Vðρ̄Þ ¼ 0. Clearly, V
is positive and zero on ρ̄. For checking that it is a maximal
solution see Bertini et al. (2009).
We next show that the condition Jðρ̄Þ ¼ 0 is equivalent to

either one of the following conditions:
• There exists a function ~λ∶ Λ → R such that

EðxÞ¼∇~λðxÞ; x∈Λ ~λðxÞ¼ λðxÞ; x∈∂Λ; ð5:4Þ

• The system ismacroscopically time-reversal invariant in
the sense that for each profile ρ we have J�ðρÞ ¼ JðρÞ.

We emphasize that the notion of macroscopic time-reversal
invariance does not imply that an underlying microscopic
model satisfies the detailed balance condition. Indeed, as it has
been shown by explicit examples (Gabrielli, Jona-Lasinio, and
Landim, 1996, 1999), there are microscopic models not time-
reversal invariant for which J�ðρÞ ¼ JðρÞ.
We start by showing that Jðρ̄Þ ¼ 0 if and only if Eq. (5.4)

holds. From the local Einstein relation (2.4) and Jðρ̄Þ ¼ 0 we
deduce

EðxÞ ¼ f00(ρ̄ðxÞ)∇ρ̄ðxÞ ¼ ∇f0(ρ̄ðxÞ);

hence Eq. (5.4). Conversely, let the external field E be such
that Eq. (5.4) holds. Since f00 is positive the function f0 is
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invertible and we can define ρ̄ðxÞ ¼ ðf0Þ−1½~λðxÞ�. The profile ρ̄
satisfies Eq. (2.5) as well as Jðρ̄Þ ¼ 0.
We next show that Jðρ̄Þ ¼ 0 if and only if JðρÞ ¼ J�ðρÞ.

Suppose first that JðρÞ ¼ J�ðρÞ. By evaluating the Hamilton-
Jacobi equation for ρ ¼ ρ̄ we deduce ∇½δVðρ̄Þ=δρ� ¼ 0. From
the first equation in Eq. (2.18) we then get Jðρ̄Þ ¼ 0. To show
the converse implication, note that if Jðρ̄Þ ¼ 0 then V is given
by Eq. (5.1). We deduce that

χðρÞ∇ δV
δρ

¼ DðρÞ∇ρ − χðρÞE ¼ −JðρÞ;

where we used Eq. (2.2). Recalling the first equation in
Eq. (2.18) we get JðρÞ ¼ J�ðρÞ.
So far we have assumed the local Einstein relation and we

have shown that for equilibrium systems it implies Eq. (5.1).
Conversely, we now show that macroscopic reversibility and
Eq. (5.1) imply the local Einstein relation (2.4). If JðρÞ ¼
J�ðρÞ then Eq. (2.26) holds, which reads, in view of Eq. (5.1),

½χðρÞf00ðρÞ −DðρÞ�∇ρ ¼ χðρÞ½f00ðρ̄Þ − χ−1ðρ̄ÞDðρ̄Þ�∇ρ̄;
ð5:5Þ

where we used Jðρ̄Þ ¼ 0 to eliminate E. Note that Jðρ̄Þ ¼ 0

follows from the first equation in (2.18) and JðρÞ ¼ J�ðρÞ
without further assumptions. Since ρ and ∇ρ are arbitrary the
local Einstein relation D ¼ χf00 follows from Eq. (5.5).
A peculiar feature of equilibrium states that allowed the

explicit derivation of the quasipotential is that the optimal path
for the variational problem (4.8) is the time reversal of the
hydrodynamic trajectory. We emphasize that this can happen
also if the identity JðρÞ ¼ J�ðρÞ is violated but ∇ · JðρÞ ¼
∇ · J�ðρÞ is satisfied. Indeed, we next give an example of a
system not invariant under time reversal, i.e., with Jðρ̄Þ ≠ 0,
such that the optimal trajectory for the variational prob-
lem (4.8) is the time reversal of the solution to the relaxation
trajectory.
Let Λ ¼ ½0; 1�, DðρÞ ¼ χðρÞ ¼ 1, λð0Þ ¼ λð1Þ ¼ λ̄, and a

constant external field E ≠ 0. In this case the hydrodynamic
evolution of the density is given by the heat equation
independently of the field E. The stationary profile is
ρ̄ ¼ λ̄, and the associated current is Jðρ̄Þ ¼ E ≠ 0. By a
computation analogous to the one leading to Eq. (5.1), we
easily get that

VðρÞ ¼ 1

2

Z
1

0

dx½ρðxÞ − ρ̄�2;

and the optimal trajectory for the variational problem (4.8) is
the time reversal of the solution to the heat equation. On the
other hand, JðρÞ ¼ −∇ρþ E while J�ðρÞ ¼ −∇ρ − E.
We remark that, even if V is nonlocal, the equality JðρÞ ¼

J�ðρÞ implies that the thermodynamic force −∇ðδV=δρÞ is
local. Moreover, the first equation in (2.18) reduces to the
statement

JðρÞ ¼ −χðρÞ∇ δV
δρ

ðρÞ ð5:6Þ

so that V can be obtained by integrating the above equation.
The identity (5.6) represents the general form, for equilibrium
states, of the relationship between currents and thermody-
namic forces. It holds both when the free energy is local and
nonlocal. When Eq. (5.6) holds, the quasipotential can be
computed by an integration. An example of such a situation
with a nonlocal free energy is provided by the ABC model on
a ring with equal densities (Evans et al., 1998).

B. Zero range

At the macroscopic level this model is specified by the
choice χðρÞ ¼ φðρÞ and DðρÞ ¼ φ0ðρÞ, where φ is an increas-
ing function on Rþ. In particular, the local Einstein relation
(2.4) holds with f0 ¼ φ0=φ.
This is a very special model in which the quasipotential is a

local functional of the density that can be explicitly computed.
It is given similarly to the equilibrium case

VðρÞ ¼
Z
Λ
dxffðρÞ − fðρ̄Þ − f0ðρ̄Þðρ − ρ̄Þg; ð5:7Þ

where ρ̄ is the unique stationary solution of Eq. (2.6), which in
the present case takes the form

ΔφðρÞ¼∇ ·φðρÞE; x∈Λ; φ(ρðxÞ)¼ eλðxÞ; x∈ ∂Λ:

The proof that the local functional (5.7) solves the Hamilton-
Jacobi equation (2.23) is given in Sec. V.C.
Assume that d ¼ 1, that the external field E is constant, and

that Λ ¼ ð0; 1Þ. We denote by λ0, λ1 the values of the chemical
potential at the end points. In this context one can compute the
functional Φ introduced in Eq. (4.30). As we show in
Sec. VI.A for this model there are no dynamic phase
transitions and Φ ¼ U, where U is the functional introduced
in Eq. (4.32). Note that in one dimension the only vector fields
with vanishing divergence are constant. With the change of
variable αðxÞ ¼ φ(ρðxÞ) the variational problem (4.32)
reduces to

inf
α

1

4

Z
1

0

dx
½J þ ∇αðxÞ − αðxÞE�2

αðxÞ ; ð5:8Þ

where αð0Þ ¼ eλ0 ¼ φ0, αð1Þ ¼ eλ1 ¼ φ1. This implies that Φ
does not depend on the function φðρÞ and, in particular,
coincides with the one for a model of independent particles,
i.e., φðρÞ ¼ ρ.
The optimal profile α of the variational problem (5.8) is

given by

αðxÞ ¼ CðeEx − aÞðe−Ex − bÞ

for suitable values of the constants a, b, and C to be
determined by the boundary conditions and the current J.
Using the explicit form of the minimizer we have
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UðJÞ ¼ J log

�
J=EAþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðJ2=E2A2Þ þ 4ðB=AÞ

p
2

�

− E½A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðJ2=E2A2Þ þ 4ðB=AÞ

q
− A − B�;

where A ¼ eλ0=ð1 − e−EÞ and B ¼ eλ1=ðeE − 1Þ. Its Legendre
transform is

Φ♯ðvÞ ¼ EfAðev − 1Þ þ Bðe−v − 1Þg: ð5:9Þ

Notice that this solution converges, as E → 0, to the solution
with no external field that can be easily obtained by the
general formulas in Sec. VI.B. For a microscopic counterpart
see Harris, Rákos, and Schütz (2005).

C. Conditions for locality of the quasipotential

It is natural to ask under what conditions the quasipotential
VðρÞ is a local functional of the form (5.7), where ρ̄ ¼ ρ̄λ;E is
the stationary solution associated with the boundary chemical
potential λðxÞ and the external driving field EðxÞ, and f is the
free energy density of the model, related to the diffusion
coefficient DðρÞ and the mobility χðρÞ by the Einstein
relation (2.4).
As a first observation, we show that VðρÞ is local if and only

if

χðρÞ−1JAðρÞ ð5:10Þ

is independent of ρ. Indeed, if VðρÞ is as in Eq. (5.7), then
JSðρÞ ¼ −χðρÞ∇δV=δρ can be computed explicitly, as well as
JAðρÞ ¼ JðρÞ − JSðρÞ. The result is

JAðρÞ ¼ χðρÞ½E − χðρ̄Þ−1Dðρ̄Þ∇ρ̄�.
Hence Eq. (5.10) is independent of ρ. Conversely, if Eq. (5.10)
is independent of ρ, then χðρÞ−1JAðρÞ ¼ χðρ̄Þ−1JAðρ̄Þ can be
rewritten by Eqs. (2.2), (2.19), and (2.4) as

∇ δV
δρ

ðρÞ ¼ ∇½f0ðρÞ − f0ðρ̄Þ�.

This equation, together with the condition that VðρÞ has a
minimum equal to 0 for ρ ¼ ρ̄, gives Eq. (5.7). For example, in
equilibrium JAðρÞ ¼ 0 for all ρ, and for the (out of equilib-
rium) model of particles circulating on a ring driven by a
constant field E, described in Sec. II.C, we have
χðρÞ−1JAðρÞ ¼ E, which is independent of ρ.
Next we assume that the diffusion coefficient and the

mobility are scalar matrices, i.e., DðρÞij ¼ DðρÞδi;j and
χðρÞij ¼ χðρÞδi;j (i; j ¼ 1;…; d). We derive, in this case,
an equivalent condition for the locality of the quasipotential
VðρÞ. Assuming that VðρÞ is local as in Eq. (5.7), we can use
the fact that Eq. (5.10) is independent of ρ and the orthogon-
ality relation in Eq. (2.22) to get

Z
Λ
dxJSðρÞ · χðρ̄Þ−1JAðρ̄Þ ¼ 0: ð5:11Þ

We have JAðρ̄Þ ¼ Jðρ̄Þ and

JSðρÞ ¼ −χðρÞ∇ δV
δρ

¼ −χðρÞ½f00ðρÞ∇ρ − f00ðρ̄Þ∇ρ̄�
¼ −∇½dðρÞ − dðρ̄Þ� þ ½χðρÞχðρ̄Þ−1 − 1�∇dðρ̄Þ; ð5:12Þ

where dðρÞ ¼ R
ρ dαDðαÞ. Using (5.12), Eq. (5.11) can be

rewritten as

Z
Λ
dx

1

χðρ̄Þ2 f−½dðρÞ − dðρ̄Þ�χ0ðρ̄Þ

þ ½χðρÞ − χðρ̄Þ�Dðρ̄ÞgJðρ̄Þ ·∇ρ̄ ¼ 0: ð5:13Þ

For this we used an integration by parts and the stationary
equation ∇ · Jðρ̄Þ ¼ 0. Equation (5.13) is the desired con-
dition on the transport coefficients equivalent to the locality of
the quasipotential VðρÞ. Indeed, if VðρÞ is local we just proved
that Eq. (5.13) holds. Conversely, if Eq. (5.13) holds, then the
same computation shows that the local functional VðρÞ as in
Eq. (5.7) solves the Hamilton-Jacobi equation (2.23). In fact,
such VðρÞ is the quasipotential.
For example, in equilibrium Jðρ̄Þ ¼ 0, so Eq. (5.13) holds

trivially. In the model of particles circulating on a ring driven
by a constant field E, described in Sec. II.A, we have ∇ρ̄ ¼ 0,
so Eq. (5.13) still holds. Furthermore, Eq. (5.13) holds for
arbitrary choices of external field E and boundary chemical
potential λ provided that DðρÞ and χðρÞ are related by

−½dðρÞ − dðρ̄Þ�χ 0ðρ̄Þ þ ½χðρÞ − χðρ̄Þ�Dðρ̄Þ ¼ 0 ð5:14Þ

for arbitrary ρ and ρ̄. This equation is an integral form of the
following condition:

DðρÞχ00ðρÞ ¼ D0ðρÞχ0ðρÞ. ð5:15Þ

It is easily seen that there are only two situations in which
Eq. (5.15) holds: for arbitrary DðρÞ and χðρÞ constant in ρ,
which corresponds to the Ginzburg-Landau model (Guo,
Papanicolaou, and Varadhan, 1988; Spohn, 1991), and for
DðρÞ ¼ cχ0ðρÞ, for a constant c, which corresponds to a
“generalized” zero-range model (the zero-range model is
obtained for c ¼ 1). We thus conclude, in particular, that in
both these cases the quasipotential VðρÞ is indeed local for
arbitrary choices of external field E and boundary chemical
potential λ.
Another situation in which Eq. (5.13) is satisfied is when

J(ρ̄ðxÞ) ·∇ρ̄ðxÞ ¼ 0 for any x. This happens if Λ is the
d-dimensional torus and the external field is of the form
−∇U þ ~E with ∇ · ~E ¼ 0 and ∇UðxÞ · ~EðxÞ ¼ 0 for any
x ∈ Λ. This can be verified with a simple calculation.

D. Simple exclusion processes

We consider here the boundary driven simple exclusion
process in one space dimension without external field.
In particular, we consider Λ ¼ ð−1; 1Þ so that ∂Λ ¼ �1.
The transport coefficients in this case are DðρÞ ¼ 1 and
χðρÞ ¼ ρð1 − ρÞ and the specific free energy is fðρÞ ¼
ρ log ρþ ð1 − ρÞ logð1 − ρÞ. We fix the chemical potentials
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at left and right boundaries as λ�, and correspondingly the
macroscopic density will satisfy the boundary conditions
ρð�1Þ ¼ ρ� as required by Eq. (2.5).
By using a matrix representation of the microscopic

invariant state and combinatorial techniques, Derrida,
Lebowitz, and Speer (2001, 2002b) showed that the quasi-
potential V can be expressed in terms of the solution of a
nonlinear ordinary differential equation. We show how this
result can be deduced using the MFT. Namely, we consider the
variational problem (4.8) for the one-dimensional simple
exclusion process and show that the associated Hamilton-
Jacobi equation

Z
Λ

�
∇ δV

δρ
ρð1 − ρÞ∇ δV

δρ
þ δV

δρ
Δρ

�
dx ¼ 0 ð5:16Þ

can be reduced to the nonlinear ordinary differential equation
obtained by Derrida, Lebowitz, and Speer (2001).
We look for a solution of the Hamilton-Jacobi

equation (5.16) by performing the change of variable

δV
δρðxÞ ¼ log

ρðxÞ
1 − ρðxÞ − φðx; ρÞ ð5:17Þ

for some functional φðx; ρÞ to be determined satisfying
the boundary conditions φð�1Þ ¼ log ρð�1Þ=½1 − ρð�1Þ�.
Inserting Eq. (5.17) into (5.16), we get that

0 ¼
Z
Λ
dx∇

�
log

ρ

1 − ρ
− φ

�
ρð1 − ρÞ∇φ

¼
Z
Λ
dx½∇ρ∇φ − ρð1 − ρÞð∇φÞ2�:

Adding and subtracting eφ=ð1þ eφÞ, we can rewrite the
previous integral as

Z
Λ
dx∇

�
ρ −

eφ

1þ eφ

�
∇φ

×
Z
Λ
dx

�
ρ −

eφ

1þ eφ

��
ρ −

1

1þ eφ

�
ð∇φÞ2:

Since ρ − eφ=ð1þ eφÞ vanishes at the boundary, an integra-
tion by parts yields

0 ¼
Z
Λ
dx

�
ρ −

eφ

1þ eφ

��
Δφþ ð∇φÞ2

1þ eφ
− ρð∇φÞ2

�
: ð5:18Þ

We thus obtain a solution of the Hamilton-Jacobi if we solve
the following ordinary differential equation which relates the
functional φðxÞ ¼ φðx; ρÞ to ρ:

ΔφðxÞ
½∇φðxÞ�2 þ

1

1þ eφðxÞ
¼ ρðxÞ x ∈ ð−1; 1Þ;

φð�1Þ ¼ log ρð�1Þ=½1 − ρð�1Þ�: ð5:19Þ

As proven by Derrida, Lebowitz, and Speer (2002b) this
equation admits a unique monotone solution which is the
relevant one for the quasipotential. Recalling Eq. (3.4), a
computation shows that the derivative of the functional

VðρÞ ¼ FðρÞ þ
Z
Λ
dx

�
ð1 − ρÞφþ log

� ∇φ

∇ρ̄ð1þ eφÞ
	�

ð5:20Þ

is given by Eq. (5.17) when φðx; ρÞ solves Eq. (5.19). To prove
that this is themaximal positive solution seeBertini et al. (2002).
According to the general time-reversal argument, see,

in particular, Eq. (2.18), the adjoint hydrodynamics can be
written as

∂tρ ¼ Δρ − 2∇ · ½χðρÞ∇φ�; ð5:21Þ

wherewe used Eq. (5.17) andφ has to be expressed as a function
of ρ by solving Eq. (5.19). As shown byBertini et al. (2002), it is
remarkable that this nonlocal evolution can be directly related to
the heat equation. Let γ ¼ γðt; xÞ be defined by

γ ¼ eφ

1þ eφ
; ð5:22Þ

where φ ¼ φðt; xÞ is the solution to Eq. (5.19) when ρ ¼ ρðt; xÞ
evolves according to Eq. (5.21). Then γ solves

∂tγ ¼ Δγ ð5:23Þ

with the appropriate initial and boundary conditions.
One may be tempted to repeat the same computation in

arbitrary dimension; one would obtain a partial differential
equation analogous to Eq. (5.19). However, in more than one
dimension it does not exist, in general, a functional V whose
derivative is given by Eq. (5.17) with φ and ρ related by such
partial differential equation.
For this model, as proven by Derrida, Lebowitz, and Speer

(2001) for the one-dimensional case and by Bertini et al. (2002)
for higher dimensions, the quasipotentialVðρÞ is larger than the
local functional (2.25) with ρ̄ the nonequilibrium stationary
profile. For small fluctuations this follows from Eq. (4.25).
An interesting result (Tailleur, Kurchan, and Lecomte, 2007,

2008) is that this model and the following Kipnis-Marchioro-
Presutti model can be mapped into equilibrium models. This
result depends on the Hamiltonian structure and the nonlocal
map (5.19). We briefly outline the argument. Recall the
Hamiltonian (4.11) that for the simple exclusion process reads

Hðρ; πÞ ¼
Z

1

−1
dxfρð1 − ρÞð∇πÞ2 þ πΔρg ð5:24Þ

with the boundary conditions ρð�1Þ ¼ ρ� and πð�1Þ ¼ 0.
Consider the symplectic transformation ðρ; πÞ → ðφ;ψÞ
given by

∇
�

1
1−eψ


¼ eπ − 1 − ρðeπ þ e−π − 2Þ ;

∇
�

ρ
ρþð1−ρÞeπ


¼ eψ − 1 − φðeψ þ e−ψ − 2Þ: ð5:25Þ

The new Hamiltonian has the same form as that of Eq. (5.24),
that is,
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~Hðφ;ψÞ ¼
Z

1

−1
dxfφð1 − φÞð∇ψÞ2 þ ψΔφg; ð5:26Þ

but the boundary conditions are ∇φð�1Þ ¼ ∇ψð�1Þ ¼ 0

(Tailleur, Kurchan, and Lecomte, 2007). Since these boundary
conditions corresponds to an isolated exclusion process,
Eq. (5.25) realizes amap into an equilibriumsystem. Inparticular,
~H satisfies Eq. (4.15) with ~H� ¼ ~H and the optimal exit
trajectory is simply given by the time reversal of the relaxation
one. By mapping back this solution and computing the
corresponding action Eq. (5.20) for the quasipotential is
recovered.
From a physical point of view, besides the case of external

reservoirs, boundary conditions modeling a battery appear
natural. Namely, we consider the system in a ring with an
external field and take the limit in which the field becomes a
delta function localized at one point. The application of the
MFT to this case is discussed by Bodineau, Derrida, and
Lebowitz (2010).

E. Kipnis-Marchioro-Presutti model

We consider the one-dimensional boundary driven KMP
model (Kipnis, Marchioro, and Presutti, 1982). This is a
diffusive system with transport coefficients given by DðρÞ ¼
1 and χðρÞ ¼ ρ2. It derives from a simple stochastic model of
heat conduction in a crystal. As in the exclusion process the
computation of the quasipotential can be reduced to the
solution of a nonlinear differential equation (Bertini,
Gabrielli, and Lebowitz, 2005).
The procedure is similar to the one for the simple exclusion

process. The Hamilton-Jacobi equation for the quasipotential
V is

Z
Λ
dx

�
∇ δV

δρ
ρ2∇ δV

δρ
þ δV

δρ
Δρ

�
¼ 0: ð5:27Þ

We assume that Λ ¼ ð−1; 1Þ. We also assume the macroscopic
density profile ρ ¼ ρðxÞ satisfies the boundary conditions
ρð�1Þ ¼ ρ�. We emphasize that ρ now represents an energy
density.
We look for a solution of the Hamilton-Jacobi equa-

tion (5.27) by performing the change of variable

δV
δρðxÞ ¼

1

αðx; ρÞ −
1

ρðxÞ ð5:28Þ

for some functional αðx; ρÞ to be determined satisfying the
boundary conditions αð�1Þ ¼ ρð�1Þ.
With a calculation similar to the one in the previous section

we find that the quasipotential is

VðρÞ ¼
Z
Λ
dx

�
ρ

α
− 1 − log

ρ

α
− log

∇α
∇ρ̄

�
; ð5:29Þ

where α ¼ αðx; ρÞ is the unique monotone solution to

α2 Δα
ð∇αÞ2 þ ρ − α ¼ 0 ; αð�1Þ ¼ ρ�: ð5:30Þ

By a direct computation it can be shown that VðρÞ is not
convex. For this model, as proven by Bertini, Gabrielli, and
Lebowitz (2005), the quasipotential VðρÞ is smaller than the
local functional (2.25) with ρ̄ the stationary profile. For small
fluctuations this follows from Eq. (4.25).

F. Exclusion process with external field

The computation of the quasipotential for the one-dimen-
sional boundary driven simple exclusion process reviewed in
Sec. V.D can be generalized to the case in which a constant
external field is applied to the system. The first result was
obtained, using the matrix approach, in Enaud and Derrida
(2004) and refers to the case in which the driving due to the
external reservoirs and the field are in the same direction. In
the same situation an approach based on the macroscopic
fluctuation theory is presented by Bertini, Gabrielli, and
Landim (2009). The case when the field drives in the opposite
direction with respect to the boundary sources exhibits
Lagrangian phase transitions and is discussed in the following
section.
The weakly asymmetric boundary driven simple exclusion

process is defined, in appropriate units, by the following
choices. The transport coefficients are D ¼ 1 and χðρÞ ¼
ρð1 − ρÞ so that the specific free energy is fðρÞ ¼
ρ log ρþ ð1 − ρÞ logð1 − ρÞ. Observe that the hydrodynamic
equation is the viscous Burgers equation. We consider it on the
space domain Λ ¼ ð−1; 1Þwith a constant external field E and
denote by λ� the chemical potentials of the boundary
reservoirs. We let ρ� ¼ eλ�=ð1þ eλ�Þ be the boundary values
of the density.
The Hamilton-Jacobi equation for the quasipotential (2.23)

thus reads

Z
Λ

�
∇ δV

δρ
ρð1 − ρÞ∇ δV

δρ
þ δV

δρ
fΔρ − E∇½ρð1 − ρÞ�g

�
dx ¼ 0:

ð5:31Þ

As in the symmetric case we look for a solution V whose
derivative has the form

δV
δρðxÞ ¼ f0½ρðxÞ� − φðx; ρÞ; ð5:32Þ

where, for density profiles ρ satisfying the boundary con-
ditions ρð�1Þ ¼ ρ�, we have φð�1; ρÞ ¼ λ�. Few integra-
tions by parts similar to Eq. (5.18) show that (5.31) is satisfied
provided φ solves

ΔφðxÞ
∇φðxÞ½∇φðxÞ − E� þ

1

1þ eφðxÞ
¼ ρðxÞ;

x ∈ ð−1; 1Þ; φð�1Þ ¼ λ�:
ð5:33Þ

In order to identify the quasipotential we need to show that φ
is properly defined, namely, that Eq. (5.33) has a unique
solution, and that there exists a functional V with derivative
given by Eq. (5.32).
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Fix ρ− < ρþ and observe that when E ¼ E0 ≡ ½λþ − λ−�=2
the model describes an inhomogeneous equilibrium state as in
Sec. V.A. We consider here the case in which E < E0 that
corresponds to a negative stationary current. Recalling
FðρÞ ¼ R

Λ dxfðρÞ, we introduce the auxiliary functional of
two variables

Gðρ;φÞ¼FðρÞþ
Z
Λ
dxfð1−ρÞφ− logð1þeφÞ

þ 1

E
½∇φ log∇φ− ð∇φ−EÞ logð∇φ−EÞ�g; ð5:34Þ

which has the property that Eq. (5.33) is the stationarity
condition δG=δφ ¼ 0 while δG=δρ ¼ f0ðρÞ − φ is the right-
hand side of Eq. (5.32).
The functional G is well defined provided φ is increasing

and ∇φ ≥ E. Bertini, Gabrielli, and Landim (2009) showed
that Eq. (5.33) has a unique solution φ satisfying these
requirements. The quasipotential, up to an additive constant
that is fixed by the normalization Vðρ̄Þ ¼ 0, can thus be
expressed in terms of the auxiliary functional G as

VðρÞ ¼ sup
φ

Gðρ;φÞ ¼ G(ρ;φðρÞ);

where φðρÞ is the solution to Eq. (5.33). Indeed, if φðρÞ solves
Eq. (5.33) then by chain rule

δV
δρ

ðρÞ ¼ δG
δρ

(ρ;φðρÞ)þ δG
δφ

(ρ;φðρÞ) δφ
δρ

ðρÞ

¼ f0ðρÞ − φðρÞ.

The fact that φ solving Eq. (5.33) corresponds to a maximum
of G follows from the concavity with respect to φ of G.
We mention that the computation reducing the (infinite-

dimensional) Hamilton-Jacobi equation (5.31) to the (one-
dimensional) problem (5.33) can be extended to the models
with constant diffusion coefficient, quadratic mobility, and
constant external field (Bertini, Gabrielli, and Lebowitz, 2005;
Derrida and Gerschenfeld, 2009b).

G. An example of Lagrangian phase transition

As in the previous section, we consider the one-dimensional
boundary driven weakly asymmetric exclusion process on the
interval ð−1; 1Þ with λ− < λþ. We consider here the case in
which the driving from the field is in the opposite direction
with respect to the one from the boundary reservoirs and
the stationary current Jðρ̄Þ is positive, that is, E > E0 ¼
½λþ − λ−�=2. We show that for E ≫ E0 this model provides an
example of a Lagrangian phase transition; see Sec. IV.D. This
appears to be the first concrete example where this can be
rigorously proven (Bertini et al., 2011).
As the first step, we discuss the change of variable (5.32) in

the framework of the underlying Hamiltonian structure.
Recalling that the Hamiltonian is given in Eq. (4.11), we
perform the symplectic change of variables

φ ¼ f0ðρÞ − π; ψ ¼ ρ ; ð5:35Þ

where we recall that fðρÞ ¼ ρ log ρþ ð1 − ρÞ logð1 − ρÞ is the
specific free energy.
In the new variables ðφ;ψÞ the Hamiltonian ~Hðφ;ψÞ ¼

H(ψ ; f0ðψÞ − φ) reads

~Hðφ;ψÞ ¼
Z

1

−1
dxfψð1 − ψÞð∇φÞ2

− ½∇ψ þ Eψð1 − ψÞ�∇φþ Eðρþ − ρ−Þg;

where we used that ρð�1Þ ¼ ρ�. The corresponding canonical
equations are

∂tφ ¼ Δφ − ð1 − 2ψÞ∇φðE −∇φÞ ;
∂tψ ¼ −Δψ − E∇½ψð1 − ψÞ� þ 2∇½ψð1 − ψÞ∇φ� ð5:36Þ

with the boundary conditions inherited from Eq. (5.35).
In the new variables the equilibrium position ðρ̄; 0Þ

becomes (f0ðρ̄Þ; ρ̄). The associated stable manifold is
Ms ¼ fðφ;ψÞ∶φ ¼ f0ðψÞg. As shown by Bertini et al.
(2010) the unstable manifold is given by

Mu ¼
�
ðφ;ψÞ∶0 < ∇φ < E;

ψ ¼ 1

1þ eφ
−

Δφ
∇φðE −∇φÞ

�
: ð5:37Þ

Note that in the variables ðφ;ψÞ the unstable manifold Mu
can be described as the graph of a single-valued function
while this is not the case in the original variables ðρ; πÞ; recall
Fig. 1(a) of Sec. IV.D.
In view of Eq. (5.37) of the unstable manifold, the

prepotential V in Eq. (4.17) can be obtained by direct
computations using the new variables ðφ;ψÞ. Let G be the
functional [compare with Eq. (5.34)]

Gðρ;φÞ¼
Z

1

−1
dx

�
fðρÞþð1−ρÞφ− logð1þeφÞ

þ 1

E
½∇φ log∇φþðE−∇φÞ logðE−∇φÞ�

�
ð5:38Þ

up to an additive constant fixed by the normalization
G(ρ̄; f0ðρ̄Þ) ¼ 0. Then the prepotential (in the original
variables) is

Vðρ; πÞ ¼ G(ρ; f0ðρÞ − π): ð5:39Þ

We deduce that the quasipotential is given, up to an additive
constant, by

VðρÞ ¼ inffGðρ;φÞ;φ∶ðφ; ρÞ ∈ Mug: ð5:40Þ

According to the general arguments in Sec. IV.D the pre-
potential is defined on the unstable manifold Mu. On the
other hand, the right-hand side of Eq. (5.38) extends to a
function defined for all φ satisfying 0 < ∇φ < E. By denoting
still with G this extension we realize that the condition
ðφ; ρÞ ∈ Mu is equivalent to δGðρ;φÞ=δφ ¼ 0. We conclude
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that Eq. (5.40) still holds if the constraint between ρ and φ is
dropped.
When the external field E is large enough, the weakly

asymmetric exclusion process exhibits Lagrangian phase
transitions. Namely, the variational problem in Eq. (5.40)
admits more than a single critical point or equivalently the
equation in Eq. (5.37) has multiple solutions. We argue as
follows. Consider first the limiting case E ¼ ∞ in which the
hydrodynamic equation becomes the inviscid Burgers equa-
tion and corresponds to the asymmetric simple exclusion
process examined by Derrida, Lebowitz, and Speer (2002a,
2003). The functional G becomes

G∞ðρ;φÞ ¼
Z

1

−1
dx½fðρÞ þ ð1 − ρÞφ − logð1þ eφÞ�: ð5:41Þ

In this limit the variational problem (5.40) becomes a one-
dimensional problem and it is possible to exhibit explicitly
density profiles such that uniqueness fails. For instance, this is
the case if ρ is of the form drawn in Fig. 2. By a continuity
(topological) argument one shows that this phase transition
persists also for E finite and large.
Comparing Eq. (5.34) with Eq. (5.38) we easily obtain, by

inserting the absolute value inside the argument of the loga-
rithm, an expression for G that covers both cases. On the other
hand, if E < E0 the function φ ↦ Gðρ;φÞ has a unique critical
point which corresponds to a maximum, while for E > E0 it
may have more critical points and the quasipotential is obtained
in correspondence with the global minimum.
The analysis of the weakly asymmetric exclusion process

was further developed, by considering density profiles ρ with
more critical points, in Aminov, Bunin, and Kafri (2014), see
also references therein.

H. Reaction-diffusion dynamics

In this section we discuss the case in which the macroscopic
dynamic is not a conservation law but there is a reaction term
allowing the creation or destruction of particles in the bulk.
This class of models, with added random forces, has been
investigated in the literature; see e.g., Täuber (2014) for a
recent reference. Here we just show, in a specific example,
how the basic principles of the MFT need to be modified to
cover these processes.
The macroscopic evolution has the form

∂tρ ¼ Δρþ bðρÞ − dðρÞ ¼ Δρþ KðρÞ; ð5:42Þ
where b and d are, respectively, the creation and destruction
rates. For simplicity we restrict to the case Λ ¼ ð−1; 1Þd with
periodic boundary conditions.

This evolution can be derived as the typical behavior of
some underlying stochastic microscopic dynamics in which
particles can jump on the lattice and be created or destroyed.
For instance, as shown by De Masi, Ferrari, and Lebowitz
(1986), it can be derived from the so-called Glauber
+Kawasaki process that we describe in Sec. VIII.C.
The associated large deviation functional for the density

trajectories was first calculated by Jona-Lasinio, Landim, and
Vares (1993):

I½0;T�ðρÞ¼
Z

T

0

dt
Z
Λ
dx

�
1

4
∇H ·ρð1−ρÞ∇H

þbðρÞð1−eHþHeHÞþdðρÞð1−e−H −He−HÞ
�
;

ð5:43Þ

where the external potential H is connected to the fluctuation
ρ by

∂tρ ¼ Δρ −∇ · ½ρð1 − ρÞ∇H� þ bðρÞeH − dðρÞe−H: ð5:44Þ

The structure of the functional I reflects the Poissonian
nature of the underlying microscopic dynamics. The
Hamiltonian associated with the large deviation function-
als (5.43) and (5.44) for this model is

Hðρ; πÞ ¼
Z
Λ
dxfπΔρþ ð∇πÞ2ρð1 − ρÞ

− bðρÞð1 − eπÞ − dðρÞð1 − e−πÞg; ð5:45Þ

where π is the conjugate momentum. Observe that while I has
an implicit expression, sinceH has to be expressed in terms of
ρ by solving Eq. (5.44), the HamiltonianH has a closed form.
As H is not quadratic, the Hamilton-Jacobi equation

H
�
ρ;
δV
δρ

�
¼ 0 ð5:46Þ

is very complicated but can be solved in some special
cases. This happens when bðρÞ ¼ c1ð1 − ρÞhðρÞ and dðρÞ ¼
c2ρhðρÞ, where ci are positive constants and hðρÞ is a positive
function. In this case (Gabrielli et al., 1997)

VðρÞ ¼
Z
Λ
dx

�
ρ log

ρ

c̄
þ ð1 − ρÞ log ð1 − ρÞ

ð1 − c̄Þ
�
; ð5:47Þ

where c̄ ¼ c1=ðc1 þ c2Þ. This corresponds to the situation that
we call macroscopic reversibility of which the validity of
microscopic detailed balance [see Eq. (8.17)] is a special case.
In the general case Eq. (5.46) can be solved by successive

approximations using as an expansion parameter ρ − ρ̄, where
ρ̄ is a solution of BðρÞ ¼ DðρÞ that is a stationary solution of
hydrodynamics. More precisely we look for an approximate
solution of Eq. (5.46) of the form

VðρÞ ¼ 1

2

Z
Λ×Λ

dxdy½ρðxÞ − ρ̄�kðx; yÞ½ρðyÞ − ρ̄� þ oðρ − ρ̄Þ2.

ð5:48Þ

FIG. 2. A caustic density profile for E ¼ ∞. The shaded regions
have equal area.
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By inserting Eq. (5.48) into Eq. (5.46) one can show that
kðx; yÞ satisfies the following equation:

ρ̄ð1 − ρ̄ÞΔxkðx; yÞ − b0kðx; yÞ
− Δxδðx − yÞ þ ðd1 − b1Þδðx − yÞ ¼ 0; ð5:49Þ

where

b1 ¼ b0ðρ̄Þ; d1 ¼ d0ðρ̄Þ; b0 ¼ bðρ̄Þ ¼ dðρ̄Þ:

If V is a local functional of the density, kðx; yÞ must be of
the form kðx; yÞ ¼ gðρ̄Þδðx − yÞwhich inserted into Eq. (5.49)
gives

gðρ̄Þ ¼ ½ρ̄ð1 − ρ̄Þ�−1 ð5:50Þ

and

b0½ρ̄ð1 − ρ̄Þ�−1 − ðd1 − b1Þ ¼ 0: ð5:51Þ

Condition (5.51) is satisfied in the cases when (5.47) is the
quasipotential. On the other hand, if b0, b1, and d1 do not
satisfy the last equation the quasipotential cannot be a local
functional of the density.
For this model it is possible to prove (Bodineau and

Lagouge, 2010) an analog of the fundamental equations (2.7)
and (2.8). The hydrodynamic equation has a local source term
K, and we are interested in the joint fluctuations of ρ,
JðρÞ ¼ −∇ρ, and KðρÞ ¼ bðρÞ − dðρÞ. The large deviation
functional is

I ½0;T�ðρ;j;kÞ¼
Z

T

0

dt
Z
Λ
dx

�
1

4

jj−JðρÞj2
ρð1−ρÞ þΨðρ;kÞ

�
; ð5:52Þ

with

Ψðρ; kÞ ¼ bðρÞ þ dðρÞ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ 4dðρÞbðρÞ

q

þ k log

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ 4dðρÞbðρÞ

p
þ k

2bðρÞ
�
: ð5:53Þ

Here ρ, j, and k are connected by

∂tρ ¼ −∇jþ k: ð5:54Þ

The rate function (5.43) can be recovered from Eq. (5.52) by
optimizing with respect to j and k.
For driven diffusive systems, we showed that long range

correlations of the density are a generic feature of non-
equilibrium states. If bðρ̄Þ ¼ dðρ̄Þ the reaction-diffusion
dynamics does not exhibit a macroscopic current and, in this
respect, may be regarded as an equilibrium state. On the other
hand, the previous discussion implies that long range corre-
lations do appear if Eq. (5.51) is violated. From the point of
view of the MFT, violation of Eq. (5.51) corresponds to a
breaking of macroscopic reversibility; see Basile and Jona-
Lasinio (2004) and Bertini et al. (2007) for more details.

I. Mean field models

The macroscopic fluctuation theory can be applied to
diffusion processes coupled via a mean field interaction
(Bouchet, Gawedzki, and Nardini, 2013). A prototype of
such systems is the Kuramoto model with noise. This is a
system of N coupled planar rotators described by the phases θi
in a rotating magnetic field with amplitudeH and frequency F.
In the frame comoving with the rotators, the evolution is given
by the Langevin equations

_θi ¼ F −H sin θi −
J
N

XN
j¼1

sinðθi − θjÞ þ
ffiffiffiffiffiffiffiffi
2κT

p
αi;

where J is the coupling constant, κ is the Boltzmann constant,
T is the temperature, and αi are the independent white noises.
If the frequency F vanishes this is an equilibrium model and

the stationary ensemble has a Gibbsian description with a
mean field interaction that undergoes a phase transition. On
the other hand, for F ≠ 0 it is a nonequilibrium model. With
the proper definition of the current JðρÞ, the fundamental
formula of the macroscopic fluctuation theory holds and thus
allows an analysis of the asymptotic properties of this model.
In particular, the quasipotential can be computed perturba-
tively. Moreover, the current fluctuations exhibit rich and
interesting phenomena of the type of the dynamical phase
transition that will be discussed in Sec. VI.A.

J. Models with several conservation laws

So far we considered for simplicity conservative models
with only one conservation law. The theory however is not
limited by this restriction and models with more than one
thermodynamic variable have been considered.
We mention, in particular, the work of Bernardin (2008). It

deals with a stochastic heat conduction model for solids. The
system is in contact with two heat baths at different temper-
atures. There are two conserved quantities: the energy and the
deformation between atoms. Bernardin establishes the hydro-
dynamic limit for the two conserved quantities and calculates
a large deviation functional analogous to Eq. (4.6) for the joint
fluctuations of the energy and the deformation. From this
formula he obtains the quasipotential for temperature fluctua-
tions which is the same as for the KMP model (5.29).
Another interesting case is the ABC model (Evans et al.,

1998; Clincy, Derrida, and Evans, 2003). In this case there are
three conserved quantities but only two are independent. The
hydrodynamic equations are not of the standard form (2.2) but
the quasipotential can be calculated exactly when the total
densities of the three species are equal. It is nonlocal but this is
not in contradiction with our previous statements due to the
nonstandard form of the hydrodynamics. It satisfies the
Hamilton-Jacobi equation which in this case is equivalent to
Eq. (5.6) due to reversibility. If the total densities are not equal
theMFThas been used byBodineau,Derrida, Lecomte, andvan
Wijland (2008) to compute perturbatively the quasipotential.

VI. THERMODYNAMICS OF CURRENTS

The study of current fluctuations is one of the most
interesting topics that can be developed within the MFT
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and has received considerable attention in the literature. In this
section we first discuss a striking prediction of the theory on
the possibility of dynamical phase transitions in current
fluctuations leading to a state of the system spontaneously
breaking time translation invariance (Bertini et al., 2005,
2006). We then show that universal properties of the cumu-
lants of the time-averaged current can be obtained in both
stationary and nonstationary states.

A. Examples of dynamical phase transition

Recalling the discussion in Sec. IV.F, we first show that,
under some structural conditions on the transport coefficients,
the identity Φ ¼ U holds. In this case the additivity principle
by Bodineau and Derrida (2004) is satisfied and there are no
dynamical phase transitions. The computation of Φ is simpler
as we have to solve a time-independent variational problem.
We assume that the matricesDðρÞ and χðρÞ are multiples of

the identity. In the case with no external field, E ¼ 0, if

DðρÞχ00ðρÞ ≤ D0ðρÞχ0ðρÞ for any ρ ð6:1Þ

then Φ ¼ U, which implies also that U is convex. Moreover if

DðρÞχ00ðρÞ ¼ D0ðρÞχ0ðρÞ for any ρ ð6:2Þ

then Φ ¼ U for any external field E.
For the proof of these statements see Bertini et al. (2006)

where we also discuss the case with periodic boundary
conditions which requires the further restriction that D is
constant. Condition (6.1) is satisfied for the symmetric simple
exclusion process, where D ¼ 1 and χðρÞ ¼ ρð1 − ρÞ,
ρ ∈ ½0; 1�. We recall that, as shown in Sec. V.C, condition (6.2)
implies the locality of the quasipotential and is satisfied by the
zero range and the Ginzburg-Landau processes.
To exemplify situations in whichΦ < U, that is the presence

of a dynamical phase transition, consider the fluctuations
of the time-averaged current in the one-dimensional case with
periodic boundary conditions.Twomodels havebeendiscussed
so far, the KMP model and the exclusion process with an
external field.
Bertini et al. (2006) found by simple arguments (Jensen

inequality and convexity properties of the transport coeffi-
cients) sufficient conditions on D, χ, E, and J implying that
the optimal profile for the variational problem (4.32) defining
the functional U is the constant one. More precisely we show
that if D is constant and J2=χðρÞ þ E2χðρÞ is a convex
function in ρ then

UðJÞ ¼ 1

4

½J − Eχðρ̄Þ�2
χðρ̄Þ : ð6:3Þ

Under suitable conditions, we exhibit a time-dependent
path for which ð1=TÞI ½0;T�ðρ; jÞ is strictly less than U. This
implies the inequality Φ < U. Let Λ ¼ ð0; 1Þ and (ρðtÞ; jðtÞ)
be a periodic trajectory, with time-averaged current J, in the
form of a traveling wave of velocity v,

ρðt;xÞ¼ ρ0ðx−vtÞ; jðt;xÞ¼ Jþv½ρ0ðx−vtÞ− ρ̄�; ð6:4Þ

where ρ0 is an arbitrary periodic function with period 1 such
that

R
1
0 dxρ0ðxÞ ¼ ρ̄. As functions of t, ρ and j are periodic

with period 1=v. It is easy to verify that the continuity
equation holds and that the time average of j over the time
interval v−1 is equal to J. For this choice we have

ΦðJÞ ≤ vI ½0;v−1�ðρ; jÞ ¼
v
4

Z
v−1

0

dtU(ρðtÞ; jðtÞ)

¼ 1

4

Z
1

0

dx
fJ þ v½ρ0 − ρ̄� − Jðρ0Þg2

χðρ0Þ
.

ð6:5Þ

As shown in Bertini et al. (2006) under the condition

�
1 −

E2χ2ðρ̄Þ
J2

	
χ00ðρ̄Þ > 0; ð6:6Þ

for J large enough it is possible to find ρ0 and v such that the
right-hand side of Eq. (6.5) is less than Eq. (6.3).
Consider the KMP model. Since χ00 > 0 condition (6.6) is

satisfied when E is small enough, in particular, in the case of
no external field, that is for an equilibrium state. The above
argument thus provides a complete analytic proof of the strict
inequality Φ < U. The existence of this dynamical phase
transition has also been observed in simulations by Hurtado
and Garrido (2011). An open problem is whether the phase
transition exists in the case of a boundary driven model. At the
numerical level so far the answer has been negative (Hurtado
and Garrido, 2009).
In the case of the exclusion process, since χ 00 < 0, in order

to have a dynamical phase transition we need an external field.
This case was discussed by Bodineau and Derrida (2005).
When E and J are small, Φ ¼ U and the optimal density
profile for the variational problem (4.32) defining U is
constant. Bodineau and Derrida performed a linear stability
analysis showing, in particular, that the constant profile
becomes unstable for sufficiently large external fields and
currents and concluded the existence of a dynamical phase
transition. By a numerical computation, they also showed that
the traveling wave path is the optimal one for the variational
problem (4.30) defining Φ.

B. Cumulants of the current and their universality properties

We define the average total current as

Qε;T ¼ 1

T

Z
T

0

dt
Z
Λ
dxjεðt; xÞ; ð6:7Þ

whose relationship with the microscopic dynamics is detailed
in Sec. VIII.F. In the limit ε → 0 and T → ∞, Qε;T converges
to

R
Λ dxJðρ̄Þ, where Jðρ̄Þ is the hydrodynamic current

corresponding to the stationary density profile ρ̄. The MFT
allows one to describe the asymptotic behavior of the
cumulants of Qε;T . We present in this section some results
obtained by Bodineau and Derrida (2004), Derrida, Douçot,
and Roche (2004), Appert et al. (2008), and Akkermans
et al. (2013).
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We assume throughout this section that there is no external
field E ¼ 0. We start with the case of a one-dimensional
boundary driven system and choose Λ ¼ ð0; 1Þ. Since in one
space dimension the only divergence-free vector fields are the
constant fields, the analysis of the asymptotic behavior ofQε;T

is equivalent to Eq. (4.26). Assume that ρ0 < ρ1 so that the
stationary current is negative. The asymptotics of the cumu-
lants ofQε;T can be deduced from the general equations (4.34)
and (4.35) by computing the derivatives of Φ♯ at 0. Note that
the behavior of Φ♯ in a neighborhood of 0 corresponds to the
behavior of Φ in a neighborhood of the stationary current
Jðρ̄Þ. In view of the continuity argument given in the para-
graph before Eq. (4.34), we can compute the cumulants
analyzing the time-independent variational problem (4.32).
The same continuity argument implies that, in a neighborhood
of Jðρ̄Þ, the optimal ρ for Eq. (4.32) is increasing.
As shown by Bodineau and Derrida (2004), we then obtain

ΦðJÞ¼UðJÞ¼ J
4

Z
ρ1

ρ0

DðρÞ
χðρÞ

�
2−

2þAðJÞχðρÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þAðJÞχðρÞp

�
dρ; ð6:8Þ

where AðJÞ is related to J by

J ¼ −
Z

ρ1

ρ0

DðρÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ AðJÞχðρÞp dρ: ð6:9Þ

By taking the Legendre transform (4.35) we deduce that for θ
small

Φ♯ðθÞ ¼ −
BðθÞ
4

�Z
ρ1

ρ0

DðρÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ BðθÞχðρÞp dρ

	
2

; ð6:10Þ

where B is related to θ by

θ ¼ 1

2

Z
ρ1

ρ0

DðρÞ
χðρÞ

�
1 −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ BðθÞχðρÞp

�
dρ: ð6:11Þ

Denote by ðΦ♯ÞðkÞ the kth derivative of Φ♯ and by Ck the kth
cumulant of Qε;T From Eq. (4.34) we deduce that

Ck ≈
�
ε

T

�
k−1

ðΦ♯ÞðkÞð0Þ; k ≥ 1; ð6:12Þ

where the approximation becomes exact as ε → 0 and
T → ∞. We point out that the cumulants calculated by
Bodineau and Derrida (2004) are related to a random variable
which differs from Qε;T by the scaling factor ε=T.
By expanding Eqs. (6.10) and (6.11) in a power series

we can compute the derivatives of Φ♯. The first three
are ðΦ♯Þð1Þð0Þ ¼ −I1, ðΦ♯Þð2Þð0Þ ¼ I2=I1, and ðΦ♯Þð3Þð0Þ ¼
−3ðI3I1 − I22Þ=I31, where

In ¼
Z

ρ1

ρ0

DðρÞ½2χðρÞ�n−1dρ; n ¼ 1; 2; 3:

In the case whereD is constant and χðρÞ ¼ ρð1 − ρÞ, which
corresponds to the case of the simple exclusion process,
condition (6.1) holds. From the results of Sec. VI.Awe get that
ΦðJÞ ¼ UðJÞ for all J. The optimal solution ρ of the

variational problem (4.32) for U was computed by
Bodineau and Derrida (2004). For any value of θ one then
gets the closed form

Φ♯ðθÞ ¼ ðarcsinh ffiffiffiffi
ω

p Þ2;

where

ω ¼ ρ0ðeθ − 1Þ þ ρ1ðe−θ − 1Þ þ ρ0ρ1ðeθ − 1Þðe−θ − 1Þ:
ð6:13Þ

The computation of the Legendre transform has been
extended to higher dimensions in Akkermans et al. (2013).
Consider a domain Λ in dimension d > 1 and assume that
there are two external reservoirs, at densities ρA and ρB, in the
regions A and B ⊂ Λ. For J close to the stationary value or
globally under the assumption (6.1) we have that Φ is equal to
U. The fluctuations of the net flow between A and B are
analyzed by Akkermans et al. (2013) where it was shown that

Φ♯ðθÞ ¼ CapΛðA; BÞΦ♯
1ðθÞ; ð6:14Þ

where Φ♯
1 is computed for a one-dimensional system on the

interval (0,1) with boundary densities ρA and ρB, and
CapΛðA; BÞ is the capacity that depends only on the geometry
of a condenser formed by A and B in Λ. From Eq. (6.14) it
follows, in particular, that the ratio between any pair of
cumulants is the same as in one dimension.
We now turn to the one-dimensional ring. Under the

assumption that DðρÞ is constant and that χðρÞ is concave,
Bertini et al. (2006) proved that ΦðJÞ ¼ UðJÞ. Moreover, if
1=χðρÞ is a convex function then UðJÞ ¼ ð1=4ÞJ2=χðρ̄Þ.
Therefore, under the two previous conditions, the Legendre
transform Φ♯ of Φ is simply given by

Φ♯ðθÞ ¼ θ2χðρ̄Þ:

As Φ♯ is quadratic, in view of Eq. (6.12), the limiting variance
of ε−1TQε;T is equal to 2χðρ̄Þ, while the remaining cumulants
vanish as ε → 0 and T → ∞. The finite size corrections to this
Gaussian behavior have been studied by Appert et al. (2008).
The relationship between the variableQt used in this reference
and Eq. (6.7) is

Qε;T ¼ ε2

T
Qε−2T:

In our notation, the finite size correction to the function
ΦðJÞ is

ΦεðJÞ ¼ ΦðJÞ − ε

�
J2

4χ
þDF

�
J2χ00

16D2χ

��
þ oðεÞ:

In this equation, D ¼ Dðρ̄Þ, χ ¼ χðρ̄Þ, χ00 ¼ χ00ðρ̄Þ, and

F ðuÞ ¼
X
k≥2

B2k−2

ðk − 1Þ!k! ð−2uÞ
k;
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where Bn are the Bernoulli numbers, the coefficients of the
expansion xðex − 1Þ−1 ¼ P

n≥0Bnxn=n!. Accordingly, the
finite size correction to Φ♯ up to first order in ε is

Φ♯
εðθÞ ¼ Φ♯ðθÞ þ ε

�
χθ2 þDF

�
χχ00

4D2
θ2
��

:

From this expansion we derive the asymptotic for the
cumulants of the integrated current. More precisely, recalling
Eq. (6.7) the variance of Qε;T (including the first order
correction) is

C2 ≈
ε

T
ð1þ εÞ2χ;

while the cumulant of order 2k, k ≥ 2, is

C2k ≈
ε2k

T2k−1 B2k−2
ð2kÞ!

ðk − 1Þ!k!D
�
−χχ00

2D2

�
k
:

C. Current fluctuations for nonstationary infinite systems

TheMFT has been applied also to study current fluctuations
for diffusive infinite systems in nonstationary states. More
precisely, Derrida and Gerschenfeld, (2009b) considered a
diffusive stochastic lattice gas on the infinite lattice with step
initial condition. This means that at the initial time the
particles are distributed in a nonsteady state having density
ρa at the left of the origin and density ρb at the right. LetQτ be
the net flow of particles across the origin up to time τ and let

Φ♯ðθÞ ¼ lim
τ→þ∞

1ffiffiffi
τ

p logEðeθQτÞ ð6:15Þ

be the corresponding generating function of the cumulants.
The appearance of the

ffiffiffi
τ

p
in this formula is due to the fact that

a law of large numbers holds for Qτ=
ffiffiffi
τ

p
for large τ. In

Eq. (6.15) the expected value can be interpreted in two
different ways depending on whether we consider fluctuations
of the initial condition (annealed case) or not (quenched case).
In the annealed case Φ♯ðθÞ satisfies a relationship reminiscent
of the Gallavotti-Cohen symmetry. Derrida and Gerschenfeld
(2009b) argued that Φ♯ðθÞ in Eq. (6.15) can be computed
using MFT. The correct asymptotic behavior is obtained
considering the scaling parameter ε ¼ ð ffiffiffi

τ
p Þ−1 and letting

the macroscopic time T vary on the finite window [0,1]. Since
there is conservation of the mass and the system is one
dimensional the net flow Qτ in this approximation will
coincide with

ffiffiffi
τ

p Z þ∞

0

½ρεðx; 1Þ − ρεðx; 0Þ�dx: ð6:16Þ

By Eqs. (2.7) and (2.8), in the annealed regime Φ♯ðθÞ can be
obtained as

Φ♯ðθÞ ¼ inf

�
−V in(ρð0Þ)þ θ

Z þ∞

0

dx½ρðx; 1Þ − ρðx; 0Þ�

−
Z

1

0

dt
Z þ∞

−∞
dx

½jþDðρÞ∇ρ�2
χðρÞ

�
; ð6:17Þ

where the infimum is carried out over all ðρ; jÞ satisfying the
continuity equation. The term V in is due to fluctuations of the
initial condition. This is a product of Bernoulli distributions of
parameter ρa in the negative axis and ρb in the positive one.
The functional V in coincides with Eq. (2.25) with ρ̄ðxÞ
substituted by

ρa½1 − θðxÞ� þ ρbθðxÞ; ð6:18Þ

where θðxÞ is the Heaviside function. In the quenched case
there is an expression similar to Eq. (6.17) but without the
term V in and the minimization has to be done over all the ðρ; jÞ
such that ρðx; 0Þ coincides with Eq. (6.18). The variational
problem (6.17) and the corresponding one for the quenched
case cannot be solved explicitly in general. An exact solution
is possible for free particles (Derrida and Gerschenfeld,
2009b) and in some cases for the symmetric exclusion process
(Meerson and Sasorov, 2014).
In the annealed case for the symmetric exclusion process it is

possible to apply some symmetry argument to Eq. (6.17)
showing that the dependence of Φ♯ðθÞ on the parameters ρa,
ρb, and θ is only through their combination ω as in Eq. (6.13)
(with ρ0 and ρ1 replaced by ρa and ρb). Thismeans thatΦ♯ðθÞ ¼
FðωÞ for a suitable function F whose explicit expression has
been obtained by Derrida and Gerschenfeld (2009a) using
microscopic combinatorial arguments. An open problem is to
recover such an expression using instead Eq. (6.17). Still a
symmetry argument for (6.17) shows that, in the annealed case,
from the exact expression for the symmetric simple exclusion it
is possible to obtain the expression of Φ♯ðθÞ for other models,
such as the KMP model, having constant diffusion matrix and
quadratic mobility.
Another result that can be deduced from Eq. (6.17) is a non-

Gaussian decay of the distribution of the net flow Qτ. This
holds under some conditions on the transport coefficients in
both the annealed and the quenched regimes. More precisely,
under some conditions that hold for the exclusion process, for
large τ and large q the net flow Qτ has the super-Gaussian
statistics

P

�
Qτffiffiffi
τ

p ≈ q

�
≈ e−α

ffiffi
τ

p
q3 ; ð6:19Þ

for a suitable positive constant α. On the other hand, Meerson
and Sasorov (2013) showed that the KMP model in the
quenched regime exhibits instead a sub-Gaussian statistics.

VII. HYPERBOLIC CONSERVATION LAWS

The MFT for hyperbolic conservation laws is less devel-
oped than the case of driven diffusive systems. In this section
we show however how some results can be obtained by taking
the formal limit of vanishing viscosity. We restrict the
discussion to the one-dimensional inviscid Burgers equation
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(Burgers, 1974), which is a simple model for a compressible
fluid. It can be obtained as a hydrodynamic limit of the
asymmetric exclusion process under Eulerian rescaling of
space-time, that is, keeping x=t fixed.

A. Hydrodynamics

The hydrodynamic equation is

∂tρþ∇χðρÞ ¼ 0; ð7:1Þ

where χðρÞ ¼ ρð1 − ρÞ is the mobility of the exclusion
process (called flow in the context of hyperbolic conservation
laws) and we consider an external field toward the right with
unit strength. The standard inviscid Burgers equation, that is
usually written in the form ∂tuþ ∇u2 ¼ 0, can be obtained
from Eq. (7.1) by a simple change of variables. According to
the interpretation in terms of the exclusion process, we shall
however consider 0 ≤ ρ ≤ 1.
An important difference between the evolution (7.1) and the

driven diffusive (parabolic) equations considered before is
that, even if the initial condition is smooth, the solution to
Eq. (7.1) may develop singularities, called shocks, after a
finite time. This is easily seen by the method of characteristics.
Indeed, in the Lagrangian coordinates, an element of the
“fluid” at local density ρ has a velocity vρ ¼ χ0ðρÞ ¼ 1 − 2ρ.
In particular, low density regions ρ ≪ 1 will overtake the
regions of intermediate density ρ ≈ 1=2 resulting in the
formation of a singularity.
We discuss these shock solutions to Eq. (7.1) in more detail.

Consider the function

φðxÞ ¼ φρ−;ρþðxÞ ¼
�

ρ− x < 0;

ρþ x > 0
ð7:2Þ

describing a shock from ρ− to ρþ. If we set

v ¼ vρ−;ρþ ¼ χðρþÞ − χðρ−Þ
ρþ − ρ−

¼ 1 − ðρþ þ ρ−Þ ð7:3Þ

then it is not difficult to check that φðx − vtÞ solves Eq. (7.1)
in the sense of distributions. Observe that as ρþ − ρ− → 0 the
shock velocity vρ−;ρþ approaches the velocity of the character-
istics. As far as the hydrodynamic equation (7.1) is concerned,
both ρ− < ρþ and ρ− > ρþ are allowed. These cases corre-
spond to quite different situations from a physical point of
view. Recalling that we have chosen an external field toward
the right, the case ρ− < ρþ corresponds to a low density
region at the left blocked by a high density region (a pile of
particles in the microscopic picture) at the right and appears as
a natural feature of the system. On the other hand, the case
ρ− > ρþ does not have a natural interpretation and should be
regarded as unphysical.
The hyperbolic evolution (7.1) can be obtained from the

driven diffusive equation in the limit of vanishing viscosity.
Namely, by considering

∂tρþ∇χðρÞ ¼ ν∇½DðρÞ∇ρ� ð7:4Þ

and taking the formal limit ν → 0. For the exclusion processD
is constant but for a while we consider an arbitrary diffusion
coefficient. By setting ν ¼ 0 we recover the evolution (7.1),
but as we next show there is another condition from (7.4) that
survives in the limit ν → 0 and rules out the unphysical
decreasing shocks. Let hðρÞ be a convex function (an entropy
in the terminology of hyperbolic conservation laws) and let
gðρÞ be the function defined by

h0ðρÞχ0ðρÞ ¼ g0ðρÞ: ð7:5Þ

In the terminology of hyperbolic conservation laws g is called
the entropy flow associated with h. Multiplying Eq. (7.4) by
h0ðρÞ we deduce

∂thðρÞ þ ∇gðρÞ ¼ νh0ðρÞ∇½DðρÞ∇ρ�
¼ −νh00ðρÞDðρÞð∇ρÞ2 þ ν∇½h0ðρÞDðρÞ∇ρ�:

Since the last term is a total derivative and h00ðρÞ ≥ 0, by
taking the limit ν → 0, we deduce the inequality
∂thðρÞ þ∇gðρÞ ≤ 0. We conclude that the appropriate for-
mulation of Eq. (7.4) in the vanishing viscosity limit is

∂tρþ∇χðρÞ ¼ 0 ; ∂thðρÞ þ∇gðρÞ ≤ 0 ; ð7:6Þ

where h is an arbitrary convex function and g is defined by
Eq. (7.5). In view of the specific form of the flow χðρÞ (more
precisely in view of its concavity), it is simple to check that
increasing shocks, i.e., φρ−;ρþðx − vρ−;ρþ tÞ with ρ− < ρþ,
solves Eq. (7.6) while decreasing shocks does not.
Observe that while Eq. (7.1) is invariant under time and

space reflection the entropy condition in Eq. (7.6) is not and
implies a time arrow. The initial value problem corresponding
to Eq. (7.6) on the whole line is well posed (Serre, 1999),
while uniqueness fails for Eq. (7.1).
Since we want to include boundary reservoirs in the model,

we need to discuss the role of boundary conditions when the
hyperbolic evolution (7.6) is considered on the interval
Λ ¼ ð0; 1Þ. More precisely, we consider boundary reservoirs
with chemical potentials λ0 and λ1 at the end points of Λ and
denote by ρ0 and ρ1 the corresponding values of the density,
i.e., λi ¼ f0ðρiÞ. While for driven diffusive systems the effect
of the boundary reservoirs is to fix the value of the density, for
hyperbolic conservation laws the situation is more subtle. As
discussed previously, the hyperbolic evolution develops
shocks which may occur also at the boundary. In this case
the value of the density at the boundary will not be fixed by the
reservoirs but rather constrained by the admissibility of the
shock. The boundary conditions will thus be given in terms of
inequalities and not of identities.
Referring to Serre (1999) for the general theory of boundary

conditions for hyperbolic conservation laws, we discuss only
the case of the Burgers equation. At the left end point x ¼ 0
the reservoir’s density is ρ0 and the appropriate boundary
condition is the following. If ρ0 ≤ 1=2 then 1−ρ0 ≤ ρðt;0Þ≤ 1

while if ρ0 ≥ 1=2 then ρ0 ≤ ρðt; 0Þ ≤ 1. Likewise, at the right
end point x ¼ 1 the reservoir’s density is ρ1 and the boundary
condition is the following. If ρ1 ≤ 1=2 then 0 ≤ ρðt; 1Þ ≤ 1=2
while if ρ1 ≥ 1=2 then 0 ≤ ρðt; 1Þ ≤ 1 − ρ1.
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B. Large fluctuations

We discuss first the case of periodic boundary conditions.
As for the case of a driven diffusive system, we want to
compute the probability of a space-time fluctuation of the
density and current. Because of the singular behavior of the
hyperbolic evolution, there are two different large deviation
regimes. In order to violate the continuity equation in (7.6) we
need to apply an external field over a macroscopic part of the
system. On the other hand, if we consider a solution to
Eq. (7.1) with shocks, we can violate the entropy condition in
Eq. (7.6) (which allows only increasing shocks) by applying a
field localized on the shocks. In terms of the microscopic
dynamics, consider a high density region We describe only the
probability of fluctuations violating the entropy condition in
Eq. (7.6) which are, so to speak, much less improbable and the
relevant ones for the computation of the quasipotential. For
such fluctuations the density and current are directly related.
Since we do not violate the continuity equation (7.1), once we
specify the fluctuation ρ of the density the current will be
given by χðρÞ. The corresponding action functional has been
derived by Jensen (2000) and Varadhan (2004b). The answer
is amazingly simple: in order to violate the entropy condition
we need only to pay the corresponding entropy cost. The
subtle point is to decide which is the correct entropy to use.
Note in fact that the entropy condition in Eq. (7.6) does not
depend on the function h: if it holds for some convex h [g is
then given by Eq. (7.5)] then it holds for all convex h. In order
to find the correct choice of h we need to go back to the small
viscosity approximation (7.4). At this level the physical
entropy h is selected by the Einstein condition h00ðρÞ ¼
DðρÞ=χðρÞ. For the exclusion process D ¼ 1 so that h is
the equilibrium free energy f, i.e.,

hðρÞ ¼ fðρÞ ¼ ρ log ρþ ð1 − ρÞ logð1 − ρÞ: ð7:7Þ

The Jensen-Varadhan large deviation formula for this inviscid
Burgers equation then reads

Pðρε ≈ ρ; t ∈ ½T0; T1�Þ ≈ expf−ε−1I½T0;T1�ðρÞg

with IðρÞ finite only for ρ satisfying Eq. (7.1) and for such ρ
given by

I½T0;T1�ðρÞ ¼
Z

T1

T0

dt
Z

1

0

dx½∂tfðρÞ þ ∇gðρÞ�þ; ð7:8Þ

where ½a�þ ¼ maxf0; ag is the positive part of a, f as in
Eq. (7.7), and g satisfies Eq. (7.5). As discussed by Bodineau
and Derrida (2006) Eq. (7.8) can be derived from (4.6) by
considering the limit of vanishing viscosity.
While the structure of the functional I in Eq. (7.8) is very

different from the case of driven diffusive systems of Sec. IV, the
time-reversal symmetry of Sec. II.C holds also in this case.
Sincewe are considering periodic boundary conditions, the total
mass m ¼ R

1
0 dxρðxÞ is conserved. The quasipotential is then

VðρÞ ¼
Z

1

0

dx½fðρÞ − fðmÞ�:

Since the time-reversed dynamics can be realized by inverting
the external field, the adjoint hydrodynamics is obtained by
replacing χðρÞ with −χðρÞ so that

I�½T0;T1�ðρÞ ¼
Z

T1

T0

Z
1

0

dx½∂tfðρÞ −∇gðρÞ�þ:

It is now simple to check that Eq. (2.15) holds also in the
hyperbolic regime, i.e.,

V(ρðT0Þ)þ I½T0;T1�ðρÞ ¼ V(ρðT1Þ)þ I�½−T1;−T0�ðθρÞ:

We now discuss the large deviation asymptotics in the
presence of boundary reservoirs. Since the boundary con-
dition for the hyperbolic evolution (7.6) discussed in the
previous section can be formulated as entropic conditions at
the boundary, we need to add to the Jensen-Varadhan func-
tional (7.8) the boundary terms that take into account the total
entropy production at the boundary. For the exclusion process,
these terms have been computed by Bodineau and Derrida
(2006) by considering the limit of vanishing viscosity. They
have the form

Ið0Þ½T0;T1�ðρÞ ¼
Z

T1

T0

dtsð0Þ(ρðt; 0Þ; ρ0);

Ið1Þ½T0;T1�ðρÞ ¼
Z

T1

T0

dtsð1Þ(ρðt; 1Þ; ρ1);

where ρ0 and ρ1 are the densities of the boundary reservoirs
and the functions sð0Þ and sð1Þ are explicitly given by Bodineau
and Derrida (2006). Accordingly, the full rate function is

I½T0;T1�ðρÞ ¼ Ibulk½T0;T1�ðρÞ þ Ið0Þ½T0;T1�ðρÞ þ Ið1Þ½T0;T1�ðρÞ; ð7:9Þ

with Ibulk given by Eq. (7.8).
By considering the variational problem (4.8), i.e., VðρÞ ¼

inf Ið−∞;0�ðρ̂Þ, with the constraint ρ̂ð0Þ ¼ ρ, for the action
functional (7.9), the formulas for the quasipotential of the
boundary driven asymmetric exclusion process derived by
Derrida, Lebowitz, and Speer (2001) by exact computations
on the microscopic ensembles can be obtained within the MFT
formalism. See Bahadoran (2012b) for the details of such
computations that, as there discussed, can be generalized to
higher space dimensions and to the models satisfying the
symmetry χðρÞ ¼ χ(ψðρÞ) for some decreasing ψ .

VIII. MICROSCOPIC MODELS

Models have played a fundamental role in equilibrium
statistical mechanics. The Ising model provided the first proof
that statistical mechanics can explain the existence of phase
transitions and was a main guide in the study of critical
behavior. A reason for this effectiveness is the circumstance
that the macroscopic behavior is, to a considerable extent,
independent of the microscopic details. Hence different
systems qualitatively exhibit the same phenomenology at
large scales. This section requires some basic notions
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on probability theory and Markov processes; see, e.g.,
Brémaud (1999).
Stochastic lattice gases are a collection of particles perform-

ing random walks on a lattice in continuous time and
interacting with each other. These particles are to be consid-
ered indistinguishable. Accordingly, the microscopic state is
specified by giving the occupation number in each site of the
lattice. The effect of the interaction is that the jump rates
depend on the local configuration of the particles, i.e., on the
occupation numbers of the nearby sites. For nonisolated
systems we model the effect of the reservoirs by adding
creation or annihilation of particles at the boundary. The effect
of an external field is modeled by perturbing the rates and
giving a net drift toward a specified direction.
As a basic microscopic model we consider a stochastic

lattice gas in a finite domain, with an external field, and either
with periodic boundary conditions or with particle reservoirs
at the boundary. The dynamics can be informally described as
follows. Associated with each lattice site there is an inde-
pendent Poisson clock of parameter depending on the local
configuration. When the clock rings, a particle jumps from
this site to a neighboring site. In the case of particle reservoirs,
superimposed to this dynamics, at the boundary particles are
created and annihilated at exponential times.
Fix Λ ⊂ Rd and, given ε > 0, let Λε ¼ Λ ∩ εZd its discrete

approximation. The microscopic configuration is given by the
collection of occupation variables ηðiÞ, i ∈ Λε, representing
the number of particles at site i. We denote by Ωε the space of
all possible configurations. The microscopic dynamics
fηtgt∈R of the configuration of the system is formally
specified in terms of its infinitesimal generator L, defined
as follows. Let f∶ Ωε → R be an observable, then

E(fðηtþhÞjηt) − fðηtÞ ¼ ðLfÞðηtÞhþ oðhÞ; ð8:1Þ
so that the expected infinitesimal increment of fðηtÞ is
ðLfÞðηtÞdt. Recall that E denotes the expectation over
trajectories on the configuration space. The transition prob-
ability of the Markov process ηt is then given by the kernel of
the semigroup generated by L, i.e.,

ptðη; η0Þ ¼ etLðη; η0Þ: ð8:2Þ
We can rewrite the full generator L as follows:

LfðηÞ ¼
X
i;j∈Λε

cijðηÞ½fðσijηÞ − fðηÞ�

þ
X

�;i∈Λε

c�i ðηÞ½fðσi�ηÞ − fðηÞ�; ð8:3Þ

where σijη is the configuration obtained from η letting one
particle jump from i to j, σi�η are the configurations associated
with the creation or annihilation of a particle in site i, and
ci;jðηÞ and c�i ðηÞ are the corresponding jump rates. We denote
by ∂Λε the interior boundary of Λε, i.e., the collection of sites
i ∈ Λε at distance ε from εZdnΛε. The cases when the rates
c�i ðηÞ are zero except for i ∈ ∂Λε correspond to conservative
bulk dynamics, with a hydrodynamic equation as in Eq. (2.1).
In these cases, creation and annihilation of particles at the
boundary describe the interaction with the external reservoirs.

Models with nonzero creation or annihilation rates c�i ðηÞ also
in the bulk correspond to reaction-diffusion equations, an
example being Eq. (5.42).
A physical state of the system corresponds to a probability

distribution P (ensemble) on the configuration space Ωε.
A state is invariant (stationary) under the dynamics if

X
η∈Ωε

PðηÞetLðη; η0Þ ¼ Pðη0Þ: ð8:4Þ

Namely, if we distribute the initial condition η according to P,
then the distribution of ηt, at any later time t ≥ 0, is again P.
A necessary and sufficient condition for a state P to be
invariant is

EPðLfÞ ¼ 0 for all observables f; ð8:5Þ
where EP denotes the expectation with respect to P.
All the models that we consider are irreducible, i.e., there is

a strictly positive probability to go from any configuration to
any other. In this case, according to general results on Markov
processes, the invariant state is unique and it coincides with
the limiting distribution of the system when t → ∞.
If the generator L satisfies the detailed balance condition

with respect to some distribution P, namely,

EPðgLfÞ ¼ EPðfLgÞ; ð8:6Þ

for all observables f and g, then P is necessarily an invariant
state. In such a case the process is said to be time-reversal
invariant. This terminology is due to the following fact. Let Pη

be the probability distribution on the space of paths fηtgt≥0
with initial condition η0 ¼ η, and let P be the stationary
process, i.e., the distribution on the space of paths with initial
configuration η0 distributed according to the invariant state P.
Since P is invariant, the distribution P is invariant with respect
to time shifts. We can thus regard P as a distribution on paths
defined also for t ≤ 0. This probability distribution is invariant
under time reversal if and only if the detailed balance
condition (8.6) holds. Indeed, if ϑ is the time reversal, i.e.,
ðϑηÞt ≔ η−t, we have that P∘ϑ is the stationary Markov
process with generator L�, the adjoint of L with respect to
P, and condition (8.6) is precisely the condition that L� ¼ L.
An equivalent form of the detailed balance condition (8.6)

is as follows:

PðηÞcðη; η0Þ ¼ Pðη0Þcðη0; ηÞ; ð8:7Þ

for all configurations η and η0 ∈ Ωε. In this equation cðη; η0Þ is
the transition rate from the configuration η to η0, which can be
either a jump rate cijðηÞ, if η0 ¼ σijη, or a creation or
annihilation rate c�i ðηÞ, if η0 ¼ σi�η.
When the unique invariant state does not satisfy the detailed

balance condition (8.7), the corresponding process is not time
reversal invariant. Time-reversal invariant processes corre-
spond to equilibrium thermodynamic states. The converse is
not necessarily true: there can be microscopic models not
invariant under time reversal corresponding to equilibrium
macroscopic states (Gabrielli, Jona-Lasinio, and Landim,
1996, 1999; Gabrielli et al., 1997; Basile and Jona-Lasinio,
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2004). This is not surprising: going from the microscopic to
the macroscopic description there is loss of information.
Next we describe in some detail some of the most studied

microscopic models, which allow a detailed mathematical
analysis. They are microscopic counterparts of the macro-
scopic models discussed in Sec. V.

A. The simple exclusion process

The boundary driven simple exclusion process, on a domain
Λ ⊂ Rd, is defined letting particles move according to
independent simple random walks, with the exclusion rule
that there cannot be more than one particle in a single lattice
site (hard core interaction). This gives a kind of classical Pauli
principle. It is appropriate to remark that the simple exclusion
process is a special case of the Kawasaki spin dynamics
(Kawasaki, 1966). This is a conservative dynamics that
satisfies detailed balance with respect to a Gibbs distribution.
The simple exclusion process corresponds to the case of a
constant Hamiltonian.
According to the exclusion rule, the space of all possible

configurations of the system is Ωε ¼ f0; 1gΛε . In terms of the
generator (8.3) this corresponds to the following choice of the
bulk jump rates:

cijðηÞ¼ ηðiÞ½1−ηðjÞ� for jj− ij ¼ ε; cijðηÞ¼ 0 otherwise:

ð8:8Þ

The interaction with the boundary reservoirs is described by
creation and annihilation rates c�i ðηÞ for i ∈ ∂Λε. Let λðxÞ be
the chemical potential of the boundary reservoirs (it is a
continuous function on a neighborhood of ∂Λ). The corre-
sponding creation and annihilation rates are as follows:

c−i ðηÞ ¼ ηðiÞ
X

j∈∂Λo
ε ðiÞ

1

1þ eλðjÞ
for i ∈ ∂Λε;

cþi ðηÞ ¼ ð1 − ηðiÞÞ
X

j∈∂Λo
ε ðiÞ

eλðjÞ

1þ eλðjÞ
for i ∈ ∂Λε;

c�i ðηÞ ¼ 0 otherwise; ð8:9Þ

where ∂Λo
ε ðiÞ denotes the set of all sites at distance ε from i

outside of Λε. Observe that the rates at the corners of Λε differ
as there are more neighbors.
The model is clearly irreducible, hence, as explained, there

is a unique invariant state P satisfying Eq. (8.5), correspond-
ing to the limiting distribution of the system. When the
chemical potential of the boundary reservoirs is constant,
λðiÞ ¼ λ for all i ∈ Λε, the detailed balance condition (8.7)
holds. The corresponding stationary state is given by the
product distribution

PðηÞ ¼
Y
i∈Λε

eληðiÞ

1þ eλ
: ð8:10Þ

On the other hand, when the chemical potential λðiÞ at the
boundary is not constant, the model is not time-reversal
invariant and the stationary ensemble is not product.

B. The zero-range model

In the zero-range model there is no bound on the number of
particles which can occupy the same site, and hence the space
of all possible configurations of the system is Ωε ¼ NΛε . The
dynamics is defined letting a particle interact only with the
other particles present in the same lattice site. The interaction
can be either attractive or repulsive. The bulk jump rates are

cijðηÞ¼ g(ηðiÞ) for jj− ij ¼ ε; cijðηÞ¼ 0 otherwise;

ð8:11Þ

where g∶ N → Rþ is a function such that gð0Þ ¼ 0 and
gðkÞ > 0, k ≥ 1, describing the type of interaction. In par-
ticular, the choice of linear function gðkÞ ¼ αk corresponds to
the ideal gas (independent random walks). Also in this model
the boundary creation and annihilation rates are associated
with the chemical potential λðxÞ of the reservoirs, which, as
before, is a continuous function on a neighborhood of ∂Λ. The
boundary rates are

c−i ðηÞ ¼ g(ηðiÞ)j∂Λo
ε ðiÞj for i ∈ ∂Λε;

cþi ðηÞ ¼
X

j∈∂Λo
ε ðiÞ

eλðjÞ for i ∈ ∂Λε;

c�i ðηÞ ¼ 0 otherwise; ð8:12Þ

where j∂Λo
ε ðiÞj denotes the cardinality of the set ∂Λo

ε ðiÞ;
recall Eq. (8.9).
If the function g grows fast enough, there is a unique

invariant state P satisfying Eq. (8.5). The peculiarity of this
model is that, for arbitrary chemical potential λðxÞ, the
invariant distribution is a product distribution. It has the
following form:

PðηÞ ¼
Y
i∈Λε

1

Z(φðiÞ)
φðiÞηðiÞ
g(ηðiÞ)! ; ð8:13Þ

where gðkÞ!¼gðkÞgðk−1Þ���gð1Þ, and ZðφÞ¼P
k∈Nφ

k=gðkÞ!.
The functionφ∶ Λε → Rþ solves the discrete Laplace equation

ΔεφðiÞ ¼
X

jj−ij¼ε

½φðjÞ − φðiÞ� ¼ 0; ð8:14Þ

with boundary condition φðiÞ ¼ eλðiÞ for lattice sites i immedi-
ately outside of the boundary. Also in this case, when the
boundary chemical potential is constant λðiÞ ¼ λ for all
i ∈ ∂Λo

ε , the detailed balance condition (8.7) holds, the solution
to Eq. (8.14) is constant φ ¼ eλ, and Eq. (8.13) describes an
equilibrium state.

C. The Glauber + Kawasaki model

We consider here a Glauber + Kawasaki model for which
the conservative part of the dynamics is given by the same
rates (8.8) as in the exclusion process, while the noncon-
servative part of the dynamics (8.3), associated with the
creation and annihilation rates c�i ðηÞ, extends over all sites
i of the domain Λε. In general, the creation and annihilation
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rates c�i ðηÞ∶ Ωε → Rþ are functions, translation invariant,
depending only on the value of the configuration η on sites
j ≠ i at distance at most kε from i (k is a fixed positive
integer). When the site i is near the boundary, the rates c�i ðηÞ
will also depend on the value of the chemical potential of the
reservoirs.
For simplicity, we write an explicit formula for the creation

and annihilation rates only on the torus, i.e., when Λ ¼ ½0; 1�d
with periodic boundary conditions. Let τi be the shift operator
on the configuration space Ωε, defined by ½τiη�ðjÞ ¼ ηðj − iÞ.
Then

cþi ðηÞ¼ ½1−ηðiÞ�bðτ−iηÞ ; c−i ðηÞ¼ ηðiÞdðτ−iηÞ ; ð8:15Þ

where the functions bðηÞ and dðηÞ, associated with the “birth”
and “death” of particles, depend only on the occupation
numbers ηðjÞ for sites j at distance at most kε from the origin.
Recall that any product Bernoulli distribution

PpðηÞ ¼
Y
i∈Λε

pηðiÞð1 − pÞ1−ηðiÞ ð8:16Þ

[cf. Eq. (8.10)] is time-reversal invariant for the conservative
part of the dynamics. Hence, Pp will be time-reversal invariant
with respect to the full dynamics provided that

dðηÞ
bðηÞ ¼

1 − p
p

ð8:17Þ

for all η ∈ Ωε. Indeed, Eq. (8.17) guarantees that the detailed
balance condition (8.7) holds also for the nonconservative part
of the dynamics. Therefore, if dðηÞ=bðηÞ is constant in η, the
stationary state P is as in Eq. (8.16), where p is uniquely
determined by Eq. (8.17). When dðηÞ=bðηÞ is not constant, the
corresponding stationary state P is, in general, not invariant
under time reversal and not product.

D. The Kipnis-Marchioro-Presutti model

The KMP model (Kipnis, Marchioro, and Presutti, 1982),
originally proposed as a simple solvable model of heat
conduction, does not fit exactly in the general framework
outlined above and we need to modify the notation accord-
ingly. We discuss this model only in the one-dimensional case.
This model describes a linear chain of harmonic oscillators

with a random exchange of energy between nearest neighbors
and possibly heat baths at the boundary sites. As usual, let
Λ ¼ ð0; 1Þ be themacroscopic domain andΛε ¼ Λ ∩ εZ be the
corresponding discrete chain. In each lattice site i ∈ Λε there is
an harmonic oscillator and we call (qðiÞ; pðiÞ) its canonical
coordinates so that its energy isHi(qðiÞ;pðiÞ)¼ qðiÞ2þpðiÞ2.
Theoscillators aremechanically uncoupled, i.e., the total energy
is H ¼ P

iHi, but the dynamics has a stochastic term which
induces an interaction. More precisely, on the bonds ði; iþ εÞ
there are independent Poissonian clocks. When the clock
across the bond ði; iþ εÞ rings, we compute the energy E ¼
Hi(qðiÞ; pðiÞ)þHiþε(qðiþ εÞ; pðiþ εÞ) and redistribute the
canonical coordinates of the two oscillators uniformly to new
values (q0ðiÞ;p0ðiÞ);(q0ðiþεÞ;p0ðiþεÞ) chosen uniformly on

the surface Hi(q0ðiÞ;p0ðiÞ)þHiþε(q0ðiþεÞ;p0ðiþεÞ)¼E.
On the boundary sites there are two other independent
Poissonian clocks. When a clock rings at a boundary site
i ∈ ∂Λε, choose the new value of the coordinates (q0ðiÞ; p0ðiÞ)
according to the following rules forgetting the old configuration
(qðiÞ; pðiÞ). Sample a value of the energy E according to an
exponential distribution of parameter λðiÞ and let (q0ðiÞ; p0ðiÞ)
be uniformly distributed on the surface Hi(q0ðiÞ; p0ðiÞ) ¼ E.
A peculiar feature of this model is that the local energiesHi

have a closed Markovian evolution. In the sequel, we denote
by ηðiÞ ∈ Rþ the energy of the oscillator at site i ∈ Λε and
formally describe their evolution. Observe that from a
statistical mechanics viewpoint these are indeed the relevant
quantities. We define for p ∈ ½0; 1�

½σi;jp η�ðkÞ ¼

8>><
>>:

ηðkÞ; if k ≠ i; j;

pðηðiÞ þ ηðjÞÞ; if k ¼ i;

ð1 − pÞ½ηðiÞ þ ηðjÞ�; if k ¼ j;

and for s ∈ Rþ

½σisη�ðkÞ ¼
�
ηðkÞ; if k ≠ i;

s; if k ¼ i:

For this model the general formula (8.3) has to be substituted
by

LfðηÞ ¼
X

i;j∈Λε;ji−jj¼ε

Z
1

0

dp½fðσijpηÞ − fðηÞ�

þ
X
i∈∂Λε

Z þ∞

0

dsλðiÞe−λðiÞs½fðσisηÞ − fðηÞ�; ð8:18Þ

where λðiÞ are the temperatures of the boundary thermostats.
The generator in Eq. (8.18) describes a stochastic evolution in
which every pair of nearest neighbor sites after an exponential
time redistribute the sum of their energies between the two
sites in a uniform way. This mechanism preserves the total
energy of the system. At a boundary site i after an exponential
time the energy is replaced by the value of an exponential
random variable of parameter λðiÞ.
If λðiÞ ¼ λ for both boundary sites, then the model is time-

reversal invariant. The corresponding equilibrium state P is
given by the following product distribution on ðRþÞΛε :

dPðηÞ ¼
Y
i∈Λε

λe−ληðiÞdηðiÞ: ð8:19Þ

On the other hand, when λðiÞ is not constant the model is not
time-reversal invariant, the invariant state is not product, and
an explicit representation is not known [except for the case of
a single oscillator (Bertini et al., 2007)]. See Hurtado, Lasanta,
and Prados (2013) for a variant of this model in which part of
the energy is dissipated.
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E. Weakly asymmetric models

We now show how to modify the stochastic models
described above in order to take into account the action of
an external vector field. Let F∶ Λ → Rd be a vector field,
describing the force acting on the particles of the system.
When the system goes from the configuration η to the
configuration σi;jη, the work done by the force field F is

Fi;j ¼
Z
½i;j�

F · dl; ð8:20Þ

where ½i; j� is the oriented segment from i to j (which has a
length of the order of ε). The perturbed rates are defined by

cFi;jðηÞ ¼ ci;jðηÞeFi;j=2: ð8:21Þ

When ji − jj is of the order of ε, then the work (8.20) is of the
order of ε and we have

cFi;jðηÞ ¼ ci;jðηÞ
�
1þ Fi;j

2

�
þ oðεÞ:

If F¼−∇H is a gradient vector field, then Fi;j¼HðiÞ−HðjÞ,
and Eq. (8.21) becomes

cFi;jðηÞ ¼ ci;jðηÞe½HðiÞ−HðjÞ�=2: ð8:22Þ

For the KMP model the net amount of energy flown across the
bond ði; jÞ when the configuration η is transformed into σi;jp η
is given by ð1 − pÞηðiÞ − pηðjÞ. The perturbed dynamics on
the bond ði; jÞ is defined by

Z
1

0

dpe½ð1−pÞηðiÞ−pηðjÞ�Fi;j=2½fðσi;jp ηÞ − fðηÞ�; ð8:23Þ

where in this case Fi;j is the work done per unit energy.
Observe that Fi;j in Eq. (8.20) is of the order of ε. Namely,

on the microscopic scale the external field is small with the
scaling parameter. This is the reason for the name weakly
asymmetric. The case in which Fi;j in Eq. (8.21) is of the order
of 1 corresponds to asymmetric models. In this case the
hydrodynamics is given by hyperbolic conservation laws and
not by driven diffusive equations; see Kipnis and Landim
(1999) for periodic boundary conditions and Bahadoran
(2012a) for the case of models with reservoirs.

F. Empirical density and current

In order to pass from a microscopic model to the corre-
sponding macroscopic system, it is convenient to introduce
some intermediate quantities, called the empirical density and
the empirical current.
The empirical density associated with the configuration

η ∈ Ωε is defined as

ρεðη; xÞ ¼ εd
X
i∈Λε

ηðiÞδðx − iÞ; ð8:24Þ

where δðx − iÞ is the delta distribution concentrated at site i. It
gives a positive distribution on the domain Λ, describing the
local densities of particles. It is equivalently defined by

Z
Λ
dxρεðη; xÞfðxÞ ¼ εd

X
i∈Λε

ηðiÞfðiÞ; ð8:25Þ

for a continuous function f∶ Λ → R.
The empirical current is associated with a trajectory ηt,

t ∈ ½0; T�, of the particle system on the configuration space.
Denote by Ni;j

T the number of particles that jump from i to j in
the time interval ½0; T�. At the boundary, for i ∈ Λε and
j ∈ ∂Λo

ε ðiÞ, Ni;j
T is the number of particles leaving the system

at i by jumping to j (annihilation), while Nj;i
T is the number of

particles entering the system in i jumping from the reservoir
site j (creation). The difference Qi;j

T ¼ Ni;j
T − Nj;i

T is the net
number of particles flowing across the oriented bond ði; jÞ in
the time interval ½0; T�. The instantaneous current dQi;j

t =dt is
thus a sum of δ functions localized at the jump times across the
unoriented bond fi; jg with weight þ1, respectively, −1, if a
particle jumps from i to j, respectively, from j to i. The
empirical current is defined as

jεðη; t; xÞ ¼ εd
X
fi;jg

ðj − iÞδðx − iÞ dQ
i;j
t

dt
; ð8:26Þ

where the sum is over unoriented bonds fi; jg such that
ji − jj ¼ ε. Note indeed that the product ðj − iÞdQi;j

t =dt is
symmetric with respect to the exchange of i and j. The
empirical current jε is a distribution on Λ × ½0; T� with values
in Rd, describing the local flux of particles. It is equivalently
defined by

Z
T

0

dt
Z
Λ
dxjεðη; t; xÞ · Fðx; tÞ

¼ εd
X
ði;jÞ

XNi;j
T

k¼1

ðj − iÞ · Fði; τi;jk Þ; ð8:27Þ

for a continuous vector field F∶ Λ × ½0; T� → Rd. In
Eq. (8.27) τi;jk , k ¼ 1;…; Ni;j

T denote the times at which
particles jump from site i to site j. In Eq. (8.27) the sum is
over oriented bonds ði; jÞ such that ji − jj ¼ ε.
In the one-dimensional case, recalling the definition (6.7) of

the average total current Qε;T , by choosing F ¼ 1, we get

Qε;T ¼ ε2

T

X
i

Qi;iþε
T :

From the previous equation one can deduce the relationship
between Qε;T and analogous quantities considered by
Bodineau and Derrida (2004), Derrida, Douçot, and Roche
(2004), Appert et al. (2008), and Akkermans et al. (2013).
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G. Hydrodynamic limits

The microscopic models discussed so far have a nontrivial
scaling limit under a diffusive rescaling. Since the lattice size
is ε this corresponds to speed up the dynamics multiplying the
transition rates by ε−2. The basic formula we use is

Ni;j
t ¼ ε−2

Z
t

0

ci;jðηsÞdsþMi;j
t : ð8:28Þ

Equation (8.28) is derived by classic arguments in the theory
of Markov processes; see, e.g., Brémaud (1981). Given the
configuration ηt at time t, the expected value of the increment
Ni;j

tþdt − Ni;j
t is ε−2ci;jðηtÞdt. The last term Mi;j

t thus describes
the microscopic fluctuation (in probabilistic language, it is a
martingale). From Eq. (8.28) we get

Qi;j
t ¼ ε−2

Z
t

0

qi;jðηsÞdsþ ~Mi;j
t ; ð8:29Þ

where

qi;jðηÞ ¼ ci;jðηÞ − cj;iðηÞ ð8:30Þ

is the mean instantaneous current across the bond ði; jÞ, and
~Mi;j
t is a fluctuation term, which plays the same role as Mi;j

t
in Eq. (8.28).
The models we introduced are of gradient type. This means

that there exists a function hðηÞ, depending on the configu-
ration η only through a finite number of lattice sites, such that

qi;jðηÞ ¼ hðτiηÞ − hðτjηÞ; ð8:31Þ

where, as before, τi denotes the shift on Ωε.
For the simple exclusion process we have hðηÞ ¼ ηð0Þ,

while for the zero-range model we have hðηÞ ¼ g(ηð0Þ). The
construction for the KMP model is slightly different and Qi;j

t
represents the net amount of energy flowing across the bond
ði; jÞ in the time interval ½0; t�. The mean instantaneous current
appearing in Eq. (8.29) in this case becomes

qi;jðηÞ ¼
Z

1

0

dpf½σi;jp η�ðjÞ þ ½σj;ip η�ðjÞ − 2ηðjÞg: ð8:32Þ

From Eq. (8.32) we deduce that Eq. (8.31) still holds
with hðηÞ ¼ ηð0Þ.
In order to discuss the hydrodynamic behavior, we first

observe that the definition of Qi;j
t implies the discrete

continuity equation

ηtðiÞ − η0ðiÞ ¼ −
X

j∶ jj−ij¼ε

Qi;j
t : ð8:33Þ

In view of Eq. (8.29), we can rewrite this equation as

ηtðiÞ − η0ðiÞ ¼ −ε−2
X

j∶jj−ij¼ε

Z
t

0

dsqi;jðηsÞ þ fluctuation:

ð8:34Þ

Consider now a test function ψ∶ Λ → R. By integrating
Eq. (8.34) in space we deduce
Z
Λ
dxψðxÞρεðηt; xÞ −

Z
Λ
dxψðxÞρεðη0; xÞ

¼ εd
Z

t

0

ds
X
i

hðτiηsÞ
h
ε−2

X
j∶ jj−ij¼ε

½ψðjÞ − ψðiÞ�
i
þ oð1Þ;

ð8:35Þ
where we used Eq. (8.31) and a discrete integration by parts.
The term oð1Þ represents the space integral of the fluctuation
in Eq. (8.34). It vanishes as ε → 0 as the random variablesMi;j

t
have mean zero and are almost independent for different
bonds. Observe that the term inside the large square brackets
in Eq. (8.35) is a discrete version of the Laplacian of ψ ,
namely,

ε−2
X

j∶ jj−ij¼ε

½ψðjÞ − ψðiÞ� ¼ ΔψðiÞ þ oð1Þ: ð8:36Þ

As already mentioned, for both the exclusion and the KMP
processes, Eq. (8.31) holds with hðηÞ ¼ ηð0Þ. In these cases,
by taking the limit ε → 0 and denoting by ρðt; xÞ the limit of
ρεðηt; xÞ, Eq. (8.35) directly yields

Z
Λ
dxρðt; xÞψðxÞ −

Z
Λ
dxρð0; xÞψðxÞ

¼
Z

t

0

ds
Z
Λ
dxρðs; xÞΔψðxÞ;

which is the weak formulation of the heat equation

∂tρ ¼ Δρ:

This is the hydrodynamic equation for both the simple
exclusion and the KMP processes. Namely, for these models
DðρÞ ¼ 1.
For the zero-range process we have instead hðηÞ ¼ g(ηð0Þ).

Therefore, Eq. (8.35) directly yields a closed equation for the
density only in the case gðkÞ ¼ k, corresponding to indepen-
dent particles. In order to derive the hydrodynamic equation
we need a mathematical formulation of the local equilibrium
assumption. The basic idea is the following. Fix a point i ∈ Λε

and consider a macroscopically small, but microscopically
large, neighborhood BðiÞ of i. Since the total number of
particles is locally conserved, on the macroscopic time scale,
the system in BðiÞ is essentially in the homogeneous equi-
librium state corresponding to the average density in BðiÞ.
Therefore, we can replace hðηÞ with the corresponding
ensemble average.
In order to compute this average, we describe the equilib-

rium states Pρ of the zero-range process. These are product
distributions of the form (8.13) with φðiÞ constant and equal to
the solution of

ρ ¼ φ
Z0ðφÞ
ZðφÞ : ð8:37Þ

Let
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ΦðρÞ ¼ EPρðg(ηð0Þ)Þ:

In view of the previous discussion, in Eq. (8.35) we can
replace

εd
X
i

hðτiηtÞΔψðiÞ ð8:38Þ

by

εd
X
i

Φ

�
1

jBðiÞj
Z
BðiÞ

ρεðηt; xÞdx
�
ΔψðiÞ; ð8:39Þ

where jBðiÞj denotes the volume of BðiÞ. See Spohn (1991)
and Kipnis and Landim (1999) for the quite technical proof of
this statement.
Since BðiÞ is macroscopically infinitesimal, by taking the

limit ε → 0 in Eq. (8.35), we derive the weak formulation of
the nonlinear diffusion equation

∂tρ ¼ ΔΦðρÞ; ð8:40Þ

which is the hydrodynamic equation for the zero-range
process. We conclude that for the zero-range process
DðρÞ ¼ Φ0ðρÞ.
We now discuss the hydrodynamic scaling limit of the

empirical current. In order to obtain a microscopic expression
for the mobility we consider the case of weakly asymmetric
models. Recalling Eq. (8.20), for such models Eq. (8.29) holds
with Eq. (8.30) replaced by

qi;jðηÞ ¼ cFi;jðηÞ − cFj;iðηÞ
¼ ci;jðηÞ − cj;iðηÞ þ 1

2
½ci;jðηÞ þ cj;iðηÞ�Fi;j þ oðεÞ

¼ hðτiηÞ − hðτjηÞ þ 1
2
½ci;jðηÞ þ cj;iðηÞ�Fi;j þ oðεÞ;

ð8:41Þ

where we used the gradient condition (8.31) for the rates
without external field.
For the KMP model, using Eqs. (8.23) and (8.32), we

instead get

qi;jðηÞ ¼ ηðiÞ − ηðjÞ þ 1
3
½η2ðiÞ þ η2ðjÞ − ηðiÞηðjÞ�Fi;j þ oðεÞ.

ð8:42Þ

Let G∶ ½0; T� × Λ → Rd be a test vector field. Recalling the
definition of the empirical current (8.26), by using Eq. (8.41)
and writing the sum over unoriented bonds as 1=2 the sum
over oriented bonds we get

Z
t

0

ds
Z
Λ
dxjεðη; s; xÞ ·Gðs; xÞ

¼ εd
Z

t

0

ds
X
i

hðτiηsÞ
�
ε−1

2

X
j∶jj−ij¼ε

½Gðs; iÞ −Gðs; jÞ�
	

þ εd−1

2

Z
t

0

ds
X
i

X
j∶ jj−ij¼ε

1

2
½ci;jðηÞ þ cj;iðηÞ�Fi;jGðs; iÞ

þ oð1Þ; ð8:43Þ

where the term oð1Þ is due to the fluctuation in Eq. (8.29).
Observe that

ε−1

2

X
j∶ jj−ij¼ε

½GðiÞ − GðjÞ� ¼ ∇ ·GðiÞ þ oð1Þ ð8:44Þ

and, since Fi;j is of the order of ε,

ε−1

2

X
j∶ jj−ij¼ε

Fi;jGðiÞ ¼ FðiÞ ·GðiÞ þ oð1Þ: ð8:45Þ

We now define in general

ΦðρÞ ¼ EPρðhÞ; χðρÞ ¼ 1
2
EPρ ½ci;j þ cj;i�; ð8:46Þ

where Pρ denotes the homogeneous equilibrium state with
density ρ. Using the same local equilibrium argument dis-
cussed, we get that the right-hand side of Eq. (8.43) converges
as ε → 0 to

Z
t

0

ds
Z
Λ
dxΦðρÞ∇ ·Gþ

Z
t

0

ds
Z
Λ
dxχðρÞF · G; ð8:47Þ

which is the weak form of

JðρÞ ¼ −∇ΦðρÞ þ χðρÞF ¼ −Φ0ðρÞ∇ρþ χðρÞF

that is Eq. (2.2) with DðρÞ ¼ Φ0ðρÞ and χðρÞ as in Eq. (8.46).
In the case of the exclusion process, ci;jðηÞ þ cj;iðηÞ ¼

ηðiÞ½1 − ηðjÞ� þ ηðjÞ½1 − ηðiÞ� so that χðρÞ ¼ ρð1 − ρÞ. In the
case of the zero range we have ci;jðηÞ þ cj;iðηÞ ¼ g(ηðiÞ)þ
g(ηðjÞ) so that χðρÞ ¼ ΦðρÞ. For the KMP model the
equilibrium state is a product of exponential distribution so
that, using Eq. (8.42), we can deduce χðρÞ ¼ ρ2.
When the condition (8.31) does not hold, the model is

called nongradient. In this case the deduction of the hydro-
dynamic equation is more complicated. Referring to Kipnis
and Landim (1999) for the detail of this derivation, we
mention that in the general case the diffusion coefficient is
linked to the microscopic dynamics by a Green-Kubo formula;
see Spohn (1991), Sec. II.2.2.
We discussed the hydrodynamic limit without considering

the boundary terms. At the boundary there is a Glauber
dynamics speeded up by a factor of ε−2 that keeps fixed the
density at a value determined by the local chemical potential
of the external reservoirs (Eyink, Lebowitz, and Spohn, 1990).
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H. Large fluctuations

In this section we derive, for models satisfying the
gradient condition (8.31), the fundamental equation (2.7).
For simplicity, we restrict to models without an external
field.
We need an expression for the relative distribution

of two stochastic particle systems. Since these processes
can be constructed using independent Poisson processes,
we start by giving the relative distribution of two Poisson
processes. More precisely, consider two Poisson processes
with parameters depending on the value Nt of the process.
The first one has parameter cðNtÞ and the second one is
obtained from the first with a time-dependent perturbation and
has parameter cðNtÞeFðtÞ=2. Then the ratio between the two
ensembles on the time window ½0; t� is [see Bertini et al.
(2002), Appendix A],

dP
dPF

����
½0;t�

¼ exp

�Z
t

0

½cðNsÞeFðsÞ=2 − cðNsÞ� −
1

2

X
k

FðτkÞ
�
;

ð8:48Þ

where the τk are the jump times.
Consider a macroscopic fluctuation (ρðsÞ; jðsÞ) in the time

window ½0; t� of the empirical density and current satisfying
the continuity equation. In order to estimate the probability of
this fluctuation we introduce an external field F such that
(ρðsÞ; jðsÞ) becomes typical; that is, its probability is close to
1 as ε → 0. The external field F that we need to introduce is
obtained solving

−DðρÞ∇ρþ χðρÞF ¼ j: ð8:49Þ

The ratio between the distributions of the original particle
system and the one obtained with the perturbation F in the
time window ½0; t� can be computed by using Eq. (8.48).
Recalling Eq. (8.20), we get

dP
dPF

����
½0;t�

¼ exp

�Z
t

0

ds
X

ji−jj¼ε

ε−2ci;jðηsÞðeFi;jðsÞ=2 − 1Þ

−
1

2

X
ji−jj¼ε

XNi;j
t

k¼1

Fi;jðτi;jk Þ
�
: ð8:50Þ

Recalling Eq. (8.27), the second term at the exponent above is
equal to

ε−d
1

2

Z
t

0

ds
Z
Λ
dxjε · F.

By expanding up to second order eFi;jðsÞ=2, using the
antisymmetry of Fi;jðsÞ with respect to i and j and the
gradient condition (8.31), we rewrite the first term as

ε−d
Z

t

0

dsεd−2
X
i

X
j∶ jj−ij¼ε

ci;jðηsÞ
�
1

2
Fi;jðsÞ þ

1

8
Fi;jðsÞ2

	

¼
Z

t

0

ds
X
i

�
hðτiηsÞ

ε−2

4

X
j ∶jj−ij¼ε

½Fi;jðsÞ − Fj;iðsÞ�

þ ε−2
X

j∶ jj−ij¼ε

1

2
½ci;jðηsÞ þ cj;iðηsÞ�

1

8
Fi;jðsÞ2

�

≈ ε−d
Z

t

0

ds
Z
Λ
dx

�
1

2
ΦðρεÞ∇ · F þ 1

4
F · χðρεÞF

�
;

where we used local equilibrium as in the previous section;
see, in particular, Eq. (8.46) for the microscopic definition of
the transport coefficients. Since F satisfies Eq. (8.49) we
finally deduce that

dPj½0;t�
dPFj½0;t�

≈ exp

�
ε−d

Z
t

0

ds
Z
Λ
dx

�
1

2
ðj − jεÞ · F

−
1

4
F · χðρεÞF

	�
: ð8:51Þ

We now estimate the probability of the fluctuation
ðρðsÞ; jðsÞÞ, s ∈ ½0; t�. We write

P(ðρε; jεÞ ∼ ðρ; jÞ) ¼ EF

�
dPj½0;t�
dPFj½0;t�

1ðρε;jεÞ∼ðρ;jÞ

�
; ð8:52Þ

where 1A denotes the indicator of the set A. By using
Eq. (8.51) and the fact that under the perturbed distribution
ðρε; jεÞ ≈ ðρ; jÞ we finally get

P(ðρε; jεÞ ∼ ðρ; jÞ) ≈ exp

�
−ε−d

1

4

Z
t

0

ds
Z
Λ
dxF · χðρÞF�

�
;

ð8:53Þ

which, in view of Eq. (8.49), concludes the proof of the
fundamental formula.
In the case in which one considers only the fluctuations

of the density, as in Sec. IV.A, Eq. (8.53) was first obtained
by Kipnis, Olla, and Varadhan (1989) for the exclusion
process.
As for the hydrodynamic limit, we discussed the large

deviation asymptotic without considering the boundary terms.
At the boundary there are independent Glauber dynamics
speeded up by ε−2 so that the asymptotic probability to
observe a density fluctuation on a region Γ⊆∂Λ of the
boundary is of the order of e−ε

−ðdþ1ÞjΓj which is much smaller
than e−ε

−d
. The fluctuations whose probability is exponentially

small in ε−d have therefore the values of the density at the
boundary fixed by the reservoirs.

I. Quasipotential and relative entropy

We consider two states of a system and establish a
connection between the quasipotential V and the relative
entropy between the corresponding ensembles.
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This connection is readily established in equilibrium. For
simplicity, consider the case of lattice gases without external
field and constant chemical potential, i.e., the case of
homogeneous equilibrium states. The Gibbs distribution on
the volume Λ is

Pλ
ΛðηÞ ¼

1

ZΛðλÞ
exp

�
−HΛðηÞ þ λ

X
i∈Λ

ηðiÞ
�
; ð8:54Þ

where HΛðηÞ is the energy of the configuration η, λ is the
chemical potential, and ZΛðλÞ is the grand-canonical partition
function. Recall that we included the dependence on the
temperature in the Hamiltonian. According to the standard
postulates of statistical mechanics, the pressure p is given by

pðλÞ ¼ lim
Λ↑Zd

1

jΛj logZΛðλÞ; ð8:55Þ

and the free energy per unit volume f is obtained as the
Legendre transform of p,

fðρÞ ¼ sup
λ
fρλ − pðλÞg:

The relative entropy SðνjμÞ of the probability ν with respect
to μ is defined by

SðνjμÞ ¼
Z

dP
dν
dμ

log
dν
dμ

: ð8:56Þ

Observe that if we choose μ as the uniform probability then
SðνjμÞ is the Gibbs entropy.
Fix two chemical potentials λ0 and λ1. We claim that

lim
Λ↑Zd

1

jΛj SðP
λ0
Λ jPλ1

Λ Þ ¼ ½fðρ̄0Þ − fðρ̄1Þ − λ1ðρ̄0 − ρ̄1Þ�; ð8:57Þ

where ρ̄0 and ρ̄1 are the densities associated with λ0 and λ1. In
view of Eq. (5.1) this implies that in the thermodynamic limit
the relative entropy per unit volume is proportional to the
function Vλ1;0ðρ̄0Þ per unit volume. To prove Eq. (8.57),
observe that in view of (8.56) and the Gibbsian form (8.54),

1

jΛjSðP
λ0
Λ jPλ1

Λ Þ¼
1

jΛjlog
ZΛðλ1Þ
ZΛðλ0Þ

þðλ0−λ1Þ
X
η

Pλ0
Λ ðηÞ

1

jΛj
X
i∈Λ

ηðiÞ:

By definition of the pressure, the first term converges to
pðλ1Þ − pðλ0Þ, while the second one converges to ðλ0 − λ1Þρ̄0.
The identity (8.57) then follows by Legendre duality.
The relationship (8.57) between the relative entropy and the

quasipotential extends, exactly with the same formulation, to
nonequilibrium states. Recall that Λ ⊂ Rd is the macroscopic
volume, and denote by Λε the corresponding subset of the
lattice with spacing ε, so that the number of sites in Λε is
approximately ε−djΛj. Given the chemical potential λ of the
boundary reservoirs and the external field E, let Pλ;E

Λε
be the

stationary distribution of a driven stochastic lattice gas.

Given ðλ0; E0Þ and ðλ1; E1Þ, we claim that

lim
ε→0

εdSðPλ0;E0

Λε
jPλ1;E1

Λε
Þ ¼ Vλ1;E1

ðρ̄0Þ; ð8:58Þ

where ρ̄0 is the stationary profile corresponding to ðλ0; E0Þ.
In the case of the zero-range processes, the stationary

ensemble has an explicit form. It is thus possible to prove
Eq. (8.58) by direct computation as in the equilibrium case.
For other models, Eq. (8.58) was derived by Bertini et al.
(2012) under the assumptions that the stationary ensembles
satisfy a strong form of local equilibrium that holds for the
boundary driven symmetric simple exclusion process
(Bernardin and Landim, 2010; Bernardin, Gonçalves, and
Landim, 2014). For this model, in the special situation in
which Pλ1;E1

Λε
is an equilibrium ensemble, the finite size

corrections to the identity (8.58) have been analyzed by
Derrida, Lebowitz, and Speer (2007).
The connections between equilibrium statistical mechanics

and classical thermodynamics can be expressed in many ways.
The argument of this section for equilibrium states shows that
the identity (8.57) between the relative entropy per unit
volume and the availability is another possibility. In view
of Eq. (8.58), if we take such a relationship as a general
statement, it applies also to nonequilibrium states provided we
replace the availability with the quasipotential.

IX. CONCLUSIONS AND OUTLOOK

The MFT provides a unified treatment of the thermody-
namics of driven diffusive systems and their fluctuations. Its
formulation has required an adroit balancing of thermody-
namic and statistical mechanics arguments. The outcome is a
purely macroscopic theory which can be used as a phenom-
enological description requiring as input only the transport
coefficients which are measurable. New variational principles
are naturally formulated within the MFT. These principles
allow one to solve concrete problems as shown by the various
applications of the theory discussed in this article.
While the MFT has been developed for driven diffusive

systems, the case of hyperbolic systems can be recovered by
considering the formal limit of a strong driving field.
The early derivation and development of the macroscopic

fluctuation theory benefited from the explicit microscopic
computations by De Masi and Ferrari (1984) and Derrida,
Lebowitz, and Speer (2001, 2002b). In particular, the result in
Derrida, Lebowitz, and Speer (2001, 2002b) for the boundary
driven symmetric simple exclusion process has been obtained,
in a rather straightforward way, from the Hamilton-Jacobi
equation for quasipotential in Bertini et al. (2002). It is
remarkable that such a perfect agreement has been always
found between the results obtained by the MFT and by exact
microscopic computations.
As the Boltzmann-Einstein formula, the MFT provides an

interface between thermodynamics and the underlying micro-
scopic world. It can thus be used in different ways. At the level
of continuum mechanics it introduces, for nonequilibrium
states, the orthogonal splitting of the current that is realized
through the introduction of the quasipotential. With respect to
the Onsager theory, this is a further step in the formulation of a
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nonequilibrium thermodynamics for stationary states. At the
level of microscopic ensembles, the fundamental formula
gives the asymptotic probability for fluctuations of the density
and current. It has been used to predict the asymptotics of the
current cumulants (Bodineau and Derrida, 2004; Derrida,
Douçot, and Roche, 2004; Akkermans et al., 2013), and also
their finite size corrections (Appert et al., 2008). The analysis
of the macroscopic variational principles introduced in the
MFT has revealed the occurrence of phase transitions peculiar
of nonequilibrium states (Bertini et al., 2005, 2010; Bodineau
and Derrida, 2005). Among the most recent developments see
Krapivsky, Mallick, and Sadhu (2014a, 2014b) and Meerson,
Vilenkin, and Krapivsky (2014).
The fundamental formula is not restricted to the stationary

ensembles; it has indeed been applied also to nonstationary
infinite systems (Derrida and Gerschenfeld, 2009a, 2009b;
Meerson and Sasorov, 2013, 2014).
The MFT so far has been supported by the analysis of

stochastic lattice gases and by numerical simulations. It is
clear that the next stage should be an experimental test of its
predictions. This appears a rather challenging task as fluctua-
tions of the thermodynamic system are very improbable and
the experimenter has to circumvent this difficulty. One
possibility is to rely on an active interpretation of the
fluctuation formulas: among the external fields that produce
the given fluctuation, choose the one which minimizes the
energy dissipated. Another possibility is to measure higher
order correlations of the thermodynamic variables in the
stationary regime. While the two-point correlations, as men-
tioned, have been measured (Dorfman, Kirkpatrick, and
Sengers, 1994) and correspond to not too large (Gaussian)
fluctuations, for higher order correlation the MFT gives new
predictions.
A fundamental problem in nonequilibrium physics is the

turbulent behavior of viscous fluids. Natural approaches to the
problem of fully developed turbulence lie within the broad
topics of statistical physics. Most of the attempts in this
direction borrow basic concepts from dynamical systems and
equilibrium statistical mechanics. Recently, Ruelle (2012)
proposed a view of turbulence which appears to fit well
within the class of systems analyzed by the MFT. The
implementation of Ruelle’s ideas is an important problem
for the future.
Most challenging potential applications of the macroscopic

fluctuation theory may lie in biology. Indeed, many of the
processes in living beings can be described as diffusive
systems in stationary or quasistationary states depending on
the time scales considered. On the other hand, the under-
standing of the full biological significance of these physical
processes requires a formulation in mathematical language of
the main properties of living systems. In the words of a well-
known mathematician (Gromov, 2012),

“You feel there must be a new world of mathemati-
cal structures shadowing what we see in life, a new
language we do not know yet, something in the
spirit of the language of calculus we use when
describing physical systems.”
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