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This paper reviews nearly 20 years of research related to antiferroelectric liquid crystals and gives a
short overview of possible applications. “Antiferroelectric liquid crystals” is the common name for
smectic liquid crystals formed of chiral elongated molecules that exhibit a number of smectic �Sm�
tilted structures with variation of the strong-tilt azimuthal direction from layer to layer �i.e.,
nonsynclinic structures�. The phases have varying crystallographic unit periodicity from a few �SmC

�
*�,

four �SmC
FI2
* �, three �SmC

FI1
* �, and two �SmC

A
* � smectic layers and all of the phases possess liquidlike

order inside the layer. The review describes the discovery of these phases and various methods used
for their identification and to determine their structures and their properties. A theoretical description
of these systems is also given; one of the models—the discrete phenomenological model—of
antiferroelectric liquid crystals is discussed in detail as this model allows for an explanation of phase
structures and observed phase sequences under changes of temperature or external fields that is most
consistent with experimental results.
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I. INTRODUCTION

Liquid crystals are now indispensable materials for
flat panel displays. However, the discovery of this class
of materials was made only 120 years ago �Kelker, 1988�.
Since then, a variety of phases has been discovered, and
even recently new phases have been found and charac-
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terized. Thus, liquid crystals are not only useful for prac-
tical application but also a rich source for the study of
physics and chemistry of soft matter.

The formation of liquid crystalline structures, particu-
larly the nematic phase, is naively explained by an elec-
trostatic attractive force, i.e., the van der Waals interac-
tion, and a repulsive force, i.e., the excluded volume
effect �Chandrasekhar, 1977; de Gennes and Prost,
1993�. For rodlike or disklike molecules, these interac-
tions lead to the nematic phase, where the long axes of
the rodlike molecules and the disk normal of the disk-
like molecules orient on average toward a particular di-
rection called the director. However, one cannot de-
scribe the antiferroelectric �AF� and ferrielectric phases,
in which molecules form layered structures with com-
plex director changes from layer to layer, by these basic
interactions only. The structures that we discuss are
shown in Fig. 1. As the temperature is lowered, the
phases usually observed are �a� the SmC

�
* phase which

has a short pitch, �b� the conventional ferroelectric
SmC* phase, �c� the SmCFI2

* and �d� the SmCFI1
* phases

with unit cells of four and three layers, respectively, and
�e� the antiferroelectric SmC

A
* phase. The purpose of

this review is to summarize the current knowledge about
the antiferroelectric and ferrielectric phases, describing
how these structures are experimentally identified and
how the formation of and transitions between these
structures are theoretically explained.

For the system to be ferroelectric it is necessary to
have sufficiently low symmetry at least Cn or Cnv �see
Fig. 2�. Why? If the symmetry is C�h as for the nonpolar
SmA phase, the uniaxial molecules, described as simple
rods �Fig. 2, upper right�, are free to rotate around their
long axes. This rotation does not allow for polar order of
dipoles in the smectic plane �transverse polarization�.
Moreover, the horizontal mirror plane symmetry, if it
exists in the system, does not allow for polar order of
dipoles in the direction perpendicular to the smectic
plane �longitudinal polarization�. Therefore such sys-
tems cannot be polar. Polar properties cannot appear
even in a system of biaxial lathlike molecules, which re-
duces the symmetry to C2h �Fig. 2, top middle�, because

the orientation of transverse molecular dipole moments
is symmetrically distributed around the C2 axis. How-
ever, the phase structure can be macroscopically polar if
it has C2v symmetry. This can be realized, for example,
in a smectic formed of nontilted “half rods” �Fig. 2, left�
or in a smectic with C2 symmetry if half rods are addi-
tionally tilted from the layer normal. In both cases the
C2 axis prevents longitudinal polarization but transverse
�in-plane� polarization can exist. In liquid crystals, re-
duction of the symmetry is necessary to obtain polar
properties—C2v symmetry is obtained in a nontilted
smectic made of bent-core molecules �Niori et al., 1996�
and C2 symmetry is realized if a SmC phase is formed of
chiral molecules since chirality removes the mirror plane
in the system �Meyer et al., 1975�. The actual value of
the electric polarization depends on the hindrance of
rotation around the long molecular axis.

Polar properties can be found in other systems as well.
Even in diskotic columnar phases, the introduction of
chirality works in a similar way as in the tilted chiral
smectic phases. Scherowsky and Chen �1994� and Bock
and Helfrich �1995� obtained a helical diskotic columnar
phase and found a ferroelectric switching between two
states with uniformly tilted disks with respect to the di-
rection of the column. The second possibility of intro-
ducing polar properties by changing the shape of the
molecules from disklike to conical was also studied
�Gorecka et al., 2004; Kishikawa et al., 2005; Takezoe et
al., 2006�. Bent-core liquid crystals are also typical ex-
amples of systems with low symmetry. In many bent-
core smectic phases, the bent core lowers the symmetry
of the system to C2v by preventing free rotation about
the long axis �Niori et al., 1996�. It is worth mentioning
that for these systems formed of molecules with bent
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FIG. 1. Schematic illustration of molecular ordering in struc-
tures of �a� SmC

�
* , �b� SmC*, �c� SmC

FI2
* , �d� SmC

FI1
* , and �e�

SmC
A
* phases, which emerge as temperature decreases.
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FIG. 2. Simple illustration of realization of Cn and Cnv sym-
metries necessary for polar systems in nontilted �top� and tilted
�bottom� smectic phases.
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cores, phases with C1 symmetry are also possible; for
these, polarization is not constrained to any specific di-
rection �Jákli et al., 2001; Bailey and Jákli, 2007;
Gorecka et al., 2008�.

In the above examples of smectic phases, the polariza-
tion direction is perpendicular to the molecular long
axis, except in the phases with local C1 symmetry. In the
uniaxial nematic phase, however, the polar direction
must be parallel to the director because of the free ro-
tation of molecules about their long axis. Therefore, it is
much more difficult to realize polar order in the nematic
phase. Two examples have been reported so far, i.e.,
polypeptides �Yen et al., 2006� and aromatic polyesters
�Koike et al., 2007�. In both cases, the dipole-dipole in-
teraction between rigid organizations of sequential di-
poles seems to be the origin of the polar order �Ter-
entjev et al., 1994�. In this sense, these ferronematic
phases are proper ferroelectrics, for which spontaneous
polarization appears as a consequence of dipole-dipole
interactions and which have never been realized in other
liquid crystalline phases.

II. DISCOVERY OF ANTIFERROELECTRIC AND
FERRIELECTRIC LIQUID CRYSTAL PHASES

A. Toward the discovery of the antiferroelectric phase

The ferroelectric SmC* phase was discovered by
Meyer �Meyer et al., 1975; Meyer, 1977� on the basis of
elegant symmetry considerations. Because of the pos-
sible application to fast displays, extensive studies have
been conducted from the physics, chemistry, and engi-
neering viewpoints. During this course of studies, at
least three groups noticed peculiar behaviors in their in-
dividual materials. However, it has taken a long time to
understand that these peculiarities can be attributed to
in the antiferroelectric phase. This was probably because
of a common wisdom for liquid crystals, namely, “mol-
ecules in liquid crystal tend to align parallel to each
other.”

The materials in which the three groups found
the antiferroelectric phase are listed in Fig. 3: 4-�1-
methylheptyloxycalbonyl�phenyl 4�-octyloxybiphenyl-4-
carboxylate �MHPOBC� �Inukai et al., 1985�, 1-methyl-
heptyl-terephthalidene-bis-aminocinnamate �MHTAC�
�Levelut et al., 1983�, and �R�- and �S�-1-methylpentyl

4�-�4�-n-decyloxybenzoyloxy� biphenyl-4-carboxylates
�Goodby and Chin, 1988�. All these compounds were
synthesized rather a long time ago before the identifica-
tion of the antiferroelectric phase structure and were
recognized as new ferroelectric liquid crystal �FLC� ma-
terials. The MHPOBC compound was first reported in
1985 by Inukai et al. �1985�. In the first international
conference on ferroelectric liquid crystals �FLC87� in
Arcachon, France, two groups pointed out unusual be-
haviors in this compound. Hiji et al. �1988� reported a
third stable state exhibiting a dark view between crossed
polarizers when one of the polarizers is parallel to the
smectic layer. Furukawa et al. �1988� reported a very
small dielectric constant and a threshold behavior in the
electro-optic response in the lower-temperature region
of SmC*, suggesting a new phase SmY*. It is now clear
that these experimental facts unambiguously indicated
the structure called the herringbone or antiferroelectric
structure, where molecules in neighboring layers are
tilted in opposite directions. In this phase the antiparal-
lel or anticlinic molecular tilt in adjacent layers results in
the structure showing light extinction between crossed
polarizers along the layer normal and an electric-field-
induced transition to the ferroelectric structure with a
threshold and extinction direction inclined from the
layer normal, as shown in Fig. 4.

An MHTAC analog was first synthesized in 1976, and
MHTAC first appeared in the literature in 1983 �Levelut
et al., 1983�. Phase identification was attempted based on
texture observation �mainly�, miscibility tests, and x-ray
analysis. Detailed experiments gave many hints of the
antiferroelectric structure. For instance, some observed
many 1/2 disclination defects, which were later recog-
nized as characteristic for an antiferroelectric structure.
Unfortunately, they could not establish the phase struc-
ture. The antiferroelectric structure of this material was
first reported at the Second International Conference on
FLCs �1989, Göteborg� �Galerne and Liebert, 1989�. At
the same conference, Takezoe et al. also reported the
antiferroelectricity of MHPOBC �Takezoe, Chandani,
Gorecka, et al., 1989; Takezoe, Chandani, Lee, et al.,
�1989�.

COOn-C8H17O COO-CH(CH3)-n-C6H13
*

COOn-C8H17On-C8H17O COO-CH(CH3)-n-C6H13)-n-C6H13
*

CH N= CH CH=NCH= CHCOOCH(CH3)C6H13
*

6 3)OCOCH=H13C CH(CH
*

CH N= CH CH=NCH= CHCOOCH(CH3)C6H13
*

CHCOOCH(CH3)C6H13)C6H13
*

6 3)OCOCH=H13C CH(CH
*

6 3)OCOCH=H13CH13C CH(CH
*

COOn-C10H21O COO-CH(CH3)-n-C4H9
*

COOCOOn-C10H21O COO-CH(CH3)-n-C4H9)-n-C4H9
*

1: MHPOBC

2: MHTAC

3: 10B1M5

FIG. 3. Chemical structures of important compounds in which
the antiferroelectric phase was identified early.

E=0E EE=0E E

(a) (b) (c)

FIG. 4. The local molecular arrangements of �b� the antiferro-
electric phase and �a� the positive and �c� negative electric-
field-induced ferroelectric phases.
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Goodby and Chin �1988� synthesized �R�- and �S�-1-
methylpentyl 4�-�4�-n-decyloxybenzoyloxy�biphenyl-
4-carboxylates in 1988 and reported the phase behavior
without noticing the existence of the antiferroelectric
phase in these compounds. They actually found two dis-
tinct phases below the ferroelectric SmC* phase and
noted the influence of racemization on the phase se-
quence. They suggested several phase structures such as
SmI*-like or SmF*-like, depending on optical purity, and
simply SmC* phases with different senses of the helical
modulation. Finally they reported that these two phases
are actually ferrielectric and antiferroelectric �SmC

A
* �

phases �Goodby et al., 1992�.
The proposal for the application of antiferroelectric

liquid crystals in display devices was made in 1988 be-
fore the phase identification, because of their tristable
switching with a sharp threshold and double hysteresis
�Chandani et al., 1988�. The tristable switching is observ-
able by two methods: the electro-optic effect and switch-
ing current measurements. These results are shown in
Fig. 5 �Chandani et al., 1988�. The transmittance showed
three stable states under the application of a triangular-
wave voltage, and two switching current peaks appeared
when sharp transmittance changes occurred between the
tristable states. Figure 6 shows the apparent tilt angle as
a function of a dc electric field �Chandani et al., 1988�.
The apparent tilt angle is zero in the absence of the field
and shows sharp changes to finite positive and negative
angles with thresholds and hysteresis, as reported at the
First International FLC Conference in 1987 by Hiji et al.
�1988� and Furukawa et al. �1988�. Clearly, a switching
device could be made by utilizing the threshold and the

hysteresis. Actually, Chandani et al. demonstrated the
electro-optic performance: transmittance changes on ap-
plication of positive and negative pulses superposed on a
biased voltage, as shown in Fig. 7 �Chandani et al., 1988�.
This is the essential principle of the tristable antiferro-
electric display �Yamamoto et al., 1992�. Despite the ob-
servation of the double hysteresis loop �Fig. 6� charac-
teristic of the antiferroelectric phase the identification of
the antiferroelectric phase was not made at this stage. It
was another year before it was clarified that the electro-
optic switching appeared due to the electric-field-
induced antiferroelectric-ferroelectric transition.

B. Identification of the antiferroelectric phase structure

As mentioned, two groups presented the antiferro-
electric structure shown in Figs. 1�e� and 4�b� at the
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same conference in 1989 �Galerne and Liebert, 1989;
Takezoe, Chandani, Gorecka, et al., 1989; Takezoe,
Chandani, Lee, et al., 1989�. They used the different ma-
terials and methods to identify the phase structure. We
now introduce four methods used to identify the antifer-
roelectric phase, some of which are still the most conve-
nient and decisive methods for identification even now.

Chandani, Gorecka, et al. �1989� proposed a double
helical structure shown in Fig. 8 for the new phase and
designated it SmC

A
* , where A stands for antiferroelectric

with respect to polar organization or anticlinic with re-
spect to the tilt interlayer structure. They used selective
reflection at oblique incidence to a thick sample cell, in
which the helical structure shown in Fig. 8 is formed
with the helical axis perpendicular to the substrate sur-
faces. Imagine a cholesteric �chiral nematic, N*� liquid
crystal with helical modulation of the director. The
length in which the local director �optical indicatrix�
turns by 2� is one pitch. However, the actual periodicity
is only half of the pitch because of the head-tail equiva-
lence of the director �Fig. 9�. Therefore, the first-order
Bragg reflection �selective reflection� emerges at the
wavelength corresponding to one optical pitch �the ac-
tual periodicity multiplied by the average refractive in-
dex�. The situation is the same for the SmC* and SmC

A
*

phases for normal incidence of light. If the incident light
is oblique with respect to the axis of the helical modula-
tion, a periodical structure with one full pitch must be
observed in the SmC* structure �Fig. 9�. If one measures
the selective reflection using obliquely incident light, the
reflected wavelength still indicates half of the pitch
length in the N* and SmC

A
* structures. This fact makes

the obliquely incident reflection spectra in the SmC* and
SmC

A
* structures different; i.e., a full-pitch band emerges

in the SmC* structure �Hori, 1983; Ouchi et al., 1984� but
not in the SmC

A
* structures, as shown in Fig. 10. The first

identification of the SmC
A
* helical structure by Chan-

dani, Gorecka, et al. �1989� was thus made. They con-
firmed that the tilted smectic phase has a helical struc-
ture similar to that of the choleresteric N* phase. Strictly
speaking, however, they did not experimentally show the
layer-by-layer anticlinic structure.

A compatible result with the selective reflection ex-
periment was obtained by Muševi~ et al. �1993� using
quasielastic backward light scattering. Gapless phason
dispersion was obtained in the SmC

A
* phase of

MHPOBC, showing a minimum at q=2qc, where qc is
the wave vector of the unperturbed helical structure, as
shown in Fig. 11. This result is consistent with an
alternating-tilt molecular orientational structure. It
should be noted that the molecular fluctuation, the am-
plitude �soft� mode, and the phase �sometimes incor-
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FIG. 11. Gapless antiferroelectric phason in the SmC
A
* phase

measured by the photocorrelation technique. From Muševi~ et
al., 1993.
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rectly named the Goldstone� mode are not easy to de-
tect by dielectric measurements because the
macroscopic dipole moment nearly vanishes. In this
sense, the photon correlation technique is useful for de-
tecting such fluctuation modes in the SmC

A
* phase

�Muševi~ et al., 1993�.
Galerne and Liebert �1990� first showed the layer-by-

layer anticlinic structure. They called the novel phase
the SmO* phase, which was later identified to be identi-
cal to the SmC

A
* phase �Cladis and Brand, 1993; Heppke

et al., 1993; Takanishi et al., 1993�. They prepared the
SmO* film on the free surface of the isotropic MHTAC
droplets by precise control of the temperature. Under
definite layer numbers, they applied an in-plane electric
field to measure the polarization direction and found
that the polarization direction alters from layer to layer,
as shown in Fig. 4�b�. However, it should be noted that
in thin films of the SmC

A
* phase, in order to properly

describe the electric-field response we must take into
account not only the polarization perpendicular to the
tilt plane but also the layer-boundary polarization paral-
lel to the tilt plane, which inevitably exists because the
up-down symmetry of molecular distribution is broken
at surface layers. Therefore the surface layers must have
polarization along the long molecular axes as well �Link
et al., 1996, 2001�. The former is zero for even-layered
structures, whereas the latter is zero for odd-layered
structures.

Another experiment to confirm the layer-by-layer al-
ternation of polarization and tilt was conducted by Bahr
and Fliegner �1993a, 1993b� using free-standing films.
They used transmission ellipsometry with obliquely inci-
dent light. They measured the retardation �+ and �−
under opposite electric fields perpendicular to the inci-
dence plane. Figure 12 shows the results for �a� three-
and �b� four-layer free-standing films. A large difference
in the retardations in the SmC* phase is observed in
both films because of the tilt of the optical axis either
away from or toward the incoming laser beam. However,
the SmC

A
* phase is distinctly different in odd- and even-

layered films. In the four-layer film, the retardation does
not depend on the field direction, as shown in Fig. 12�b�.
In the three-layered film, a smaller retardation differ-
ence for opposite field directions is shown than in the
SmC* phase, as shown in Fig. 12�a�. These measure-
ments were performed using two-, three-, and four-layer
films and verified the layer-by-layer alternation of the
polarization and tilt. They also performed the same ex-
periments in the SmC�* phase and showed the three-
layered repeating unit structure of this phase �Bahr et
al., 1994�.

A very simple method for the identification of the
SmC

A
* phase was proposed by Takanishi, Takezoe,

Fukuda, Komura, and Watanabe �1992� and Takanishi,
Takezoe, Fukuda, and Watanabe �1992�. The method is
based on schlieren texture observation. It is known that
nematic cells exhibit two- and four-brush disclination.
Analogous four-brush disclination is possible for SmC*,
although two-brush disclination is prohibited because a
defect plane with opposite tilts is inevitably introduced

�Figs. 13�a�, 13�b�, and 14�a��. Takanishi et al. suggested
that the plane defect could be removed in the SmC

A
*

phase if screw dislocations exist �Fig. 13�c��. Actually
they showed the existence of two-brush defects �Fig.
14�b�� and attributed this structure to dispiration, which
had been theoretically predicted �Harris, 1970� without
clear experimental observations. Since this method is
simple and applicable even to the racemic SmCA phase,
it is widely used for the identification of the SmC

A
*

phase.
The SmC

A
* phase can also be easily identified by direct

birefringence measurements in the helix-unwound state.
Because of the anticlinic structure, the birefringence be-
comes small. The difference of the birefringence be-
tween the unwound SmC* and the unwound SmC

A
*

phases is usually easily seen when planar textures are
observed. In the particular case where the tilt angle is
45°, the birefringence becomes zero. This optical charac-
teristic provides an attractive display device even with-
out the necessity of rubbing treatment and good align-
ment �D’Have, Dahlgren, et al., 2000; D’Have, Rudquist,
et al., 2000�.

Another important technique for identifying the
SmC

A
* and ferrielectric phases, resonant x-ray diffrac-

tion, is discussed later.
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FIG. 12. Phase retardation of �a� three- and �b� four-layer free-
standing films of MHPOBC by the oblique incidence of light
under the application of positive and negative fields perpen-
dicular to the optical plane. From Bahr et al., 1994.
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Today we know hundreds of materials having the
SmCA phase; most of them are chiral compounds.

C. Discovery of the SmC
�
* and intermediate phases

Unambiguously identified subphases so far are the
SmC

�
* , the SmCFI1

* �or SmC
�
*�, the SmC

FI2
* �or AF or

SmCAF
* � in addition to SmC* �or the SmC

�
*�, and the

SmC
A
* phases, the structures of which are summarized in

Fig. 15. Here MHPOBC-family compounds together
with some other important compounds are drawn in the
order of stronger ferroelectricity or weaker antiferro-
electricity. The material at the top �CF278� has the ferro-

electric SmC* phase only �strong ferroelectric nature�
and the material at the bottom, TFMHPOCBC, has only
the antiferroelectric SmC

A
* �strong antiferroelectric na-

ture�. From the top to the bottom, additional phases
such as SmC

�
* , SmCFI1

* , and SmCFI2
* emerge and disap-

pear one by one. In MHPOBC, the SmC* and SmC
A
*

phases coexist and, in MHPBC, the SmC* phase disap-
pears. Fukui et al. �1989� first found some distinct phases
in a small temperature range of MHPOBC. Chandani,
Ouchi, et al. �1989� also found the same phase sequence
and designated the phases as the SmC

�
* phase, the SmC

�
*

phase, and the SmC
�
* phase in this order from high tem-

perature to the SmC
A
* phase as the lowest-temperature

phase. They assigned the SmC
�
* as the SmC* phase �Tak-

ezoe, Lee, Chandani, et al., 1991�. Later, however, some
reported that the SmC

�
* phase has antiferroelectric na-

ture �Li et al., 1996; Sako et al., 1996; Jakli, 1999� and it
was finally shown that it is actually the SmCFI2

* phase
�Gorecka et al., 2002� in optically very pure materials,
but the SmC* phase emerges when the optical purity
is slightly decreased �Gorecka et al., 2002�. Hence
MHPOBC, the first antiferroelectric liquid crystal, has
all subphases of the tilted SmC* family.

As shown in Fig. 1, the repeating units of the SmC*,
SmC

A
* , SmCFI1

* , and SmCFI2
* phases have one, two, three,

and four layers, respectively. All of these phases are chi-
ral, and every subphase has the helical structure. The
SmC

�
* phase was initially mysterious but was finally as-

signed as a tilted phase with extremely short pitch.
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FIG. 13. C-director maps �a�, �b� in the SmC* phase and �c� the
SmC

A
* phase with screw dislocation lines. Note that four-brush

defects are possible in the SmC* phase but two-brush defects
cannot exist because of a defect plane with discontinuous
C-director change �solid line in �a��. Two-brush defects can
possibly be introduced in the SmC

A
* phase by screw disloca-

tions. From Takanishi, Takezoe, Fukuda, and Watanabe, 1992.

FIG. 14. �Color online� Schlieren textures in �a� the SmC and
�b� SmCA phases. Note that only four-brush defects are ob-
served in the SmC phase, but two-brush defects are also
present in the SmCA phase, as indicated by arrows.
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FIG. 15. Compounds that show SmC
A
* and subphases.

MHPOBC-family compounds are listed in the order of stron-
ger ferroelectricity or weaker antiferroelectricity.
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As mentioned, the SmC
�
* phase was found early. As

temperature decreases the SmC
�
* phase usually appears

between the nontilted SmA phase and one of the sub-
phases, the SmC* or the SmC

A
* phase. Soon after the

discovery of this phase in 1989, a detailed investigation
was launched. The SmC

�
* phase cannot be distinguished

from the SmA phase by texture observation. Other mea-
surements, however, can easily detect the SmA-SmC

�
*

phase transition. �1� The smectic layer starts to shrink at
the transition, suggesting that the SmC

�
* phase is a tilted

phase �Takanishi et al., 1991; Isozaki, Hiraoka, et al.,
1992�. Isozaki, Hiraoka, et al. �1992� used MHPOCBC
with a phase sequence of Iso-SmA-SmC

�
*-SmC

A
* and a

wide temperature range �6 °C� of the SmC
�
* phase to

observe the transition from or to SmA and SmC
�
* by the

temperature dependence of the chevron angle �layer-tilt
angle� together with dielectric measurements, as shown
in Fig. 16. �2� Switching current peaks start to appear on
application of a triangular-wave field to a MHPOBC
cell. Their number, shape, and position change within a
narrow temperature range of the phase, and finally a
single switching current peak is observed when the tran-
sition to SmC* occurs �Takanishi et al., 1991�. These be-
haviors suggest complicated structural change with
change in applied field and temperature. �3� Pretransi-
tional effects are observed in the SmA phase: the dielec-
tric constant �Fukui et al., 1990; Hiraoka, Chandani, et
al., 1990; Hiraoka, Taguchi, et al., 1990; Hiraoka et al.,
1992; Isozaki, Hiraoka, et al., 1992� and induced circular
dichroism �Lee, Ouchi, et al., 1990� increase with de-
creasing temperature, and inflection points are clearly
seen at the transition point. The above observations sug-
gest that SmC

�
* is a SmC*-like phase. Because it is a

chiral phase, a helical structure was expected. After ex-
tensive effort to measure the period of this structure, the
pitch was found to be extremely short, depending on
temperature and sample thermal history, i.e., 60–250 nm
�Laux et al., 1996�, as theoretically predicted by Čepi~
and Žekš �1995� and Roy and Madhusudana �1996�.
More detailed pitch measurements in the SmC

�
* phase

were made later by Cady et al. �2002� and Hirst et al.
�2002� using resonant x-ray diffraction �see Sec. III.B�.

The three- and four-layer periodicities in SmCFI1
* and

SmCFI2
* , respectively, were suggested in the early stage of

their discovery. For the phase determination, conoscopy
was adequate �Gorecka et al., 1990�. We now summarize
the conoscopic data in the SmC

�
* , SmC*, SmCFI2

* ,
SmCFI1

* , and SmC
A
* phases, some of them presented in

Fig. 17. In all cases, the applied field is along the vertical
direction. In a sufficiently strong electric field the cono-
scopic figures will be the same as for the unwound SmC*

phase for all phases, although a strong enough field is
not always accessible experimentally. In Figs.
17�a�–17�d� the field dependence of the conoscopic fig-
ures in SmC* is shown �Gorecka et al., 1990�. In the
absence of an electric field, a uniaxial figure almost the
same as the one in SmA and SmC

�
* is observed, although

the center of the isogyre is not dark. This is because of
the optical rotatory power due to the helical structure.
With increasing field, the center shifts in a direction per-
pendicular to the electric field and biaxiality emerges,
indicating unwinding of the helix and a consequent ap-
parent tilt, i.e., of the average molecular direction over
the layers �Figs. 17�c� and 17�d��. The optical plane is
defined by a plane containing two optical axes, the one
with the largest and the one with the smallest refractive
indices, respectively. The optical plane is perpendicular
to the field direction, indicating that the axis of the mini-
mal refractive index is perpendicular to the field and the
molecular long axis.

The SmC
�
* phase looks only slightly distorted under

an electric field, as shown in Fig. 17�e�, which means that
under applied field the helix is not completely unwound
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FIG. 16. Simultaneous measurements of dielectric constant
and chevron angles. Two measurements clearly identify the
phase transitions SmA-SmC

�
*-SmC

A
* and indicate that SmC

�
* is

a tilted phase. From Isozaki, Hiraoka, et al., 1992.
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FIG. 17. Conoscopic figures in the �a�–�d� SmC*, �e� SmC
�
* , �f�

SmC
A
* , �g� SmC

FI2
* , and �h� SmC

FI1
* phases. The SmC

FI2
* and

SmC
A
* phases under the same field are shown. They show es-

sentially the same pattern, suggesting that SmC
FI2
* has more or

less an antiferroelectric nature, but the threshold fields for the
molecular reorientation are totally different. Note also the
characteristic conoscopic image in the SmC

FI1
* phase.
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�Isozaki, Hiraoka, et al., 1992; Okabe et al., 1992�. In the
SmC

A
* phase subjected to an electric field the optical

plane is perpendicular to the field, as shown in Fig. 17�f�.
No tilt is visible, which indicates that the structure is in
an unwound anticlinic state. The SmCFI2

* phase was
found to exhibit the same behavior as the SmC

A
* phase

with varying field, although the helix unwinding occurs
at a much lower electric field compared to the field in
the SmC

A
* phase, as shown in Fig. 17�g� �Okabe et al.,

1992�. The antiferroelectric behavior was the reason that
the SmCFI2

* phase was at first named the AF or SmCAF
*

phase �Okabe et al., 1992�. For this phase Isozaki,
Fujikawa, et al. �1992� suggested an antiferroelectric
structure based on the Ising model, where the tilt direc-
tion changes every two layers and the repeating unit
consists of four layers.

The structure of the SmCFI1
* phase, first called the

SmC
�
* phase, was recognized in 1990 from its novel

conoscopic figures under an applied electric field, as
shown in Fig. 17�h� �Gorecka et al., 1990�. The cono-
scopic figure of this phase is quite unusual: a large tilt in
the major axis of the optical indicatrix occurs perpen-
dicular to the field direction, and biaxiality with the op-
tical plane parallel to the field direction arises. If we
confine ourselves to the Ising model for simplicity, a
plausible model is as follows: The ratio of the molecular
tilts in opposite senses is far from unity, so that finite
polarization remains uncanceled and the molecule re-
sponds by reorientation toward the field direction
�Gorecka et al., 1990�. Then what is the ratio of mol-
ecules tilting in opposite senses? To solve this problem,
Takezoe, Lee, Ouchi, Fukuda, et al. �1991� considered
the twisting power in the SmCFI1

* phase �Lee, Ouchi, et
al., 1990�. It was known that helix handedness in the
SmC

A
* phase is always opposite to that in the SmC*

phase �Lee, Ouchi, et al., 1990; Li et al., 1991; Yamamoto
et al., 1992�. Since the suggested Ising SmCFI1

* structure
consists of synclinic �ferroelectric� and anticlinic �antifer-
roelectric� neighboring layers, the twisting power in the
SmCFI1

* can be determined by the ratio of the twisting
powers at the SmC*-like and SmC

A
* -like interfaces. This

assumption leads to the following simple relation:

1

p�SmCFI1
* �

=
F

p�SmC*�
+

1 − F

p�SmCA
* �

, �1�

where p is the helical pitch or wavelength of the selec-
tive reflection band in the respective phases and F is the
fraction of the parallel-tilted, i.e., synclinic, layers. Using
the value of p in each phase, F was estimated to be 0.3.
Therefore, the ratio of the synclinic and anticlinic layers
was concluded to be 3:7. Since SmCFI1

* is a thermally
stable phase, the structure should have a periodic regu-
lar structure with a rather short length. The simplest ra-
tio satisfying this condition is 1:2 with a repeating unit of
three layers �Takezoe, Lee, Ouchi, Fukuda, et al., 1991�.
In this way, the three-layered model of SmCFI1

* ap-
peared. The triple hysteresis loop �Lee, Chandani, et al.,
1990�, the five-step electro-optic response �Hiraoka,
Taguchi, et al., 1990�, the intermediate apparent tilt

angle �Hiraoka, Chandani, et al., 1990�, and the dielectric
constant �Fukui et al., 1990; Hiraoka, Taguchi, et al.,
1990� between SmC* and SmC

A
* also supported this

structural model. Although later considerations did not
support the intuitive path to it, the three-layered struc-
ture of the ferrielectric SmCFI1

* phase really exists and
was experimentally confirmed �Mach et al., 1999�.

As mentioned, the repeating units of one �SmC*�, two
�SmC

A
* �, three �SmCFI1

* �, and four �SmCFI2
* � layers were

conclusively reported for these four phases at least on
the basis of the Ising model. The theoretical basis of
these model structures was confirmed by an axially next
nearest-neighbor interaction model including third
neighbor interaction �Yamashita and Miyazima, 1993�.
In contrast, Čepi~ and Žekš �1995� and Roy and
Madhusudana �1996� developed a discrete phenomeno-
logical model, leading to essentially a clock model, i.e.,
the tilt azimuthal angle makes one turn in three and four
layers for SmCFI1

* and SmCFI2
* with a slight incommensu-

rability due to chirality. This model was supported by
resonant x-ray diffraction measurements by Mach et al.
�1998�. However, the intermediate model structures, de-
formed Ising or deformed clock models, were finally ex-
perimentally evidenced by optical properties �Akizuki et
al., 1999�, ellipsometry �Johnson et al., 2000; Fera et al.,
2001�, detailed analysis of the resonant x-ray data
�Johnson et al., 2000; Matkin et al., 2001�, dynamic light
scattering �Konovalov et al., 2001�, optical rotatory
power �Muševi~ and Škarabot, 2001; Shtykov et al.,
2001�, specular x-ray reflection �Fera et al., 2001�, and so
on. The details will be discussed in the following.

III. THE SEARCH FOR INTERNAL STRUCTURES OF
MULTILAYER PHASES

A. The crystallographic unit cell

After the investigation of the chiral polar phases,
around the end of the 1990s, it was widely accepted that
apart from the synclinic-ferroelectric SmC* phase and
the anticlinic-antiferroelectric SmC

A
* phase, three more

distinct phases—the SmCFI1
* , the SmCFI2

* , and the SmC
�
*

phases—exist, as mentioned previously. However, the
situation was far from being clear. The basic repeating
unit cell of these phases was still a subject of speculation
based on indirect evidence. The structure of the unit cell
in the intermediate phases, i.e., the two phases which
appear between the SmC* and the SmC

A
* phases, was

still unsolved; some insisted that they could be described
by an Ising model and others that the structures are
more consistent with the clock model. Moreover, some
researchers claimed that in their systems a larger num-
ber of intermediate phases could be identified �Fukuda
et al., 1994�. Even for the most studied prototype anti-
ferroelectric material MHPOBC, the ferroelectric na-
ture of the phase identified as SmC* by the Tokyo group
was still questioned.

The first unambiguous proof that the SmCFI2
* , SmCFI1

* ,
and SmC

A
* phases have unit cells of four, three, and two
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layers, respectively, came in 1998 from a resonant x-ray
scattering experiment �Mach et al., 1998, 1999�. Conven-
tional x-ray measurements allow for the studies of den-
sity modulation along the layer-normal direction only
and are not sensitive to the orientation of the tilt direc-
tion in the layers. The transition between intermediate
phases is generally not detectable by this method unless
changes in the layer thickness are seen at the phase tran-
sition temperature. This can be related to small discon-
tinuity of the tilt angle or to a change in the molecular
interdigitation between layers �Hamplova et al., 2003�.
The difference between phases could also be detected if
electron densities at layer boundaries �in the Ising model
synclinic and anticlinic� are appreciably different and
thus signals of a superlattice become visible. Such a sig-
nal, related to the three-layer structure, was reported for
the SmCFI1

* phase by careful x-ray studies using a strong
synchrotron source �Fernandes et al., 2006�.

Unlike the conventional x-ray method, resonant x-ray
detection, when the beam energy is tuned to the absorp-
tion edge of one of the atoms present in molecular struc-
ture, usually sulfur, selenium, or bromine, is sensitive to
the distribution of this particular atom in the crystal
structure �Dmitrienko, 1983�. In other words, the scat-
tered beams from consecutive layers do not interfere
destructively and the superlattice structure becomes vis-
ible in the x-ray diffraction �Fig. 18�. The additional sig-
nals appear as satellites of the main reflection, with wave
vector

q = q0�l ±
m

n
� , �2�

where m=1 �first-order peak� or 2 �second-order peak�,
n is the number of layers forming the unit cell of the
phase, q0=2� /d is the reciprocal vector of main reflec-
tion, d is the layer thickness, and l takes the values 0, ±1,
±2.

For the preliminary resonant x-ray studies the me-
sogenic material 10TBBB1M7, containing a sulfur atom
in the mesogenic core, was chosen. For this material
Mach et al. demonstrated that indeed in the SmC

A
*

phase, apart from the nonresonant signal, corresponding
to the layer spacing, additional peaks related to double-
layer periodicity exist �Figs. 18�d� and 18�e��. They also
reported that in the temperature range of the SmCFI1

*

and SmCFI2
* phases, signals related to three- and four-

layer periodicities were found, respectively �Figs. 18�b�
and 18�c��. On the other hand, in the SmC

�
* phase modu-

lation of several layers was detected, incommensurate
with the layer thickness �Fig. 18�a��. The polarizations
and intensities of the superlattice signals seemed to
agree with a clock model. For the clocklike structure in
an experiment in which the incident x-ray beam is �
polarized �polarized in the plane perpendicular to the
plane containing the incident and the scattered beam�,
the first-order peaks �m=1� should be � polarized �po-
larized parallel to the plane containing the incident and
the scattered beam� and the second-order peaks �m=2�
should be � polarized, as indeed was found in experi-

ments. The Ising model predicts �-polarized signals for
the first-order reflections. The clocklike structure of the
two intermediate phases was further supported by care-
ful nonresonant x-ray measurements, where no subhar-
monics of the main periodicity in any of the studied
compounds were observed �Fera et al., 2001�, suggesting
that all interlayer boundaries in SmCFI2

* and SmCFI1
*

phases are indeed identical, as predicted by the model.
However, it soon turned out that although resonant
x-ray studies showed correctly the superlattice periodic-
ity of the intermediate phases, the arguments about their
internal structure were premature.

The suggested clock model was inconsistent with the
results of optical studies. Short helical structures should
be optically uniaxial with the optical axis along the layer
normal, as the dielectric tensor components describing
properties of the structure in the direction perpendicular
to the layer normal �in-plane components� are equal.
Thus, the samples observed along the layer-normal di-
rection �for example, free-standing films� should have
zero birefringence. The optical rotatory power should

FIG. 18. X-ray intensity scans in �a�–�d� the indicated phases of
the �R� enantiomer and �e� the racemic 10OTBBB1M7. Addi-
tional signals related to the layer superstructure appear, apart
from the second harmonic of the signal related to the layer
structure, qz /q0=0. From Mach et al., 1998.
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also be negligible, as the helical modulation of the tilt
direction with the period of the modulation extending
over only a few smectic layers is much shorter than the
wavelength of the incident light. In contrast to these pre-
dictions, films drawn in the SmCFI1

* and SmCFI2
* phases

show pronounced birefringence �Fig. 21�; thus optical
studies strongly suggested that the structure of interme-
diate phases—the SmCFI1

* and the SmCFI2
* phases—is ei-

ther Ising-like �although this was excluded by former
x-ray studies� or should be described by a new, different
model. The best candidates were hybrid structures be-
tween the Ising-like and clock structures—called dis-
torted clock structures. The question was how one could
determine the distortion � from the clock or Ising struc-
ture �Figs. 19 and 20�.

The biaxiality of the sample resulting from the distor-
tion from the clock structure can be measured quantita-
tively by optical ellipsometry. Using this technique
Johnson et al. �2000� concluded that the structures of the
SmCFI1

* and SmCFI2
* phases are actually much closer to

the Ising than to the clock model. For the MHPBC ma-
terial the distortion � from the uniplanar Ising structure
in the SmCFI2

* phase is only about 5° �instead of 45° for
the four-layer clock structure� �Fig. 19� and in the
SmCFI1

* phase it is only about 30° �instead of 60° for the
three-layer clock structure� �Fig. 20�.

Measurements of optical rotatory power were also
proved to be useful for the detection of clock distortion
�Akizuki et al., 1999; Muševi~ and Škarabot, 2001;
Shtykov et al., 2001; Čepi~ et al., 2002�. According to the
modified de Vries’ equation �de Vries, 1951� the optical
rotatory power depends on the anisotropy of the in-
plane components of the dielectric tensor, calculated for
a single crystallographic unit cell, and the effects of the
longer optical helix due to the rotation of this unit cell in
space �Fig. 21, top inset�. In the SmC*, SmC

A
* , SmCFI1

* ,
and SmCFI2

* phases the optical helix can be detected

from the selective reflection of the incident light in some
cases if the optical helix is in the range of the visible or
the near infrared light wavelengths. If the period of the
optical helix, the pitch, is in the range of the visible or
infrared light wavelengths, it can also be measured in
planar samples as the distance between dechiralization
lines �Brunet and Williams, 1978; Glogarova et al., 1983�.
From information about the pitch and the optical rota-
tory power, the in-plane components of the dielectric
tensor and thus the distortion � from the Ising structure
can be estimated. Because the optical rotatory power is
related to the anisotropy of the dielectric tensor of the
single crystallographic unit cell, it should be maximal for
the uniplanar Ising structure and zero for the ideal clock
model. Using optical rotatory power measurements it
was deduced that for 10OTBBB1M7, i.e., the compound
used for the first resonant x-ray measurements �Mach et
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FIG. 19. Considered director projections on the smectic layer
for the SmC

FI2
* phase: �a� Ising structure, �b� distorted struc-

ture, and �c� clock structure. The distortion � is measured with
respect to the tilt direction in the Ising structure.
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FIG. 20. Considered director projections on the smectic layer
for the SmC

FI1
* phase: �a� Ising structure �b�, distorted struc-

ture, and �c� clock structure. The distortion � is measured with
respect to the tilt direction in the Ising structure

FIG. 21. �Color online� Optical rotary power and selective re-
flection for HHBBMz compound. The temperature depen-
dence of the optical rotatory power and selective reflection
wavelength �inset�; note that within the temperature range of
the SmC

FI1
* phase helix-twist inversion takes place �top� for the

material 12 HHBBMz �Dzik et al., 2005�. Textures of SmC
FI1
*

and SmC* phases in free suspended film samples were ob-
served between crossed polarizers, subject to a temperature
gradient �the arrow indicates the direction of increasing tem-
perature�. In SmC* the color of selective reflection is visible
�dark lower right corner, green online�, in SmC

FI1
* at the tem-

perature at which the optical helix becomes unwound clear
birefringence colors appear �bright upper left region, blue on-
line� �bottom�.
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al., 1999�, the distortion from the uniplanar structure is
not larger than 10° in both SmCFI1

* and SmCFI2
* ; distor-

tion less than 10° in the SmCFI1
* phase was also found for

MHPOBC �Muševi~ and Škarabot, 2001�. Some materi-
als might even have an ideal planar structure �Dzik et al.,
2005�. Moreover, it was shown that the distortion angle
is nearly temperature independent �Brimicombe et al.,
2007�.

In summary, taking into account results of the ellip-
sometry and the optical rotatory power measurements,
it became evident that neither the SmCFI1

* nor the
SmCFI2

* phase could possibly have the simple clock struc-
ture. Only the measurements of the SmC

�
* phase seemed

to be consistent with the clock structure as in this phase
negligible optically rotatory power was found �Muševi~
and Škarabot, 2001� and optical uniaxiality was con-
firmed.

Reports about optical studies stimulated further x-ray
investigations. During the years 2001 and 2002 some re-
ports appeared that provided additional evidence for
more detailed description of the intermediate phase
structures by high resolution resonant x-ray method
�Cady et al., 2001; Hirst et al., 2002�. The calculation of
the tensorial form factors by Levelut and Pansu showed
that in phases with an additional optical helix, superim-
posed on the basic few-layered structure, both first- and
second-order resonant signals should be additionally
split and observed at

q = q0�l ± m� 1

n
+

d

p
�� , �3�

where p is the pitch length �Levelut and Pansu, 1999�.
The splitting is larger for shorter pitches. While the in-
tensities of the second-order signal m=2, split due to the
helix, should always be equal, the intensities of the split
first order m=1 signals are more complex. The intensity
ratio for these signals departs quickly from 1, as the ba-
sic crystallographic unit becomes distorted from the
clock structure and for the ideal Ising structure one
of the signals disappears. For the SmCFI2

* phase in
MHDDOPTCOB, by comparing the intensities of peaks
positioned near 1.25q0 and 1.75q0, Cady et al. �2001� de-
duced that the structure is almost Ising-like and the dis-
tortion is only about 10° from the Ising uniplanarity and
nearly temperature independent. Similar results were
obtained soon after for a few other materials having
SmCFI2

* and SmCFI1
* phases �Wang et al., 2006�.

Finally, after some years of intensive research, consis-
tency between the optical and x-ray results was ob-
tained. The SmCFI2

* and SmCFI1
* phases have a basic

crystallographic unit cell of four and three layers, re-
spectively, in which the tilt directions in smectic layers
form a strongly distorted clock structure �Figs. 19 and
20�. Additionally, a secondary long-wavelength periodic-
ity, the optical helix, is formed. Only SmC

�
* has a few-

layered clock structure �Fig. 22�. In the following years
other properties of the phases also became more under-
standable.

B. Secondary helical modulation of the phases

For nearly all compounds the twist sense of the optical
helix changes in the SmC*-SmC

A
* and also in the

SmCFI2
* -SmCFI1

* phase transitions �Čepi~ et al., 2002; La-
gerwall et al., 2006�. This is consistent with constant chi-
ral nearest-neighbor interlayer interactions in the system
�see Sec. IV�. However, in a number of materials the
sense of the helical-modulation sign reverses within one
of the phases. The helical-modulation inversion occurs
in SmC

A
* in MHPOBC but in many other materials it

happens in one of the intermediate phases, although the
temperature range of these phases is usually very nar-
row. Due to the strong temperature dependence of the
optical helix length in the vicinity of the helix sense in-
version the texture changes are rather violent. The be-
havior was sometimes misinterpreted as an additional
phase transition �Nguyen et al., 1994�. On the other
hand, the helical modulation does not reverse at the
transition from the SmC* to the SmC

�
* phase. The two

phases seem to have similar structure except that the
pitch in SmC

�
* is very short, below the resolution of mi-

croscopic observations. Its length can be determined
only by the resonant x-ray method. Gleeson and Hirst
�2006� measured the helical pitch in SmC

�
* in different

materials and found a pitch ranging from 5 to 54 layers
�Mach et al., 1999�. With a few assumptions the length of
the helical modulation can also be estimated from ellip-
sometric data. The pitch is usually incommensurate with
the smectic layer and can be as tight as 3.5 layers �Cady
et al., 2002; Wang et al., 2006; Liu et al., 2007�. The short
pitch in the SmC

�
* phase can also be estimated by the

comparison of Friedel fringes which appear due to the
changes of the propagating light ellipticity and the
wedge fringes in free surface drops of liquid crystals. For
the four-layer structure of the SmC

�
* phase, the phase
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FIG. 22. Evolution of the pitch at the SmC*-SmC
�
* phase tran-

sition for mixtures of compounds with n=10 and 11. The jump
in the pitch at the phase transition �inset� decreases with de-
creasing concentration of the n=11 homolog in the mixture.
The studied system shows the evolution from first-order to
overcritical behavior. From Liu et al., 2006.
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difference between tilts in neighboring layers is exactly
� /2 and phase retardation for the two polarizations of
light does not appear. Therefore the structure seen by
light has no chiral properties and the continuous change
of the structure through the � /2 phase difference gives
rise to a peculiar behavior of the period of the Friedel
fringes �Laux et al., 1999, 2000�.

As the temperature is lowered and the system ap-
proaches the transition to the SmC* phase the pitch
greatly increases. The evolution between SmC

�
* and

SmC* phases can be either discontinuous �Ema et al.,
2000; Cady et al., 2002� or continuous �Liu et al., 2006�.
Since both phases have the same symmetry the system
can be considered as an analog to the gas-liquid system.
The order parameter for this transition is the helical
pitch, which can evolve continuously beyond the critical
end point. The existence of such a critical end point for
the SmC*-SmC

�
* phase transition was shown by Liu et al.

�2006�. In the vicinity of the critical point the depen-
dence of the jump in the pitch is described by a mean-
field critical exponent close to 0.5.

C. Polarity of multilayer phases

The tilted phases have more or less distinct polar
properties, which can be explained by a distorted clock
model. Both the two-layered SmC

A
* phase and the dis-

torted four-layered SmCFI2
* phase have compensated

electric polarization in the crystallographic unit cell and
thus they have antiferroelectric properties. The SmC*

and smectic SmC
�
* are ferroelectric, as their crystallo-

graphic unit cell is just a single electrically polarized
layer; the SmCFI1

* phase with its three-layered structure
and only partially compensated polarization is ferrielec-
tric.

The polar properties of the phases are easily distin-
guished by the dielectric response using dielectric spec-
troscopy. Fluctuations of polarization with the wave vec-
tor q=0 �thus homogeneous in space� can be followed by
this method �Merino et al., 1996; Panarin et al., 1998�.

The dielectric response in the SmC* and SmC
�
* phases

is dominated by the Goldstone mode, which should be
more properly called the helix-distortion mode �Fajar et
al., 2002; Douali et al., 2004�. This mode is related to
collective movements of the molecules on the tilt cone
�azimuthal mode� which also affect the polarization vec-
tor’s direction. The amplitude of these fluctuations is
smaller and the relaxation time is shorter for shorter
helical pitches. This is the reason why the dielectric re-
sponse in the SmC* phase is much stronger and has
much lower relaxation frequency than the mode ob-
served in the SmC

�
* phase.

In the antiferroelectric phases, the SmC
A
* and SmCFI2

*

phases, the dielectric response is at least one order of
magnitude weaker than in the ferroelectric SmC* and
SmC

�
* phases. There are two main collective fluctuations

which contribute to the dielectric response �Parry-Jones
and Elston, 2002�. A mode with higher relaxation fre-
quency appears due to antiphase azimuthal tilt angle

fluctuations �Fig. 23� in which the antiferroelectric struc-
ture of the crystallographic unit cell is distorted. The
lower-frequency mode is usually attributed to helix dis-
tortion. This mode is visible due to the small noncom-
pensated polarization in the crystallographic unit cell
�Lagerwall, 2005; Dolganov and Zhilin, 2008�.

The dielectric response in the SmCFI1
* phase is much

stronger than in the antiferroelectric SmC
A
* phase but

weaker than in the ferroelectric SmC* phase �Figs. 24
and 25�. Its characteristic feature is a broad distribution
of mode relaxation frequencies usually in the range of
10 Hz–1 kHz. The polydisperse character of the dielec-
tric response suggests that, apart from antiphase azi-
muthal tilt angle changes disturbing the three-layered
equilibrium structure and the helix-distortion mode,
some other mechanism might also contribute strongly to
the dielectric response in the same frequency window.
The candidate could be movements of boundaries be-
tween domains of differently oriented polarizations of
the three-layered unit cell �Miyachi et al., 1994� �see Fig.
40 in Sec. IV�. Such an origin of the dielectric response is
supported by the strong influence of surface interactions
on the dielectric response and the history of electric field
application to the sample �Miyachi et al., 1994�. Gener-
ally, in all phases, in addition to the described azimuthal
modes related to the changes of the polarization direc-
tion in the smectic layers, amplitude modes, related to
the changes of the tilt angle magnitude and thus polar-
ization �due to the tilt-polarization coupling� in the lay-
ers, also contribute to the dielectric response. However,
this contribution is weak except in the vicinity of the
phase transition to the nontilted SmA phase �Bourny et
al., 2000�.

The difference in the polarity of phases is also shown
in their electro-optical response �Panarin et al., 1997�.
While in ferroelectric phases application of an electric
field reorients polarizations along the helix continuously
and the threshold for the switching is nearly negligible,
in antiferroelectric phases the switching usually takes
place in two steps: initially the unwinding of the helical
structure occurs and at higher electric fields the antifer-
roelectric order transforms to ferroelectric order with
the polarization oriented parallel to the electric field
�Parry-Jones and Elston, 2001�. The threshold electric
field necessary to break antiferroelectric interactions
and impose the ferroelectric structure is of the same or-
der of magnitude for the SmCFI2

* and SmC
A
* phases and

1 2

1 4

2 3

1 4

2 3

FIG. 23. Polar azimuthal antiphase modes in the antiferroelec-
tric �a� SmC

A
* and �b� SmC

FI2
* phases. Note that polarization is

perpendicular to the tilt �marked by small arrows�. When the
structure is deformed due to the fluctuations �dashed arrows�
the polarization in the unit cell does not cancel out.
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decreases on approach to the ferroelectric SmC* phase.
In the SmC

A
* phase, the induction of the synclinic struc-

ture by application of an electric field �or temperature� is
visible in thin cells as characteristic stripes propagating
in the sample in the direction parallel to the smectic
layers. The velocity at which the stripes propagate is
proportional to the strength of the applied field. The
stripes were described as solitary waves resulting from
strong coupling of the layers �Li et al., 1995; Bahatt et al.,
2001�. In the SmCFI1

* phase the structural changes are
also stepwise when an electric field is applied. At lower
fields the helical modulation unwinds; as the field in-
creases the structural changes from the three-layered
ferrielectric structure to the ferroelectric structure occur.

Generally the helical pitch in the SmC
�
* phase is so

short that its switching often mimics the antiferroelectric
behavior—the helically modulated structure with very
short pitch rapidly unwinds and rewinds if the polariza-

tion is measured using triangular voltage dependence
�Lagerwall, 2005�. The same behavior, i.e., tristable
switching, was observed even in the SmC* phase with an
ultrashort pitch �Itoh et al., 1997�.

D. Temperature sequence of phases

Unlike to the SmC
�
*-SmC* phase transition, which can

be continuous or discontinuous, the other phases appear
by first-order transitions �Ema et al., 2000�, except for
some unusual systems with a critical end point for the

(b)

(a)

FIG. 24. Temperature-frequency dependence of �left� real and
�right� imaginary parts of dielectric permittivity for MHPOBC
with high optical purity �showing SmA, SmC

�
* , SmC

FI2
* ,

SmC
FI1
* , and SmC

A
* �. Note that the antiferroelectric phases

SmC
A
* and SmC

FI2
* have much weaker dielectric response than

SmC
�
* and SmC

FI1
* . From Gorecka et al., 2002.

T
[
C

]

T[ C](b)
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FIG. 25. �Color online� Phase diagram and corresponding dif-
ferential calorimetric scans. �Left� Phase diagram for MH-
POBC showing the influence of optical purity on the subphase
sequence. �Right� Differential Scanning calorimetry scans for
the mixtures of different optical purity. From Gorecka et al.,
2002.
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SmC*-SmC
A
* phase transition �Song et al., 2008�. As the

temperature is lowered the most general sequence is
SmC

�
*-SmC*-SmCFI2

* -SmCFI1
* -SmC

A
* . In some systems

some phases might be missing or be metastable; how-
ever, as the temperature is lowered it is generally ob-
served that the crystallographic unit cell of phase struc-
tures shortens from many layers in the SmC

�
* phase to

four layers in the SmCFI2
* phase, to three layers in the

SmCFI1
* phase, and finally to two layers in the SmC

A
*

phase. While the SmC and SmCA phases are observed in
racemic mixtures or in nonchiral materials, SmC

�
* ,

SmCFI1
* , and SmCFI2

* are found only in systems with high
optical purity �Fukuda et al., 1994�. In most systems the
enantiomeric excess has a dramatic influence on the ob-
served phase sequence. For example, in the prototype
material MHPOBC it was found that in samples of
high optical purity the phase sequence
SmC

�
*-SmCFI2

* -SmCFI1
* -SmC

A
* is observed, while in a

slightly racemized sample the antiferroelectric SmCFI2
*

phase disappears and the ferroelectric SmC* phase ap-
pears in the same temperature window. The phase se-
quence of the slightly racemized sample is
SmC

�
*-SmC*-SmCFI1

* -SmC
A
* �Gorecka et al., 2002�, as re-

ported by the first studies of this system �Chandani,
Gorecka, et al., 1989�. This solved the long-lasting con-
troversy of some reporting antiferroelectric properties
�Li et al., 1996; Sako et al., 1996; Jakli, 1999� for the
phase below the SmC

�
* phase and other ferroelectric

properties for presumably the same phase �Chandani,
Gorecka, et al., 1989; Gorecka et al., 1990�.

Although shortening of the crystallographic unit cell
seems to be the most common situation as the tempera-
ture is lowered, it should be mentioned that in some
materials the SmCFI1

* phase �Laux et al., 2000� or the
SmCFI2

* phase �Wang et al., 2006, 2009� interferes be-
tween the SmC

�
* and SmC* phases. In some systems a

reentrant phenomenon is observed where the phase se-
quence SmC*-SmC

A
* -SmC* �Kašpar et al., 2001; Pociecha

et al., 2001� appears. Recently a SmC
�
*-SmCFI1

* -SmC*

phase sequence was also reported �Sandhya et al., 2008�
and even SmCFI2

* -SmC*-SmCFI2
* reentrancy in some mix-

tures �McCoy et al., 2008� was detected.
It should also be mentioned that some claim �Isozaki,

Hiraoka, et al., 1992; Chandani et al., 2005; Emely-
anenko et al., 2006; Panov et al., 2007� that they are able
to detect more than five tilted smectic C-type phases
�e.g., with the unit cell larger than four smectic layers� in
some materials or mixtures. However, these additional
phase transitions are detected indirectly, for example, as
small, nearly experimental-resolution-limited, jumps in
the thickness of the film made of the material. Only very
recently six-layer structure was confirmed by resonant
x-ray experiment in narrow temperature window be-
tween SmC� and SmCFI2 phases �Wang et al., 2010�.

The three- and four-layered phases were also found to
be stable in device geometry. It was proved that an
electric-field-induced transition from the structure of the
intermediate three- or four-layered phase to the ferro-
electric SmC* structure occurs in thin glass cells. One

can imagine that application of a sufficiently high elec-
tric field stabilizes the SmC* phase. Extensive studies on
the electric-field-induced phase transition have been
made by study of the dielectric response under a bias
field �Hiraoka, Taguchi, et al., 1990; Panarin et al., 1997�
and the apparent tilt angle �Hiraoka et al., 1991� conos-
copy �Isozaki, Hiraoka, et al., 1992; Fukuda et al., 1994�,
induced polarization �Hou et al., 1997; Panarin et al.,
1997�, pyroelectric �Shtykov et al., 2001�, and resonant
x-ray diffraction �Jaradat et al., 2008� measurements. A
particularly interesting result is the field-induced se-
quential transition SmCFI2

* -SmCFI1
* -SmC*. This transi-

tion behavior is found in E-T phase diagrams deter-
mined by other experimental methods �Isozaki,
Hiraoka, et al., 1992; Fukuda et al., 1994; Shtykov et al.,
2001�, as shown in Figs. 26�a� and 26�b�. Recently Jara-
dat et al. showed that in some materials the four-layered
structure undergoes a transition to the three-layered
structure at weaker fields before the SmC* phase occurs
�Jaradat et al., 2008�. They used resonant x-ray diffrac-
tion and found that a diffraction peak at q /q0=2/3 dis-
appeared and instead q /q0=3/4 emerged on application
of a field. The predicted E-T diagram is similar to those
determined by conoscopy and pyroelectric measure-
ments.

E. Present understanding of phase structures

After two decades of intensive studies the picture of
all five definitely confirmed phases is finally consistent.
The results obtained by a number of complementary
techniques proved that the crystallographic unit cells of
the SmC*, SmC

A
* , SmCFI1

* , and SmCFI2
* phases consist of

one, two, three, and four layers. The structure within the
basic unit of the SmCFI1

* and SmCFI2
* phases is neither

clocklike nor Ising, but it has properties of both. Most
measurement showed that distortion from the clock
model is rather high; apparently the tendency for a uni-
planar structure is pronounced in these systems. The ori-
entation of the basic unit cell additionally slowly rotates
along the layer normal giving an additional long optical
helix. Moreover, it turns out that the SmC

�
* and SmC*

phases are structurally identical, differing only quantita-
tively in the length of the helical pitch, which is some-
times even smaller than five �Liu et al., 2007� smectic
layers in the SmC

�
* phase.

Now the question arises as to the molecular interac-
tions at the origin of these structures.

IV. THEORETICAL MODELING OF PHASES AND PHASE
SEQUENCES

An old joke says: a theorist is a person whom nobody
believes except himself; an experimentalist is a person
whom everybody believes except himself. Following this
joke one might think that a theoretical understanding of
newly discovered phenomena is not of much impor-
tance. It could wait for the maturity of the problem
when an extensive set of experimental results would al-
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low for control of the model at the early stage of its
development. However, theorists do not share this opin-
ion. The first theories appear almost always immediately
after the discovery of a new phenomenon. This was true
for antiferroelectric liquid crystals. Various groups,
many of them having experience with the theoretical
modeling of ferroelectric liquid crystals, became inter-
ested in the new materials immediately. Some of the
models developed from proposed structures, while the
others independently predicted structures that nobody

except the authors believed in. Surprisingly, a few of
these predictions were later confirmed by experimental
observations, but some are still in their ghostlike form.

The reader wants to know what we theoretically un-
derstand today and what can he or she apply for under-
standing of his or her experimental results. Therefore
the theoretical section is organized as follows: We begin
with the two most widely used models. The continuous
model can be used for understanding of the two phases
with less complex structure—the SmC* and the SmC

A
*

phase. It is especially useful for the analysis of intralayer
structures in displays. The discrete model is more gen-
eral as it allows for experimentally consistent structures
of all observed phases as described in Sec. III.E. The
discrete model makes a bridge between microscopic in-
teractions and phenomenological coefficients and gives
reasons for the phase sequence dependence on optical
purity. Therefore this model is discussed in detail. In
addition, we present an overview of other models and
approaches for modeling of antiferroelectric liquid crys-
tals.

A. Continuous model

The first theoretical model of the antiferroelectric liq-
uid crystals was proposed almost immediately after their
discovery �Orihara and Ishibashi, 1990�. Orihara and
Ishibashi constructed a theory that was based on the
bilayer structure of the antiferroelectric SmC

A
* phase.

They assumed that bilayer periodicity is an essential
property of these systems and they introduced four two-
dimensional order parameters, an approach that had
proven successful in a number of studies of antiferro-
electric and antiferromagnetic crystalline systems �Kit-
tel, 1951�. They introduced two two-dimensional order
parameters �Fig. 27� 	�j and P� j, which are the property of
the layer,

	�j = 	njxnjz,− njynjz
 ,
�4�

P� j = 	Pjx,Pjy
 ,

and four two-dimensional order parameters as their
combinations,

(a)

(b)

(c)

FIG. 26. E-T phase diagrams proposed by �a� conoscopy in
slightly racemized �R:S=90:10� TFMH-PBC �Fukuda et al.,
1994�, �b� pyroelectricity in 12OF1M7 �Shtykov et al., 2001�,
and �c� resonant x-ray diffraction �Jaradat et al., 2008�. In �b� r
is a parameter expressing polar strength, 1 for SmC* and 0 for
SmC

A
* .

�j

y

x

z

�

�
Pj

FIG. 27. Tilt 	�j and polarization P� j order parameters presented
schematically for an average molecule in the jth layer.
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	�f,j = 1
2 �	�2j+1 + 	�2j� � 	�f�z� ,

	�a,j = 1
2 �	�2j+1 − 	�2j� � 	�a�z� ,

�5�
P� f,j = 1

2 �P� 2j+1 + P� 2j� � P� f�z� ,

P� a,j = 1
2 �P� 2j+1 − P� 2j� � P� a�z� .

The order parameters with the subscript f are nonzero in
the ferroelectric SmC* phase, and order parameters with
the subscript a are zero. The opposite is true in the an-
tiferroelectric SmC

A
* phase, where the f parameters are

zero and the a parameters are nonzero. As they explic-
itly describe ferroelectric or antiferroelectric properties
of the structure, they are called the ferroelectric �f� and
the antiferroelectric �a� tilt and polarization. Although
layer order parameters abruptly change from layer to
layer, the sum and the difference of order parameters in
neighboring layers vary slowly along the layer normal.
This allows for the treatment of the order parameters as
continuous variables. The free energy was constructed
from terms allowed by symmetry considerations. It has a
similar form to the Pikin-Indebom free energy for ferro-
electric liquid crystals �Pikin and Indebom, 1978�. The
free energy for the antiferroelectric liquid crystal system
is expressed with both types of order parameters with
additional coupling terms. Here,

G =
1
2

ãa	a
2 +

1
4

ba	a
4 +

1
2

ãf	f
2 +

1
4

bf	f
4 +

1
2

�1	a
2	f

2

+
1
2

�2�	�a · 	�f�2 + 
a�	�a � P� a� + 
f�	�f � P� f�

+
1

2�a
Pa

2 +
1

2�f
Pf

2 +
1
2


̃a� �	�a

�z
�2

+
1
2


̃f� �	�f

�z
�2

− �̃a�	�a �
�	�a

�z
�

z
− �̃f�	�f �

�	�f

�z
�

z

+ �a�P� a �
�	�a

�z
�

z
+ �f�P� f �

�	�a

�z
�

z
. �6�

The first two terms describe the anticlinic ordering of
the tilt and the next two terms its synclinic ordering.
Terms with coefficients �1 and �2 give the couplings be-
tween the ferroelectric and antiferroelectric tilt order
parameters. The parameters 
a and 
f give “piezoelec-
tric” couplings of the ferroelectric polarization with the
ferroelectric tilt and the antiferroelectric polarization
with the antiferroelectric tilt, respectively. The next two
terms present the electrostatic contributions of the
ferroelectric and antiferroelectric dipolar orderings. The
terms with 
a and 
f give the energy contributions of
elastic deformations of both tilt order parameters. Chi-
ral interactions between molecules in neighboring layers
are given by the terms with parameters �a and �f. In a
description of the order parameter within these terms a
z component with a zero value is formally added to the
initially two-dimensional order parameter, which allows

for the correct description of the chiral term using the
cross product. The flexoelectric inductions of the ferro-
electric and antiferroelectric polarizations are given by
the terms �f and �a, respectively. The temperature-
dependent coefficients are

ãa = �a�T − Ta� ,
�7�

ãf = �f�T − Tf�

and Ta and Tf are the temperatures where the anticlinic
and synclinic tilts would appear without the presence of
the piezoelectric, elastic, and other interactions. To de-
scribe the phase sequence which is always found in an-
tiferroelectric liquid crystals, where the antiferroelectric
phase is the phase stable within the lowest temperature
range, the temperature Ta should be lower than the tem-
perature Tf.

In order to obtain stable solutions the free energy has
to be minimized with respect to all four order param-
eters. The bilinear coupling of the polarizations with the
tilt allows for a straightforward elimination of the polar-
izations, and the free energy obtains a much simpler
form,

G =
1
2

aa	a
2 +

1
4

ba	a
4 +

1
2

af	f
2 +

1
4

bf	f
4 +

1
2

�1	a
2	f

2

+
1
2

�2�	�a · 	�f�2 +
1
2


a� �	�a

�z
�2

+
1
2


f� �	�f

�z
�2

− �a�	�a �
�	�a

�z
�

z
− �f�	�f �

�	�f

�z
�

z
, �8�

where the parameters are renormalized as

aa = ãa − �a
a
2, af = ãf − �f
f

2,

�a = �̃a + �a
a�a, �f = �̃f + �f
f�f, �9�


a = 
̃a − �a�a
2, 
f = 
̃f − �f�f

2.

Orihara and Ishibashi �1990� neglected the terms that
considered derivatives of the tilt order parameters and
therefore limited the analysis to nonmodulated struc-
tures. Žekš and Čepi~ later analyzed possible structures
and their stability if elastic and chiral interactions are
not neglected and found phases that were helically
modulated �Žekš and Čepi~, 1993�. A year later the
same structures were found by Lorman et al. indepen-
dently �Lorman et al., 1994�. Recently, the model was
also analyzed in regions of coefficient values where such
simple modulated structures are not stable and an in-
commensurate modulated structure was found �Čepi~
and Žekš, 2007�.

We now describe the structures allowed by the con-
tinuous model. The experimental observations have
shown homogeneous order with helical modulation but
no higher periodicities in samples. Therefore, the con-
stant amplitude approximation seems reasonable and
the magnitude of both order parameters is considered as
constant, �a and �f. In addition, a simple helical modu-
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lation with only one wave vector q is also included in the
trial solution �ansatz� as well as a general but fixed phase
difference �0 between the ferroelectric and antiferro-
electric order parameters in structures where both order
parameters exist. We call solutions of this type simply
modulated phases in the following as they are described
by a single wave vector of modulation q:

	�a = �a	cos qz,sin qz
 ,
�10�

	�f = �f	cos�qz + �0�,sin�qz + �0�
 .

Using Eq. �10� the free energy adopts a simpler form

G = 1
2 �aa − 2�aq + 
aq2��a

2 + 1
4ba�a

4 + 1
2 �af − 2�fq

+ 
fq
2��f

2 + 1
4bf�f

4 + 1
2�1�a

2�f
2 + 1

2�2�a
2�f

2�cos �0�2.

�11�

Minimization of the free energy �11� is rather simple.
Five different structures are stable depending on the val-
ues of the model coefficients: One solution describes the
nontilted SmA phase. There are four different solutions
that describe helically modulated phases with only one
period of modulation and one solution with a more com-
plex structure where the competition between two dif-
ferent favorable periods of modulation results in a soli-
tonlike structure not commensurate either with the layer
thickness or with either of the two favorable periods. In
the following, the short description of solutions is given.

1. The nontilted SmA phase

The trivial solution of the free-energy minimization
equations is stable when both �a and �f are zero. It is
stable at the highest temperatures and it develops to one
of the two tilted structures, the SmC* or the SmC

A
*

phase, below the transition temperature. The dynamical
properties of the system �Žekš et al., 1991� reveal the
character of the phase below SmA. In all nontilted sys-
tems having tilted phases at lower temperatures two
types of tilt fluctuations exist—synclinic and anticlinic.
The fluctuation that has the lower frequency and con-
denses at higher temperature defines the nature of the
tilted phase below the SmA phase. If the synclinic fluc-
tuations have lower frequency, the ferroelectric SmC*

phase becomes stable as the temperature decreases and
the antiferroelectric SmC

A
* phase becomes stable if the

anticlinic fluctuation is the one with the lower frequency.

2. The simply modulated SmC* phase

For certain sets of model coefficients and a certain
range of temperatures, the stable solution requires that
�a is zero and �f is nonzero. The structure is recognized
as the structure of the ferroelectric SmC* phase pre-
dicted by Meyer and synthesized by his co-workers al-
ready in 1974 �Meyer et al., 1975�. The molecules in each
layer are tilted by �f, which increases with decreasing
temperature and the structure is helically modulated
with the wave vector qf=�f /
f, which is temperature in-
dependent. The temperature independence of the wave

vector qf is actually not consistent with experiments, but
inclusion of higher-order chiral terms can account for
this inconsistency. We do not discuss this detail, as our
attempt is to discuss only the main features of the sim-
plest possible continuous model.

3. The simply modulated SmC
A
* phase

The solution where �a is nonzero and �f is zero de-
scribes the antiferroelectric phase with the wave vector
of helicoidal modulation qa=�a /
a. The temperature re-
gion of its stability depends on the choice of the tem-
perature Ta and the ratio of the model coefficients ba /bf.
As both transition temperatures Tf and Ta and the val-
ues of the fourth-order coefficients bf and ba define the
general phase sequence, the model also describes simple
ferroelectric systems where the antiferroelectric phase
does not develop.

4. The two simply modulated ferrielectric SmC
SM
* phases

The model also allows for two phases with one wave-
vector modulation and both order parameters different
from zero. The phase difference �0 between the two or-
der parameters is well defined only in these structures.
The minimization of the free energy with respect to �0
allows for two different structures. The uniplanar struc-
ture is characterized by having the ferroelectric and an-
tiferroelectric order parameters in the same plane ��0
=0 or ��, so all layers are tilted to the same plane de-
fined by the layer normal and the tilt �Fig. 28�a��. It is
stable for negative values of the coefficient �2.

For positive values of the coefficient �2 the structures
where the ferroelectric 	�f and antiferroelectric 	�a order
parameters lie in two mutually perpendicular planes
��0= ±� /2� are stable. The solution presents the struc-

j+1

j

� j
�

� j+1
�

� j+1+
�

� j=
�

� f
�

� j+1
�

� j=
�

� a
�

�

(a)

� j+1+
�

� j=
�

� f
�

� j+1
�

� j=
�

� a
��

j+1

j

� j+1
�

� j
�

(b)

FIG. 28. In the ferrielectric SmC
SM
* phase both order param-

eters, 	�f and 	�a, are nonzero. �a� For �2�0 the order param-
eters are parallel, molecules are tilted within the same plane,
but the magnitude of the tilt differs in odd and even layers. �b�
For �2�0 the order parameters 	�f and 	�a are perpendicular.
The magnitude of molecular tilts is equal in all layers; however,
the directions of tilts in odd and even layers are at an angle.
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ture where the tilts in neighboring layers have the same
magnitude but their directions are at an angle �Fig.
28�b��. The temperature development of both order pa-
rameters has the same form for both structures,

�a
2 =

�af − 2�fq + 
fq
2�� − �aa − 2�aq + 
aq2��f

�a�f − �2 ,

�12�

�f
2 =

�aa − 2�aq + 
aq2�� − �af − 2�fq + 
fq
2��a

�a�f − �2 ,

where �=�1+�2 cos �0 and the wave vector q is the re-
sult of the free-energy minimization. The temperature
range of phase stability lies between the stability range
of the ferroelectric and antiferroelectric phases, provid-
ing the model parameter �2 is large enough to bind the
directions of both order parameters �Figs. 29–31�.

Although these two structures were ruled out as can-
didates for the structure of the SmC

�
* phase by the first

direct resonant x-ray observations, the structure of the

unwound ferrielectric SmCSM
* phase for the coupling �2

�0 develops if an electric field is applied to the antifer-
roelectric SmC

A
* phase.

5. The incommensurate SmC
IC
* phase

The phase sequence depends on the choice of model
coefficients. Comparison to experiments gives the theo-

FIG. 29. Tilt dependence on temperature for �2�0. �Top� The
temperature dependence of the ferroelectric 	�f and the antifer-
roelectric 	�a order parameters for �2�0. �Bottom� Corre-
sponding tilts in even and odd smectic layers. The negative
sign of the tilt magnitude in the odd layers means the tilt is in
the opposite direction to the tilt in even layers.

FIG. 30. Tilt dependence on temperature for �2�0. �Top� The
temperature dependence of the ferroelectric 	�f and antiferro-
electric 	�a order parameters for �2�0. �Bottom� Correspond-
ing angle between directions of the tilts in even and odd smec-
tic layers.

FIG. 31. Temperature dependence of the wave vector q for the
simple modulation is qualitatively equal for both signs of �2.

915Takezoe, Gorecka, and Čepič: Antiferroelectric liquid crystals: Interplay …

Rev. Mod. Phys., Vol. 82, No. 1, January–March 2010



rist a hint about the magnitudes and signs of the coeffi-
cients. Therefore the space of model coefficients is usu-
ally analyzed in order to find conditions for which
different phases are stable �Žekš and Čepi~, 1993; Lor-
man et al., 1994; Olson et al., 2002; Hamaneh and Taylor,
2004�. However, detailed analysis of the model coeffi-
cients space revealed another curiosity: only simply
modulated structures cannot be stable for any set of
model coefficients.

A consideration can give us a hint. Imagine the system
which could be described by the negligible coupling �2
=0. This condition means that the ferroelectric order pa-
rameter 	�f does not influence the antiferroelectric order
parameter 	�a even if both of them exist. Therefore they
form two independent generally different helices, the
ferroelectric and the antiferroelectric ones, guided by
the competition in chiral and elastic properties ex-
pressed by considering the two order parameters inde-
pendently. If the coupling in the system is weak, the sys-
tem solves the frustration between two different helices
by formation of domains with a single wave vector sepa-
rated by domains where the order parameters flip from
one relative orientation to the opposite one. Although
the problem was pointed out long ago �Žekš and Čepi~,
1993� a more detailed analysis with solutions obtained
within the constant amplitude approximation was per-
formed only recently �Čepi~ and Žekš, 2007�. However,
the structure allowed by the model seems not a candi-
date for any real structure found in antiferroelectric liq-
uid crystals, and it can be considered as one of the ghost-
like solutions, possibly applicable in completely different
systems �Pociecha et al., 2003�.

The continuous model and its structures have a few
important flaws. First, the high-temperature phase, the
SmC

�
* phase, which often develops through a continuous

transition from the nontilted SmA phase, could not be
reproduced within this model. The higher-temperature
tilted phase is always either the SmC* phase or the
SmC

A
* phase. Other structures become stable only at

lower temperatures where the tilt is already present.
Second, the resonant x-ray scattering experiments have
shown that two distinctly different intermediate phases
exist, the SmCFI2

* phase with four-layer periodicity and
the SmCFI1

* phase with three-layer periodicity. Repro-
duction of both phases within the continuous model
would require introduction of many new order param-
eters. The required number of independent tilt and po-
lar order parameters is the same as the basic periodicity
of the phase. The number of coupling terms between
these order parameters that enter the free energy is even
higher, making theoretical equations extremely hard to
manage. Finally, the resonant x-ray method has shown
that of the four different structures allowed by the con-
tinuous model only the SmC* and the SmC

A
* phases are

consistent with experiments. Therefore this model can-
not satisfy expectations.

The model is still useful for consideration of various
phenomena within these two phases: the structures
formed in the cell, under the application of an electric

field �Parry-Jones and Elston, 2001�, where the electric
field induces the structure of the unwound bilayer ferri-
electric phase, the structure of defects, and more. When-
ever one faces a situation where it is expected that the
order parameters �ferroelectric, antiferroelectric, or
both� do not change significantly at distances compa-
rable to the molecular length or the layer thickness, the
continuous approach is the most appropriate.

B. Simple clock model

Limitations of the continuous model having the form
�6� are quoted at the end of the previous section. So, is it
possible to construct free energy which allows for addi-
tional structures without introducing new order param-
eters?

In the following we shall present an alternative ap-
proach to the continuous modeling of antiferroelectric
liquid crystals—the discrete model. We discuss two vari-
ants of discrete modeling: the simple clock and the dis-
torted clock models.

The basic idea of the discrete approach is as follows:

• The interlayer and intralayer interactions are consid-
ered separately.

• Instead of elastic deformations which allow for
gradual changes of order parameters only, abrupt
and significant changes of order parameters from
layer to layer are allowed.

• Elastic deformations are not written in derivatives
but as couplings of order parameters in neighboring
layers.

• Interactions with more distant layers than neighbor-
ing layers are taken into account.

Orihara and Ishibashi �1990� had sown the seed for
the discrete approach using the continuous model. Soon
after publication of the continuous model for antiferro-
electric liquid crystals Sun et al. published the analysis of
interlayer interactions �Sun et al., 1993� that led to the
proposed form of the model �6�. They wrote expressions
for elastic and chiral terms in the form of differences
between tilt order parameters in neighboring layers up
to the distance to the next-nearest neighbors. These ex-
pressions were the basis of terms that phenomenologi-
cally express interlayer interactions within the discrete
description of the free energy. Their analysis showed
that the continuous description is allowed only in sys-
tems in which next-nearest layers prefer parallel �syn-
clinic� tilt directions. However, they did not consider the
other possibility: the favorable orientation of tilts in the
next-nearest layers as anticlinic.

Favorable anticlinicity in next nearest layers intro-
duces frustration into the system. Favorable ferroelectric
or antiferroelectric order, even a combination of both of
them, as present in solutions of the continuous model, is
always in contradiction with anticlinicity in the next-
nearest layers. In all solutions of the continuous model
tilts in next-nearest layers are parallel �Figs. 32�a�–32�c��.
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The system can suppress frustration by modulation of
the order parameters from layer to layer. The tilt order
parameter can vary in magnitude, in direction, or in
both. If variation of the magnitude were important, the
x-ray measurements should have shown variations of the
smectic layer thickness. No such observations have been
reported so far. Therefore we conclude that structures
with amplitude variation are not present at least not in
bulk. The next possibility is variation of the tilt direc-
tion. Ising models, which will be discussed later, assumed
that the tilt is bound to one plane defined by the layer
normal and the tilt direction. Such structures are said to
be uniplanar �Rovšek et al., 2000�. This assumption
means that tilts in neighboring layers can be either par-
allel �the difference in tilt directions in neighboring lay-
ers, also called the phase difference, is equal to zero� or
antiparallel �the phase difference is equal to ��.

In addition, there are two questions that need to be
answered if one wants to pursue the uniplanar structures
for the missing SmC

�
* phase:

• What is the origin of the uniplanar constraint? Ob-
servations of properties of ferroelectric and antifer-
roelectric phases did not reveal any reasons for the
constraint of the tilt to one plane only.

• How can the transition from the nontilted SmA
phase to SmC

�
* be continuous, as experimentally ob-

served? If the structure of the phase leads to differ-
ent interactions between neighboring layers because
interfaces can be both parallel, both antiparallel, or
combined and therefore the magnitude of the tilt in
these layers should differ, the phase could develop
only through a discontinuous phase transition from
the nontilted SmA phase or at lower temperatures in
bulk samples.

As the two questions cannot be answered satisfacto-
rily one should discuss a last possibility: how to avoid or
at least lessen the competition between favorable inter-
actions with nearest and next-nearest layers: the out-of-
plane tilt modulation. The argument is the following. A
structure where the directions of tilts in neighboring lay-
ers form a large angle can result in an angle close to � in
the next-nearest layers �Figs. 32�d� and 32�e��. Put sim-
ply, if the system “pays” in nearest layers by not having
exactly parallel or antiparallel tilts, it benefits by the tilts
being almost antiparallel or at least far from parallel in
the next-nearest layers. As a final effect, the free energy
of the structure can be lower than the free energy of
structures formed in the uniplanar way.

This understanding of structures is essentially differ-
ent from that of the continuous approach. The large
angle of a few tenths of degrees formed by tilt directions
in neighboring layers contradicts the concept of elastic
energy connected to small changes of order parameter
from layer to layer. Although the change of the tilt di-
rection from layer to layer is already included in the
continuous model, it could still be considered as an in-
ternal structure within the crystallographic unit cell of
two layers.

Another question concerns interlayer interactions
which do not significantly decrease with distance. But if
interactions between nearest layers originate in different
interactions that have opposite effects they may cancel
out, at least partially. If so, the interactions with next-
nearest layers may become comparable to interactions
with nearest layers. This possibility for the structure was
first reported by Čepi~ and Žekš �1995�. The microscopic
origin of the interaction will be discussed later in Sec.
IV.C when the reader will already be acquainted with
the model coefficients and their effects on the structure.

The free energy in its simplest form that includes the
considerations above consists of a few terms only and is
expressed in tilt order parameters. Tilt order parameters
�Fig. 27� are a layer property and are allowed to vary
significantly from layer to layer. Due to the significant
changes allowed, the classical expression for the elastic
energy is replaced by a phenomenologically expressed
direct interaction between layers in a form that allows
large changes of direction from layer to layer. The inter-
actions are separated to intralayer interactions and inter-
layer interactions extending to the next- and next-next-
nearest layers. Each layer interacts with the layers above
and below itself. The free energy is then

Gj = 1
2�0�T − T0�	�j

2 + 1
4b0	�j

4 + 1
4a1�	�j+1 · 	�j + 	�j · 	�j−1�

+ 1
4 f1�	�j � 	�j+1 + 	�j � 	�j−1�z + 1

16a2�	�j · 	�j+2

+ 	�j · 	�j−2� . �13�

The first two terms, rewritten from the continuous
model, comprise interactions between molecules from
the same layer and account for the main tilt dependence
on the temperature. The subscript zero denotes the in-
teractions within the same layer. The third term a1 de-
scribes the achiral interaction between the nearest-
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FIG. 32. For favorable anticlinic tilts in neighboring layers all
bilayer structures �a�–�c� are disfavored. The short helix allows
for the reduction of frustration as the neighboring layer
slightly deviates from the favorable �d� synclinicity or �e� anti-
clinicity; however, the next-nearest layers slightly deviate from
the favorable anticlinicity.
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neighboring layers. The subscript 1 reminds the reader
that the interactions considered are in the first-
neighboring layer. In its simplest bilinear form it can
only account for favorable anticlinicity �a1�0� or syncli-
nicity �a1�0�. The term f1 describes the chiral interac-
tions with nearest-neighboring layers. The sign of the
coefficient depends on the handedness of the sample,
i.e., on the enantiomeric excess. It is zero for racemic
mixtures. Although chiral interactions are in general
considered as very weak, one is not allowed to exclude
them, as experiments clearly show the large influence of
optical purity on structures and phase sequences. The
last term a2 gives achiral interlayer interactions to the
second neighboring layers. It might favor synclinicity
�a2�0�, which is a required condition for the formation
of bilayer primitive cells. If anticlinicity is favored �a2
�0�, competition between nearest-layer and next-
nearest-layer interactions takes place. For strong enough
competition �a2� �a1��, the new structure with large
angles between tilt directions in neighboring layers be-
comes stable �Figs. 32�d� and 32�e��.

As in the continuous model, we search for a solution
with constant magnitude of the tilt in all layers, consis-
tent with the uniform layer thickness reported by x-ray
observations �Isozaki, Hiraoka, et al., 1992�. For the sim-
plest structure we assume that the angle between tilt
directions in neighboring layers is constant as well,

	�j = �	cos�j� + �0�,sin�j� + �0�
 , �14�

where � is the magnitude of the tilt, � is the phase dif-
ference, �0 is the angle the tilt in the zeroth layer forms
with the arbitrary direction in space chosen as a coordi-
nate axis, and j runs over all layers in the sample. The
free energy �13� adopts the form

Gj = 1
2�0�T − T0��2 + 1

4b0�4 + 1
2a1�2 cos � + 1

2 f1�2 sin �

+ 1
8a2�2 cos 2� . �15�

If one neglects the chiral interaction, the minimization
of the free energy with respect to the phase difference �
leads to three different tilted structures. Conditions for
their stability are simple,

SmC*:
a1

a2
� − 1, � = 0,

SmCA
* :

a1

a2
� 1, � = � , �16�

SmC
�
* : − 1 �

a1

a2
� 1 � = arccos�−

a1

a2
� .

Two structures present in the continuous model can eas-
ily be recognized. The solution with �=0 presents a
structure with synclinic neighboring layers of the SmC
phase. The solution with �=� presents a structure with
anticlinic neighboring layers of the SmCA phase. Both
structures can be found in racemic mixtures; due to the
absence of chirality, polarization is not present and only
clinicity can be observed. With inclusion of the weak

chiral term, the phase difference is distorted from 0 or �
for an angle �,

� = ±
f1

�a1� + a2
, �17�

where the positive sign gives the deviation from 0 for the
ferroelectric structure and for positive f1, while the nega-
tive sign gives the deviation from � for the antiferroelec-
tric structure and for the positive sign of f1. Therefore
the helical modulations have opposite signs in the chiral
ferroelectric SmC* and antiferroelectric SmC

A
* phases of

the same material, as is consistent with experimental ob-
servations.

The third structure is helically modulated even in the
absence of chirality and the period of modulation ex-
tends over a few layers only. The modulation is not the
result of the chiral interactions and is, in the absence of
chiral terms, doubly degenerate. If chiral interactions
are present, the degeneracy is lifted and the helical
modulation has only one sense defined by the chirality
of the molecules. This was suggested as a possible struc-
ture for the SmC

�
* phase. It is consistent with experimen-

tal observations: the molecules are tilted, due to the sub-
light wavelength pitch of the helical modulation the
optical properties do not reveal optical rotatory power
or other indications of the helical modulation such as
selective reflection, and the properties are due to aver-
aging effects similar to the properties of the SmA phase.
The phase can be stable in the temperature window be-
low the nontilted SmA phase and can evolve continu-
ously from SmA. Direct resonant x-ray scattering ex-
periments have confirmed this helicoidally modulated
structure of the SmC

�
* phase with pitch extending over a

few layers only �Mach et al., 1998, 1999�. Later detailed
measurements in various systems have shown that the
pitch in the SmC

�
* phase can have any incommensurate

values including very small values close to three layers
�Liu et al., 2007� as well as rather large values around 20
layers �Johnson et al., 1999�.

Before direct resonant x-ray observations were made
the short-pitch model for the SmC

�
* phase was not

widely accepted. However, there were some indirect in-
dications that the suggested structure could allow for an
explanation of the oscillating behavior of the difference
between the ordinary and extraordinary refraction indi-
ces as temperature decreases found in the free-standing
film in the SmC

�
* phase �Bahr et al., 1995; Schlauf et al.,

1999� �Fig. 33, top�. The reasoning is the following. The
free-standing film consisting of a few tenths of layers is
thick enough that helices of the short-pitch SmC

�
* phase

develop. When the pitch is commensurate with a num-
ber of film layers, the average optical indicatrix is
uniaxial with the axis along a layer normal. If the pitch is
not commensurate, the remnant part of the helix con-
tributes to the biaxiality of the indicatrix and to the dif-
ference between the largest and smallest refraction indi-
ces. This difference is measured ellipsometrically. The
film is oriented using a small electric field perpendicular
to the layer normal, which defines the eigendirections of
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the optical indicatrix. The oblique light perpendicular to
the electric-field direction is incident on the film and the
phase difference between the ordinary and extraordi-
nary rays is measured for two opposite directions of the
electric field. The oscillating behavior of the phase dif-
ference indicates the increase and the decrease of the
birefringence as the temperature decreases due to the
temperature dependence of the helical pitch length and
its consequent remnant part �Rovšek et al., 1996�.

The model was further developed to account for the
whole phase sequence and the microscopic origin of the
values and signs of the model coefficients was discussed
�Žekš and Čepi~, 1998; Škarabot et al., 1998�. To account
for the whole phase sequence of MHPOBC including
the SmC

�
* and SmC

�
* phases within one model and a

single set of model coefficients, the discrete model was
merged with the continuous one rewritten in a discrete
form. The idea was the following: the continuous model
successfully reproduced three of the phases, the SmC*,
the SmC

A
* , and the SmC

�
* between them. What was miss-

ing was the phase between the SmC* and the SmA,
which was now occupied with the short-pitch structures
proposed by the discrete model �Čepi~ and Žekš, 1995�.

The discrete form of the continuous model is obtained
by inserting definitions of the ferroelectric and antifer-

roelectric order parameters �5� in the free energy �6� as
discussed by Sun et al. �1993�. The coupling of the ferro-
electric and antiferroelectric order parameters expressed
in layer order parameters suggested another term which
describes the biquadratic coupling between neighboring
layers,

1
4bQ�	j · 	j+1�2. �18�

Here the model coefficient bQ can be positive, favoring
perpendicular orientation of tilts in neighboring layers,
or negative, favoring parallel or antiparallel orientation
of tilts in neighboring layers. A positive value of bQ
leads to a new form of frustration even when a2�0 and
interactions between next-nearest layers favor synclinic-
ity. It was shown that electrostatic quadrupolar interac-
tions lead to a positive sign of bQ �Čepi~ and Žekš,
2007�. If the coefficient a1 changes sign from negative to
positive and a2 from positive to negative as temperature
decreases, the phase sequence found in MHPOBC can
be reproduced. However, the structure proposed for the
SmC

�
* phase by the continuous model was soon ruled

out by direct structural observations �Mach et al., 1998�;
therefore the combinations of the two models was rec-
ognized as incorrect.

The structures with short pitch are also called clock
structures, following the well-known model from solid-
state physics �Chaikin and Lubensky, 1995�, and also
from the pictures of the structures, since the bird’s-eye
view of the set of molecules representing the average
molecule in the layer are reminiscent of a clock hand at
various hours �Figs. 19�c� and 20�c��. Therefore, the
same observation that unambiguously proved the exis-
tence of large changes in direction from layer to layer;
i.e., the short-pitch helical structure for the SmC

�
* phase,

ruled out the bilayer model of ferrielectric SmC
�
* or as it

is called the SmCFI1
* phase. The structures suggested for

the intermediate phases by resonant x-ray investigations
were clock structures of commensurate numbers of lay-
ers �three and four�, which seemed the most simple and
consistent with the resonant x-ray data.

C. Origin of interactions

In the model presented above we discussed the effects
of different terms and the signs of model coefficients.
However, we have not discussed the origin of the terms
and their coefficients, why signs are positive or negative,
and why they change with temperature. All interactions
were simply described as effective interactions ex-
pressed in tilts. Each term that appears in the free en-
ergy �13� has its origin in intermolecular interactions.

The first two terms originate in van der Waals attrac-
tive interactions and repulsive steric interactions be-
tween molecules in neighboring layers. Both coefficients
include the essential competition between the entropic
desire for disorder and the best packing to reduce voids
between molecules within the same layer. The expres-
sion is the same as in the continuous model �Pikin and

FIG. 33. Comparison of theoretical analysis and experimental
observations of phase retardation. �Top� The measurement of
the phase retardation between the ordinary and the extraordi-
nary ray for a freestanding film consisting of 122 layers in the
SmC

�
* phase. From Bahr et al., 1995. �Bottom� The calculation

of the phase difference based on the theoretical model of the
SmC

�
* phase for the same number of layers. From Rovšek et

al., 1996.
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Indebom, 1978�, but in continuous models the contribu-
tion to the free energy is not separated into intralayer
and interlayer interactions.

The achiral interlayer interactions given by the coeffi-
cient a1 have three different sources. The molecular dif-
fusion or partial interpenetration between neighboring
layers promotes parallel tilts in interacting layers as hard
molecular cores cannot bend and adapt to different di-
rections of tilts in neighboring layers �Fig. 34�a��. As dif-
fusion is the consequence of entropic effects it is reason-
able to expect that this contribution decreases with
decreasing temperature. The contribution is present in
chiral samples and racemic mixtures and as it favors par-
allel ordering in neighboring layers it contributes nega-
tively to the coefficient a1.

Molecules in neighboring layers are attracted by van
der Waals forces as well. It was shown �Bruinsma and
Prost, 1994� that the anisotropic properties of layers do
not influence interlayer interactions if layers possess an
ideal liquid order, i.e., without any positional correla-
tions between molecules. This is valid for van der Waals
attraction as well as for electrostatic interactions. There-
fore, the tilt orientation should not be affected by the
van der Waals and electrostatic interactions between
layers. However, in any material the ideal positionally
noncorrelated disorder is never realized. At least some
positional correlations can be expected even for mol-
ecules in neighboring layers, but if this is the case, then
for long molecules one has to consider that distances
between parts of molecules are very different and the
closer parts feel a stronger attraction �Fig. 34�b��. The
antiparallel ordering of positionally correlated mol-
ecules becomes more favorable as the effective distances
between parts of the interacting molecules become
shorter. The contribution seems not to change signifi-
cantly with decreasing temperature and as it favors an-
tiparallel order it contributes positively to the coefficient
a1.

The last contribution to a1 has an achiral symmetry
but is present in chiral samples only. The tilt induces
polarization which is proportional to the tilt of chiral

molecules. Therefore the tilted chiral molecules possess
effective dipole moment perpendicular to the tilt and
these dipoles interact electrostatically. Although the di-
poles from neighboring layers if they are oriented along
the layer do not interact in the absence of positional
correlations �Bruinsma and Prost, 1994�, it was shown
that if simple positional correlations are assumed anti-
parallel dipoles are favored �Čepi~ and Žekš, 1997�. As
the polarization is perpendicular to the tilt and its direc-
tion is defined by the molecular chirality, the favorable
antiparallel orientation of dipoles is transferred to the
favorable antiparallelism of the tilt. The interaction is
also not significantly influenced by the temperature. Be-
cause of its favored antiparallelism it contributes posi-
tively to a1.

Now we can see that as the temperature decreases,
the negative contribution to the a1 term decreases, the
coefficient may become very small and even change sign.
The reasoning is consistent with the experimental obser-
vation that antiferroelectric SmC

A
* is always stable at the

lowest temperature in the phase sequence.
The molecular interpenetration, i.e., diffusion, does

not contribute to the interactions in the next-nearest lay-
ers. As one can assume at least weak positional correla-
tions to the next-nearest layers we are left with two con-
tributions mentioned before that both favor antiparallel
ordering. From this it seems that it is natural that the
coefficient a2 is always positive. However, only antifer-
roelectric liquid crystals are materials where the interac-
tions to nearest layers become weak enough and frus-
trating competition between them takes place.

We now spend a few words on the chiral interaction
given by the f1 term. This term is the discrete form of the
usual Lifshitz term in the continuous model �Pikin and
Indebom, 1978�. As mentioned, this is not the only in-
teraction that depends on chirality. The piezoelectric
coupling between the tilt and the polarization is of chiral
origin as well. However, the origin of the f1 term is the
van der Waals interactions. Various molecular bonds and
their polarizability contribute to these. If the molecule is
chiral, then the van der Waals field around the molecule
reflects its chiral symmetry. Another chiral molecule
found in this field therefore adopts an orientation which
due to chirality is not strictly parallel or antiparallel to
the molecule that is the source of the van der Waals
field. Since the chiral center is not a large part of the
molecule it seems that the direct chiral interaction given
by the f1 term is weak. As the effect of the term favors
nonparallelism of molecules, it influences the magnitude
of the phase difference �. This influence is probably
small but cannot be separated from the influences of
other interactions, at least not in the SmC

�
* phase. How-

ever, the important effect is that chiral interactions lift
the degeneracy between left- and right-handed helical
modulations.

D. Distorted clock model

The resonant x-ray measurements posed a new ques-
tion for theoretical understanding. What is the reason

(a) (b)

FIG. 34. The schematic presentation of microscopic origins for
bilinear interactions between nearest layers. �a� Molecules that
diffuse through layers promote the same direction of the tilt.
�b� Distances between parts of the molecules in neighboring
layers are shorter for anticlinic orientation than for synclinic.
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for lock in to three and four layers? Are there any inter-
actions present in the system that extend over longer
range than next nearest layers? The nature of interac-
tions discussed previously unfortunately did not give any
reasons for interactions of longer range. Therefore it
seems that one has to consider the effect of polarization
in the free energy explicitly. The free energy has to in-
clude the chiral piezoelectric coupling to make the effect
of chirality more transparent. Interlayer polar interac-
tions should be taken into account as well. As the stud-
ies of odd-even number of layers effects in free-standing
racemic ferroelectric liquid crystalline films revealed the
possible importance of the flexoelectric interactions
�Andreeva et al., 1999�, one should consider them. The
flexoelectric interaction is not of chiral origin and can be
significant for systems formed of any incompletely sym-
metric molecules. The flexoelectric term

��P� ·
�	�

�z
� �19�

was always considered as unimportant in continuous
models, but for large changes of the tilt direction it is not
necessarily so. The discrete form of the free energy in-
cluding polarization explicitly is �Čepi~ and Žekš, 2001�

Gj = 1
2�0�T − T0�	j

2 + 1
4�0	j

4 + cp�	�j � �� j�z + 1
2b0�� j

2

+ 1
4a1�	�j · 	�j+1 + 	�j · 	�j−1� + 1

4 f1�	�j+1 � 	�j + 	�j � 	�j−1�

+ 1
4b1��� j · �� j+1 + �� j · �� j−1� + 1

2��� j · �	�j+1 − 	�j−1� .

�20�

In this expression the order parameter � was introduced
in order to lift the confusion about the polarization ori-
gin. The polarization appears due to the ordering of
molecules that have a shape with geometric polar sym-
metry �Čepi~ and Žekš, 2001� given by the order param-
eter �. The polarization of the layer is directly propor-
tional to the ordering of geometric dipoles,

P� j = P0�� j. �21�

The polarization P0 depends on the molecular proper-
ties and is hidden in the piezoelectric coefficient cp.
�Čepi~ and Žekš, 2001� were to reduce the confusion
about the origin of the polar ordering: it is not the elec-
trostatic interactions but mainly van der Waals and steric
interactions. Because the electrostatic polarization
within the layer is directly proportional to the extent of
the geometric polar ordering, one calls the order param-
eter �� simply the polarization. The interactions between
the layer polarizations extend to more distant layers, at
least to the next-nearest layers. However, it was shown
�Emelyanenko and Osipov, 2003� that flexoelectric inter-
actions have similar effects as dipolar interactions to the
next-nearest layers, but they are expected to be more
important. Therefore we limit electrostatic interactions
to the same layer and to nearest layers only �b0 and b1�.
The coefficients are both positive. b0 is positive because
the polarization is not the primary order parameter and
b1 is positive because dipolar interactions favor antipar-

allel ordering of dipoles. The coefficients of terms ex-
pressed in tilts �a1 , f1� include only steric �diffusion� and
van der Waals interactions.

The flexoelectric interaction includes the fact that the
direction of the tilt in the layers above and below the
considered layer influences hindered molecular rotation
and consequently induces polarization in the layer. The
flexoelectric term � is written in a discrete form; here
the difference in tilts above and below is coupled to the
polarization. In the expression for the free energy the
interactions with the next-nearest layers expressed in
tilts are neglected as well, as it is expected that the van
der Waals interactions to the next-nearest layers are of
the same magnitude as or even smaller than the dipolar
direct interactions.

The elimination of the polarization revealed some in-
teresting facts. All terms expressed in polarizations �� j
can be written in the matrix form

GP = � · C� · 	 + 1
2� · B� · � . �22�

Here � and 	 are 2N-dimensional vectors of the form

� = 	�1x, . . . ,�jx, . . . ,�Nx,�1y, . . . ,�jy, . . . ,�Ny
 ,
�23�

	 = 		1x, . . . ,	jx, . . . ,	Nx,	1y, . . . ,	jy, . . . ,	Ny
 .

The matrix B� couples polarization in the same layer and
between the neighboring layers. It is a 2N-dimensional
three-diagonal matrix and is composed from two

N-dimensional tridiagonal matrices B̃� ,

�B̃� 0

0 B̃�
� , �24�

with elements having the form

Bj,j = b0,
�25�

Bj,j±1 = Bj±1,j = 1
2b1.

The matrix C� is the antisymmetric matrix composed of

two different N-dimensional matrices C̃� and M̃� as

� M̃� C̃�

− C̃� M̃�
� , �26�

where the elements of the matrices are

M̃j,j±1 = ± 1
2� ,

�27�
C̃j,j = cp.

The minimization of Eq. �20� with respect to the polar-
ization � leads to the set of linear equations

� = − B� −1C� 	 , �28�

where B� −1 is an inverse matrix of the five-diagonal ma-
trix B� . With this solution, the part of the free energy
�Eq. �20�� that gives interlayer interactions can be writ-
ten in the form
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Gint =
1
2


j
�


k
ãk�	�j · 	�j+k� + f̃k�	�j � 	�j+k�z� . �29�

This expression clearly shows that after elimination one
can find interactions extending over more distant neigh-
boring layers. They are indirect, a consequence of in-
duced polarizations due to the tilt variation, i.e., the
flexoelectric effect. If the interactions decrease signifi-
cantly with increasing distance, one can safely keep only
achiral and chiral coefficients of smaller k. As a first
guess as to how many distant layers should contribute,
the experimentally shown basic periods of the primitive
cell �three and four layers� were used. k was limited to
three in achiral and to two in chiral terms. These limits
were chosen because the four-layer structure of the
SmCFI2

* phase could be the consequence of the interac-
tions with next-nearest layers and the three-layer struc-
ture of the SmCFI1

* phase seems to require interaction to
third neighbors which favor synclinic orientation,

ã1 = a1 + � cp
2

b0
+

1
4

�2

b0
��b1

b0
� ,

ã2 =
1
2

�2

b0
,

ã3 = −
1
8

�2

b0
�b1

b0
� , �30�

f̃1 = f1 − 2
cp�

b0
,

f̃2 =
cp�

b0
�b1

b0
� .

If interlayer interactions change with temperature, one
can expect many phases, each stabilized within the tem-
perature range where one or the other interaction is pre-
vailing or the competition is strong. The negative sign of
the achiral third-nearest-neighbor interaction gives hope
for limiting the period to three layers. The positive sign
of the effective achiral interactions to the next nearest
layers favors four-layer structures.

Some groups made detailed analyses of the phase dia-
grams in dependence of various model coefficients ãk

and f̃k �Čepi~ and Žekš, 2001; Olson et al., 2002�. They
did not find a strict lock in of the periods but broadening
of the regions where the period was close to three layers
or close to four layers with coexistence of both. The

effective interlayer coefficients ãk and f̃k are not free to
vary, but they depend on the original interlayer interac-
tions, such as piezoelectric and flexoelectric effects and
electrostatic dipolar interactions between nearest-
neighboring and next-nearest-neighboring layers. Be-
cause they are not free to vary, many sets �values� of the

coefficients ãk and f̃k cannot be obtained using the dis-
crete model coefficients cp ,� ,b0, etc., which reasonably
describe interlayer interactions. For example, as men-

tioned, all b coefficients have to be positive, as electro-
static dipolar interactions within the layer are not the
origin of the polar ordered state, and between the layers
the antiferroelectric order of dipoles is always favored
�Čepi~ and Žekš, 1997�.

1. Lock in to commensurate periods

Within the discrete model with temperature-
dependent model coefficients one is able to reproduce
something similar to the observed phase sequence.
Semistabilized structures with periods around three and
four layers can also be reproduced, especially if surface
interactions are taken into account. However, consis-
tency with experimental results could not be reached in
this way. Clock structures, which are solutions of the
model �20� and which are also suggested by the first
resonant x-ray scattering results, could not explain the
large optical rotatory power observed in the three- and
four-layer phases. Additionally, it became clear that
within the four-layered SmCFI2

* phase a reversal of the
optical rotatory power sign appears very often, which
indicates the possibility of helix reversal �Philip et al.,
1995�. Careful studies revealed biaxial properties of
films at the temperature where optical rotation vanishes
�Fig. 35�, clearly disallowing the simple symmetric clock
structure �Čepi~ et al., 2002�.

Experimentalists �Akizuki et al., 1999� proposed a
modification of the clock model in which phase differ-
ences between neighboring layers are not the same. The
clock structure is expected to be flattened �Figs. 19�b�
and 20�b�� or distorted. Today these structures are called
distorted clock structures in the literature. These struc-
tures allow for the biaxiality of the crystallographic unit
cell and the consequent optical rotatory power of the
helically modulated structures having three- and four-
layer basic periods.

The interactions considered within the model �20� did
not give any hints about a favorable “flattening” of the
structure. What kind of interactions could possibly be
the reason for the flat structures and the lock in?

The theoretical explanation followed from simpler al-
though also interesting system �Pociecha et al., 2001�.
The homologous series of mPIRn shows an interesting
reentrant behavior �Fig. 36�. The first phase that is stable
below SmA upon cooling is the ferroelectric SmC*

phase which develops into the antiferroelectric SmC
A
*

phase. Surprisingly, for short homologs the ferroelectric
phase reenters. The only possible reason for the expla-
nation of the phenomenon was a nonmonotonic tem-
perature dependence of the interactions between near-
est layers. However, the microscopic origin of the
reentrance of the favorable synclinicity was not clear. It
turned out that, in spite of the previous understanding,
interlayer biquadratic coupling bQ is not of electrostatic
origin only, which requires bQ to be positive �Čepi~ and
Žekš, 1997�, but interactions of geometric quadrupolar
origin as well �Neal et al., 1997� contribute negatively to
the sign of the coefficient bQ. The importance of geo-
metric quadrupolar interactions is typical for lathlike
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molecules where an additional ordering within the layer
takes place �Žekš, 1984�. If molecules order within the
layer with short axes parallel �Fig. 37�a��, the system fa-
vors both the diffusion of molecules between the layers,
which favors parallel ferroelectric ordering in neighbor-
ing layers �Fig. 37�b��, and shorter distances between
parts of molecules, which favor antiparallel tilt ordering,
i.e., the antiferroelectric structure �Fig. 37�c�� at the
same time. The interaction can be described by

1
4bQ�	j · 	j+1�2, �31�

with a negative coefficient bQ.
Addition of the term to the discrete model allowed for

solutions whose periods and distortions were consistent
with experimental observations; even better, as a result

of the minimization the helix reversal within the four-
layered SmCFI2

* phase came out as an intrinsic property
of the model �Čepi~ et al., 2002� �Fig. 38�.

Why are four- and three-layer structures stabilized
when the geometric quadrupolar term is present? The
favorable synclinicity or anticlinicity of the interaction
strengthens the next-nearest achiral interactions which
favor only one type of ordering, synclinic or anticlinic.

2. The four-layer SmC
FI2
* phase

As a hand-waving argument consider the formation of
the four-layered structure from the point of energetic
costs and benefits. For the special situation where a1 is
zero, a2 and the quadrupolar bQ interactions define the

FIG. 35. �Color online� The one surface free film of the �R�
enantiomer of 10TBBB1M7, the material studied by resonant
x-ray scattering �Mach et al., 1998�. �a� At the temperature of
the helix reversal in the SmC

FI2
* phase the film is clearly bire-

fringent and �b� oriented in the electric field. �c� The film ob-
servation using a 
 plate reveals the orientation of the larger
and the smaller refraction indices. From Čepi~ et al., 2002.

T
’[

C
]

FIG. 36. Phase diagram of the homologous series 8PIRn in
which the length of the alkyl chain attached to the chiral car-
bon atom is varied. Inset: Phase diagram for the homologous
series mPIR4 in which the length of the achiral alkoxy chain is
changed. In both cases a reentrant synclinic phase appears.
From Pociecha et al., 2001.

(a)

(b) (c)

FIG. 37. The schematic presentation of microscopic origins for
biquadratic interactions between nearest layers. �a� Lathlike
molecules ordering within the layer. �b� Partial interlayer dif-
fusion �gray molecules� favors synclinic ordering. �c� Intermo-
lecular distances are on average shorter for the anticlinic or-
dering �solid line in �c�� as favored by van der Waals attraction
than those for the synclinic ordering �dotted line in �b��.
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structure, and the rest of the interactions we consider as
negligible for a moment. The favorable structure is
shown in Fig. 39�a� and consists of alternating synclinic
and anticlinic neighboring layers. All layers are “happy”
as the next-nearest neighbors are strictly anticlinic,
which is favored by interactions with the next-nearest
layers �a2 positive�. Nearest neighbors are happy as well.
The relative structure is either synclinic or anticlinic,
both structures favored by the quadrupolar coupling
with bQ negative. Now, switch on the chiral interaction
given by f1, which might be rather significant �see Eq.
�30�� if the flexoelectric coupling � is comparable to
other terms. The parallelism of synclinic layers is dis-
torted and the direction of the tilt in neighboring layers
forms the angle 2� �Fig. 39�b�, left�. The anticlinic pair is
also distorted but in the opposite sense and the direc-
tions form an angle �−2� �Fig. 39�b�, right�. The struc-
ture has a periodicity of four layers and is strictly com-
mensurate �Fig. 39�c��. If interactions with more distant
layers are negligible, the four-layered structure is com-
mensurate without any additional modulations. How-
ever, chiral interactions with next nearest layers f2 in-
duce slight nonantiparallelism of tilts in next-nearest-
neighboring layers and give rise to a helical modulation
on a longer scale �Fig. 39�d��. It is rather easy to find the
set of model coefficients that gives the correct phase se-
quence, the optical helix reversal within the SmCFI2

*

phase, opposite helices in the SmC* and SmC
A
* phases,

as well as experimentally consistent phase differences

between neighboring layers. However, a detailed analy-
sis of values requires experimental data on the same ma-
terial synthesized within the same procedure in one
laboratory. Such an extensive and elaborate study on
one single material is still missing to our knowledge.
Therefore, for the time being the model coefficients are
only tentative �Čepi~ et al., 2002�.

The four-layer structure of SmCFI2
* differs in symme-

try from the helical structure of the SmC
�
* , SmC*, and

SmC
A
* phases, which can all be described by one tilt and

one phase difference. The distorted clock structure with
a period of four layers has two different phase differ-
ences between neighboring layers, say � and �, which
interchange. To find the regions where such a structure
is stable, one has to consider contribution to the free
energy of interfaces having both phase differences. The
expected solution has the following form:

	�2j = �	cos�j� + j��,sin�j� + j��
 ,
�32�

	�2j+1 = �	cos��j + 1�� + j��,sin��j + 1�� + j��
 ,

and the free energy has to be averaged over two layers.
This solution is generally not commensurate to four lay-
ers and can present the structure with any periodicity,
even completely incommensurate ones. However, it
turns out that the minimum of the free energy is ob-
tained only when the sum �+� is close to �. A small

FIG. 38. Theoretical reproduction of the phase sequence ob-
served in 10TBBB1M7. Evolution of the distortion ��2=2� in
the SmC

FI2
* and �3=2� in the SmC

FI1
* phase� �top� and the

phase difference � between the neighboring repeating units in
dependence on the temperature �bottom�. From Čepi~ et al.,
2002.

j, j+1j+2, j+3

j
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(a)

(b)

(c)

(d)

FIG. 39. Schematic presentation of the four-layer structure
construction. �a� The four-layered structure is stable in systems
with quadrupolar interactions �bQ�0� and negligible achiral
bilinear coupling between nearest layers �ã1�0�. �b� If the chi-
ral interaction between neighboring layer, f̃1, is not negligible,
the synclinic pair �left� is distorted in the opposite direction to
the anticlinic pair �right�. �c� The consequence is a four-layered
repeating unit if the chiral interaction f̃1 is not negligible. �d�
For non-negligible chiral interactions to more distant layers, f̃2,
the sum of the phase differences between neighboring layers
over the repeating unit is not 2�.
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deviation from � results in a long scale modulation ob-
served in four-layer systems. At specific conditions, strict
lock in exists, where the sum is exactly � and the struc-
ture is locked to exactly four layers. It is experimentally
observed as the temperature where the optical rotatory
power diverges and changes sign, where the free-
standing films become biaxial within the temperature re-
gion of the SmCFI2

* phase, and where the pitch of the
optical modulation diverges. These changes are not ac-
companied by any other evidences of a phase transition
such as differential scanning calorimetry peaks or simi-
lar. But because of this behavior this “commensurate”
temperature was mistaken several times for a phase
transition to a new phase.

3. The three-layer SmC
FI1
* phase

Similarly, the ansatz that considers three-layered
structures also leads to a stable solution for certain
choices of the model coefficients. From Fig. 40�a� one
can see that this structure can be described by the se-
quence of three phase differences �, �, and �, whose
sum locks to approximately 2� in the three-layer struc-
ture. It turns out that for symmetry reasons only the

solution where �=� can be stable. The expected solu-
tion for the minimization is

	�3j = �	cos�2j� + j��,sin�2j� + j��
 ,

	�3j+1 = �	cos��2j + 1�� + j��,sin��2j + 1�� + j��
 , �33�

	�3j+2 = �	cos�2�j + 1�� + j��,sin�2�j + 1�� + j��
 ,

and the free energy has to be averaged over three layers.
The deviation of angles � and � from zero and � for

both three- and four-layer phases is defined by chiral
interactions, mainly by the combination of the flexoelec-
tric and piezoelectric interactions that define the magni-

tudes of the f̃1 and f̃2 coefficients.
It seems that a solitonlike structure �Fig. 40�c��, where

the direction of the polarization in the three-layer crys-
tallographic unit cell reverses dynamically within do-
main walls, might give consistent explanations of the ex-
perimental observations �Čepi~ et al., 2002�.

The three-layer structure is of special interest for
theorists. As pointed out by Dolganov et al. �2002, 2008�,
the symmetry of the phase also requires modulation of
the tilt amplitude. Tilts in layers having phase differ-
ences with both neighboring layers closer to � should be
larger than in layers having a phase difference with one
of the neighboring layers closer to zero. The reason is
that the phase appears in the region where nearest-layer
interactions favor anticlinicity. The modulation of the tilt
amplitude leads to the modulation of density and poten-
tial observability even by nonresonant x-ray diffraction.
In fact, the predicted satellite peak �Dolganov et al.,
2002� was found only in the three-layer phase SmCFI1

*

�Fernandes et al., 2006�.
In the systems studied only structures with unit cells

up to four layers have been undoubtedly experimentally
confirmed, and discrete phenomenological modeling was
able to reproduce them. We searched for minimal solu-
tions for structures with a number of combinations hav-
ing different phase differences, locking to various short-
range periodicities. Unfortunately, we were not able to
find stable structures of longer periodicities unless the
periodicity in layers was already imposed by the period
of the cycling boundary conditions �Emelyanenko and
Osipov, 2003; Emelyanenko et al., 2006�. As mentioned
before, the six-layer sturcture was found only recently
�Wang et al., 2010�. The existence of the six-layer phase
within the region of the SmC

�
* without imposture of pe-

riodic boundary conditions is theoretically studied at
present.

4. Some additional interesting results of discrete modeling

The discrete modeling has some additional advan-
tages over the continuous model. The restricted geom-
etry in free-standing films that consist of a few layers
only or have a distinctly different smectic order in only a
few layers close to the surface than in the interior pre-
sents systems where the transition from the structures
stabilized by surface interactions toward structures sta-

FIG. 40. Schematic presentation of the three-layer structure
construction. �a� The three-layered structure is stable in sys-
tems with quadrupolar interactions �bQ�0�. �b� When the chi-
ral interaction between nearest layers, f̃1, is not negligible, the
sum of the phase differences over the repeating unit is not 2�.
�c� The soliton lattice is formed dynamically. From Čepi~ et al.,
2002.
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bilized by bulk interactions can be studied. Theoretical
consideration of free-standing films revealed additional
curiosities �Rovšek et al., 2000� that were later also ob-
served experimentally �Conradi et al., 2004, 2005�. Free-
standing films seem ideal systems to study structures of
phases and were used as such �Bahr and Fliegner, 1993a;
Johnson et al., 1999; Schlauf et al., 1999�. In free-standing
films a significant fraction of the volume is exposed to
interactions at the surfaces, which differ from the inter-
actions in the interior of the film due to the missing
interactions with neighboring layers or larger ordering
due to the surface tension. This might have an important
effect on the structure of the film as a whole, resulting in
modulation of the tilt amplitude, not present in bulk
phases and the consequent longitudinal flexoelectric ef-
fect �Andreeva et al., 1999�, as well as the existence of
uniplanar phases similar to the first Ising-like structural
models �Rovšek et al., 2000�.

Similarly, the analysis of the SmC
�
* structure in an ex-

ternal electric field using the discrete model has given
few surprising results. The short-pitch structures do not
behave like structures with longer periods of helical
modulation where soliton type of unwinding �Benguigui
and Jacobs, 1994; Kutnjak-Urbanc and Žekš, 1995� takes
place. The period of the structure already locks to cer-
tain commensurate periods at low external fields form-
ing devil’s staircase transitions as the electric field in-
creases �Fig. 41�. At higher electric field the devil’s
staircase transforms to a harmless staircase where the
period of helical modulations increases in periods of in-
teger numbers of layers. Finally the unwinding that oc-
curs at the critical field is always discontinuous in sys-
tems with achiral interactions between the next-nearest
layers �Rovšek et al., 2004�.

The results might explain the steps found in apparent
tilt angle during initial studies of antiferroelectric liquid
crystals �Hiraoka et al., 1991� and the behavior of phases
in external electric fields, results which lead to Ising-like
structural and theoretical models. Although the analysis
has been done for the electric field, which couples polar-
ization with the electric field linearly, one might specu-
late about similar behavior in the magnetic field, which
couples with tilt quadratically. Measurements have
shown that even unwinding of the long periods originat-
ing in weak interactions requires extremely high mag-
netic fields �Škarabot et al., 2000�, so one can hardly
hope for unwinding of the short helix in the SmC

�
* phase

by application of an external magnetic field. But the in-
fluences of surfaces can be in some circumstances con-
sidered as fields which couple with the tilt quadratically.
As the period of the modulation changes as the tem-
perature is lowered, the surface field can lead to a lock
of certain commensurate periods and result in the ob-
served steplike behavior of the SmC

�
* phase �Isozaki,

Hiraoka, et al., 1992� also as the temperature changes.
These problems still wait for more detailed experimental
and theoretical research.

5. Discrete model with long-range interactions

In spite of successful results of discrete modeling hav-
ing nearest-neighbor interactions only, Eq. �20� including
the biquadratic term �31�, theoretical curiosity still ex-
ists: is the biquadratic coupling the only possible origin
of structures locked to commensurate periods or do
other, maybe simpler, mechanisms exist, which could
also allow for commensurate periods of longer ranges?
One idea for possible long-range interactions, which
might give rise to lock ins, was suggested by Bruinsma
and Prost �1994�. They showed that neither ordered di-
poles nor van der Waals interactions lead to an inter-
layer interaction that favors some particular relative or-
dering of the tilt direction, providing that layers can be
considered as ideal liquids without positional correla-
tions of molecules in neighboring layers. However, ther-
mally excited polarization waves result in the weak long
range repulsion forces that were postulated within Ising
models �Yamashita, 1996, 1997�.

The idea of competition between short- and long-
range interlayer interactions which result in structures
locked to commensurate periods was considered by Ha-
maneh and Taylor �2004, 2005, 2007�. They limited the

FIG. 41. Structural changes of the SmC
�
* phase in external

electric field. �Top� Distorted helical structure in an external
electric field. The pitch in the absence of the field extends over
six layers; in the field the commensurate structure of four ro-
tations in 25 layers is stable for the considered field. �Bottom�
The structures are locked to commensurate ratios of distorted
and nondistorted helices p /p0 at lower electric field. At higher
electric field helices lock to integer numbers of layers in the
pitch p. From Rovšek et al., 2004.
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short-range interaction to neighboring layers only. The
contribution to the free energy due to short-range inter-
actions depends on the relative orientations of the tilt in
neighboring layers. The most general form of this inter-
action is �Hamaneh and Taylor, 2007�

Vsr = vsr

l

��l+1 − �l� . �34�

In their model the preferential angle formed by tilt in
neighboring layers was considered,

Vsr = − vsr

l

cos��l+1 − �l − �� , �35�

although they did not consider the origin of that pre-
ferred angle. In principle the angle can be a conse-
quence of competing bilinear short-range interactions
�Čepi~ and Žekš, 1995, 2001�, especially when strong chi-
ral interactions are present.

They proposed that interactions to more distant layers
originate in bending fluctuations of smectic layers. They
took into account the anisotropy of elastic constants for
bending of smectic layers, which is a consequence of the
anisotropic molecular tilt order in the smectic layer ex-
plicitly. The energy associated with bending of the smec-
tic layer along the tilt direction is necessarily different
from the energy for bending perpendicularly to the tilt.
Therefore fluctuation in one direction is more favorable
than in the other. The bending fluctuation contribution
to the free energy is

fl =
1
2�kx

�2ul

�xl
2 + ky

�2ul

�yl
2 � . �36�

Here the x and y directions are considered parallel and
perpendicular, respectively, to the tilt direction in the
considered layer. As the normal modes contribute
mostly at lower frequencies, the Debye-like approxima-
tion was used and integration of the contribution of dif-
ferent modes resulted in the simple form of the free
energy

F = −
v

Nd

l

cos��l+1 − �l − �� − �J2, �37�

where v gives the mean-field strength of the short-range
interactions, N is the number of layers, and d is the layer
thickness. The new order parameter J is defined as

J =
1

N

l

cos 2�l. �38�

Here the direction in which the flattening occurs is cho-
sen as direction x. The order parameter is zero for any
structure where all directions are equivalently occupied.
This is also valid for commensurate clocklike structures.
However, if the phase �l occupies more directions closer
to zero or �, this leads to a flattened structure and it is
also more likely that the structure is commensurate. In
general, one can also imagine structures that have an
order parameter defined as in Eq. �38� equal to 1 and are
not commensurate �for instance, a general Ising se-

quence extending over the whole sample without a unit
cell�. However, such structures do not present the mini-
mum of the free energy. The mean-field interaction of
the ordered systems given by � depends on the level of
anisotropy �the ratio �kx−ky� / �kx+ky��, the magnitude
of the average elastic constant, temperature, and layer
thickness. The expression is rather complicated and de-
tails of its derivation are given by Hamaneh and Taylor
�2004, 2005�. The commensurate structures are likely to
appear if the coefficient � is approximately equal to 1.
Starting from the general experimental data for tilt
angles, magnitudes of the switching external electric
fields, layer polarizations, and layer thicknesses, they de-
duced that the value of � could be close to unity in some
systems and therefore the mechanism is worth consider-
ing �Hamaneh and Taylor, 2004, 2005�. They also calcu-
lated the range and strength of the entropy-induced in-
teraction and showed that this interaction depends on
the ratio of the two constants for bending a layer of
tilted smectic liquid crystal along the tilt direction and
perpendicular to it. They can be of a longer range for
small ratios but they decay as an inverse third power of
the interlayer distance. In addition to the structure with
the longest unit cell of four layers found in the distorted
clock model, they also found one additional commensu-
rate structure with the unit cell extending over six layers.

6. Ising-like models

Another model that requires a potential that bounds
tilts strongly into one plane formed by the molecular tilt
and the layer normal was initiated by the first structures
proposed for intermediate phases and the SmC

�
* phase.

In these tentative structures the sequences of synclinic
and anticlinic neighboring layers formed the basic re-
petitive unit of the structure. Structures with different
periods that should transform one into another upon
temperature changes and should in principle have vari-
ous commensurate periods were considered as devil’s
staircase structures. Yamashita and Miyazima �1993� first
attempted to explain devil’s staircase structures, the tem-
perature ranges of the stability, and their macroscopic
properties using an Ising-like model. The main assump-
tion of the Ising-like model�s� is the limitation of the tilt
to one plane only—uniplanarity—consistent with early
proposed structures �Isozaki, Hiraoka, et al., 1992�. The
tilt plane is defined by the layer normal and the molecu-
lar tilt, and directions out of this plane are considered as
prohibited or highly energetically disfavored. As this
limitation leads to only two possible directions of the tilt
and x-ray studies showed no variations of the layer
thickness, a constant tilt amplitude was also assumed.
The tilt order within the smectic layer was described by
the Ising-type variable typical for a layer, where +1
means the tilt is in one direction and −1 in the opposite
direction. Within these assumptions the free energy was
written as �Yamashita, 1996, 1997�
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G = − J

�i,j�

sisj − J1

i

sisi+1 − J2

i

sisi+2 − J3

i

sisi+3.

�39�

Here the first term gives the intermolecular interactions
within the layer. The coefficient J1 can be either positive,
favoring ferroelectric structures, or negative, favoring
antiferroelectric structures. The J2 term introduces com-
petition and is always considered as negative. The J3
term is the most important for the stability of structures
with periodicities of three layers.

The stability of the four phases is drawn in �J1 / �J2�,
J3 / �J2�� space in Fig. 42 �Yamashita and Miyazima, 1993�,
where q is given by n �number of waves in a period�
divided by m �number of layers in a period�. In the re-
gion of J1�0, a ferroelectric phase �q=0, SmC*� is sta-
bilized. When J1 is negative, two possible orientations
are possible: �1� an antiferroelectric phase �q=1/2,
SmC

A
* � is stabilized for J3�0 since the third-nearest

neighbors always tilt in opposite directions; SmCFI1
* �q

=1/3� is stabilized for J3�0 since the third-nearest
neighbors always tilt in the same direction. Near the ori-
gin �small J1 and J3 compared with J2� SmCFI2

* �q=1/4� is
stabilized since the next nearest neighbors always favor
the opposite tilt. The phase diagram obtained in the
form of a devil’s flower �Chaikin and Lubensky, 1995� is
shown in Fig. 43 �Yamashita, 1997�. Apart from the
structures with complicated q numbers, the order of the
phase sequence, i.e., SmC*-SmCFI2

* -SmCFI1
* -SmC

A
* was

explained.
There was a problem in the construction of Ising-like

models: the relation to the microscopic origins of the
phenomenological coefficients. The origin of the restric-
tion of the tilt to one plane was not known. In addition,
more complicated terms, where many molecules contrib-
ute, required sophisticated statistical analysis with a
number of assumptions. Yamashita tried to explain the
microscopic origin �Yamashita, 1996� and to introduce
the effect of breaking the tilt restriction �Tanaka and
Yamashita, 2000� with only a limited success.

E. Other theoretical approaches

Although Hamaneh and Taylor �2004, 2005� pointed
out that a minor change in synthesis, like addition of one
single group, changes the phase diagram of the sample
drastically and therefore it is highly unlikely that intra-
layer and interlayer molecular interactions can be under-
stood from first principles, theorists have not given up
on determining how the model coefficients are related to
molecular properties. Two approaches are known: the
molecular statistical approach and computer simula-
tions. The molecular statistical approach presents mol-
ecules as sources of multipole fields of different origins
�Neal et al., 1997; Emelyanenko and Osipov, 2003� and
the free energy of a system is derived using statistical
thermodynamics. In computer simulations interactions
between molecules are modeled in more or less detail
including molecular properties such as shape or the
presence of dipoles, and the results of simulations give
some information about the system behavior or even
about some macroscopic properties which can be related
to the phenomenological considerations and experimen-
tal results. Both approaches are discussed in the follow-
ing; however, for more detail see the overview articles of
Wilson �1997, 2007�.

1. Molecular statistical approach

This is another powerful theoretical approach. Its pur-
pose is to establish a relationship between the general
macroscopic description discussed before and the inter-
molecular interactions at the microscopic level. Mol-

FIG. 42. �Color online� Possible stable structures allowed by
the Ising model with interactions to the third-nearest-
neighboring layers.
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FIG. 43. Devil’s flower, the phase diagram in dependence of
the temperature allowed by the Ising model. The arrow indi-
cates the path of the coefficient ratio which accounts for the
four- and the three-layered structures.
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ecules are modeled as rigid biaxial molecules �Neal et al.,
1997; Osipov and Fukuda, 2000� with additional dipoles
and/or quadrupoles; other properties can also be in-
cluded. Usually only pair intermolecular interactions to
the nearest molecules are considered. This approach
starts from an effective potential, which is usually con-
structed from van der Waals attractive and repulsive in-
teractions, electrostatic forces, and the like. The free en-
ergy is calculated as a statistical sum of contributions
due to the intermolecular interactions. As effective po-
tentials often depend on the state of order expressed in
order parameters, the order parameters can be calcu-
lated from self-consistent equations, or the expression
for the free energy can be obtained by expansion of its
dependence for small values of the order parameters. In
the latter case, the relation to phenomenological models
of existing theories can be established; the importance of
some terms in phenomenological theories was consid-
ered and the sign and even magnitude of the phenom-
enological model coefficients were calculated �Emely-
anenko and Osipov, 2003�. On the other hand, this
treatment can also result in the construction of a
Landau-type free energy for the system or in the intro-
duction of new important terms in existing expressions
for the free energy �Emelyanenko and Osipov, 2003�. As
the whole approach starts from basic molecular proper-
ties such as shape or dipoles, the results can be helpful in
avoiding the trial and error approach during the process
of organic synthesis as well as a hint for computer simu-
lations.

2. Computer simulations

Molecules forming liquid crystals with tilted polar
smectic phases consist of 100 or even more atoms, in
some places bound with flexible rotatable bonds and
having different polarizabilites, some of the bonds hav-
ing nonuniform charge distributions leading to effec-
tively electrostatic molecular dipoles or quadrupoles,
and some of the connected groups being chiral. Such
molecules generally possess a number of different con-
formations changing over the time span due to fluctua-
tions or as a reaction to interactions with neighboring
molecules. The molecules are generally large in com-
parison with intermolecular distances giving rise to a
strong dependence of the interactions on the relative
positions and orientations of the interacting molecules.
All described properties give rise to changes of molecu-
lar behaviors on different time and length scales. For
example, the changes of molecular conformations and
vibrations are on the order of femtoseconds, but the for-
mation of clusters near the phase transitions takes 106

longer. On the other hand, atomistic simulations that
consider all atoms in the molecules and interactions be-
tween them can consider a few hundreds of molecules at
most using advanced computers and techniques. But, for
consideration of phase transitions one needs to consider
hundreds of thousands or even a few millions of inter-
acting molecules. It is highly unlikely that a single simu-

lation can consider phenomena on both short and long
time and length scales.

In spite of extensive work and rapidly developing
computers, researchers have had to be satisfied with
simulations for simpler systems, nematics and smectics,
only. They were able to extract experimentally and theo-
retically consistent elastic and flexoelectric coefficients
for nematics �Allen and Masters, 2001� and they mod-
eled isotropic nematic and nematic smectic phase tran-
sitions �Care and Cleaver, 2005�, but accurate densities
of materials are still an open question. Molecular simu-
lations of complex molecules forming complex phases
are still at the beginning of their evolution �Maiti et al.,
2004�. As phenomenological modeling uses hand-waving
arguments for the signs of model coefficients leading to
certain structures, the integration of these guessed inter-
actions with computer simulations can lead to an under-
standing of the intermolecular interactions as well as
serving as a hint to molecular design for better material
properties for applications.

Computer simulations are of a few types. The simplest
type is a spin model, where a molecule or groups of
molecules is presented as vectors �spins� that interact
with neighbors through a pair potential. Then random
changes of orientations are applied on individual vectors
and the energy is calculated as a criterion for the accep-
tance or rejection of the change. The degree of order is
calculated with respect to the average vector direction.
However, these types of model give only orientational
order, no translations of molecules are possible, and
therefore the model can only account for phase transi-
tions where the orientational order changes.

The second class of models is called single-site coarse-
grain molecular models. The interaction potentials are
hard anisotropic potentials to which additional attractive
parts can be added. Typical representatives of these
types of models are models where molecules are mod-
eled as hard spheroids, hard spherocylinders, or hard
ellipsoids. The temperature does not influence the struc-
tures in hard models and therefore the models are more
appropriate for lyotropic liquid crystals. The changes in
order are induced by changes of density. Most models
use Monte Carlo simulations where the criteria for hard
potentials are rather simple. All positions that result in
overlapping configurations are rejected. Thermotropic
liquid crystals are better modeled by soft potentials, for
example, the Gay-Berne potential �Gay and Berne,
1981�. Here,

Uij = 4�0���ûi,ûj�������ûi,ûj, r̂ij���

��� �0

rij + ��ûi,ûj, r̂ij� + �0
�12

− � �0

rij + ��ûi,ûj, r̂ij� + �0
�6� . �40�

Here repulsion is proportional to 1/r12 and attraction is
proportional to 1/r6, where r is the distance between the
two interacting molecules. The dependence on unit vec-
tors û and r̂ describes the dependence of the interactions
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on orientations. The properties of the potential are ad-
justed by the constants �0 and �0. The model can be
generalized for disklike, biaxial, or noncentrosymmetric
molecules. It is also relatively easy to add dipoles or
quadrupoles. For example, the addition of a longitudinal
dipole in the molecular center or two off-center dipoles
led to the formation of the tilted smectic.

The most demanding are the atomistic models that
consider intermolecular interactions in detail. In these
models the interatomic bonds in molecules are consid-
ered as flexible rotatable, bonds, conformations of mol-
ecules are allowed, etc. Although these models are the
most realistic, the number of molecules that can be con-
sidered nowadays is still too small �up to 1000� and the
life span of the simulations still too short to simulate
phase transitions and other properties. However, all-
atom simulations have shown that the populations of
different complex molecular conformations differs in
different phases �Cheung et al., 2004�. This result is im-
portant as it explains the surprising stability of various
phases. The computing time could be shortened by the
application of coarse-grain models, where molecules are
usually modeled by a series of Gay-Berne potentials.

F. Discussion

All phenomenological models presented are still in
use for consideration in different circumstances. Even
strongly distorted clocklike structures are present in
some systems, as shown by x-ray experiments �Gleeson
and Hirst, 2006�.

The continuous model is practical for consideration of
systems where only the two simplest phases, the SmC*

and SmC
A
* phases, exist. It allows for the straightforward

relation of model coefficients and macroscopic proper-
ties. It also allows for implementation of results from
other solid systems in the liquid crystals due to the simi-
larities of the models.

The clock model without biquadratic coupling proved
itself effective close to the transition to the SmA phase
where the biquadratic coupling is still weak. For more
qualitative analysis the biquadratic coupling can safely
be neglected. The model was also often used in its renor-
malized version where only interactions expressed in tilt
vectors were used. The origin and limitations of the
model coefficients describing initial interactions were
sometimes overseen. A number of groups have consid-
ered their experimental results within this slightly
poorer model and got many results consistent with ex-
perimental observations �Douali et al., 2004�. Various
structural behaviors were found including the recent dis-
covery of continuous evolution of the short pitch from
few-layer pitches toward two layers �Liu et al., 2007� as
predicted by Čepi~ and Žekš �1996�.

The distorted clock model with inclusion of the biqua-
dratic term has also experienced a life of its own. The
flexoelectric contribution was derived from microscopic
origins that were an important contribution to the un-
derstanding of microscopic interactions �Emelyanenko
and Osipov, 2004�. Sometimes this model is also called

the “Emelyanenko model”; however, it is the same as
the clock model �Chandani et al., 2005; Emelyanenko et
al., 2006�.

Discrete modeling has proven its efficiency; however
there are still a number of open problems that might be
addressed by the discrete approach. There are still miss-
ing answers: how many commensurate structures exist
with more than four layers in the unit cell? Do they form
a distinct phase with a phase transition between them?
Some have not found such stable structures �Jaradat et
al., 2008�; others claim that they have, although it seems
that their periodicities could also be the consequence of
the cycling boundary conditions of short period used
during the solution of minimization equations �Emely-
anenko and Osipov, 2004; Emelyanenko et al., 2006�.

Another open question concerns the link or interplay
between the continuous and the discrete approach.
Within a layer one has to consider structure continu-
ously; from layer to layer changes of the tilt directions
can be large. How can both of the approaches be con-
nected? Dynamics and stability have been theoretically
and experimentally studied for simple helices. But
analysis of dynamics of structures with three and four
layers is still lacking. Theoretical analysis of films and
comparison of predictions with experiments can reveal
the influence of chiral and quadrupolar interactions on
the evolution of uniplanar structures. Discrete modeling
has been successfully applied for other systems �Po-
ciecha et al., 2003, 2006; Nishida et al., 2006� and it is
worth mentioning that it might be applied in all systems
where structural changes can be large at short distances,
i.e., on a tenth of a nanoscale.

There are also open questions with respect to other
theoretical approaches. The link between computer
simulations, the molecular statistical approach, and the
phenomenological modeling will help the organic chem-
ists in their search for materials with larger potentials for
applications. As simple phenomenological modeling is
less time demanding than some computer simulations,
the hints one can get from structures formed by complex
molecules modeled in computer simulations can also
help to improve phenomenological models.

V. APPLICATIONS

As mentioned in Sec. II, the history of antiferroelec-
tric liquid crystal research started in 1988 as a display
application without knowledge of the molecular orienta-
tion or structure �Chandani et al., 1988�. At that time,
many engineers were developing ferroelectric liquid
crystal displays �FLCDs� using surface-stabilized states
�Clark and Lagerwall, 1980�. FLCDs were quite promis-
ing because of their many advantages for passive matrix
addressing, such as fast response speed, the memory ef-
fect, and threshold behavior �Fig. 44�. On the other
hand, there were some drawbacks such as mechanical
damage on alignment, low contrast ratio, and charge ac-
cumulation. Antiferroelectric liquid crystal displays
�AFLCDs� were expected to solve these problems, as
mentioned below. Hence extensive efforts toward devel-
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oping AFLCDs have been made �Johno et al., 1990; Ya-
mada et al., 1990; Yamamoto et al., 1992�.

The fundamental concept of AFLCDs is shown in
Figs. 45 and 46. There are two bistable states for the
apparent tilt angle in positive- and negative-field re-
gions. We can use the two bistable states alternately, so
that charge accumulation problems can be solved. The
driving scheme is shown in Fig. 45 together with the
transmittance change against an applied voltage �Fig. 46,
right�. Here crossed polarizers are located parallel to the
smectic layer. The AF state gives a dark and the two
ferroelectric states �F+ and F−� give bright views. The
simplified driving voltage scheme �left� shows, at the be-
ginning of each frame, the device is reset to AF by the
termination of the field for a short period. If the first
pulse �VD� in addition to a bias voltage �V0� is higher
than the higher threshold voltage �Vth

H�, i.e., V0+VD

�Vth
H, either F+ or F− is realized depending on whether

the field is positive or negative. On the other hand, if the
first pulse VD is low such that V0+VD�Vth

H, the device
remains in AF. By use of a bias voltage between the
lower and higher threshold voltages Vth

L and Vth
H, Vth

L

�V0�Vth
H, we can always use two bistable states alter-

nately. This leads to the advantage of no charge accumu-
lation.

The response time is as fast as in FLCDs, in the range
between microseconds and milliseconds depending on
the applied field and temperature. The viewing angle
characteristics are as good as in FLCDs since the switch-
ing occurs essentially within the plane parallel to the
substrates. As for the mechanical shock problems, a self-
recovery effect was demonstrated; the deformed layer
structure is recovered during the switching �Itoh et al.,
1991�. However, the recovery is not perfect, so that the
low-contrast problem still remains. In addition, there is
another essential problem in the contrast ratio in
AFLCDs. As shown in Fig. 45, transmittance leakage
occurs when Vth

H is approached, due to the pretransition
from the SmC

A
* to the SmC* state. Such problems bring-

ing about low contrast ratio were solved by materials
development.

DENSO presented a prototype display in 1997, as
shown in Fig. 44. However, AFLCDs as well as FLCDs
had lots of problems: �1� weakness to mechanical dam-

FIG. 44. �Color online� Antiferroelectric liquid crystal display
developed by DENSO.
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age due to the existence of smectic layer structures, �2�
smectic layer rotation on application of an electric field
�Ozaki et al., 1994; Nakayama et al., 1995�, �3� tempera-
ture dependence of physical parameters such as tilt
angle and viscosity, �4� rather low contrast ratio, and so
on. These are not problems in nematic liquid crystal dis-
plays �NLCDs�. In addition, the development of NLCDs
rapidly solved various problems such as the switching
speed and viewing angle �Kim and Song, 2009�. For
these reasons, DENSO could not commercialize
AFLCDs.

Antiferroelectric liquid crystal materials with a tilt
angle near 45° have a special optical property, i.e., the
anticlinic molecular orientation between neighboring
layers gives isotropy at least when viewed from the nor-
mal direction. Such a material was first reported in 1976
�MHTAC �Figs. 1 and 2��, although it was not identified
as an antiferroelectric phase at that time. Robinson et al.
�1997, 1998� also reported such materials. More recently,
Drzewinski et al. �Drzewinski et al., 1999; Dabrowski,
2000� synthesized partially fluorinated compounds with
a high tilt angle near 45°. D’Have, Dahlgren, et al. �2000�
and D’Have, Rudquist, et al. �2000� used these materials
to measure the optical performance associated with the
SmC

A
* -SmC* field-induced phase transition. They

showed that a homogeneously aligned SmC
A
* cell be-

comes uniaxial with the optical axis perpendicular to the
cell normal when the tilt angle is 45° and actually
showed an excellent dark state in the absence of a field.
Because of the isotropy around the cell-normal direc-
tion, the darkness does not depend on the layer-normal
direction. This means that surface alignment treatment
is not necessary. Although the advantages of using 45°
antiferroelectrics are clear, displays using such materials
are still far from being commercial.

The AFLCDs mentioned above are of passive matrix
addressing type and are bistable devices essentially for
black-and-white displays. For full-color images, display
of gray levels is indispensable. To realize a full-color dis-
play as in Fig. 44, spatial and/or temporal multiplexing is
necessary. Otherwise, continuous brightness change has
to be achieved by other techniques. For this purpose,
polymer-stabilized AFLCDs were examined �Strauss
and Kitzerow, 1996�. Another display mode that is called
V-shaped switching and is capable of displaying gray lev-
els was proposed by Inui et al. �1996�. Although exten-
sive effort has been made from basic and application
approaches, we do not describe the details since there is
still discussion as to whether the performance is based
on a ferroelectric, ferrielectric, or antiferroelectric phase
�Matsumoto et al., 1999; Park et al., 1999; Rudquist et al.,
1999�.

Another possible application is as a spatial light
modulator. Spatial light modulators are key for informa-
tion processing. Actually liquid crystal panels behave as
spatial light modulators, by which a lot of information is
transformed electrically into a two-dimensional image.
They can be addressed optically; parallel optical infor-
mation processing becomes possible. Applications are to
wide-image encryption and motive object extraction us-

ing digital image processing, noise removal, pattern rec-
ognition using spatial frequency filtering, stereo display,
and image reconstruction using holograms �optical
phase conjugation�. Thus, it is a promising technology.
The material is composed of an antiferroelectric liquid
crystal doped with photoisomerizable compounds such
as azobenzene. The device performance is based on the
change in the threshold voltage by photoisomerization
of azobenzene, as shown in Fig. 46. When the homoge-
neously aligned AFLC cells are irradiated with uv light,
the photochromic molecules are excited from trans to cis
�from �a� to �b� in Fig. 46�. This photoisomerization
slightly distorts the orientation around the dye mol-
ecules and effectively decreases the order parameter, re-
sulting in a decrease of the transition temperature
�Moriyama et al., 1993�. This transition temperature de-
crease brings about a decrease of the threshold voltage
for the field-induced antiferroelectric-ferroelectric phase
transition. If the cell is under dc bias voltage just below
Vth

H, the transition occurs from the antiferroelectric to
the ferroelectric state on light irradiation. The ferroelec-
tric state is memorized under the bias voltage after the
light irradiation is turned off because of the bistability
�Fig. 46�c��. It is easy to return to the antiferroelectric
state by termination of the bias voltage for a short pe-
riod.

A response time of about 30 ms was reported on irra-
diation of a 10 mW Ar laser without focusing. The trans-
mittance can be controlled by either the light power or
the light pulse duration. From a microscope observation,
it was found that the gray level recording is based on the
area ratio of the antiferroelectric and ferroelectric do-
mains but not an intermediate state. On irradiation,
ferroelectric domains grow along the layer direction
�Kajita et al., 1993�. Therefore the spatial resolution of
the image construction is higher along the smectic layer-
normal direction, i.e., at least several tens of microme-
ters, than the layer direction. Improvements in perfor-
mance such as the response time can be made by
properly choosing the liquid crystals and photochromic
compounds.

VI. CONCLUSIONS AND OPEN QUESTIONS

Antiferroelectric liquid crystals are systems formed by
elongated chiral molecules ordered in smectic layers,
which possess a variety of phases with different macro-
scopic properties. The specific systems are the results of
the interplay of various interactions always present
when systems are formed of more or less complex mol-
ecules. Three basic intermolecular interactions always
compete with the entropic move toward disorder. The
van der Waals attractive interactions favor the shortest
possible intermolecular distances. As the molecules are
large �a few nanometers� in comparison with intermo-
lecular distances between neighboring centers of masses,
the attraction cannot be modeled by simple forms of van
der Waals attractions between centers of masses. The
attraction, which is the consequence of the interactions
between induced dipoles in different bonds within the
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molecules, depends significantly on the distances be-
tween parts of different molecules, which can generally
be much larger or much smaller than the distances be-
tween molecular centers of masses. Therefore the mo-
lecular shape has an important role in the formation of
the nanostructures present in antiferroelectric liquid
crystals. As close packing competes, on the other hand,
with steric or excluded volume interactions and the elec-
trostatic interactions because molecules have a signifi-
cant dipole moment, the final structure is formed due to
the delicate balance between the interactions and en-
tropic tendency. These complex interactions are respon-
sible for the fact that antiferroelectric materials are rarer
than ferroelectric ones.

Although the present understanding of these systems
is approaching maturity, many phenomena are still not
well understood. Therefore an overview of the experi-
mental results and the problems they cause for under-
standing of structures and properties can provide ideas
for the solution of future problems studied in these sys-
tems. Even more useful, the polar properties can be cre-
ated in other systems where molecules or parts of mol-
ecules also have a complicated enough structure to allow
the construction of a polar vector associated with the
orientation of certain molecular properties. One ex-
ample is application of the knowledge acquired in the
modeling of antiferroelectric liquid crystals to explana-
tion of DNA structure. The shape of the parts of DNA
molecules can be described by the direction of the dy-
adic axis, which has all the properties of polarization
except the significant electrostatic polarization associ-
ated with the zigzag shape in tilted chiral smectics. Be-
cause parts of the molecule are also chiral, they exhibit
the range of phenomena typical for antiferroelectric liq-
uid crystals �Lorman and Podgornik, 2005; Manna et al.,
2007�. The experimental methods and theoretical rea-
soning can also be applied in rather similar achiral polar
systems, where polar packing is granted due to the spe-
cific bananalike molecular shape �Roy and
Madhusudana, 1997; Čepi~ et al., 1999; Nishida et al.,
2006; Niigawa et al., 2007�.

This paper gives an overview of the indications that
later led to the discovery of antiferroelectric liquid crys-
tals. The methods of identification developed at that
time are still crucial for the recognition of phases today.
The five different tilted phases discussed in this paper
range from the ferroelectric SmC* phase to the antifer-
roelectric SmC

A
* phase with the basic repeating unit ex-

tending over two layers, and three rather complex
phases which have longer basic repeating units. Two of
them, which develop directly above the antiferroelectric
SmC

A
* phase, the three-layered SmCFI1

* phase and the
four-layered SmCFI2

* phase, have distinct ferrielectric
and antiferroelectric properties. The SmC

�
* phase, which

develops in the temperature region directly below the
SmA phase where the tilt is still small, is helically modu-
lated with a very short pitch extending over a few smec-
tic layers only. Thorough experimental studies accompa-
nied by theoretical modeling led to the consistent model
of the system that is accepted nowadays.

A number of details are still open questions worthy of
study. We quote a few of them which are more or less
related to our work. Some experimental observations
still await explanation. The softening of the polar mode
in an external electric field in the antiferroelectric SmC

A
*

phase �Dzik et al., 2005� is an interesting question. The
behavior of structures with more layers in the basic re-
peating unit in external fields, such as an electric field or
the influence of surfaces, is also an interesting problem.
The predicted devil’s and harmless staircase behaviors of
the SmC

�
* phase �Rovšek et al., 2004� are also a difficult

experimental problem. A detailed study of the polariza-
tion in the layer due to the combination of the flexoelec-
tric and piezoelectric effects �Čepi~ et al., 2002� and the
consequent nonperpendicularity of the tilt and polariza-
tion within the layer in more complex structures is still
lacking. Although the phase diagram is theoretically
quite well understood, the dependence of the general
phase diagram on interlayer interactions was only par-
tially reproduced �Vaupoti~ and Čepi~, 2005�. The influ-
ence of the quadrupolar coupling probably significantly
influences the formation of the devil’s staircase in an
external electric field. Another interesting question con-
cerns the effects of chirality. Does chirality affect only
polarization and interlayer chiral interactions or does it
also affect other properties such as the flexoelectric in-
teraction or even intermolecular interactions within the
layer? How do the positions of chiral groups affect in-
termolecular interactions in general �Dierking, 2005�?

The potential of antiferroelectric liquid crystals for
application is probably not sufficiently appreciated
nowadays. As technology has solved a number of prob-
lems in the construction and efficiency of displays work-
ing on the basis of nematic liquid crystals �Kim and
Song, 2009�, development of the displays using new and
more complex materials is not of such importance at the
moment. However, complex structures found in antifer-
roelectric liquid crystals offer multiple memory states,
fast responses, and interesting optical properties that
can also be useful in the future in different applications
we are not able to imagine at present.

Last, complex antiferroelectric liquid crystalline sys-
tems provide an area where scholars can learn various
experimental methods, phenomenological modeling
based on description of various types of order; they can
study the influence of anisotropic and chiral properties
and the combination of them both. Studies of behavior
in restricted geometries such as Langmuir-Blodget or
free-standing films can provide an understanding of the
crossover behavior from two- to three-dimensional sys-
tems. The experiences gained can be efficiently used in a
number of studies in soft matter such as biological sys-
tems. The understanding of effects of competing mecha-
nisms can be used almost everywhere.

GLOSSARY
SmA The nontilted or orthogonal smectic phase.

This describes its basic property that the
elongated molecules are oriented perpen-
dicular to the layer and parallel to the layer
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normal; the molecules are not tilted. This
phase is the highest temperature smectic
phase in the liquid crystalline phase se-
quence.

SmC* The usual ferroelectric synclinically tilted
phase. The structure is helicoidally modu-
lated and the pitch extends over 100 and
more layers. Due to the polarization in the
layers the structure is susceptible to an exter-
nal electric field. Originally, the structure was
named SmC

�
* as it appeared below the SmC

�
*

phase.
SmC

�
* Phase in which the elongated molecules are

tilted and the layers are polar. The structure
is helicoidally modulated but the period of
modulation is short and can extend from a
few layers up to a few tenths of layers. The
phase always appears directly below the non-
tilted SmA phase.

SmC
A
* The antiferroelectric anticlinically tilted

phase. Due to the opposite tilts in neighbor-
ing layers, the polarizations have opposite di-
rections in neighboring layers as well. The
polarizations cancel out over two layers and
the system behaves antiferroelectrically. The
structure is helically modulated, forming a
double helix, which extends over 100 and
more layers. The phase usually appears as the
lowest temperature phase in the phase se-
quence of the SmC*-type phases.

SmCFI1
* Structure with a three-layer periodicity. The

tilt directions in neighboring layers form al-
ternatively two different angles � and �, and
2�+��2�. The polarizations do not cancel
out over three layers and the structure be-
haves ferrielectrically. Deviation from the
three-layer basic periodicity results in a long
helicoidal modulation extending over a few
hundred layers. When discovered, the struc-
ture was named SmC

�
* as it appeared below

the SmC
�
* phase.

SmCFI2
* The structure with a four-layer periodicity.

The tilt directions in neighboring layers form
two different angles � and �, and 2�+2�
�2�. Because the polarizations cancel out
over four layers the structure is antiferroelec-
tric, although the subscript FI2 recalls the his-
torical consideration of the phase as ferrielec-
tric. Deviation from the four-layer basic
periodicity results in a long helicoidal modu-
lation extending over a few hundred layer. In
some papers the phase is called SmC

AF
* as it

is antiferroelectric.
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Čepi~, M., and B. Žekš, 1997, Mol. Cryst. Liq. Cryst. 301, 221.
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Muševi~, I., B. Žekš, M. Čopi~, M. Wittebrood, T. Rasing, H.

Orihara, and Y. Ishibashi, 1993, Phys. Rev. Lett. 71, 1180.
Nakayama, K., H. Moritake, M. Ozaki, and K. Yoshino, 1995,

Jpn. J. Appl. Phys., Part 2 34, L1599.
Neal, M. P., A. J. Parker, and C. M. Care, 1997, Mol. Phys. 91,

603.
Nguyen, H. T., J. V. Rouillon, P. Cluzeau, G. Sigaud, C. De-

strade, and N. Isaert, 1994, Liq. Cryst. 17, 571.
Niigawa, Y., K. Nishida, W. J. Kim, S. K. Lee, S. Heo, J. G.

Lee, F. Araoka, Y. Takanishi, K. Ishikawa, K.-T. Kang, M.
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