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This review summarizes recent first-principles investigations of the electronic structure and magnetism
of dilute magnetic semiconductors �DMSs�, which are interesting for applications in spintronics.
Details of the electronic structure of transition-metal-doped III-V and II-VI semiconductors are
described, especially how the electronic structure couples to the magnetic properties of an impurity. In
addition, the underlying mechanism of the ferromagnetism in DMSs is investigated from the

REVIEWS OF MODERN PHYSICS, VOLUME 82, APRIL–JUNE 2010

0034-6861/2010/82�2�/1633�58� ©2010 The American Physical Society1633



electronic structure point of view in order to establish a unified picture that explains the chemical
trend of the magnetism in DMSs. Recent efforts to fabricate high-TC DMSs require accurate materials
design and reliable TC predictions for the DMSs. In this connection, a hybrid method �ab initio
calculations of effective exchange interactions coupled to Monte Carlo simulations for the thermal
properties� is discussed as a practical method for calculating the Curie temperature of DMSs. The
calculated ordering temperatures for various DMS systems are discussed, and the usefulness of the
method is demonstrated. Moreover, in order to include all the complexity in the fabrication process of
DMSs into advanced materials design, spinodal decomposition in DMSs is simulated and we try to
assess the effect of inhomogeneity in them. Finally, recent works on first-principles theory of transport
properties of DMSs are reviewed. The discussion is mainly based on electronic structure theory within
the local-density approximation to density-functional theory.
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I. INTRODUCTION

Dilute magnetic semiconductors �DMSs� are semi-
conductors doped with magnetic impurities. Typical
examples are Mn-doped II-VI compounds such as
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�Cd,Mn�Te. So far, their magneto-optical properties
have been investigated intensively. Since the discovery
of carrier-induced ferromagnetism in Mn-doped InAs
and GaAs, much effort has been devoted to the use of
DMS systems as a foundation for semiconductor spin-
tronics. The physical properties of DMSs continue to
challenge our understanding of these materials. As a re-
sult several different models and mechanisms have been
proposed to explain their magnetism. The field has at-
tracted considerable attention over recent years, and
there are now several thousands of papers being pub-
lished annually on this topic. The reason is the hope that
the manipulation of the electron spin in semiconducting
devices will improve the conventional semiconductor
technology. Hence it has been suggested that DMS ma-
terials will be the building blocks of novel technologies
for nonvolatile memories, devices with increased data
processing speed and decreased power consumption,
and possibly smaller structures �Prinz, 1998; Wolf et al.,
2001; Jungwirth et al., 2005, 2006; MacDonald et al.,
2005�.

Since the general ambition is to use materials and de-
vices at room temperature, one of the primary goals in
the research into DMS materials is to develop a ferro-
magnetic semiconductor with an ordering temperature
well above room temperature. The avenue that has been
pursued most intensively is to dope regular III-V or
II-VI semiconductors with a magnetic element, such as
Mn or Co. In general, the magnetic �3d� atoms in DMS
materials are located on substitutional and/or interstitial
sites of the semiconducting host, and most attention has
been focused on III-V and II-VI semiconductors, where
the underlying lattice has wurtzite or zinc-blende struc-
ture. An important fact is that for II-VI semiconductors
a larger concentration of 3d elements can be substituted
in the semiconducting lattice: up to �35% magnetic at-
oms can be absorbed, which should be compared to
�8% for III-V semiconductors. Several DMS materials
have been predicted to have ordering temperatures
above room temperature, for example, Mn-doped GaN
�Bonanni, 2007� and Co-doped TiO2 as well as Mn-
doped ZnO �Pearton et al., 2004�. However, no experi-
mental report on DMS materials with an ordering tem-
perature above room temperature has been left
unchallenged by other studies, where a much lower or-
dering temperature or even absence of magnetic order-
ing is reported. The large difference in ordering tem-
peratures reported by different experimental groups is
normally attributed to difficulties in sample handling.
The differences may also be caused by clustering of the
doped 3d elements on the semiconducting host lattice or
concentration differences of other defects.

Hence, one of the main experimental challenges is to
synthesize materials that are well characterized with re-
spect to the distribution of magnetic atoms �of 3d ele-
ments� on the semiconducting host lattice. In addition
one requires a good control of other defects in the ma-
terial. An example of this is provided by one of the ear-
liest findings by Ohno �1998�, who found Mn-doped
GaAs to be ferromagnetic with an ordering temperature

of 110 K. Subsequent studies of the same system re-
sulted in a higher ordering temperature, 170 K �Ed-
monds et al., 2002a�, and most of the difference from the
earlier results was attributed to the fact that interstitial
Mn atoms and As antisite defects were removed by an-
nealing.

Historically the field of spintronics can be said to have
begun with the discovery of the giant magnetoresistance
�GMR� effect and the interlayer exchange coupling in
metallic multilayers by Grünberg and Fert �Baibich et
al., 1988; Binasch et al., 1989�. They were awarded the
Nobel prize in physics in 2007 for their work in this field.
The important aspect of a GMR device is that its con-
ductance depends strongly on an applied magnetic field,
which switches the coupling between magnetic layers.
At low temperatures the GMR effect, i.e., the field-
induced change in resistance, is typically on the order of
10% in metallic systems, but in multilayers up to 100%
has been measured. A theoretical explanation for the
interlayer exchange coupling was provided by Bruno
and Chappert �1991�; several explanations for the GMR
effect have been provided with different levels of sophis-
tication. Reviews of the GMR effect can be found in
Gijs and Bauer �1997� and Thompson �2008�. It should
be noted that the GMR effect has been applied further,
involving also insulating magnetic layers in the device;
this is called tunneling magnetoresistance �TMR� and
can result in a much enhanced magnetoresistance, in-
creased by upto 400% at room temperature �Yuasa et
al., 2006�.

Man-made materials exhibiting GMR or TMR have
been shown to be useful for magnetic sensors, and
manufacturers of disk drives and hard disks use the mag-
netoresistance effect in the so-called read head. Another
application of the GMR or TMR effect is shown in Fig.
1, where we display schematically the idea behind the
magnetic random access memory �MRAM�. Commer-
cial products that build on the nonvolatile MRAM tech-
nology are already available on the market. A MRAM
stores a binary code �a 1 or a 0� utilizing the possibility
of aligning magnetic layers ferromagnetically �which

FIG. 1. �Color online� Schematic illustrating the MRAM de-
vice. Each magnetic pillar consists of three layers; two mag-
netic layers �depending on the magnetization direction of these
layers� are separated by a nonmagnetic layer, yielding a struc-
ture with a regular GMR functionality. The binary code is
stored as the coupling between the two magnetic layers in a
pillar and it is read via the magnetoresistive property of the
pillar �see text�.
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may represent a 1� or antiferromagnetically �which may
represent a 0�. An antiferromagnetic alignment between
two magnetic films in the pillar will have a different re-
sistance compared to a ferromagnetic alignment due to
the GMR effect, and the resistance of a pillar will reveal
if a 1 or 0 has been stored. It is simple to read the infor-
mation by measurement of the resistance of any given
pillar. Writing of information involves a change in the
coupling between the two magnetic layers in a given pil-
lar, from antiparallel to parallel or vice versa, and is typi-
cally done via an Oersted field generated when current
flows in the leads connecting the pillars.

A second example of a spintronics device is the spin-
polarized light-emitting diode �SPLED� shown in Fig. 2.
Unlike the example shown in Fig. 1, the SPLED actually
utilizes a dilute magnetic semiconducting material, and
it has a demonstrated functionality at low temperatures.
In this device a region of Mn-doped GaAs is found to
order at low temperatures. Mn doping is accompanied
by holes �p-type doping� in the valence band which
couple their spins to the moments of the Mn atoms, pro-
ducing spin-polarized carriers. An n-type-doped region
is separated from the p-type-doped region by a GaAs
layer. When a voltage is applied, spin-polarized holes of
the p-type region travel over the GaAs layer to recom-
bine with electrons in the n-type region. Since the holes
are spin polarized, the light emitted in the recombina-
tion process has a specific helicity in order to conserve
angular momentum. Hence, the fact that the device
shown in Fig. 2 has been demonstrated to emit circularly
polarized light proves that the holes in the Mn-doped
GaAs layer are spin polarized �Ohno et al., 1999�. The
device shown in Fig. 2 operates so far only at low tem-
peratures and is not available commercially.

This review has outlined general principles of spin-
tronics and we have given a few examples of functional
devices. Further examples may be found, in Žutić et al.
�2004�. Now we focus our attention on the main issue of
this review; the nature of the magnetism and the inter-
atomic exchange interaction in dilute magnetic semicon-

ductors. The nature of the exchange interactions in
semiconductors was analyzed by Anderson �1963�. Sub-
sequent studies of DMS materials focused on model
Hamiltonians that have been suggested to describe the
magnetism in these systems. Among the most frequently
quoted is the work of Dietl et al. �2000�, where Zener’s
theory for ferromagnetism, in particular, the so-called
p-d exchange, was used. This theory considers a cou-
pling between carrier spins and local atomic moments of
magnetic impurities and in parallel to mean-field theory
provides an estimate of the ordering temperatures of
several DMS materials �Dietl et al., 2000�. The theory
has predicted several systems with potential for large
ordering temperatures �for example, ZnO and GaN�.
We show as an example in Fig. 3 the calculated ordering
temperatures of DMS systems as analyzed by Dietl et al.
�2000�. We also mention that these and similar ideas of
DMS materials have been reviewed by Jungwirth et al.
�2005� and MacDonald et al. �2005�. It will be shown in
the following that ordering temperatures found within
Zener’s p-d mean-field theory are strongly overesti-
mated because neither thermal fluctuations nor disorder
effects �percolation�, which can drastically reduce the
Curie temperature, are properly treated.

More precise calculations based on density-functional
theory �DFT� have also been performed for magnetic
semiconductors. For instance, the electronic structure
and calculated size of the magnetic moments of 3d im-
purities in semiconductors were reviewed by Zunger
�1986�. Analysis of the magnetism and exchange interac-
tion of DMS materials took a great leap forward with
the invention of materials-specific calculations using
DFT. In particular, the implementation of the local force
theorem �Andersen et al., 1980� for magnetic exchange
�Oswald et al., 1985; Liechtenstein et al., 1987� has
proven useful for obtaining information about the inter-
atomic exchange interactions. At an early stage these
methods gave valuable information concerning the na-
ture of the magnetic state, for example, ferromagnetic or
spin-glass-like �or disordered local moment� in Mn-
doped InAs �Akai, 1998� and GaAs �Korzhavyi et al.,

FIG. 2. �Color online� Spin-polarized light-emitting diode.
Spin-polarized holes of the Mn-GaAs region recombine with
electrons in the InGaAs region, with emission of circularly po-
larized light.
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FIG. 3. �Color online� Predicted ordering temperatures of Mn-
doped DMS materials. The concentration of Mn atoms is 5%.
From Dietl et al., 2000.
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2002�, and in addition they revealed the existence of a
coupling between magnetism and defect concentration.

In the traditional picture of exchange interaction in
DMS materials, the exchange interaction is long ranged
and has no angular component �the work of Dietl et al.
�2000� is consistent with this range of exchange interac-
tion�, whereas the exchange interaction suggested by
DFT is much more short ranged and reflects the orbital
character of the atoms building up the lattice. The short-
ranged nature of the exchange interaction suggests that
the magnetic properties of DMS materials are influ-
enced by magnetic percolation. In fact, calculated inter-
atomic exchange interactions have been used to estimate
the ordering temperature of these materials �Bergqvist
et al., 2004; Fukushima et al., 2004; Sato, Schweika, et al.,
2004�, and it was found that, once the traditional mean-
field description was abandoned, the calculated Curie
temperature decreased, and good agreement between
theory and observations could be obtained. These meth-
ods have also provided an understanding of the nature
of the exchange interaction in these materials. Hence
different microscopic mechanisms behind the inter-
atomic exchange have been discussed, for example, the
p-d exchange and, Zener’s superexchange and double-
exchange mechanisms. It is, however, important to real-
ize that the results from DFT depend on the quality of
the effective potential; we review results from different
approximations for this potential and how the choice of
effective potential influences the calculated properties.

In this article, we review the results of theoretical cal-
culations based on density-functional theory of DMSs.
We discuss, in particular, the central problem for dilute
ferromagnetic semiconductors. Do DMSs with Curie
temperature TC well above room temperature exist,
such that realistic applications are feasible? The hope
for high-TC values was raised by Dietl et al. �2000�. How-
ever, this hope does not seem yet to be supported from
ab initio theory.

We begin by discussing the hybridization of the
transition-metal �TM� d states with the valence band p
states. We also discuss multiple charge states of TM im-
purities and correlation effects due to screening. Calcu-
lations for lattice relaxations are reviewed; at least for
the well-known �Ga,Mn�As system, analysis shows that
they are not important in real technological applications.
Then we discuss the electronic structure of concentrated
DMSs by applying the coherent potential approxima-
tion. Within this mean-field treatment of the electronic
structure, the energetic stability of the ferromagnetic
state versus the disordered local moment �DLM� state is
demonstrated to show clear trends which enable a
deeper understanding of the relevant exchange mecha-
nisms of DMS.

We also analyze asymptotically the relation between
the exchange coupling constants and the Curie tempera-
ture. These coupling constants show an exponential de-
crease with distance, superimposed on an oscillatory
Ruderman-Kittel-Kasuya-Yosida �RKKY� type of be-
havior. The exponential decrease is to a large extent the
result of the half-metallic behavior of DMSs, i.e., the

band gap in the minority band, and is particularly impor-
tant for wide-band-gap semiconductors, for which the
interaction is very short ranged. Additional damping
arises for larger concentrations of impurities and larger
distances between them, from the impurity-impurity
scattering. Somewhat longer-ranged interactions occur
only for relatively narrow band gaps, in particular, for
GaAs and GaSb.

Simple models for the understanding of the exchange
mechanisms are also reviewed. Double exchange is the
dominating mechanism for ferromagnetism in wide-
band-gap semiconductors such as GaN or ZnO.
Here the atomic p levels of N and O are very low in
energy, leading to deep-lying p valence bands and a
large band gap. For the same reason the transition-metal
d states form impurity bands in the gap, which deter-
mine the magnetic interactions. Therefore double ex-
change is very strong and short ranged. The opposite
behavior occurs for relatively narrowband DMSs such as
�Ga,Mn�As and �Ga,Mn�Sb. Here the atomic p levels
are higher in energy, leading, on the one hand, to nar-
rower band gaps and, on the other hand, to the center-
ing of the majority d state of Mn in the lower region of
the valence p band. This leads to increased importance
of Zener’s p-d exchange, which is relatively weak but
longer ranged. We show that the normal and dominating
mechanism for ferromagnetism in DMSs is double ex-
change.

Superexchange is argued to be the dominant antifer-
romagnetic interaction, leading to the disordered local
moment phase of DMSs. It is also rather strong and es-
sentially restricted to nearest neighbors. It is largest
when the Fermi level falls in the gap between the major-
ity and minority impurities. If EF lies in an impurity
band, it competes with the ferromagnetic double ex-
change.

It is furthermore shown how the Curie temperature
TC can be calculated by the local random-phase approxi-
mation �LRPA� and by the Monte Carlo �MC� method.
An important finding of recent research on DMSs is that
the mean-field approximation overestimates the Curie
temperature of dilute systems since the magnetic behav-
ior is dominated by the percolation problem; we review
the details of this finding. We also discuss results for
some other DMS systems, for example, the wide-gap
semiconductor SiO2 doped with transition metals. The
ferromagnetism in these systems ��Si,V�O2 and
�Si,Mn�O2� is caused by double exchange. Another ex-
ample is the semiconductor CuAlO2 doped with TM im-
purities on the Cu and the Al sublattices. In both sys-
tems the magnetism is due to narrow impurity bands in
the gap and ferromagnetism is caused by double ex-
change. For a concentration of 20% of TM impurities,
the largest TC obtained in these calculations is 100 K for
Cu�Al,Mn�O2. We also discuss DMSs based on semi-
conducting Heusler alloys. Here we consider the non-
magnetic half-Heusler alloys CoTiSb and NiTiSn, all
doped with 5% Mn. Strong ferromagnetism due to
double exchange is found; however, the coupling con-
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stants are large only for the first neighbors. Thus a high
Curie temperature cannot be obtained in the dilute
limit; rather a Mn concentration of 25% �in Ni
�Ti,Mn�Sn� or 30% �in Co �Ti,Mn�Sb� is necessary for a
Curie temperature around room temperature.

We also review in this article recent attempts to
enhance the ordering temperature by considering inho-
mogeneous phases, driven by, for example, spinodal de-
composition, where locally one may obtain higher con-
centrations of magnetic impurities. Kinetic Monte Carlo
simulations based on ab initio potentials for the interac-
tion reveal that by three-dimensional �3D� decomposi-
tion large nonoverlapping clusters are formed, which
show a superparamagnetic behavior with a relatively
high blocking temperature. For higher concentrations
�above 20%� a 3D network of percolating clusters with
substantially increased Curie temperature can be ob-
tained, which holds promise for realizing DMS materials
for spintronics technology.

State of the art calculations of the residual resistivity
of DMSs are also reviewed here. The method used is the
Kubo-Greenwood linear response formalism. It is shown
that this method gives excellent results for �Ga,Mn�As
despite the large number of defects and the nearly insu-
lating behavior. The calculations also show that the
transport is totally dominated by the majority band and
that vertex corrections are of minor importance. The ex-
perimentally observed nearly linear relation between
Curie temperature and conductivity is found in these
calculations, provided compensating defects are consid-
ered.

We end our article by an outlook to the future of
DMS materials and try to identify areas where most ex-
citing new research on these materials is likely to appear.

II. 3d TRANSITION-METAL IMPURITIES IN
SEMICONDUCTORS

A. Self-consistent ab initio theory of the electronic structure

Since we use the density-functional theory �Hohen-
berg and Kohn, 1964; Kohn and Sham, 1965� as a work-
ing tool, we give an introduction to it. In its simplest
form for spin-polarized �magnetic� materials, one arrives
at an energy functional, which depends both on the ma-
jority and on the minority spin densities �or total density
n�r�=n↑�r�+n↓�r� and magnetization density m�r�=n↑�r�
−n↓�r��.1 The Kohn-Sham scheme attempts to calculate
this functional from an effective one-electron theory,
where the majority and minority electrons move in an
effective potential that is constructed to generate the
ground-state density for these electrons. This theory is a
practical way of calculating charge and magnetization

densities, and in addition it is possible to write down an
expression for the total energy of the system,

E�n↑�r�,n↓�r�� = Top�n↑�r�,n↓�r�� +� n�r�v�r�d3r

+
1
2 � � e2n�r� · n�r��

�r − r��
d3rd3r�

+ Exc�n↑�r�,n↓�r�� . �1�

Here Top�n↑�r� ,n↓�r�� is the kinetic energy of one-
particle �or independent� electrons, the second term
contains interactions between the electrons and an ex-
ternal potential, like the one given by a nucleus, and the
third term is the classical Hartree interaction. The last
term, the exchange-correlation energy, for which useful
parametrizations as functions of n↑�r� and n↓�r� exist
�Ceperley and Alder, 1980�, is defined as the difference
between the true �unknown� energy functional and the
three first terms on the right-hand side of Eq. �1�.

The Kohn-Sham equation with spin-up �-down� effec-
tive potentials

�− �2/2 + Veff
↑�↓���i

↑�↓� = Ei
↑�↓��i

↑�↓� �2�

determines the one-particle wave functions from which
the majority and minority spin densities can be calcu-
lated as

nop
↑�↓��r� = �

i=1
��i

↑�↓��r��2. �3�

The effective potentials in Eq. �2� are different for the
two spin directions due to differences in the exchange-
correlation potential,

Veff
↑�↓��r� = v�r� +� e2 n�r��

�r − r��
d3r� + �xc

↑�↓��r� , �4�

where �xc
↑�↓��r�=dExc/dn↑�↓�.

Hence the simplest form of spin-polarized calculation
treats spin-up and -down electrons separately in the
Kohn-Sham equation. Spin-up and -down densities are
then calculated by occupation of the lowest �spin-up
or -down� eigenvalues of the two separate Kohn-Sham
equations. Since a given Veff

↑ �r�, which may be different
from Veff

↓ �r�, may lead to more occupied �below Fermi
level EF� spin-up states ni

↑ than spin-down states ni
↓, spin

polarization can occur. With a self-consistent spin and
magnetization density the magnetic moment is calcu-
lated as 	m�r�d3r �in Bohr magneton units� and the total
energy may be calculated from Eq. �1�.

For practical reasons it is sometimes advantageous to
calculate the Green’s function of the material instead of
the eigenvalues Ei and wave functions �i, especially
when one attempts to calculate in disordered systems or
the interatomic exchange interactions, described below.
The Green’s function is defined by

�− �2/2 + Veff − E − i��G�r,r�;E� = ��r − r�� , �5�

where for simplicity we have suppressed the spin indices.
In operator notation this reads

1We note here that this approach has simplified the situation
since the magnetization density is a scalar property with both
magnitude and spin. In this analysis we are assuming that the
magnetization is collinear, i.e., parallel or antiparallel to the z
direction of the system.
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G =
1

E + i� − heff
with heff = −

�2

2
+ Veff�r� , �6�

where i� denotes causality. The Green’s function de-
scribes the propagation of electrons that have energy
E and are produced at position r in a medium described
by Veff. Once G is known, all single-particle properties
needed to perform self-consistent calculations can be
calculated. For instance, the spin densities are given by

n↑�↓��r� = −
1

�
Im �EF

dE G↑�↓��r,r ;E� . �7�

It should be noted that for most electronic structure
calculations the effective potential of Eq. �2� is calcu-
lated using the local density approximation �LDA�, the
local spin-density approximation �LSDA�, or the gener-
alized gradient approximation �GGA� �Perdew and
Wang, 1986; Dreizler and Gross, 1995�. Unfortunately
these approximations are not always sufficient for repro-
ducing the electronic structure of a given material; for
DMSs this is one of the important questions for which
we do not have a clear answer. In order to improve on
this approximation a mean-field treatment of the Cou-
lomb repulsion of electrons situated on the same atom
has been suggested. There are several methods for doing
this. In this review we consider only the so-called
LDA+U approximation �Anisimov et al., 1997�. We end
this section by remarking that the calculations reviewed
are scalar relativistic and omit spin-orbit interaction.

1. Coherent potential approximation for alloy
calculations

In the study of ferromagnetism in DMSs we are inter-
ested in magnetic exchange coupling between TM impu-
rities; therefore electronic structure calculations at finite
impurity concentrations are needed. Moreover, in DMSs
TM impurities substitute at cation sites of the host semi-
conductors randomly; thus we have to consider substitu-
tional disorder in a realistic way. One of the most effi-
cient methods for this purpose is the coherent potential
approximation �CPA� �Shiba, 1971�. The CPA accurately
describes the configuration average of the electronic
structure of disordered systems. This method is conve-
niently used to calculate averaged properties of substi-
tutional alloys and magnetically disordered systems
�Akai and Dederichs, 1993�.

In the CPA method, an effective CPA medium de-
scribes the configuration average of the disordered sys-
tem �Velický et al., 1968; Faulkner and Stocks, 1980�.
In the framework of multiple-scattering theory, the elec-
tronic structure of the whole system is constructed
from single-site properties, which are described by the
so-called atomic t matrices that describe all repeated
scattering events at one and the same atom. For the
CPA medium we consider a hypothetical atom whose
atomic t matrix is written as tCPA, which is evaluated in
a mean-field procedure. For example, in case of a two-
component alloy A1−xBx, where x is the concentration
of B atoms, the scattering path operator � calculated

from tCPA should be equal to the weighted average of
�A and �B, i.e., �= �1−x��A+x�B, where �A and �B are
the scattering path operators calculated for single A and
B impurities in the effective CPA medium. This equa-
tion is solved iteratively for a self-consistent tCPA.
Normally, �A and �B are calculated within the single-site
approximation and local environment effects are ne-
glected. The CPA method should be contrasted with
the virtual crystal approximation �VCA� where for an
electronic structure calculation of an alloy composed of
two neighboring atoms in the periodic table, one simply
considers an average atom with a nuclear charge in Eq.
�2�, which is an average of the nuclear charges of the two
atomic species of the alloy. The VCA method has severe
limitations and is often used only for alloys composed of
neighboring elements of the periodic table.

As described above, the CPA method is formulated
within the framework of multiple-scattering theory;
therefore it can be efficiently combined with the Green’s
function method for electronic structure calculations. So
far, the Korringa-Kohn-Rostoker �KKR� method �Akai,
1989� and the linear muffin-tin orbital �LMTO� method
�Turek et al., 1997� have been combined with the CPA
and applied successfully to magnetic alloy systems and,
in particular, DMSs. Compared to the supercell ap-
proach, utilizing standard electronic structure packages,
which is frequently used to model impurities, defects,
and alloys, the CPA method can be much more powerful
for systematic materials design because of its calcula-
tional speed and ability to deal with arbitrary concentra-
tions. However, due to the single-site approximation in
the CPA, short-range order of the impurities and local
environment effects cannot be described. In this article,
most of the results presented are obtained from KKR-
CPA and LMTO-CPA calculations. Detailed descrip-
tions of the methods and numerical techniques can be
found in Shiba �1971�, Akai �1989�, Akai and Dederichs
�1993�, and Turek et al. �1997�.

2. Disordered local moment picture

One of the most important properties of a ferromag-
net is the Curie temperature, above which the system
becomes paramagnetic. An estimation of the Curie tem-
perature can be obtained from the total energy differ-
ence between the ferromagnetic and paramagnetic
states �Sato et al., 2003; Sato, Schweika, et al., 2004�. In
the paramagnetic state the direction of local moments is
random, resulting in zero global magnetization. This
magnetic disorder is conveniently treated by the concept
of a DLM state �Oguchi et al., 1983; Gyorffy et al., 1985;
Staunton et al., 1985�. In the DLM state, we consider
two components for one magnetic atom, with opposite
magnetization directions but chemically equivalent. In
the case of �Ga,Mn�As, for example, the ferromagnetic
state is described as Ga1−xMnx

↑As and the DLM state is
described as Ga1−xMnx/2

↑ Mnx/2
↓ As. Since the up and down

components have the same concentration, the total mo-
ment vanishes. It is known that the DLM state describes
the paramagnetic state of ferromagnets reasonably well
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�Oguchi et al., 1983; Gyorffy et al., 1985; Staunton et al.,
1985�. In Sec. IV we analyze the Curie temperature and
its coupling to the energy difference between ferromag-
netic and DLM states.

B. Dilute limit

1. Electronic structure of 3d-TM impurities in semiconductors

We begin our review of the electronic structure and
magnetism of DMSs by considering the electronic struc-
ture of a 3d-TM impurity in semiconductors. At the Td
substitutional site �with an environment of tetrahedral
symmetry Td�, a 3d��xy ,yz ,zx� orbital hybridizes
strongly with the ligand s and p orbitals �p-d hybridiza-
tion� and forms the bonding �tb� state in the valence
band, whereas the antibonding state �ta� is pushed up
into the band gap. However, a 3d��x2−y2 ,3z2−r2� or-
bital forms a highly localized nonbonding �e� state due
to the small p-d hybridization �Zunger, 1986; Katayama-
Yoshida, 1987; Sato and Katayama-Yoshida, 2001a, 2002;
Mahadevan and Zunger, 2004�. This usually leads to a
high-spin ground state, where the exchange splitting is
larger than the crystal field splitting. Unlike the 3d-TM
impurity at the substitutional site, both d� and d� states
at the interstitial site can hybridize strongly with the
ligand s and p orbitals. At the Td interstitial site, the p-d
hybridization of the 3d� orbital with an octahedrally co-
ordinated second-nearest-neighbor p orbital is much
stronger than that of the 3d� orbital with the tetrahe-
drally coordinated first-nearest-neighbor p orbital be-
cause of the larger coordination number. Therefore, the

ta and ea level ordering at the tetrahedral �Td� substitu-
tional site is reversed at the tetrahedral �Td� interstitial
site �see Fig. 4�, leading to a completely different level
sequence.

2. Multiple charged states and negative-U system of 3d-TM
impurities in semiconductors

The size of the band gap in semiconductors is a few
eV, and one can change the chemical potential from the
maximum of the valence band to the minimum of the
conduction band by acceptor or donor doping. Hence,
one can find multiple charged states �for example, Mn2+,
Mn+, Mn0, Mn−, and Mn2−� of 3d-TM impurity-doped
semiconductors by changes in the chemical potential
upon acceptor or donor co-doping �Zunger, 1986;
Katayama-Yoshida, 1987�. The microscopic origin of the
multiple charged states is the strong intra-atomic Cou-
lomb repulsion �U� of the 3d-TM impurity and the
strong p-d hybridization between the 3d-TM impurity
and ligand s and p orbitals �see Fig. 5�. A change in the
electron chemical potential by doping can therefore
change the charge state of a 3d-TM impurity in a semi-
conductor. This Coulomb interaction can be calculated
as U0=E�N+1�+E�N−1�−2E�N�, where E�N� is the to-
tal energy of the N-electron system. For atoms this in-
teraction can be as large as 20 eV. In a semiconductor,
however, the effective intra-atomic Coulomb repulsion
Ueff=E�N+1�+E�N−1�−2E�N� of the 3d-TM impurity
can be reduced by two orders of magnitude, resulting in
values on the order of 0.2–0.5 eV �Haldane and Ander-
son, 1976; Katayama-Yoshida and Zunger, 1984, 1985a,

(a) T - Substitutional Site

Conduction Band

Valence Band

e3dε 3dγ

Energy

non-bonding state

bonding state

anti-bonding state

t b

t a

[ d(xy), d(yz), d(zx) ] [ d(3z -r ), d(x -y ) ]2 2 2 2
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3dε 3dγ
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FIG. 4. �Color online� Schematic of the electronic structure of 3d TM impurities in semiconductors at �a� the tetrahedral �Td�
substitutional site and �b� the tetrahedral �Td� interstitial site.
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1985b, 1985c, 1986� �see Zunger �1986� and Katayama-
Yoshida �1987��, and it is possible to stabilize the mul-
tiple charged states by co-doping with acceptor or donor
impurities. Multiple charged states arise because the ef-
fective Ueff is reduced by almost two orders of magni-
tude. In experiments by deep-level transient spectros-
copy �DLTS� or electron paramagnetic resonance
�EPR�, multiple charged states are observed in the band
gap when acceptor or donor doping changes the chemi-
cal potential �Zunger, 1986; Katayama-Yoshida, 1987�.

The microscopic origin of the multiple charged states
was first explained by Haldane and Anderson using the
Anderson model �Haldane and Anderson, 1976�. Mul-
tiple charged states were then found in ab initio calcula-
tions by Katayama-Yoshida and Zunger �1984, 1985a,
1985b, 1985c, 1986�, Beeler et al. �1985�, Oshiyama et al.
�1988�, and others �see Zunger �1986� and Katayama-
Yoshida �1987��. A schematic explanation of the micro-
scopic origin of the multiple charged states of a 3d-TM
impurity �dN� in semiconductors is given in Fig. 5. Be-
cause of the repulsive Coulomb interaction and the
strong p-d hybridization, electrons added to the deep-
impurity states are delocalized through the crystal.
Then, it may happen that 90% of the charge �1−	Q�
added by co-doping is located in extended impurity
band states at the ligand sites and the remaining 10%
�	Q� is localized on the 3d-TM atomic site. This
Haldane-Anderson mechanism �Haldane and Anderson,
1976� reduces the effective intra-atomic Coulomb inter-
action �Ueff� by almost two orders of magnitude because
Ueff
 �	Q�2U0�U0 /100 �Haldane and Anderson, 1976;
Katayama-Yoshida and Zunger, 1984, 1985a, 1985b,
1985c, 1986; Zunger, 1986; Katayama-Yoshida, 1987;
Oshiyama et al., 1988�. We say that the charge of the
3d-TM impurity in a semiconductor is well screened by

covalent bonding. The reduction of the effective Ueff
caused by the Haldane-Anderson mechanism is impor-
tant and useful for future semiconductor spintronics ap-
plications because one can change the charge and spin
states by controlling the electron chemical potential by
co-doping or an applied electric field by a gate voltage.

A 3d-TM impurity in a semiconductor is carrying spin
and charge at the same time. The charge-charge interac-
tion is based on the direct Coulomb interaction, a long-
ranged interaction which is screened by long-wavelength
electrons �monopole screening�. However, the spin-spin
interaction is based on the exchange-correlation interac-
tion, a short-ranged interaction which is screened by
short-wavelength electrons �multipole screening� in
semiconductors with a large dielectric constant. Thus,
the charge and spin of 3d-TM impurity are screened dif-
ferently in semiconductors with a large dielectric con-
stant �Katayama-Yoshida and Zunger, 1985c; Katayama-
Yoshida, 1987; Sato and Katayama-Yoshida, 2001b�. The
additional charge, for example, due to co-doping of N
acceptors or Ga donors in Mn-doped ZnO, is screened
well; however, the magnetic moment is poorly screened
by carriers upon co-doping with acceptor or donor im-
purities �Katayama-Yoshida and Zunger, 1985c;
Katayama-Yoshida, 1987; Sato and Katayama-Yoshida,
2001b�.

As an example we can choose the �Zn,Mn�O system
�Sato and Katayama-Yoshida, 2001c� co-doped with N
acceptor or Ga donor states. The change in doping de-
pendence of the magnetic moment �	M� and number of
3d electrons �	Mn 3d� is shown in Fig. 6. Upon hole

(a) Free 3d-TM Atom (b) 3d-TM Atom in Semiconductors

Strong p-d hybridization

U ~ 20 eV0
2

e

3d + e 3d + ∆QN

_

_ N

∆Q ~ 0.1 e
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1 e - ∆Q ~ 0.9 e __

U ~ 1/2 (∆Q) U ~ U / 100
eff 00

Ligand Ligand

3d-TM atom

3d-TM atom
Ueff

U0

FIG. 5. Schematic explanation of the microscopic mechanism
of the reduction of intra-atomic Coulomb repulsion �U0� of a
3d TM impurity �3dN� in semiconductors �Haldane and Ander-
son, 1976�. �a� In the free 3d TM atoms the additionally at-
tached electron �e−� leads to a large U0�20 eV due to the
strong localization at the 3d atomic orbital. �b� In the semicon-
ductor, due to the repulsive Coulomb interaction and the
strong p-d hybridization, the additional electron is delocalized;
90% of the charge is located in extended impurity band states
at the ligand sites and only 10% �	Q� is localized on the 3d
TM atomic site. This is called the Haldane-Anderson mecha-
nism and reduces the effective intra-atomic Coulomb interac-
tion �Ueff� by almost two orders of magnitude.
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FIG. 6. Change in the doping dependence of the magnetic
moment �	M� and number of 3d electrons �	Mn 3d� in �Zn,
Mn�O. Upon hole �acceptor� doping by N, the number of 3d
electrons with up-spin states �	Mn 3d↑� decreases; on the
other hand, �	Mn 3d↓� with down-spin states increase. Thus
the change in the total 3d TM charge, both up and down spin,
upon hole doping is only 10% of the change in the total
charge, and the remaining 90% of the total charge must exist
in extended impurity band states at the ligand sites. In con-
trast, the change in the magnetic moment �	M=	Mn 3d↑

−	Mn 3d↓� is very large, since the exchange-correlation inter-
action is not well screened by multipole screening.
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�acceptor� doping by nitrogen �N�, the number of 3d
electrons with up-spin states �	Mn 3d↑� decreases and
stabilizes ferromagnetism; on the other hand, the num-
ber of 3d electrons with down-spin states �	Mn 3d↓� in-
creases. Therefore, the total change in the 3d-TM impu-
rity charge upon hole doping is only 10% of the change
in the total charge, and the remaining 90% of the total
charge �hole� is located in the delocalized valence band.
Unlike the change in the total charge, the change in the
magnetic moment �spin� �	M=	Mn 3d↑−	Mn 3d↓� of
the 3d-TM impurity is large and drastic since the
exchange-correlation interaction is not well screened by
multipole screening of electrons. In contrast to the hole
doping, electron doping by Ga does not influence the
number of 3d electrons and the magnetic moment of
Mn, because the introduced electrons mainly occupy the
host conduction bands, which consist of Zn-4s states. It
is energetically too expensive for the doped electrons to
occupy the minority d states of Mn.

Since the effective Ueff is reduced by two orders of
magnitude from the atomic U0, the situation of a nega-
tive effective U=E�N+1�+E�N−1�−2E�N��0 can oc-
cur. This is caused by exchange-correlation interaction
�exchange-correlation-induced negative U� or by lattice
relaxation due to the Jahn-Teller �JT� effect �Anderson’s
negative effective U �Anderson, 1975��. We can decom-
pose the correlation energy as U=Ueff+	UJT+	UMC,
where the latter two contributions are due to JT and
many-electron correction �MC� energies. 	UMC is
caused by the exchange-correlation interaction
�Katayama-Yoshida and Zunger, 1985c� combined with
the Frank-Condon transition term reduced by the
Haldane-Anderson mechanism. Since Ueff �0.2–0.5 eV�
is much smaller than the value for the free atom �U0�,
the negative 	UJT and 	UMC can overcome the positive
Ueff and Anderson’s negative-U systems �Anderson,
1975� or exchange-correlation-induced negative-U sys-
tems �Katayama-Yoshida and Zunger, 1985c� can be re-
alized. If a negative effective U occurs for a dN con-
figuration of a 3d-TM impurity in a semiconductor,
the dN configuration becomes unstable in thermal equi-
librium and disproportionates into dN+1 and dN−1 con-
figurations through the reaction 2dN→dN+1+dN−1. Pos-
sible candidates for negative-U systems are d4 and d6

configurations �Katayama-Yoshida et al., 2008�. Missing
oxidation states and charge disproportionation can be
found for negative-effective-U systems such as �Ga,
Mn�As, �Mg,Mn�O, and �Ca,Mn�O. While both
Mn2+�d5� and Mn4+�d3� are observed, the Mn3+�d4� cen-
ter is missing �Zunger, 1986; Katayama-Yoshida, 1987�.
It is also possible to use a negative-U system to realize
the colossal magnetic response by photoexcitation or ap-
plied gate voltage for realistic semiconductor nanospin-
tronics applications �Katayama-Yoshida et al., 2007a�.

3. Lattice relaxations around impurities

When an impurity is doped in a semiconductor, it usu-
ally occupies the cation site of the host. In some situa-

tions, the impurities can also be situated at interstitial
sites. The effect of lattice relaxations due to substitu-
tional doping of 3d transition-metal atoms in GaAs has
been investigated by Mirbt et al. �2002�. They showed
with DFT calculations that early transition metals
�Cr,Mn� introduce small relaxations around them, yield-
ing a high-spin state, whereas Fe, Co, and Ni introduce
strong relaxations, yielding a low- or zero-spin state.
For the former case, the exchange splitting of the TM d
states dominates over the tetrahedral crystal field pro-
duced by the host, whereas in the latter case the situa-
tion is reversed. The calculated magnetic moments of
Mn-doped GaAs are listed in Table I for unrelaxed
and relaxed systems. These can be qualitatively related
to the energy level diagram shown in Fig. 4. However,
as discussed above, one should keep in mind that this
level diagram is rather schematic, whereas in reality the
transition-metal d states hybridize with the host anion p
states, and the result may differ substantially from this
model. As discussed above and also shown in Table I,
atomic relaxations reduce the moment, leading to a
smaller exchange splitting for Fe and no splitting at all
for Co and Ni. Cr and Mn impurities retain strong ex-
change splitting with a half-metallic DOS. Substitutional
doping of Mn in a Ga site in GaAs and GaN causes a
partial filling of the t↑

a level �Fig. 4�. Since only two of the
three t2 levels �xy, yz, and zx� are occupied, the system
has a lower charge symmetry than Td so that this cofigu-
ration may give rise to a so-called Jahn-Teller distortion,
leading to a structure with lower symmetry, depending
on which two of the three orbitals are occupied. Luo and
Martin �2005� investigated this possibility in Mn-doped
GaAs and Mn-doped GaN systems with density-
functional calculations. They considered three different
lower-symmetry distortions, D2d, C2v, and C3v, starting
from the tetrahedral symmetry Td of the pure host envi-
ronment. The displacement of four nearest-neighbor N
or As atoms around the Mn impurity can be decom-
posed into two parts. One part is a symmetric radial
breathing component, which preserves the tetrahedral
symmetry, and the other arises from symmetry-breaking
Jahn-Teller distortions. A schematic diagram is shown in
Fig. 7 where the breathing mode and lower-symmetry JT
distortions are illustrated.

For a symmetry-preserving breathing mode, all four N
nearest neighbors of the Mn atom in GaN move closer
to the Mn by 0.034 Å and the energy decreases by
50 meV �Luo and Martin, 2005�. For Mn-doped GaAs,
all four As nearest neighbors move closer to Mn by only
a small amount, 0.007 Å, and the energy decreases by
8 meV �Luo and Martin, 2005�. No appreciable JT dis-

TABLE I. Magnetic moments ��B / cell� of 3d impurities �Cr–
Ni� in GaAs calculated with and without atomic relaxations.

Cr Mn Fe Co Ni

Unrelaxed 3.00 4.00 3.74 2.18 0.0
Relaxed 3.00 4.00 1.06 0.00 0.0
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tortion was observed in GaAs. In contrast to that, the
total energy of GaN was found to decrease by an
amount of 0.1 eV with lowering of symmetry from Td to
D2d. Lowering of symmetry to C2v, where two neighbors
of the Mn atom move along the �110� direction and two

along the �1̄10� direction, results in an energy decrease
of 80 meV �Luo and Martin, 2005�. Finally, a distortion
toward C3v symmetry results in an energy decrease of
20 meV only. One can conclude that a strong Jahn-
Teller effect should be observed for low concentrations
in Mn-doped GaN, but not in Mn-doped GaAs. The par-
tial occupancy in the triplet t2 state of Mn causes the JT
distortion to the lower D2d symmetry where the t2 level
splits into singlet and doublet states at the � point.

The density of states for Mn-doped GaN is shown
without and with JT distortion in Figs. 8 and 9, respec-
tively. The impurity band of Mn is more localized in
GaN than in GaAs. Due to this difference, JT distortion
has different effects on the impurity states. The splitting
in the t2 state is small in Mn-doped GaAs when the sym-
metry is changed from Td to D2d, whereas a relatively
large splitting of 0.23 eV is observed for Mn-doped
GaN. This can be observed in Fig. 9.

C. Typical electronic structure of DMSs

1. Electronic structure of III-V DMSs

The electronic structures of DMS based on III-V com-
pounds calculated by the KKR-CPA method are shown
in Fig. 10. As typical examples, we show the results for
GaN- and GaAs-based DMSs. Mn-doped GaAs is the

AsMn
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As

As

Td (breathing mode)

Mn

Td D2d

Mn

Td C2v

Mn

Td C3v

FIG. 7. Schematic showing the Td symmetry-preserving
breathing mode and other lower-symmetry JT distorted
modes. The arrows indicate the direction of displacement of
As atoms.

FIG. 8. DOS for Mn-doped GaN for an ideal structure with a
tetrahedral Td symmetry. From Luo and Martin, 2005.

FIG. 9. DOS for Mn-doped GaN in a JT-distorted structure
with D2d symmetry. From Luo and Martin, 2005.
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FIG. 10. �Color online� Calculated density of states of GaN-
based �upper panels� and GaAs-based �lower panels� DMSs
with 3d impurities ranging from Cr to Co. Dotted lines show
total averaged DOS per unit cell and solid lines show partial
DOS per atom of 3d components at TM sites. �Note the dif-
ferent scales.� A ferromagnetic configuration is assumed and
the TM concentration is 5% for all cases.
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most investigated DMS and its magnetic properties are
well established experimentally. Mn-doped GaN has
been investigated as a prototypical wide-band-gap DMS;
however, its ferromagnetism has not yet been confirmed.
In the figure, the concentration of TM impurities is 5%
and a ferromagnetic configuration is assumed. For GaN
and GaAs, the wurtzite and zinc-blende crystal struc-
tures with experimental lattice constants of the host
compounds �Wyckoff, 1963� are assumed. As discussed
in Sec. II.B.3, in some systems lattice relaxation is im-
portant in the dilute limit. In DMS systems magnetic
impurities are usually doped up to high concentrations,
where the band broadening of the impurity band due to
randomness is always larger than the level splitting due
to relaxation. Therefore, in the following discussion on
ferromagnetism we neglect the lattice relaxation due to
impurity doping.

Isolated TM impurities induce impurity states in the
gap. The electronic structure for TM impurities under
tetrahedral symmetry has already been discussed previ-
ously. Due to the finite concentration, these impurity
states are broadened and form impurity bands as shown
in Fig. 10. However, we can still distinguish characteris-
tic structures in the calculated density of states �DOS�
�Sato and Katayama-Yoshida, 2002�. For example, in
�Ga,Cr�N threefold-degenerate d� states hybridize
strongly with the host valence band states and form
bonding tb and antibonding ta states. The tb states are
merged in the valence band and the ta states appear as a
broad peak in the gap. Between the tb and ta states, we
recognize sharp e states, which have nonbonding charac-
ter due to the incompatible symmetry of these states
with the host valence states, as discussed in Sec. II.B.1.
For the other systems, we distinguish similar structures
in the calculated DOS. Due to the small coordination
number at the tetrahedral site, the hybridization effect is
relatively small, resulting in a high-spin configuration for
all 3d TM impurities. A half-metallic or highly spin-
polarized DOS at the Fermi level is obtained for all
investigated DMSs, with the exception of �Ga,Fe�N,
�Ga,V�As �insulating�, and �Ga,Ni�As �nonmagnetic�
�Sato and Katayama-Yoshida, 2002�.

From Cr to Co, the TM d states are shifted gradually
to lower energy and the impurity bands are occupied
accordingly. The occupation of the impurity band might
be estimated from a simple ionic picture. The Cr, Mn,
Fe, and Co atoms have six, seven, eight, and nine va-
lence electrons, respectively. When they substitute at a
Ga site in GaN, three electrons are donated to make a
bond with the N atom. The residual electrons occupy the
impurity bands as discussed in Sec. II.B.1. From the dis-
cussion of this section we expect the following electronic
configurations: e↑

2ta↑
1 ,e↑

2ta↑
2 ,e↑

2ta↑
3 , and e↓

1ta↓
0 in Cr-, Mn-, Fe-,

and Co-doped GaN, respectively, where the superscripts
show electron populations and the arrows distinguish
the spin directions. This estimate is easily confirmed in
the calculated DOS �Figs. 10�a�–10�d�� of GaN-based
DMSs �Sato and Katayama-Yoshida, 2002�. As predicted
from the ionic picture, in �Ga,Fe�N the impurity states
with up spin are fully occupied and down-spin states are

empty; thus the system is almost insulating. In �Ga,Cr�N
and �Ga,Mn�N, �1/3 and �2/3 of the impurity ta bands
are occupied.

The electronic structure and crystal chemistry of the
host semiconductor are also important for establishing a
systematic understanding of the electronic structure and
magnetism of DMSs. To illustrate this we compare two
different semiconducting hosts, GaN and GaAs. In Figs.
10�e�–10�h�, the calculated DOSs of GaAs-based DMSs
are shown. Here the host valence bands are mainly
formed by As 4p states, which are located at a higher
energy position than the N 2p states. This difference
changes the relative positions of the host valence p band
and the impurity d bands and controls the strength of
the hybridization. For example, in �Ga,Cr�N we can dis-
tinguish e and ta bands as impurity bands in the gap �Fig.
10�a��. However, in �Ga,Cr�As they are almost merged
with the valence bands �Fig. 10�e��. We can still distin-
guish tb, e, and ta peaks in the DOS of �Ga,Cr�As; how-
ever, due to the broadening caused by hybridization, the
structures are less pronounced than in �Ga,Cr�N. In
�Ga,Mn�As, the main peak of the Mn 3d states appears
well below the valence bands and only a small peak is
remains around the Fermi level. For �Ga,Ni�As, the hy-
bridization is so large that the local magnetic moment
cannot be sustained, leading to a nonmagnetic ground
state.

For a concentration of TM impurities of 5%, Table II
summarizes the calculated total magnetic moments per
magnetic impurity and local magnetic moments inte-
grated in each muffin-tin sphere for the III-V DMS sys-
tems. From the minor deviations between total and local
moments, one can conclude that the TM impurity carries
the main contribution to the total magnetic moment. For
Ni-doped GaP, GaAs, and GaSb ab initio calculations
predict nonmagnetic ground states �Sato and Katayama-
Yoshida, 2002�. The electronic configurations of III-V
DMS discussed above explain the overall electronic
structure of the system quite well. In the ionic picture,

TABLE II. Calculated total magnetic moment per TM impu-
rity and local magnetic moment �in parentheses� at the TM site
of III-V DMS systems. The concentration of TM impurity is
5%. FM and DLM indicate the ferromagnetic and disordered
local moment states. A bold number indicates that the system
has integer magnetic moment within numerical error, i.e., it is
half metallic �except for insulating Fe-doped GaN�.

Cr Mn Fe Co

GaN �FM� 3.00 �2.33� 4.01 �3.17� 4.98 �3.58� 3.61 �2.48�
�DLM� 0 �2.26� 0 �3.10� 0 �3.51� 0 �2.46�
GaP �FM� 3.01 �2.74� 4.01 �3.48� 3.57 �2.85� 2.01 �1.52�
�DLM� 0 �2.70� 0 �3.44� 0 �2.92� 0 �1.43�
GaAs �FM� 3.01 �2.97� 4.01 �3.65� 3.63 �2.96� 2.02 �1.62�
�DLM� 0 �2.96� 0 �3.64� 0 �3.00� 0 �1.58�
GaSb �FM� 3.37 �3.42� 4.22 �3.85� 3.27 �2.90� 1.94 �1.61�
�DLM� 0 �3.43� 0 �3.85� 0 �2.91� 0 �1.58�
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Cr-, Mn-, Fe-, and Co-doped III-V DMSs are predicted
to have total magnetic moments of 3�B, 4�B, 5�B, and
4�B. In general, if the system is half metallic, the total
magnetic moment should be an integer and the predic-
tion from the ionic picture should be reproduced well by
ab initio calculations. As shown in Table II this occurs in
the first half of the 3d TM series. For the second half the
DOS is no longer half metallic, as shown in Fig. 10, and
hence the calculated total magnetic moments deviate
from integer values. For GaSb-based DMSs the devia-
tion of the magnetic moments from integer values is
larger than in other DMS systems. This is mainly due to
the underestimation of the band gap by the local-density
approximation. Small deviations ��0.01�B� from inte-
ger values are due to a finite imaginary part of the en-
ergy �typically i�=0.1i mRy is chosen in the present
KKR-CPA calculations�.

2. Electronic structure of II-VI DMSs

Here we discuss DMS materials composed of II-VI
compounds. As typical examples, we show results for
ZnO- and ZnTe-based DMS in Fig. 11, where we as-
sumed wurtzite and zinc-blende structures with the ex-
perimental lattice constants of the host compounds �Wy-
ckoff, 1963�. We consider again 3d transition metals as
magnetic impurities. In the figure, the concentration of
TM impurities is 5% and the ferromagnetic configura-
tion is assumed. For ZnO-based DMSs �Figs.
11�a�–11�d�� we can distinguish two peaks in the host
valence band. One consists mainly of Zn 3d states and
appears 
0.5 Ry below the Fermi level. The other is due
to O 2p bands and is distributed from −0.4 to −0.2 Ry.
In the band gap the TM impurities induce impurity
bands as shown in the figures. The structure of the im-
purity bands is similar to that of GaN-based DMSs be-
cause of the same symmetry at the substitutional tetra-
hedral site �Sato and Katayama-Yoshida, 2002�, i.e.,
there are bonding tb states in the energy range of the
valence bands, antibonding ta states above the valence
bands, and nonbonding e states between these states. In
ZnTe-based DMSs, the Te 5p states, which lie higher in
energy than the O 2p states, form the host valence
bands; therefore the Zn 3d states are split off from the
valence band and the TM 3d states are energetically
closer than in ZnO-based DMSs. Except for this slight
difference, the electronic structure of ZnTe-based DMSs
is similar to that of ZnO-based DMSs.

For of II-VI DMSs, the TM impurities have two elec-
trons contributing to the bonding, since the TM impuri-
ties substitute for the divalent Zn atom. This is different
from the situation in III-V DMSs, where three electrons
are donated to the valence band, and means that Cr, Mn,
Fe, and Co have the following electronic configurations:
d4�e↑

2ta↑
2 �, d5�e↑

2ta↑
3 �, d6�e↓

1ta↓
0 �, and d7�e↓

2ta↓
0 �. These configu-

rations are actually confirmed in first-principles calcula-
tions as shown in Fig. 11.

Another important difference between III-V and
II-VI DMSs is the location of the valence band. Since
the p states of the six-valent anions are lower than those

of the five-valent anions, the relevant impurity d states
are always in the gap. Thus a situation as in �Ga,Mn�As,
where the d level lies in the lower part of the d band,
does not occur in II-VI DMSs. For the same reason the
relevant exchange interaction is always the double-
exchange mechanism �see Sec. III.C�

Table III summarizes the calculated total magnetic
moment per magnetic impurity and local magnetic mo-
ment integrated in each muffin-tin sphere for the II-VI
DMS systems. A behavior similar to that of the III-V
DMS systems is observed, except for the absolute values
of total and local magnetic moments. From the ionic
picture, Cr-, Mn-, Fe-, and Co-doped II-VI DMS are
predicted to have total magnetic moments of 4�B, 5�B,
4�B, and 3�B, respectively. This dependence of the total
magnetic moment on the atomic number of the TM im-
purity is almost perfectly reproduced by the ab initio
calculations, in particular for ZnS, ZnSe, and ZnTe
DMS systems. This fact is reasonably well understood
from the well-defined half-metallic DOS for these sys-
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FIG. 11. �Color online� Calculated density of states of ZnO-
based �upper panels� and ZnTe-based �lower panels� DMSs.
Transition-metal impurities ranging from Cr to Co are consid-
ered. Dotted lines show total averaged DOS per unit cell and
solid lines show partial DOS per atom of 3d components at
TM sites. �Note the different scales.� A ferromagnetic configu-
ration is assumed and the TM concentration is 5% for all cases.
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tems �see, for example, Figs. 11�e�–11�h��. For ZnO-
based DMSs, the deviation of the magnetic moment
from the integer value is larger than in other DMS sys-
tems. This arises because of breaking of the half metal-
licity due to the serious underestimation of the band-gap
energy of ZnO by the local-density approximation. As in
the III-V DMSs, in the II-VI DMSs the TM impurity
carries the main contribution to the total magnetic mo-
ment.

D. Stability of ferromagnetic state and chemical trend

In the previous section, we showed results from CPA
calculations of the electronic structure of typical III-V
and II-VI DMSs and discussed the chemical trend of the
electronic structure of these materials. In this section,
we extend the discussion to the type of magnetic order-
ing in DMS materials.

Figure 12 shows the calculated total energy difference
per unit cell 	E of III-V based DMSs �Sato and

Katayama-Yoshida, 2001b, 2002�, which is calculated as
the difference between the total energy of the paramag-
netic and ferromagnetic states, a positive energy differ-
ence indicating that the ferromagnetic state is more
stable than the paramagnetic state. As shown in Fig. 12,
GaN-, GaP-, GaAs-, and GaSb-based DMS show similar
chemical trends, i.e., for the first half of the 3d TM series
�V, Cr, and Mn� 	E is positive and for the latter half
�Fe,Co� it is negative. Ni has only a small local moment
in these compounds and 	E is negligibly small. Note
that the trend in stability of the ferromagnetic state over
the DLM state is independent of concentration at least
in the range up to 25% impurity concentration.

Figure 13 shows the TM impurity dependence of 	E
for �II-VI�-based DMS materials �Sato and Katayama-
Yoshida, 2000, 2001b, 2002�. Similar calculations were
recently performed by the supercell method for ZnO-
based systems �Spaldin, 2004; Gopal and Spaldin, 2006;
Pemmaraju et al., 2008�. A resemblance between II-VI
and III-V DMSs is obvious. For the first half of the se-
ries, 	E is positive and in the last half it is negative.
However, the trend for II-VI DMSs is shifted to lower
atomic number by 1 compared to III-V DMSs. This is
because in II-VI compounds the TM impurities have a
+2 charge state, leading to one more electron occupying
TM d states than in III-V compounds. However, the
trend in stability of the ferromagnetic state in Fig. 13 is
independent of the concentration of transition metals,
just like the trend shown in Fig. 12. Thus, when the
population of the impurity bands is taken into consider-
ation, the chemical trend of 	E is universal, and this fact
suggests that rather simple rules govern the magnetic
state in DMS materials �Sato and Katayama-Yoshida,
2002�. The origin of the ferromagnetism and the univer-
sal behavior of magnetic interactions will be discussed in
the next section.

TABLE III. Calculated total magnetic moment per TM impu-
rity and local magnetic moment �in parentheses� at the TM site
of II-VI DMS systems. The concentration of TM impurity is
5%. FM and DLM indicate ferromagnetic and disordered local
moment states. A bold number indicates that the system has
integer magnetic moment within numerical error, i.e., it is half
metallic �except for insulating Mn-doped cases�.

Cr Mn Fe Co

ZnO �FM� 3.57 �2.88� 4.91 �3.94� 4.35 �3.47� 3.11 �2.44�
�DLM� 0 �2.86� 0 �3.93� 0 �3.46� 0 �2.42�
ZnS �FM� 4.01 �3.35� 4.99 �4.06� 3.98 �3.18� 2.97 �2.22�
�DLM� 0 �3.32� 0 �4.03� 0 �3.15� 0 �2.17�
ZnSe �FM� 4.02 �3.48� 4.99 �4.10� 3.97 �3.17� 2.97 �2.17�
�DLM� 0 �3.46� 0 �4.08� 0 �3.14� 0 �2.14�
ZnTe �FM� 4.02 �3.65� 4.98 �4.05� 3.97 �3.08� 2.94 �2.03�
�DLM� 0 �3.63� 0 �4.02� 0 �3.05� 0 �1.98�
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Katayama-Yoshida, 2002.
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III. EXCHANGE MECHANISM

A. Exchange coupling constants and mean-field approximation

The most successful method to calculate the thermal
properties of a magnetic material and in particular the
Curie temperature consists of a two-step approach. First
density-functional and related methods are used to cal-
culate, the ground-state properties and in addition the
exchange coupling constants �exchange integrals� pro-
viding a mapping to a Heisenberg model. In the second
step the thermal properties are evaluated using
wellknown statistical methods for the Heisenberg
model.

The crucial first step requires a number of approxima-
tions. First is the adiabatic approximation, assuming that
the time scale for fluctuations of the magnetic moments
is much larger than that for hopping of the electrons.
Second is the magnetic force theorem �Anderson, 1961;
Oswald et al., 1985; Liechtenstein et al., 1987�, assuming
that change in the moment orientations does not cause
significant change in the magnetic moments. Since in
DMSs the local moments of TM impurities are large and
well defined, this assumption is well satisfied �see Tables
II and III�. The classical Heisenberg model, assumed in
our analysis, is given by

H = − �
i�j

Jijeiej, �8�

where e�i is the unit vector parallel to the local moment
M� i at site i and Jij are the exchange coupling constants
between the local moments at sites i and j, with the ab-
solute value of the moments included in the constants Jij.

For the statistical problem the simplest approxima-
tion, in fact the work horse for most applications, is the
mean-field approximation �MFA�. Within the MFA the
thermal behavior is determined by the Brillouin function
expression, and the Curie temperature TC

MFA is given by
kBTC

MFA= 2
3c�n�0J0n, where kB is the Boltzmann constant

and c is the concentration of magnetic impurities �Sato et
al., 2003�. Alternatively one can show that �n�0J0n is
directly related to the difference of the total energies
between the ferromagnetic and the disordered local mo-
ment states 	E=−EFM+EDLM=c2�n�0J0n, since in the
Heisenberg model the DLM ground-state energy van-
ishes, while the FM ground-state energy is given by
−c2�n�0J0n. Thus, in the mean-field approximation the
critical temperature can also be evaluated by the total
energy difference 	E, since kBTC

MFA= 2
3	E /c. Note that

this expression does not assume that the magnetic force
theorem is valid, as long as both states are calculated
self-consistently. However, the DLM state might also be
calculated non-self-consistently using the “frozen” local
moments of the FM state. According to the magnetic
force theorem, in this case the difference between the
total energies can be replaced by the difference between
the single-particle energies, which are directly related to
the local density of states of the magnetic impurities in
the FM and DLM states. In practical applications all

results usually give, up to some percent, the same values
for TC

MFA.
The advantage of the MFA is its simplicity and the

direct relation of 	E to the local density of states, which
admits a direct and simple understanding of the under-
lying exchange mechanisms. We profit from this in great
detail in Sec. III.B, where, based on simple models for
the local density of states, we discuss the importance of
three different exchange mechanisms in DMSs, i.e., Ze-
ner’s double exchange and pd exchange, both favoring
ferromagnetic coupling, and superexchange which leads
to antiferromagnetic coupling.

An important disadvantage of the MFA is its limited
accuracy. In homogeneous ferromagnets and disordered
ferromagnetic alloys �with high concentrations� the
MFA gives quite acceptable results; however, it totally
fails in the dilute limit, i.e., in the typical concentration
range of 5–8 % of DMS materials. The reason for this is
that the MFA cannot describe the percolation effect, i.e.,
that a finite connected concentration region of TM at-
oms is necessary to obtain ferromagnetism. For zinc-
blende-based DMSs like GaMnAs, the Mn atoms are on
the fcc Ga sublattice. However, for a fcc lattice with
nearest-neighbor interactions only, ferromagnetism can-
not occur below a percolation threshold of 20%, inde-
pendently of the strength of the nearest-neighbor �NN�
interaction �Stauffer and Aharony, 1994�. Since usually
the nearest-neighbor coupling is the strongest interac-
tion, the MFA usually predicts rather high-TC values,
while the real Curie temperatures are much lower due to
the much weaker longer-ranged interactions. More reli-
able methods to calculate TC are the LRPA, which is
semianalytical and convenient, and the more time-
consuming Monte Carlo simulations, which are numeri-
cally exact. Both methods and the TC results for many
DMS systems are discussed in Sec. IV.

These improved methods that go beyond the MFA
require explicit knowledge of the distance dependence
of the exchange integrals Jij

QQ between two magnetic TM
atoms of type Q �for example, Mn� at sites i and j. The
standard approach to determine these exchange inte-
grals is due to Liechtenstein et al. �1987� and calculates
the total energy difference due to an infinitesimal
change in the angle between the two moments by
Lloyd’s formula, with the result

Jij
QQ =

1

4�
Im TrL�

EF

dE 	ti
Q�E�

Gij
↑QQ�E�	tj

Q�E�Gji
↓QQ�E� , �9�

where TrL means the sum over all angular momenta and
	ti

Q�E�= ti
Q↑�E�− ti

Q↓�E� is the difference between the
atomic t matrices of impurity Q at site i for the majority
�↑� and minority �↓� spin directions. Gij

↑�↓��E� is the
Green’s function of the system describing the propaga-
tion between site i and site j for the spin-up �or spin-
down� electrons.

In disordered systems we have to average Jij, the ex-
change interactions for two impurities, say two Mn at-
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oms, at sites i and j over the positional and orientational
disorder of all other Mn impurities. The result is that
one has to replace the Green’s function Gij in Eq. �9� by
the conditionally averaged Green’s function �Gij

MnMn� for
two Mn impurities i and j in the CPA medium �Akai,
1998�. This conditional Green’s function for two impuri-
ties of type Q at sites i and j is given by

�Gij
QQ� = �1 − Gii

CPA�ti
Q − ti

CPA��−1

Gij
CPA�1 − Gjj

CPA�tj
Q − tj

CPA��−1. �10�

The first factor describes the scattering at impurity Q at
site i, the second factor, given by the CPA Green’s func-
tion Gij

CPA, the propagation from site i to site j in the
CPA medium, and the third factor the scattering at the
impurity at site j. For simplicity the spin indices ↑ or ↓
are neglected; they are the same for all factors in Eq.
�10�. The prefactors and postfactors in Eq. �10� are par-
ticularly important for strong scattering, i.e., when a vir-
tual bound state exists for a given energy and spin direc-
tion, where they strongly enhance the CPA Green’s
function. The factors are not important for weak scatter-
ing.

Recently it has been shown that the conditional aver-
age expression for �Gij

QQ� is not optimal for small con-
centrations; in particular, it leads to too large an ex-
change coupling for near neighbors in double-exchange
systems. In this case Gij

CPA should be replaced by the
exact expression for the impurity pair �Qi ,Qj� in the
CPA medium �Sato et al., 2007b�.

Quadratic averages �GG�, describing vertex correc-
tions, have been shown to vanish at first order due to the
vertex-cancellation theorem �Turek et al., 2006�. Thus
the Lichtenstein formula �Eq. �9�� has the important ad-
vantage that a direct calculation of the ensemble-
averaged coupling constants Jij is possible via the CPA
formalism. This is very difficult to achieve by any other
method. For instance, in the supercell method one has to
calculate the total energy difference between a tilted
and a nontilted configuration of two Mn atoms, with the
other Mn atoms more or less statistically distributed.
This needs large supercells and many self-consistent cal-
culations for different Mn environments, which is an ex-
tremely time-consuming procedure �see Sec. III.D.3�.

B. Concentration dependence of TC
MFA and carrier doping

effects

As a characteristic example of mean-field calculations
we show in Fig. 14 the results for TC

MFA of �Ga,Mn�N,
�Ga,Mn�P, �Ga,Mn�As, and �Ga,Mn�Sb �Sato, Deder-
ichs, et al., 2004�. These Mn-doped systems show dra-
matic changes in the concentration dependence for the
different anion atoms. As shown in the figure, TC

MFA in-
creases approximately proportionally to the square root
of the Mn concentration c for �Ga,Mn�N, �Ga,Mn�P, and
�Ga,Mn�As. In particular, TC

MFA of �Ga,Mn�N shows a
sharp increase for low concentrations before it becomes
reduced. As a result, TC

MFA has a maximum at around

5% Mn concentration. In �Ga,Mn�P, after the sharp in-
crease for low concentrations, TC

MFA saturates at around
300 K for higher concentrations. The increase in TC

MFA

of �Ga,Mn�As is rather moderate compared to that in
�Ga,Mn�P. Finally, �Ga,Mn�Sb shows an almost linear
concentration dependence. As a whole, the increase in
TC

MFA with c becomes less pronounced from GaN to
GaSb. This transition in the concentration dependence
of TC

MFA originates from a systematic change in the
dominant exchange mechanism �Sato, Dederichs, et al.,
2004�, with double exchange dominating for �Ga,Mn�N
and p-d exchange determining the behavior of
�Ga,Mn�Sb, while for �Ga,Mn�As both mechanisms are
important.

Carrier doping effects. The magnetic properties of
DMSs can be controlled by band filling effects. Al-
though the MFA does not give an accurate prediction of
TC, we show the calculated doping dependence of TC

MFA

in �Ga,Mn�As and �Ga,Mn�N, in order to investigate the
qualitative behavior of the dependence of TC �Sato et al.,
2003�.

In Fig. 15, the calculated values of TC
MFA of �Ga,Mn�N

and �Ga,Mn�As are shown as a function of additional
carrier concentration. In both cases, additional holes are
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doped by introducing Mg impurities at Ga sites. In GaN
additional electrons are introduced by substituting O for
N, and in GaAs by antisite As. As shown in the figure,
for both compounds the additional electron doping �i.e.,
compensating holes introduced by Mn� causes TC

MFA to
decrease sharply, and above 3% the ferromagnetism dis-
appears. On the other hand, TC

MFA of �Ga,Mn�N is in-
creased dramatically by additional hole doping and has a
maximum value at �4%. In the case of �Ga,Mn�As, hole
doping does not affect the values of TC

MFA so much.
The doping effects in �Ga,Mn�N are easily understood

by an analysis of the calculated DOS �Sato et al., 2003�.
Figure 16 shows the total and partial DOSs of �Ga,Mn�N
for several carrier concentrations. The Mn concentration
is fixed to 5% and a ferromagnetic state is considered.
As shown in the figure, the Fermi level is located in the
impurity bands when no additional carriers are intro-
duced. As discussed in Sec. II.C, approximately two-
thirds of the impurity bands are occupied; therefore the
Fermi level is located at the higher energy side of the
peak as shown in Fig. 16�c�. By introducing additional
holes, the Fermi level is shifted to lower energy and ap-
proaches the center of the impurity bands. As a result,
the double-exchange mechanism, discussed below, is op-
timized and TC

MFA reaches a maximum at about 4% �Fig.
16�b��. For higher hole concentrations, the Fermi level
passes the main part of the impurity bands and the im-
purity ta states become empty, as shown in Fig. 16�a�.
Consequently, TC

MFA becomes reduced due to the weak-
ening of the double-exchange mechanism. The system is
still ferromagnetic with 10% of additional holes, where
the system becomes nearly insulating, due to the ferro-
magnetic contribution from the superexchange interac-
tion �see Sec. III.C.5�. The hole states are fully compen-
sated by introduction of 5% of additional electrons as
shown in Fig. 16�d�, and the ferromagnetism disappears.
Doping effects in ZnO-based DMSs were also reported
recently �Gopal and Spaldin, 2006; Pemmaraju et al.,
2008�.

C. Exchange mechanisms in dilute magnetic semiconductors

Despite the fact that by ab initio calculations one can
calculate the magnetic properties and their thermal be-
havior with reasonable accuracy, as can be seen by the
results in Sec. III.C.3 for photoemission and Sec. IV for
TC values, a physical understanding of the exchange
mechanism that stabilizes ferromagnetism or leads to
magnetic disorder is a challenging problem. As stated
already several different mechanisms exist, which can
lead to ferromagnetism or antiferromagnetism, and of-
ten some of them act simultaneously. The aim of this
section is to describe the three different relevant ex-
change mechanisms that dominate the magnetic proper-
ties of dilute magnetic semiconductors: Zener’s double-
exchange mechanism �Zener, 1951a; Anderson and
Hasegawa, 1955; de Gennes, 1960; Akai, 1998� and Ze-
ner’s p-d exchange mechanism �Zener, 1951b; Dietl et
al., 2000; Kanamori and Terakura, 2001; Sato, Deder-
ichs, et al., 2004; Dalpian et al., 2006� favor the ferromag-
netic coupling, while superexchange �Kramers, 1934;
Anderson, 1950; Goodenough, 1955; Kanamori, 1959�
usually leads to antiferromagnetic coupling. In particu-
lar, for each mechanism we discuss the concentration
dependence, the dependence on the position of the
Fermi level, the range of the interactions, and the effect
of a Hubbard U parameter in a LDA+U calculation.

Our discussions are based on two approximations.
First, we apply the frozen potential approximation or
magnetic force theorem, according to which the differ-
ence in the total energy is well approximated by the
difference in the single-particle energies �Andersen et
al., 1980; Oswald et al., 1985; Liechtenstein et al., 1987;
Antropov et al., 1999�. Thus we can concentrate the dis-
cussion on the spin-polarized local DOS only, and in par-
ticular on the interaction effects in the DOS introduced
by the hybridization with the wave functions of neigh-
boring atoms. Second, we discuss only the disorder-
averaged density of states, as obtained by the coherent
potential approximation, which provides a mean-field
description of the electronic structure.

3

2

1

0

1

2

3

-2 -1 0 1 2

(a) Mg 10%

2-1 0 1

(b) Mg 4%

-1 0 1 2

(c) undoped

-1 0 1 2

(d) O 5%

Energy relative to the Fermi energy (eV)D
O
S
[1
/(e
V
U
ni
tC
el
l),
1/
(e
V
At
om
)]

Tc=155K Tc=489K Tc=350K DLM

FIG. 16. Calculated total DOS �solid lines� and partial density of 3d states at Mn site �dotted lines� in �Ga,Mn�N for various
additional carrier concentrations. From Sato et al., 2003.

1649Sato et al.: First-principles theory of dilute magnetic …

Rev. Mod. Phys., Vol. 82, No. 2, April–June 2010



As an illustrative example for the electronic structure
of DMSs we show in Fig. 17 the spin-polarized DOS
of �Ga,Mn�N, �Ga,Mn�P, �Ga,Mn�As, and �Ga,Mn�Sb.
The solid curves, giving the local Mn DOS for a concen-
tration of 5% Mn, exhibit for different anions very dif-
ferent behavior, which has its origin in the position of
the atomic p level of the anion with respect to the d level
of the Mn atom. The p band of N, located within the
band gap, lies well below the t2g and eg impurity bands of
Mn, while the center of the p band of Sb is located
above the large peak in the d DOS of Mn. �Ga,Mn�P
and �Ga,Mn�As are intermediate cases with the majority
d DOS showing a pronounced two-peak structure, a
weaker d resonance at the Fermi level, and a large d
peak at lower energies. As discussed below, the mag-
netic properties of �Ga,Mn�N are dominated by double
exchange, while in �Ga,Mn�Sb p-d exchange is the domi-
nant mechanism. In �Ga,Mn�P and �Ga,Mn�As both
mechanisms play a role.

1. Zener’s double exchange

Figure 18�a� shows schematically the spin-polarized
DOS of a transition-metal impurity in a wide-band-gap
semiconductor, such as Mn or Cr in GaN. The Fermi
level is assumed to fall within the partially occupied ma-
jority band of the t2g impurity state. The stabilization of
the ferromagnetic state arises from the width of the im-
purity band. For instance, if the Fermi level lies in the
middle of the impurity band, as is assumed in the figure,
only bonding states are occupied, while the antibonding
states are empty. For a molecular model with two atomic
states of energies �1=�2 and a hopping matrix element t
the bonding-antibonding splitting is sketched on the
right-hand side of Fig. 18. If only the bonding state is
occupied, one obtains an energy gain of �t� for ferromag-
netically coupled impurities; otherwise, the energy gain

is zero. For an impurity band as shown in Fig. 18�a� the
bandwidth scales linearly with the hopping matrix ele-
ment t between neighboring impurities and as the square
root c of the impurity concentration c. This is then the
energy gain caused by the double-exchange mechanism,
leading to a lowering in energy of the ferromagnetic
state which can be expressed as

	EDX � c�t� . �11�

As a function of EF, the energy gain is largest if the
Fermi level lies in the middle of the band and vanishes if
EF lies at the band edge. For a rectangular DOS model,
this behavior is given by an inverted parabola with its
maximum in the center of the band. Thus no energy is
gained for ferromagnetically coupled impurities if the
impurity band is completely filled �both bonding and an-
tibonding states are occupied� or completely empty. The
c dependence of the bandwidth is well reproduced
�Sato, Dederichs, et al., 2004� in CPA calculations. It can
be derived from a tight-binding description of the impu-
rity band �Sato, Dederichs, et al., 2004�. The bandwidth
W, defined as the variance of the energy eigenvalues E

from the mean value Ē, obeys the relation �Harrison,
1989�

W2 = ��E − Ē�2� = �
m�0

�H0m�2, �12�

where H0m denotes the hopping matrix element between
the sites 0 and m. Suppose that in a certain configuration
of Mn atoms in GaN one of the Mn atoms is at site 0. In
this configuration, H0m has a finite value, say, t0m, if an-
other Mn atom is at site m; otherwise, H0m=0. In the
CPA, we make a configurational average over all sites
m�0. The probability for finding a Mn atom at site m is
given by c, the atomic concentration of Mn. Thus the
configurational average gives �W2�conf=c�m�0�t0m�2.
Therefore the effective bandwidth W is proportional to
c �Sato, Dederichs, et al., 2004� and the energy gain by
double exchange �Eq. �11�� scales as c�t�.
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The c dependence of the double-exchange interac-
tion, obtained in the mean-field �CPA� description, dis-
tinguishes this mechanism strongly from all other ex-
change mechanisms which are discussed in the following
sections. Since, as discussed in Sec. III.A, the Curie tem-
perature in the mean-field approximation is given by

kBTc
MFA = 2

3	� , �13�

where 	� is the energy difference per Mn atom between
the ferromagnetic and DLM phases. Thus, if double ex-
change is dominant, TC

MFA scales as c, which is shown in
Fig. 14 for �Ga,Mn�N, but also for �Ga,Mn�P and �Ga,M-
n�As although for these systems the value of �t� is natu-
rally different, due to differences in the electronic struc-
ture. Only �Ga,Mn�Sb shows a strictly linear behavior
�typical for p-d exchange; see below�.

The double-exchange mechanism can be very strong.
Thus, when the Fermi level lies within the impurity
band, double exchange usually dominates other ex-
change mechanisms �for example, the antiferromagnetic
superexchange� and it stabilizes the ferromagnetic con-
figuration. Since in wide-gap semiconductors the deep-
impurity level wave functions are well localized and the
host Green’s function decays exponentially for energies
in the gap, this kind of double-exchange interaction is
very short ranged. This is shown in Fig. 19 for the ex-
change coupling constants Jij calculated by Eq. �9�. We
show distance and concentraction dependences of Jij be-
tween Cr in �Ga,Cr�N �Fig. 19�a�� and in �Zn, Cr�Te �Fig.
19�b��. In both cases we observe a short-ranged interac-
tion, more pronounced in GaN. As discussed in Sec.
III.D, this is due to the presence of a gap in one of the
spin channels. Because of the strong localization of the

interaction, in the dilute limit the ferromagnetic interac-
tions cannot percolate through the crystal and the Curie
temperatures are vanishingly low, in contrast to the large
mean-field values TC

MFA for TC.
The mean-field-like description of the electronic

structure by the CPA leads to an unphysical artifact in
the calculated J01 values for the double-exchange case.
The energy difference 	� between the ferromagnetic
and the DLM phases is given in the mean-field approxi-
mation by

	� = c�
j�0

J0j � 12cJ01. �14�

In this equation we have taken only the dominant cou-
pling J01 with the 12 nearest neighbors �for example, in
the fcc Ga sublattice� into account. Since in the case of
double exchange 	��c, we find that J01�1/c should
diverge for very small concentrations. This is indeed
found in calculations for very small concentrations. See,
for example, the results shown in Fig. 19 �and also in Fig.
36, below� for small Mn concentrations in �Ga,Mn�As.
This problem can be dealt with only by replacing the
single-site CPA by a two-center treatment of the inter-
action as described by Sato et al. �2007b�. �For the cal-
culated Curie temperature this is not important, since in
the dilute limit the nearest-neighbor interactions are not
important because of the percolation effect.�

2. Zener’s p-d exchange

Figure 20 shows the physical situation for Zener’s p-d
exchange interaction. In narrow-gap semiconductors
like GaSb or InSb the Mn d majority level lies below or
at the lower edge of the Sb p band, while the minority d
level lies well above EF. This means that Mn has a local
moment of about 5�B, well localized at the Mn site. In
the neutral state due to charge neutrality one electron
per Mn atom is missing in the valence band as indicated
by the position of EF in Fig. 20. The full curve illustrates
the situation where 1/2 electron per Mn impurity is
missing in both spin-up and spin-down valence bands.
However, since the impurity d wave functions hybridize
with the p wave functions of the neighboring p elements,
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the majority-spin p band is shifted to higher energies,
while the minority-spin p band is shifted to lower ener-
gies due to hybridization with the higher-lying minority-
spin d state �both bands, spin up and spin down, are
indicated by the dashed lines in Fig. 20� �Kanamori and
Terakura, 2001; Sato, Dederichs, et al., 2004�. If the hy-
bridization is sufficiently strong, the minority p band be-
comes completely occupied, while one electron per Mn
atom is missing in the majority p band, leading to a half-
metallic density of states. As a result the Sb atoms carry
small total moments of 1�B /Mn, antiparallel to the local
moment of Mn, such that the total effective moment per
Mn atom is 4�B. Thus the hybridization with the occu-
pied majority- and unoccupied minority-spin d states of
Mn acts like a magnetic field on the valence band states,
which induces a spin polarization in the host.

To quantify this discussion, we consider a simple mo-
lecular model of a spin-polarized �nondegenerate� d
state with a single non-spin-polarized p state. For the
amplitudes cd

↑, cd
↓ and cp

↑, cp
↓ of the wave functions we

obtain for the two spin directions

��d
0↑ − ��cd

↑ + Vdp
↑ cp

↑ = 0, ��p
0 − ��cp

↑ + Vdp
↑ cd

↑ = 0,
�15�

��d
0↓ − ��cd

↓ + Vdp
↓ cp

↓ = 0, ��p
0 − ��cp

↓ + Vdp
↓ cd

↓ = 0.

Here �d
0↑ and �d

0↓ are the unperturbed majority �↑� and
minority �↓� d levels and �p

0 denotes the spin-degenerate,
unperturbed p level. Vdp

↑ describes the hybridization be-
tween the low-lying d↑ state and the p state and Vdp

↓ that
with the high-lying d↓ level.

In second order with respect to Vdp the changes in the
p levels are given by

�p
↑ = �p

0 +
�Vdp

↑ �2

�p
0 − �d

0↑ , �p
↓ = �p

0 +
�Vdp

↓ �2

�p
0 − �d

0↓ . �16�

Thus the majority level �p
↑ is shifted upward and be-

comes partially unoccupied and the minority level �p
↓ is

shifted downward and is filled, as is qualitatively indi-
cated for the p bands in Fig. 20. The difference

Hdp =
1
2

��p
↑ − �p

↓� =
1
2
� �Vdp

↑ �2

�p
0 − �d

0↑ +
�Vdp

↓ �2

�d
0↓ − �p

0� = J0 �17�

can be considered as an effective magnetic field, induced
by the hybridization of the localized d states with the p
band in the vicinity of the impurity. Note that Hdp
changes its sign if the moment is inverted.

Based on this result the antiferromagnetic coupling
between the Mn spins Si at position i and the host po-
larization s��Ri� can be described by an isotropic Hamil-
tonian �Si is a direction vector�

Hk = J0�
i

S� i · s��Ri� . �18�

Thus the host polarization s��Ri� induced by other local
moments tends to align the moments S� i antiparallel to
s��Ri� �and parallel to the other Mn moments�. Since for
the ferromagnetic state the average host polarization is

given by the concentration c but vanishes for the DLM
state, this favors the ferromagnetic state by an energy of
−cJ0 per Mn atom. Thus in this p-d exchange model the
mean-field Curie temperature is given by

TMFA = c 2
3J0. �19�

The important point is that, due to the large extension
of the p-wave functions, representing the hole state, the
p-d exchange coupling is relatively weak, but more long
ranged. In the dilute limit it is therefore not as strongly
affected by percolation effects as is the double-exchange
mechanism.

For the situation described in Fig. 20 there exists, in
addition to the ferromagnetic p-d exchange, an antifer-
romagnetic superexchange �see Sec. III.C.4� resulting
from the hybridization of the low-lying majority d orbit-
als with the unoccupied minority d orbital. Because of
the large splitting of these levels this effect is rather
small, although in general antiferromagnetic superex-
change can be quite strong.

3. Competition between double and p-d exchange in
(Ga,Mn)As

The double-exchange and p-d exchange mechanisms
are extreme cases of a more general type of interaction,
where both mechanisms can occur simultaneously. How-
ever, contributions of the double-exchange and p-d
exchange mechanisms can be distinguished by the con-
centration dependence of the mean-field estimate of the
Curie temperature TC

MFA, which varies as c for the
double exchange and c for the p-d exchange. Ab initio
calculations show that, in �Ga,Mn�N the d level is deep
in the band gap, so that the behavior should be domi-
nated by double exchange �Sato, Dederichs, et al., 2004�
�see also Sec. III.B�. Indeed, in Fig. 14 for small concen-
trations the MFA Curie temperature shows a pro-
nounced c dependence. On the other hand, �Ga,Mn�Sb
is dominated by p-d exchange and shows a linear c de-
pendence for TC

MFA in Fig. 14 �Sato, Dederichs, et al.,
2004�. On the other hand, �Ga,Mn�P and �Ga,Mn�As are
transition cases, as shown in Fig. 14. LDA calculations
yield a c concentration dependence, although the pref-
actor is considerably smaller than for �Ga,Mn�N or
�Ga,Mn�P. In LDA+U calculations for �Ga,Mn�As the
Mn majority level is shifted to lower energies by 1.5 eV
if a U value of 4 eV is used. The location of the d peak
at −4.2 eV below EF �see inset in Fig. 21� is then in good
agreement with the photoemission measurements �see
below�. In line with this the mean-field TC

MFA value
shows a more pronounced linear c dependence �see Fig.
21�, indicating that the double-exchange mechanism is
reduced and that the p-d exchange is now more impor-
tant. As is shown in Fig. 37, the coupling is then slightly
reduced but somewhat more long ranged. At this point
it is worthwhile to point out that a recent self-
interaction-corrected LSDA calculation results in a
more localized behavior of the Mn d states, which re-
sults in an exchange that is almost entirely of p-d char-
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acter. In order to evaluate which approximation to the
effective potential of Eq. �2� is the most accurate one, it
is vital to compare the resulting electronic structure to
experimental values. Hence an accurate experimental
determination of the degree of correlation or localiza-
tion of the Mn d states is crucial in order to understand
the true nature of the interatomic exchange interaction
�Schulthess et al., 2007�. It is characteristic for both in-
teractions, i.e., double and p-d exchange, that the Fermi
level lies within the valence band. If the Fermi level lies
above the valence band the hybridization effects are the
same, but no energy can be gained to favor ferromag-
netism.

Thus, we have shown that the relative importance
of the p-d exchange and the double-exchange mecha-
nisms depends on the detailed electronic structure of
the DMS, particularly on the position of the d states of
the magnetic impurities. Therefore, it is important to
know how accurately the LDA describes the electronic
structure of DMS systems. For this purpose we compare
calculated electronic structures of �Ga,Mn�As and
�Zn,Cr�Te to experimental photoemission spectra. We
picked these systems because the fabrication technique
and the ferromagnetism of these materials seems to be
well established and confirmed �Matsukura et al., 2002�.
Moreover, calculated mixing energies �see Fig. 53� of
these compounds are positive but rather small, indicat-
ing only a relatively small tendency for clustering. One
reason why the LDA predicts occupied d states at too
high energy is the spurious self-interactions. A scheme
to correct the self-interaction was proposed by Perdew

and Zunger �1981�, and applied to the III-V DMS sys-
tems by Schulthess et al. �2005�. Recently, Filippetti and
Spaldin �2003� proposed a pseudo-self-interaction cor-
rection �PSIC� method and succeeded in reproducing
electronic structures of strongly correlated systems with
a minimal increase in computing cost. In order to be
compatible with the SIC total energies, the resulting SIC
single-particle potential is reduced by a factor of 1/2.
We have implemented the PSIC method into the KKR-
CPA package �Toyoda et al., 2006�. For a comparison,
we compare the DOSs calculated by the LDA and PSIC
to the experimental photoemission spectra �Okabayashi
et al., 1999� in Fig. 22.

In the experiment, the resonance technique was used
to extract Mn d states. As shown in Fig. 22�c� the main
peak of the Mn d states was observed at 
4.5 eV below
EF. On the other hand, the LDA predicts the Mn d
states at −2.7 eV and this is much higher than the ob-
served position. The above LDA+U calculations give
the peak at −4.2 eV. To a large extent this discrepancy is
also corrected by the PSIC method, as shown in Fig.
22�b� where the Mn d states are located at −5.2 eV. Cal-
culations of Schulthess et al. �2007� using a SIC-based
optimized effective potential �OEP� method give the Mn
peak at −3.7 eV. Thus all these methods, PSIC, OEP-
SIC, and LDA+U with U=4 eV, improve the LDA re-
sults and yield better agreement with experiment. Simi-
lar results are obtained in �Zn,Cr�Te as shown in Fig. 23.
In the experiment, the Cr d and Zn d components were
observed at −3 and −11 eV, respectively �Kobayashi et
al., 2007�. These energy positions are well reproduced by
the PSIC method �Fig. 23�b�� but not by the LDA �Fig.
23�c��. As explained, the SIC treatment shifts the occu-
pied d states to lower energy. Due to this shift, the am-
plitude of d states at EF is reduced, and the importance
of the double exchange is diminished, but still dominates
the exchange coupling in �Zn,Cr�Te. Another effect is
the enhancement of the exchange splitting as shown in
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FIG. 22. �Color online� Calculated total and partial DOSs of
�Ga,Mn�As by �a� the LDA and �b� the PSIC method. In the
calculations, Mn concentrations are fixed to 5%. Light part
indicates Mn 3d components and dark part indicates total den-
sity of states. �c� Experimental photoemission spectrum of
�Ga,Mn�As �Okabayashi et al., 1999�. The experimental Mn
concentration is 6.9%.
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Figs. 22 and 23, resulting in the suppression of the super-
exchange interaction. This point will be discussed in the
next section.

4. Superexchange mechanism

Superexchange �Goodenough, 1955; Kanamori, 1959�
is different from the two mechanisms discussed above,
since it does not require a finite density of states at EF,
i.e., it can also occur in an insulator. As a matter of fact,
it is most often observed in insulating magnets. The rea-
son for this is that it is related to the hybridization of
two types of state, one energetically localized well below
and the other one well above EF. Note that superex-
change is usually explained by magnetic coupling trans-
ferred by ligands, i.e., the p orbitals of the anions. In
DMS materials the situation is considerably simplified if
we take the impurity gap states as elementary units
which hybridize with each other and transfer the cou-
pling. Of course, these states themselves are hybrids be-
tween impurity d states and anion p states, but for un-
derstanding the coupling this is of secondary
importance.

An illustrative example is plotted in Fig. 24�a� and
shows the schematic density of states for two impurity
systems with moments S1 and S2 that are antiparallel
aligned and have equal concentrations c /2. Since the
electronic states with the same spin direction hybridize
with each other, the lower, occupied, energy peaks are
shifted to lower energies and the higher, empty, ones to
higher energies as indicated by the dotted bands. Be-
cause of the downward shift of the lower occupied level,
band energy is gained which stabilizes the antiferromag-
netic coupling.

The basic mechanism can be understood from a mo-
lecular model with two atomic states with different en-

ergies �1��2 and a hopping matrix element t; this situa-
tion is shown in Fig. 24�b�. Due to hybridization the
molecular levels are given by

�± = 1
2 ��1 + �2� ± � 1

2 ��1 − �2��2 + �t�2. �20�

If only the lower level �1 is occupied and moreover �t�
�

1
2 ��1−�2�, the binding energy 	E=�+−�1 is given by

	E � �t�2/��2 − �1� . �21�

When applied to the above two impurity systems with
opposite moments and concentrations c /2 the energy
gain per Mn atom for antiferromagnetic coupling is
given by

	ESX � c�t�2/��t2g

↑ − �t2g

↓ � , �22�

where t refers to the hopping element between the im-
purity t2g states on neighboring sites and the denomina-
tor gives the splitting between the majority and minority
t2g levels. The linear c factor arises from the fact that the
effects of several impurities, coupled antiferromagneti-
cally to the aligned one, are superimposed on each
other. Since there are c /2 such impurities, and since the
energy is gained in both spin directions, a prefactor c
appears.

The superexchange interaction is independent of the
position of the Fermi level, as long as this lies between
the two impurity bands in Fig. 24�a�. If it enters these
bands, for example, the lower one, it decreases, roughly
by a factor of 2 if the Fermi level lies in the middle of
the band, and it vanishes if EF lies below this band.
Thus, if the Fermi level lies in the band, there is a com-
petition between double exchange and superexchange,
which is usually dominated by the double exchange, re-
sulting in ferromagnetism �see the discussion of
�Ga,Mn�N below�, except when EF approaches the up-
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FIG. 23. �Color online� Calculated total and partial DOSs of
�Zn,Cr�Te by �a� the LDA and �b� the PSIC method. In the
calculations, Cr concentrations are fixed to 5%. Light part in-
dicates Cr 3d components and dark part indicates total density
of states. �c� and �d� Experimental photoemission spectra of
�Zn,Cr�Te �Kobayashi et al., 2007� and the experimental Cr
concentrations are 3% and 15%, respectively.
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FIG. 24. Schematic diagram of the electronic structure in the
case of superexchange. �a� Schematic diagram of the DOSs of
two antiparallel-aligned impurity systems 1 and 2 with equal
concentrations c /2. The full lines show the LDOS without hy-
bridization between the antiparallel-aligned impurity systems;
the dotted lines refers to the LDOS that includes the hybrid-
ization effects. �b� Schematic of the hybridization-induced en-
ergy gain 	E of Eq. �21� for a diatomic system with unper-
turbed levels �1��2. t is the hopping matrix element between
the impurity states.
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per band for example, where superexchange takes over,
destroying the ferromagnetism. Examples for magneti-
cally disordered DMS materials due to superexchange
are Mn in II-VI compounds such as ZnSe or CdTe and
Fe in III-V compound semiconductors.

Superexchange represents a rather strong interaction
since the t2g-t2g overlap can be rather large. This is also
true for wide-gap semiconductors, where the interac-
tion is very short ranged, similar to double exchange.
A typical feature for superexchange is that it strongly
depends on the exchange splitting �t2g

↑ -�t2g

↓ . While in

LDA this is given by IMloc, i.e., the exchange integral
I times the local moment Mloc, in LDA+U this is given
by the, usually considerably larger, Hubbard U param-
eter. Hence the large U enters the denominator of Eq.
�22�. For materials where the effect of U is important it
is clear that the LDA can seriously overestimate the su-
perexchange mechanism, as demonstrated below.

In the mean-field approximation the Curie tempera-
ture is given by Eq. �13� where 	� is the energy differ-
ence per Mn impurity between the DLM and the ferro-

magnetic phases. Due to Eq. �22� for superexchange, we
expect for �Ga,Fe�As or �Ga,Fe�N a linear dependence
of Tc

MFA on concentration c with a negative slope, a be-
havior which is indeed found in ab initio calculations
�see Fig. 25�a�� for �Ga,Fe�N. Negative values of the or-
dering temperature from Eq. �13� can be interpreted as
positive Néel temperatures. The calculated exchange
coupling constants Jij obtained with Eq. �9� are plotted
in Fig. 25�b� for Fe-Fe interactions in �Ga,Fe�N with an
Fe concentration of 5%. One observes that the interac-
tion is restricted to the nearest neighbors, and that,
moreover, the interaction is to a good approximation
independent of concentration, which is different from
the case of double or p-d exchange. This can be under-
stood from Eq. �14�. Since 	� is linear in c and given by
cJ0=c�j�0J0j�12cJ01, where J01 is the nearest-neighbor
coupling constant in the fcc Ga-sublattice of zinc-blende
GaN, the coupling constant J01 should be independent of
concentration. Physically, the decisive occupied majority
t2g
↑ band is broadened by concentration, which, however,

does not affect the energy gain, since the state is fully
occupied. For the same reason, in calculations for disor-
dered systems, where we do not make the CPA, one
finds a much weaker dependence of the nearest-
neighbor coupling J01 on disorder effects compared to
double-exchange systems �Sato et al., 2007b�.

As an illustrative example we discuss the importance
of superexchange for a system that is otherwise domi-
nated by double exchange, namely, �Ga,Mn�N. Even for
undoped samples superexchange plays a role here, since
the responsible majority t2g band is only 2/3 filled, such
that superexchange has about 2/3 of its maximal value.
The calculated Curie temperatures TC in MFA are plot-
ted in Fig. 26, based on both LDA and LDA+U calcu-
lations �for U=4 eV�. In the LDA-case for small concen-
trations double exchange dominates TC

MFA due to the c
dependence; however, for larger concentrations the lin-
ear c dependence of superexchange strongly reduces the
MFA values, which become negative for c�20%, indi-
cating a DLM state for large concentrations �Sato et al.,
2006�. Thus, because of the c-behavior, the bandwidth
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cannot grow for larger concentrations strongly enough
to overcome superexchange. However, in the LDA+U
calculation superexchange is strongly reduced and ferro-
magnetism also dominates for larger concentrations.
Thus, the effect of the Hubbard U is quite dramatic in
this case. However, these large changes refer only to the
MFA. More realistic Monte Carlo calculations give
much smaller differences.

5. Ferromagnetic superexchange

Superexchange, as discussed in the last section on a
density-functional basis, can also favor ferromagnetism.
A general discussion about when to find ferromagnetism
or antiferromagnetism, from the superexchange interac-
tion, is summarized in the Kanamori-Goodenough rules.
A discussion of these rules can, be found in Good-
enough �1955� and Kanamori �1959�. For the present dis-
cussion we consider the case when the Fermi level falls
between the majority eg

↑ state and the majority t2g
↑ state,

which is the case for �Ga,V�As or, in the case of minority
states, for �Zn,Co�O. The first case is shown in Fig. 27.
Here the orbitals of the occupied majority eg

↑ level of the
first impurity atom, which we call impurity 1, hybridize
with empty majority t2g

↑ orbitals of the neighboring im-
purity atom, which we call impurity 2, and vice versa. As
a result of the hybridization the occupied eg

↑ orbitals are
slightly shifted to lower energies, in this way stabilizing
ferromagnetism by superexchange. Quite analogous to
the previous result �Eq. �22��, for ferromagnetic superex-
change the energy gain is given by

	ESX = 2c�t�2/��t2g

↑ − �eg

↑ � , �23�

where t is the hopping matrix element between the eg
↑

state and the t2g
↑ state on the neighboring impurity, which

is expected to be considerably smaller than the t2g-t2g
hopping, since the eg orbitals are more localized. �For
the same reason, double exchange resulting from the
broadening of the eg band, i.e., the eg-eg hopping, is very
weak and practically negligible.� However, the smallness
of the eg-t2g hopping element is partially balanced by the
denominator �t2g

↑ -�eg
↑ , representing the relatively small

crystal field splitting, and by the factor of 2 in Eq. �23�.
For the case of �Ga,V�As the mean-field Curie tempera-
tures are shown in Fig. 25�a�, demonstrating that in
DMS systems ferromagnetic superexchange is indeed
considerably smaller than antiferromagnetic superex-
change, which is relevant, for �Ga,Fe�N. The ferromag-
netic coupling constants corresponding to the V-V inter-
action in �Ga,V�As are shown in Fig. 25�c�. The
interactions are rather weak and short ranged. For the
same reason as for the Fe-Fe interactions in �Ga,Fe�N
they depend only slightly on concentration. Another
analogy to antiferromagnetic superexchange is the
strong dependence on Hubbard U effects. Since the oc-
cupied states are pushed to lower energies and unoccu-
pied states to higher energies with increasing U, the
crystal field splitting will increase and ferromagnetic su-
perexchange will decrease dramatically.

6. Universal behavior of exchange interactions in DMSs

In the past, self-consistent ab initio calculations of the
exchange coupling constants have been performed for a
large number of DMS systems using the LMTO-CPA or
KKR-CPA method in connection with Eq. �9� for the
coupling constants �Bergqvist et al., 2004; Fukushima et
al., 2004; Kudrnovský et al., 2004; Sato, Schweika, et al.,
2004; Sato et al., 2007a�. Calculations show, however,
that the trends of the exchange interactions can be seen
more clearly if the integrand in Eq. �9� is evaluated self-
consistently, while the Fermi level is varied artificially
over the band-gap region.

To some extent, this is a good approximation for
the electronic structure for doped materials. Unfortu-
nately, this approximation cannot be justified with the
magnetic force theorem, since the charge is changed
by the change in EF. On the other hand, the topology of
the impurity states, i.e., the sequence of eg states lying
below the t2g states and that majority states are below
the minority states is always the same, basically deter-
mines the exchange mechanisms, and therefore this ap-
proximation is justified. This is also shown by the simi-
larity of the results obtained on the basis of self-
consistent calculations for different DMS systems.
Figures 28�a�–28�c� show the results obtained for �a�
�Ga,Mn�N, �b� �Ga,Mn�As, and �c� �Ga,Fe�N. While
these results are based on LDA calculations, Fig. 28�d�
shows in addition the �Ga,Fe�N results as obtained by
the LDA+U method with U=4 eV. In all cases an im-
purity concentration of 5% is assumed. The dashed line
shows the local density of states of the impurity, while
the full line denotes the exchange integral J01�EF

*� for the
first-nearest neighbors as a function of the artificially
varied Fermi level E

F
* . First we see that the structures of

e
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EF
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FIG. 27. �Color online� Schematic diagram of the spin-
polarized DOS of two V impurities in ferromagnetic
�Ga,V�As. From Belhadji et al., 2007.
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the impurity bands are in all cases similar and that the
same is also true for the J01�EF

*� curves, which basically
follow the DOS structures. Of course, we should expect
this from the previous discussions, since, double ex-
change should dominate in the t2g bands, while antifer-
romagnetic superexchange should prevail between the
majority and minority t2g states.

Starting with �Ga,Mn�N we obtain a small positive
�ferromagnetic� contribution from the bottom of the va-
lence p band and small negative values in the upper part
of the band. At the bottom of the conduction band we
have small negative values. However, all these values are
small compared to the values from the impurity bands.
Within the lowest of these, the majority eg

↑ band, the
exchange interaction is ferromagnetic and strongly in-
creases to a maximum at the upper edge of this impurity
band and a plateau value between the eg

↑ and t2g
↑ states.

These interactions are due to ferromagnetic superex-
change, arising from the hybridization of the eg

↑ states
with the t2g

↑ states on the neighboring sites. Within the t2g
↑

band we obtain a strong double-exchange contribution
stabilizing ferromagnetism due to the hybridization-

induced broadening of the t2g
↑ band. However, in the

middle of the t2g
↑ band the ferromagnetic exchange cou-

pling already decreases as a result of the strong superex-
change resulting from the hybridization of the t2g

↑ and eg
↓

states on neighboring sites. The maximum of the antifer-
romagnetic coupling occurs between the centers of the
t2g
↑ and eg

↓ bands.
The curve then increases due to ferromagnetic super-

exchange between the eg
↓ and t2g

↓ orbitals and becomes
positive due to double exchange in the t2g bands, reduc-
ing to small negative values when the t2g band is filled.
The trends for Fe in GaN �Fig. 28�c�� are much the same.
For �Ga,Mn�As we observe an interesting variation aris-
ing from the downward shift of the eg

↑ and t2g
↑ levels into

the valence band. Below the t2g
↑ double-exchange peak

we see a small shoulder, reminiscent of the eg
↑-t2g

↑ ferro-
magnetic superexchange mechanism. This shoulder is
more clearly seen in �Ga,Fe�N, where the eg

↑ peak can
still be seen in the DOS.

Finally, Fig. 28�d� shows the resulting DOS curve and
the exchange interactions for �Ga,Fe�N calculated in the
LDA+U with a U value of 4 eV. One observes a much
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�Ga,Fe�N �LDA+U with U=4 eV�. From Belhadji et al., 2007.
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larger exchange splitting of the spin-polarized DOS ac-
companied by a strong reduction of antiferromagnetic
superexchange, as discussed in Sec. III.C.4. In fact the
self-consistent J01�EF� value for the Fe–Fe nearest neigh-
bors is reduced from −13 to −6 mRy, a quite remark-
able effect.

Thus we see that the exchange interaction curve fol-
lows the DOS curves closely and therefore shows a uni-
versal behavior for all wide-gap DMSs with zinc-blende
structure. Realistic calculations for a given material can
be difficult and depend on correlation properties like the
value of the band gap and the Hubbard U parameter;
however, the trends of the exchange interactions are uni-
versal and can be explained by the simple description of
the exchange interactions presented here �Belhadji et al.,
2007�.

D. Exchange integrals and Curie temperature in dilute
magnetic semiconductors

The pair exchange interaction between two different
magnetic ions is a relevant characteristic of the magnetic
state. Knowledge of this interaction allows one to esti-
mate such important quantities as Curie temperature,
spin stiffness, or magnon spectra. In addition, inter-
atomic exchange or exchange integrals allow one to
draw important conclusions concerning the stability of
the magnetic state. The exchange interactions can also
be obtained by fitting to experimental data, for example,
the magnon spectra. Here we describe how they are de-
termined on the basis of a parameter-free approach with
a predictive potential.

It is important to note that in real systems, depending
on the symmetry of the lattice, the lattice constant, the
electronic character of the magnetic atoms, and other
impurities doping the host and their concentrations, sev-
eral of the mechanisms discussed above may play a role.
The advantage of first-principles theory is that the
mechanisms are included in the calculated exchange in-
teractions in a mixture dictated by the calculation. The
advantage of a first-principles calculation of the materi-
als properties of a DMS is, at the same time, also its
disadvantage, as it is difficult to identify the particular
contribution of any of the relevant mechanisms of the
exchange interactions discussed above. In this sense the
role of models is indispensable.

The Anderson Hamiltonian �Anderson, 1961�, in par-
ticular its two-impurity version �Shi et al., 1994�, is suit-
able for a qualitative discussion of the character of ex-
change interactions obtained from first principles for
systems with low-impurity concentrations. In the frame-
work of a Green’s function approach, hybridization of
local moments with host electrons is included to all or-
ders of the perturbation theory with respect to the
strength of the hybridization, thus going beyond the
weak-coupling �RKKY� theory. One of the novel, rel-
evant features is the influence of impurity perturbation
on the host band structure, which is neglected in the
conventional RKKY model. This influence is particu-
larly strong if there is a virtual bound state close to the

Fermi energy of the host material. The main result of
such a model study �Shi et al., 1994� is that the exchange
interaction has RKKY-like and superexchange contribu-
tions. The former is related to the host Fermi surface
and the main difference from the conventional model
�for example, Mn impurities in a fcc Cu host� is the small
size of the host Fermi surface �due to the small carrier
concentration�, which results in a large period of the
damped oscillations of exchange interactions as a func-
tion of the distance between impurities. Nevertheless,
the ferromagnetic coupling can extend over distances
comparable to or even larger than the distance between
Mn impurities and thus it stabilizes the ferromagnetism
in some of these systems. It should be noted that there
is a pronounced anisotropy of the exchange interactions
due to the lattice structure. In real systems the oscilla-
tory character of the exchange interactions is usually
strongly suppressed by finite impurity concentrations
and, most importantly, by developing half-metallic be-
havior of the DMS alloy. This, in turn, is a direct conse-
quence of the presence of a band gap in the host alloy.

The last point opens naturally a question concerning
the relevance of the size of the band gap for the evalu-
ation of exchange integrals, as its value is underesti-
mated in the LDA, typically by �0.5–1 eV. The super-
exchange interaction is particularly sensitive to the
actual size of the band gap, as is obvious from its mic-
roscopic mechanism, discussed above �with no free car-
riers�. It is, however, interesting to note that the super-
exchange mechanism can also influence exchange inter-
actions in DMS alloys like Mn-doped GaAs with a finite
free-carrier concentration. One important qualitative
conclusion of Shi et al. �1994� is that superexchange be-
comes increasingly important if there are empty impu-
rity states available close to the Fermi energy. Because
the superexchange interaction is short ranged and anti-
ferromagetic, it will mostly influence the nearest-
neighbor exchange interactions which, in turn, only have
a weak influence on the Curie temperature because of
percolation effects. This effect is seen in Fig. 29: an in-
creased concentration of As antisites moves the Fermi
energy toward the available empty minority Mn impu-
rity subband and thus predominantly reduces the
nearest-neighbor J1

Mn,Mn ferromagnetic exchange inter-
action as explained above. One can thus conclude that
the size of the band gap has a weaker effect on exchange
interactions when free carriers are present, whose in-
creasing concentration pushes the Fermi energy deeper
into the valence band.

It should be noted that the picture drawn from a
simple two-site Anderson model gives an indication of
the relevance of various mechanisms �here the indirect
exchange and superexchange� as estimated by the first-
principles calculation. A more quantitative way of iden-
tifying various contributions from calculated exchange
integrals still remains a challenge for first-principles
theory �see also Sec. III.C�.

In principle, all relevant quantities could be obtained
from knowledge of the temperature-dependent dynami-
cal susceptibility of the system but calculations of this
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property from first-principles theory and for diluted ran-
dom systems are not feasible at the moment. Instead, a
two-step approach originally proposed by Liechtenstein
et al. �1987� and Antropov et al. �1999� is often employed
and we discuss its generalization to random systems.
The reliability of such an approach for a broad class of
magnetic systems, namely, the transition-metal ferro-
magnets, f magnets, ordered Heusler alloys, random
transition-metal alloys, diluted magnetic systems, mag-
netic overlayers on nonmagnetic substrates, and mag-
netic surfaces has been demonstrated recently �Turek et
al., 2006�.

1. General considerations

In the framework of the two-step approach, one may
obtain an explicit expression for the averaged exchange

interaction J̄ij
Q,Q� between two magnetic ions Q and Q�

located at lattice sites i and j. As pointed out in Sec.
III.A, the calculations of Jij are based on a number of
approximations, which we discuss here in more detail.

�i� The adiabatic approximation is based on the fact
that the time scale of transverse fluctuations �mag-
nons� is much slower than that for electron hop-
ping so that the electron system can relax in the
presence of magnons. Usually the density of low-
lying magnon excitations is much higher than that
of longitudinal ones �Stoner excitations� and the
former are thus responsible for the reduction of
magnetization with temperature. This is true in
particular for systems with well-defined magnetic
moments such as Mn, Fe, or Cr.

�ii� The magnetic force theorem �Oswald et al., 1985;
Liechtenstein et al., 1987; Antropov et al., 1999�,
which is based on the variational character of the
local-density approximation, allows one to esti-
mate changes of the total energy connected with
small �rigid� rotations of magnetic moments from

the known properties of the ground state, typi-
cally from the ferromagnetic state or the disor-
dered local moment state. The change in the total
energy is then equal to the corresponding change
in one-particle energies.

�iii� The change in one-particle energies due to a lo-
calized perturbation �for example, small rotations
of spins at sites i and j� can be effectively evalu-
ated in the framework of the Green’s function ap-
proach �Liechtenstein et al., 1987; Antropov et al.,
1999; Turek et al., 2006� by a Friedel-sum-rule
type of expression well known in the solid-state
physics community �Kittel, 1987�, which has been
generalized to the case of two perturbations �also
known as the Lloyd formula�.

�iv� The CPA performs a proper configurational aver-
age and one can obtain configurationally averaged
exchange interactions. The averaging is signifi-
cantly simplified using the vertex-cancellation
theorem which is based on the variational prop-
erty of the CPA �Bruno et al., 1996� and which
allows us to neglect the disorder-induced vertex
corrections occurring during the evaluation of ex-
change integrals in random systems �see Bruno et
al. �1996� for more details�.

�v� The exchange integrals used for estimating the
Curie temperature TC should be optimally evalu-
ated at this same temperature while calculations
in practice are usually performed for T=0 K. This
introduces some error to the estimate of TC; this
is negligible, however, at least for calculations of
ordering temperatures close to room temperature.
The electron correlations can also influence the
values of exchange integrals �Katsnelson and
Lichtenstein, 2000�, and we estimate their possible
effect in the framework of the LDA+U approach
�Dudarev et al., 1998; Sandratskii et al., 2004;
Shick et al., 2004; Wierzbowska et al., 2004�. Fi-
nally, using the Heisenberg model, higher-order
interactions, for example, four-spin interactions
like biquadratic coupling, are neglected.

The procedure described above allows us, as a first
step, to construct an effective classical random Heisen-
berg Hamiltonian which, in a second step, is studied by
methods of statistical physics. The separate treatments
of the electron and statistical degrees of freedom form in
fact the main advantage of this approach, as sophisti-
cated treatments of both spin fluctuations and the ran-
domness of the system are possible, both of which are
features of key importance for a reliable estimate of the
Curie temperature.

2. Formalism

Here and in Sec. III.D.4 we discuss in some detail the
asymptotic behavior of the exchange interactions for
large distances Rij between two impurities. While in the
previous section we discussed the mean-field behavior of
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DMSs, which is determined by the sum �jJij of the ex-
change integrals, the asymptotic behavior is another
charcateristic property of the interaction that can be
studied semianalytically. The resulting formula, given
below, is usually valid qualitatively also in the preasymp-
totic region.

In the limit of large distances Rij between atoms i and
i, Eq. �9� can be evaluated analytically by means of the
stationary phase approximation. We obtain �Pajda et al.,
2001; Kudrnovský et al., 2004; Turek et al., 2006�

J̄ij
Mn,Mn 
 exp�− �ij

↑ · Rij�exp�− �F
↓ · Rij�


sin�kF

↑ · Rij + �↑ + �↓�
Rij

3 . �24�

The quantity kF
�, which characterizes the period of oscil-

lations, is the Fermi wave vector, which points in such a

direction that the associated group velocity �kĒ��kF� is
parallel to Rij. Because of the disorder, the band energy

Ē��k� consists of a real part corresponding to the spin-
dependent self-energy at the Fermi energy �determined
within the CPA� and an imaginary part characterizing
the damping �ij

� in �typically� majority spin bands. The
damping due to disorder in realistic systems is aniso-
tropic inside the Brillouin zone �Turek et al., 1997�, the
factor �ij

↑ therefore depends on the directions of Rij and
k. Such a damping also determines the carrier lifetime
which enters the corresponding transport equations. The
effect of disorder on both the exchange interactions and
the resulting thermodynamic properties, as well as on
the transport properties, is thus described by the same
unified approach. This feature is missing in most model
approaches as well in the supercell description, dis-
cussed below. Due to the half-metallic character of typi-
cal DMS alloys, the corresponding critical Fermi wave
vector kF

↓ of the minority states is complex �here purely
imaginary�, i.e., �F

↓ =Im kF
↓ . This situation is similar to

that studied by Pajda et al. �2001� for strong ferromag-
nets with a fully occupied majority band. Finally, �↑ and
�↓ phase factors arise from the scattering at the impuri-
ties. For the alloy case we thus find an exponential de-

crease in J̄Mn,Mn with distance, arising from �i� a damping
due to substitutional disorder which was predicted by de
Gennes �1962�, and �ii� an additional damping due to the
half-metallic character of the DMS alloys. The damping
due to disorder involves configurationally averaged ex-
change interactions whereby exchange interactions for
given alloy configuration can exhibit a slower decay with
distance �Levy et al., 1998�. The large size of the experi-
mental samples leads to a self-averaging effect, such that
the averaged interactions directly determine, for ex-
ample, Curie temperatures, spin stiffness, or spin-wave
spectra.

It is interesting to consider the low concentration or
the RKKY limit of the general expression, i.e., for two
magnetic impurities in a nonmagnetic host. Due to the
weak scattering assumed in the RKKY expression the
prefactors and postfactors in Eq. �8� are neglected and

the spin-dependent CPA Green’s function is replaced by
the spin-independent Green’s function of the nonmag-
netic host crystal. Thus the renormalization of the host
Green’s function due to impurity scattering is twofold: �i�
it introduces a phase factor and modifies the amplitude
of the oscillations as compared to the conventional
RKKY formula �Blackman and Elliott, 1969�, and �ii� it
leads, as mentioned, to significant modifications of the
values of the exchange integrals �Shi et al., 1994; Bou-
zerar, Bouzerar, and Ziman, 2006� in the preasymptotic
regime, relevant in the present case.

Thus, the qualitative properties of exchange integrals
in diluted magnetic systems can be characterized as fol-
lows: �i� the exchange interactions are exponentially
damped with distance due to the presence of disorder
and the half-metallic character of these alloys; �ii� be-
cause of the presence of lattice and anisotropic proper-
ties of the alloy damping, the exchange integrals exhibit
a strong directional character; �iii� the basic properties of
exchange interactions are due to the Fermi surface to-
pology, which in turn depends on the carrier number, a
robust quantity in the CPA; and �iv� individual exchange
interactions could depend strongly on the local environ-
ment. Such fluctuations are, however, strongly sup-
pressed when each configuration is properly weighted by
its probability in random alloys. Properly averaged inter-
actions are quite close to their CPA counterparts
�Ruban et al., 2005�.

3. Alternative approaches

We mention here alternative approaches to evaluating
exchange interactions, which are based on the supercell
geometry, simulating the random alloy. There are essen-
tially two ways in which to model the small but finite
impurity concentration of magnetic defects in DMS al-
loys using supercells. The first approach considers a
single magnetic impurity inside a cell whose dimensions
are varied to fit a given concentration �for example, a
supercell of 64 atoms, of which 32 are Ga atoms, with a
single Mn impurity replacing a Ga atom, simulates an
effective Mn concentration of 3.125%�. One then applies
the frozen magnon �spin-spiral� approach generalized to
supercells while the exchange interactions are obtained
by an inverse Fourier transformation from the calcu-
lated magnon spectra �Sandratskii and Bruno, 2002�. In
this way, one can determine a subset of all possible ex-
change interactions among magnetic impurities which
are on positions corresponding to the average distance
between them in the alloy. This has some advantages for
the mean-field �MF� treatment of the Curie tempera-
ture, because the dominating first-nearest-neighbor in-
teractions are avoided. On the other hand, disorder ef-
fects are completely neglected.

As an alternative, one can employ supercells of a fixed
size but with a few impurity atoms distributed inside a
large supercell �Mahadevan et al., 2004; Yu et al., 2005�.
There are two variants of this approach. The first con-
siders a supercell with two atoms, where the size of the
supercell simulates a chosen concentration of magnetic
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impurities �Mahadevan et al., 2004�. One impurity is
placed in the center and the other in different positions
inside the supercell. In this way, the first few nearest-
neighbor interactions can be extracted by identifying

them with the energy differences between the parallel
and antiparallel impurity spin orientations. In general, a
larger number of exchange interactions can be extracted
for larger supercells. As an alternative, a large supercell
with fewer atoms is used in so-called special quasiran-
dom structures �Yu et al., 2005�, i.e., special superlattices
designed to reproduce the average occupation of the
first few nearest-neighbor shells in an alloy, similar to
that found in a random alloy �Zunger et al., 1990�. Of
course, one can also employ any other set of impurities
inside a supercell which can simulate, possible cluster-
ing. Instead of one exchange interaction for a given co-
ordination shell, as in the previously discussed approach,
one obtains a distribution of interactions for each dis-
tance depending on the supercell size and number of
impurities. The exchange interactions thus fluctuate
around some value, with a magnitude of fluctuations
that depends on the supercell size. It is important that
this approach requires some kind of configurational av-
eraging of the exchange integrals �Yu et al., 2005�. Prop-
erly averaged sets can be quite close to the exchange
integrals as obtained from the CPA approach described
above �Ruban et al., 2005�.

4. Examples of first-principles calculations of exchange
interactions

In describing results from first-principles calculations,
we concentrate mostly on the �Ga,Mn�As alloy,
which has been studied most intensively, both theoreti-
cally and experimentally. We first discuss the strong
influence of disorder due to the TM atoms. We show
in Fig. 30 the Mn-projected local density of states for
�Ga0.95 ,Mn0.05�As and compare it �see inset� with the
host GaAs DOS. Note the different shapes of the ma-
jority and minority DOSs and the half-metallic behavior
of the alloy �the Fermi energy EF lies in the gap of the
minority states�. The Mn-projected DOS curves exhibit
a virtual bound state behavior and differ strongly in
their shape from the host DOS. As explained, this sig-
nals a strong disorder in the host introduced by Mn im-
purities. Similar behavior is observed �see Fig. 30 again�
for other typical alloys, namely, �Ga0.95 ,Mn0.05�N and
�Zn0.8 ,Cr0.1�Te �Bergqvist et al., 2005�.

Due to disorder the wave vector is no longer a good
quantum number and bands as such do not exist. Their
function is replaced by the Bloch spectral functions
�BSFs�, which provide detailed insight into the nature of
electron states in disordered alloys �Gonis, 2000�. We
show as an example the BSF of Mn-doped GaAs in Fig.
31. For a reference, we also show the BSF of pure GaAs
together with the corresponding band structure. The al-
loy BSF clearly exhibits a strong disorder in the minority
states above EF. This is shown by the broad dispersion-
less bands, as contrasted with sharp peaks moving with
the wave vector, which correspond to weakly perturbed
bands. Similar behavior is also found close to the top of
the valence band in the majority states which demon-
strates a strong effect of alloy disorder on the host band
structure around the � point and the alloy Fermi sur-
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face, both of which are relevant to the strengths and
values of the exchange couplings.

We have pointed out the combined effect of alloy dis-
order and half-metallicity on the exchange interactions.
We demonstrate their effects separately, taking as ex-
amples conventional CuMn and Heusler alloys, as
shown in Figs. 32 and 33, respectively. We plot in these
figures �d /a�3JMn,Mn�d /a� rather than the bare exchange
interactions JMn,Mn�d /a�, in order to demonstrate explic-
itly their RKKY character as well as the damping with
distance due to disorder and the presence of the gap.
The reference case of two Mn impurities in Cu in the
inset of Fig. 32 shows RKKY-like asymptotic behavior
for large distances �up to 90 lattice constants� along the
dominating �110� direction as well as strong preasymp-
totic behavior due to impurity disorder �Blackman and

Elliott, 1969; Shi et al., 1994; Bouzerar, Bouzerar, and
Ziman, 2006�. We also observe an exponential damping
of oscillations due to alloy disorder �see Eq. �24��, clearly
seen in Fig. 32 by comparing the curves for 0.5% and
5% Mn concentration. The calculated periods of oscilla-
tion in Fig. 32 agree well with those found in the experi-
ment for interlayer exchange couplings in �110� CoCuCo
multilayers �Bruno, 1995�. The half-metallicity, i.e., the
presence of the Fermi level in the gap of one of the spin
subbands, also leads to an exponential damping as seen
from Eq. �24�. This is shown in Fig. 33 for the half-
metallic half-Heusler alloy NiMnSb, where the damping
is very strong, while ordinary undamped RKKY-like os-
cillations are observed for the metallic Heusler alloy
Ni2MnSb �Rusz et al., 2006�.

The behavior of exchange interactions as a function of
distance between Mn atoms in �Ga0.95−y ,Mn0.05 ,Asy�As
alloy without �y=0� and with �y=0.01� As antisites is
shown in Fig. 29. Ferromagnetic �FM� pair interactions
are found over rather large distances, comparable to
the averaged distance between Mn atoms, which
stabilizes the FM state. The presence of As anti-
sites reduces first the dominating first-nearest-neighbor
interactions which, for a slightly larger value of y, be-
come antiferromagnetic, leading thus to frustration and
the loss of FM order. The number of carriers is also
reduced and the smaller size of the Fermi surface leads
to a larger period of damped oscillations �as compared
to the case y=0� which is shown in the inset. We plot in
the inset the logarithm of the exchange interaction
�ln �d /a�3JMn,Mn�d /a�� to demonstrate explicitly the expo-
nential damping of exchange interactions with distance,
which is due both to the half-metallic character of the
alloy �the presence of the gap� and to the disorder.

We now discuss some specific features of exchange
interactions in DMS alloys �Kudrnovský et al., 2004�,
namely, their anisotropy in space, the limited spatial ex-
tent, and their concentration dependence. A pro-
nounced directional character of exchange interactions
in �Ga,Mn�As alloys is shown in Fig. 34 and it is seen
that the �110� direction dominates �which was also found
in the related supercell approach �Mahadevan et al.,
2004��. The dominating character of exchange interac-
tions along the �110� direction is even more pronounced
in �Ga,Mn�N alloys �see inset�.

The spatial extent of exchange interactions of some
typical DMS alloys is shown in Fig. 35. We observe a
significantly larger spatial extent in �Ga,Mn�As as com-
pared to �Ga,Mn�N, while the �Zn,Cr�Te alloy �Bou-
zerar, Bouzerar, et al., 2006� is intermediate. Clearly, a
localized character of interactions requires a correct
treatment of atomic disorder when the Curie tempera-
ture is estimated.

The concentration dependence of the exchange inter-
actions in �Ga,Mn�As along the dominating �110� direc-
tion is shown as an example in Fig. 36. For larger dis-
tances, the observed reduction of the size of the
exchange interaction with increasing Mn concentration
has essentially two causes �Kudrnovský et al., 2004�: �i� a
conventional, RKKY-like behavior results in amplitudes
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of oscillations that are inversely proportional to the size
of the Fermi surface and hence to the Mn concentration;
and �ii� the disorder and half-metallic character of the
host semiconductor alloy becomes more pronounced
with increasing concentration of Mn impurities, which
reduces the size of the exchange interaction. For short
distances a strong increase in the coupling with decreas-
ing concentration is observed, which has a different ori-
gin and which we attribute to a failure of the CPA; i.e.,
the neglect of the multiple impurity-impurity scattering
events. Clearly, for x→0 the impurity interaction should
level off to the value in pure GaAs.

The presence of a narrow Mn virtual bound state in
�Ga,Mn�As and, in particular, the Mn impurity bands
localized inside the gap of the GaN host invoke natu-
rally the question of relevance of electron correlations in
such bands and their influence on the exchange interac-
tions. There are few studies of electronic properties of
�Ga,Mn�As and �Ga,Mn�N alloys in the framework of
the LDA+U approach, employing both supercell �Du-
darev et al., 1998; Sandratskii et al., 2004; Shick et al.,

2004� and Green’s function methods �Sandratskii et al.,
2004; Sato, Dederichs, et al., 2004; Shick et al., 2004�. The
method of self-interaction corrections �Filippetti and
Spaldin, 2003�, which avoids the use of empirical param-
eters �for example, the Hubbard interaction parameter
U�, was also used but its application seems to be better
justified for well-localized impurity subbands �for ex-
ample, �Ga,Mn�N� �Shick et al., 2004; Schulthess et al.,
2007�. On the other hand, corresponding estimates of
exchange integrals are still rather rare and limited to the
LDA+U approach �Sandratskii et al., 2004; Sato, Deder-
ichs, et al., 2004; Kudrnovský et al., 2004�.

The dependence of exchange interactions on electron
correlations was studied in the framework of the LDA
+U method �Kudrnovský et al., 2004; Sandratskii et al.,
2004; Sato, Dederichs, et al., 2004� Results for �Ga,
Mn�As are shown in Fig. 37 where they are compared to
their corresponding LDA counterparts. For Mn a U
value of 4.1 eV �with J=1.1 eV� has been used. Electron
correlations shift the majority Mn d band to higher bind-
ing energies �Sandratskii et al., 2004; Shick et al., 2004�,
thus weakening the effect of disorder at the Fermi en-
ergy. As a result, the damping at EF is smaller and the
half-metallic character weakens, which leads to spatially
slightly more extended interactions with better pro-
nounced oscillations �Kudrnovský et al., 2004�. This is
seen more clearly in Fig. 37�b�, where this effect is mag-
nified by multiplication of the exchange interactions by
the RKKY factor �d /a�3. On the other hand, the overall
character of the exchange interactions remains seem-
ingly unchanged: the exchange interactions are some-
what reduced for smaller distances, but are enhanced
and longer ranged for larger distances. As discussed in
Sec. III.C.3, these changes result from an important
change in the underlying exchange mechanism, which
changes from dominating double exchange in the LDA
to an increasing degree of p-d exchange in the LDA
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+U calculation. Electron correlations in a partly filled
Mn impurity band inside the broad gap of �Ga,Mn�N
keep the spatial extent of the wave functions localized
�Kudrnovský et al., 2004; Sandratskii et al., 2004� and the
influence of the percolation effect on the Curie tempera-
ture is thus very small.

Until now we have discussed materials with holes in
the valence band �p-type ferromagnetism�. It is there-
fore interesting to mention the possibility for n-type fer-
romagnetism in DMS alloys which is due to electrons in
the conduction band. This problem was recently ad-
dressed �Mašek et al., 2007� and it was shown that a
possible candidate is the direct-gap Li-rich Li�Zn,Mn�As
alloy, where the extra Li atoms act like donors, thus
forming an n-type alloy.

Knowledge of the exchange interactions also allows
one to draw qualitative conclusions concerning the char-
acter and the stability of the magnetic state. We illus-
trate this point for the case of an uncompensated disor-
dered local moment �UDLM� state, which was found to
be the ground state in �Ga,Mn�As alloys containing As
antisites �Korzhavyi et al., 2002�. In the framework of
the DLM model �Sato and Katayama-Yoshida, 2002� it is
assumed that local atomic moments are randomly ori-
ented in space with an equal probability for each direc-

tion. This problem can formally be mapped exactly to
the problem of a random “alloy” of collinear spins with
antiferromagnetic alignments. This kind of problem can
be naturally studied in the framework of the LDA-CPA
formalism �Sato and Katayama-Yoshida, 2002�. In the
UDLM model the numbers of atomic moments pointing
in the two directions can be different �Korzhavyi et al.,
2002�, so that there is a dominance of moments aligned
in one particular direction. The UDLM state can be
characterized by the fraction of spins which are pointing
in the opposite direction, hence defining the order pa-
rameter r in Fig. 38�a�. We note that the ground state for
As antisite concentrations, y�0.15, is the UDLM with a
reduced total magnetic moment �Korzhavyi et al., 2002�.
This fact also coincides with the loss of ferromagnetism
in this system, leading to a spin-glass-like state for even
higher values of y.

One can study the magnetic stability of this system
using an approach similar in spirit to the study of the
phase stability of random alloys in the framework of the
generalized perturbation method �GPM� �Ducastelle,
1991�. One may hence consider the stability of the sys-
tem with respect to periodic perturbations, i.e., magnons
with a given wave vector in the present case, as com-
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FIG. 37. The effect of electron correlations on exchange inter-
actions in �Ga0.95,Mn0.05�As. �a� Corresponding exchange in-
teractions evaluated in the framework of the LDA and LDA
+U approaches are shown as functions of the distance between
Mn atoms. �b� Along the dominating �110� direction the ex-
change interactions scaled by the RKKY-like factor �d /a�3 are
shown. The first four d /a values in �b� correspond to the four
maxima at d /a=0.71, 1.41, 2.12, and 2.83 in �a�.
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DLM states, respectively. Other values of r characterize vari-
ous possible uncompensated DLM states.
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pared to the method of concentration waves in the
GPM.

The same conclusions as obtained from the total en-
ergy study of the UDLM state above can be obtained
using the lattice Fourier transformation of the exchange
integrals

JMn,Mn�q� = �
i�0

J0i
Mn,Mn exp�− iq · Ri� �25�

from the Heisenberg model �8�, where Ri is the distance
between Mn impurities at sites 0 and i. The correspond-
ing maximum for a given q vector then characterizes the
ground state. In close agreement with total energy cal-
culations we find that for a small As concentration the
ground state is ferromagnetic �the maximum lies at q
=�� but for y=0.015 the ferromagnetic state strongly
competes with a number of other spin-wave states,
which have almost the same energy.

This indicates that a realistic picture is more complex
than the one following from the total energy calcula-
tions, which assume a collinear magnetic structure
�UDLM�. For y�0.015 we thus observe a transition to a
complex magnetic state whose energy is below the fer-
romagnetic state: the presence of many configurations
with similar energies together with the disorder due to
low impurity concentrations is a precursor of the spin-
glass state. It should also be noted that the results above
were obtained from the reference ferromagnetic state
without the need to invoke calculations of a UDLM con-
figuration. The present simple approach is thus suitable
as a first rough insight into the magnetic structure of the
system based on the reference ferromagnetic state, even
if this state is not a ground state.

We end this section by noting that, despite the fact
that periodic spin perturbations studied above bear a
close similarity to magnons excited in the system, an ac-
curate evaluation of the magnon spectra in DMS alloys
represents a much more delicate task �Bouzerar, 2007�.

IV. CURIE TEMPERATURE AND MAGNETIC
PERCOLATION

A. Some preliminary considerations given by a toy model

In order to obtain finite-temperature properties, such
as the Curie temperature TC, we have to rely on statis-
tical methods and solve the classical Heisenberg model
that describes the magnetic ordering in the system. If for
simplicity we consider only interactions between the
substituted magnetic atoms on the same sublattice �ex-
tensions to this approximation are straightforward�, the
Heisenberg Hamiltonian takes the form of Eq. �8�. The
simplest solution to this Hamiltonian is to treat the spins
as classical quantities, which is expected to be a reason-
able approximation giving the typically large moment of
the substituted magnetic atom, i.e., S=5/2 for Mn in
GaAs.

In order to illustrate disorder effects and magnetic
percolation in disordered spin systems in the framework
of the random Heisenberg model, we first study a simple

toy model, which is an extension to a similar study by
Bergqvist et al. �2005�. For this simple model, we param-
etrize the exchange interactions in the Heisenberg
model on the fcc lattice as

Jij
�n� = � C

x

1

dij
3 exp�−

dij

�
� if dij � d�n�

0 otherwise,
� �26�

where C is a constant, x is the concentration of magnetic
atoms, dij= �ri−rj�, n is the shell number, and dn is the
cutoff in the interaction range. � is a screening param-
eter for the exchange interactions and is chosen as 3a
�a is the value of the lattice constant� for all concentra-
tions. The exponential dependence on distance describes
qualitatively the screening due to disorder and half me-
tallicity, while the prefactor 1/x is typical for double-
exchange systems �see Eq. �14� and the subsequent dis-
cussion�. The parametrization is then used to calculate
the critical temperatures by Monte Carlo simulations
�as explained in Sec. IV.C� for several concentrations
and ranges of the interactions n �up to 25 shells in the fcc
lattice, which corresponds to a distance of 3.24a�. We
compare results using a random distribution of the mag-
netic atoms �MC� with the result from the average lattice
model or the virtual crystal approximation �MC-VCA�.
The results are shown in Fig. 39. The first fact we ob-
serve is that, with only nearest-neighbor interactions
�n=1�, the percolation threshold for the fcc lattice is
20%, in agreement with earlier results �Kirkpatrick,
1973; Sato, Schweika, et al., 2004; Bergqvist et al., 2005�.
For smaller concentrations the magnetic atoms cannot
form a percolation path throughout the system and thus
there is no long-range ferromagnetic order. If the range
of the interactions is increased, the percolation thresh-
old occurs at smaller and smaller concentrations. As
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nearest and next-nearest interactions are indexed with a 2
�squares�, etc. The calculated results from Monte Carlo �MC�
simulations are normalized with the corresponding values from
the virtual crystal approximation �VCA�.
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an example, we note that in order to have any ferro-
magnetic order for a concentration of 7%, which is a
typical concentration for III-V systems, the exchange in-
teractions must extend to at least five coordination
shells. If we increase the range of the exchange interac-
tions, the MC-VCA becomes better but there is still a
large modification of the exact results �MC� compared to
the MC-VCA results for very dilute systems. Naturally,
the MC-VCA approximation works fine for larger con-
centrations and systems with extended exchange interac-
tions. However, it does not work for localized exchange
interactions. One of the reasons that the MC-VCA de-
scription does not work for dilute systems is that the
average separation between magnetic impurities is much
larger than the range for which the exchange interaction
is non-negligible. For example, on a fcc lattice with 5%
magnetic atoms, the average separation is slightly larger
than two lattice constants. Therefore the thermody-
namic quantities �TC� are mainly determined by the ex-
change interactions around the average separation and
the nearest-neighbor interactions do not carry much
weight. On the contrary, in the MC-VCA, all exchange
interactions have the same weight, giving the first ex-
change interactions an unphysically large importance in
the dilute limit, and therefore represent a bad approxi-
mation in this limit. Effects of disorder on the magnetic
properties of DMS systems were discussed by Timm
�2003�. A further study of the validity of the VCA in
realistic DMS systems is discussed in Sec. IV.E.3.

B. Evaluation of the Curie temperature: Self-consistent local
random-phase approximation

We now describe the second step of the two-step ap-
proach, namely, the statistical treatment of the Heisen-
berg Hamiltonian �8�, and in particular the determina-
tion of the Curie temperature �TC�. Reliable estimates of
the Curie temperature in DMSs require one to go be-
yond the simple mean-field approximation used in the
early studies. Indeed, the often used mean-field com-
bined with virtual crystal approximation �MFA-VCA�
led to overestimated Curie temperatures or overesti-
mated stability of the ferromagnetic phase. There are
several reasons for these shortcomings. The first is that it
relies on the fact that the couplings are of RKKY form
�the host material is weakly perturbed by the impurity
and long ranged�, which is inconsistent with results of ab
initio studies. The second problem is a treatment of the
thermal fluctuations within a mean-field approximation,
which is particularly inappropriate in disordered materi-
als. The third and the most drastic approximation is to
neglect the dilution or disorder within the virtual crystal
approximation �Bouzerar, Bouzerar, and Ziman, 2006;
Bouzerar, Bouzerar, and Cepas, 2007�. It is now well es-
tablished that the low concentration of magnetic impu-
rities combined with the short-range character of ex-
change interactions will lead to the effect of magnetic
percolation �Bergqvist et al., 2004, 2005; Sato, Schweika,
et al., 2004; Bouzerar et al., 2005a�. The magnetic perco-
lation effects can be treated properly with the Monte

Carlo approach �Sec. IV.C�, in which both spin fluctua-
tions and disorder are treated on the same footing
�Bergqvist et al., 2004; Sato, Schweika, et al., 2004�. Here
we describe an alternative approach, in which spin fluc-
tuations are treated in the framework of the random-
phase approximation �RPA� but applied in real space
�Bouzerar et al., 2005a�, so that effects of disorder or
dilution can be treated nearly as accurately as in the
Monte Carlo approach while the computational require-
ment are much less.

In the case of ordered materials and compounds, the
RPA procedure was shown to be accurate and leads to
calculated Curie temperatures in good agreement with
the measured ones. We refer the interested reader to a
recent review where a number of such examples can be
found �Turek et al., 2006�. The advantage of ordered sys-
tems is that within standard RPA calculations the Curie
temperature is straightforwardly obtained. It reads

kBTC =
2
3

S�S + 1�� 1

N�
q

1

E�q��−1

, �27�

where E�q�=J�0�−J�q� and J�q� is the Fourier transform
of the magnetic couplings. Note that in the case of clas-
sical spins the couplings JijS

2 are replaced by Jij
cl, which

are the couplings derived using Eq. �9�. The problem
that appears for disordered and dilute magnetic materi-
als is that thermal fluctuations and disorder should be
treated simultaneously. Indeed, calculations that treat
the disorder within the VCA and fluctuations within the
RPA are known to overestimate the value of the critical
temperature. The same limitation is found even if one
combines a Monte Carlo treatment of spin fluctuations
and the VCA treatment of alloy disorder �Bouzerar et
al., 2003�. As can be understood intuitively, the overes-
timation strongly increases as we approach the percola-
tion threshold. To be able to use a RPA-type treatment
of the effective Heisenberg model, it is thus necessary to
treat the effects of the disorder properly.

1. Summary of the self-consistent local RPA procedure

Consider Nimp interacting �classical or quantum�
spins Si of amplitude S distributed randomly on a
subset of sites of a given lattice. The exchange couplings
Jij are assumed to be given by means of first-principles
theory, and they normally depend on the impurity
concentration x=Nimp/N. For a given configuration of
disorder, for example, as given by the coordinates of the
magnetic impurities, we define the retarded spin Green’s
function Gij���=	−�

+�Gij�t�ei�tdt= ��Si
+ ;Sj

−�� where Gij�t�
=−i��t���Si

+�t� ,Sj
−�0���, which describes the transverse

spin fluctuations.
The exact equation of motion of Gij��� in real space is

�Gij = 2�Si
z��ij + ���Si

+,H� ;Sj
−�� . �28�

The term ���Si
+ ,H� ;Sj

−�� gives rise to higher-order
Green’s functions such as ��Si

+Sl
z ;Sj

−��, which we de-
couple using the random-phase approximation or Ty-
ablicov decoupling. Within this procedure the Green’s
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function ��Si
+Sl

z ;Sj
−�� is replaced by �Sl

z���Si
+ ;Sj

−��. The
equation of motion �Eq. �28�� then becomes

��I − Heff�G = D , �29�

where Heff, G, and D are NimpNimp matrices. The in-
dex i runs only over the sites occupied by a localized
spin. The effective Hamiltonian matrix element is
�Heff�ij=−�Si

z�Jij+�ij�l�Sl
z�Jlj and Dij=2�Si

z��ij. The set of
local magnetizations ��Si

z��i=1,2,. . .,Nimp
has to be calculated

self-consistently at each temperature. Note also that the
condition �j�Heff�ij=0 is satisfied and implies that zero
�the Goldstone mode� is an eigenvalue of Heff. Thus, the
self-consistent local RPA �SC-LRPA� treatment is con-
sistent with the Goldstone theorem. The reason is that
both local and environmental disorder terms are treated
properly and on equal footings. It is worth noting that,
although the matrix is non-Hermitian �real and nonsym-
metric�, in the ferromagnetic phase the spectrum is real
and positive at each temperature. If a negative eigen-
value appears in the excitation spectrum, this indicates
an instability of the ferromagnetic phase, as, for ex-
ample, in the case where frustration is included or super-
exchange dominates the short-range couplings �Bou-
zerar, Bouzerar, and Ziman, 2007�. As mentioned, for a
given temperature and fixed disorder configuration, the
local magnetization �Si

z� has to be determined self-
consistently at each impurity site using the following ex-
pression �Callen, 1963�:

�Si
z� =

�S − �i��1 + �i�2S+1 + �S + 1 + �i��i
2S+1

�1 + �i�2S+1 − �i
2S+1 . �30�

The local effective magnon occupation number reads as

�i =
− 1

2��Si
z�
�

−�

+� Im Gii���
exp��/kT� − 1

d� . �31�

To derive the expression for the Curie temperature we
expand Eq. �30� in the limit �Si

z�→0. We also introduce
the variable E=� /m, where m= �1/Nimp��i�Si

z� is the av-
eraged magnetization. We then obtain

kBTC =
2
3

S�S + 1�
1

Nimp
�

i

1

Fi
, �32�

where

Fi = �
−�

+� Aii�E�
E

dE . �33�

The local spectral function can be written as Aii�E�
=−�1/2��Im�Gii�E� /�i�. Note that the set of parameters
�i=limT→TC

��Si
z� /m� are calculated self-consistently. To

estimate TC, Eq. �32� should be estimated for a large
number of disorder configurations and the configuration
average of these values should be evaluated.

It is interesting to reexpress the Curie temperature in
terms of the eigenfunctions and eigenvalues of the effec-
tive Hamiltonian Heff �see Eq. �29��,

Fi = �
��0

�i���
R����

L�i�
E�

, �34�

where E�=�� /m and E0=0 for the Goldstone mode. We
obtain

TC
LRPA =

2

3Nimp
S�S + 1��

i
��

��0

�i���
R����

L�i�
E�

�−1

. �35�

This expression is the extension of Eq. �27�, derived for
ordered systems, to systems with disorder. Equation �35�
shows that the Curie temperature depends both on the
excitation spectrum and on the nature of the magnetic
excitations. Both localized and extended states contrib-
ute to the Curie temperature. For extended states the
matrix element �i ���

R����
L � i� is of the order 1/Nimp while

for the localized states there is a fraction of sites for
which it is of the order 1/��

3 , where �� is the localization
length of the state. Thus it is not simple to estimate the
weight of each type of excitation to the magnitude of the
Curie temperature. If we neglect the real nature of the
excitations and assume that all magnon states are ex-
tended, then the Curie temperature becomes

TC
* =

2
3

S�S + 1�� �
��0

1

E�
�−1

. �36�

This approximation is, however, not very accurate. In
the particular case of GaMnAs, at sufficiently low impu-
rity concentration, below 5–6 % Mn concentration this
value appears to be two to three times smaller than the
true LRPA Curie temperature. Therefore, a proper ac-
count of the nature of the magnon excitations is crucial
to provide a quantitatively correct value of the Curie
temperature.

C. Evaluation of the Curie temperature: Monte Carlo
simulations

Monte Carlo �MC� simulations represent a versatile
method that can be applied in many different areas.
Here we discuss the use of MC simulations in statistical
methods and more specifically applied to spin systems.
The order parameter of such a system is the magnetiza-
tion and the phase transition is of second order from a
ferromagnet at low temperatures to a disordered magnet
at higher temperatures. Since the total number of states
of the partition function �phase space� in realistic cases is
much too large to handle on any computer we need a
recipe to reduce the number of states while still keeping
the most important information about the system. This
can be realized by employing importance sampling after
the ideas of Metropolis et al. �1953�. The most common
algorithms for importance sampling are the single-flip
Metropolis algorithm, where the transition probabilities
are based on energy differences between different
states, and the heat bath method. Both the heat bath
method and the Metropolis algorithm are rather simple
algorithms and work well on parallel computers due to
local spin updates which make it straightforward to
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implement domain decomposition of the lattice. The
main drawback of these algorithms is the so-called criti-
cal slowing down, i.e., the relaxation time of the system
diverges at the critical point. Therefore more advanced
algorithms have been proposed which change not one
spin at a time but a whole cluster of spins �Swendsen and
Wang, 1987; Wolff, 1989; Wang and Landau, 2001�, and
as a result these algorithms are rather complicated. In
order to extract any physical information from a MC
simulation, one needs to perform finite-size scaling of
the data. In principle it is possible to extract the infor-
mation, for example, the Curie temperature TC, from
the peak of regular thermodynamic quantities like the
specific heat and the susceptibility. However, this
method is not always suitable for several reasons. Most
importantly, the positions of the peaks change with the
size of the system. The change is proportional to some
critical exponents that needs to be estimated. All this
together requires many additional calculations with high
statistical accuracy, a time-demanding procedure. If we
are interested only in the estimation of the Curie point,
there is a much easier way to extract this using the cu-
mulant crossing method, introduced by Binder �Landau
and Binder, 2000�. In this method, the fourth-order cu-
mulant UL of the order parameter

UL = 1 − �M4�/3�M2�2 �37�

is calculated and UL has a size-independent universal
fixed point U* at kBTC, i.e., all UL�T� curves for different
sizes L cross at the Curie temperature TC. In this way,
TC is extracted from the unique intersection point U*

when UL is calculated for a number of different lattice
sizes �usually three� as a function of temperature.

The most appealing feature of the Monte Carlo simu-
lation is that it provides a numerically exact solution to
the classical Heisenberg model. Not only the spin fluc-
tuation part but also the disorder is treated without ap-
proximations through configurational averaging over
several disorder configurations.

D. Summary of the different methods for calculating TC

Here we give a summary of the different computa-
tional methods used for calculating the Curie tempera-
ture in the next sections. First, it is important to realize
that the different methods consider two problems,
namely, the spin fluctuation problem and the treatment
of the substitutional disorder. In Table IV we summarize
the different methods according to their treatments of
spin fluctuation and disorder. We have used three differ-
ent methods for the spin fluctuation part, namely, the
MFA, the RPA, and MC simulations. For the disorder
treatment, two different methods have been applied,
namely, the VCA �sometimes called the average lattice
model or continuous media approximation� and explicit
configurational averaging over different disorder con-
figurations. The latter method does not involve any ap-
proximation and is exact, provided that a sufficiently
large number of configurations is included in the averag-

ing. Note that in the average mean-field approximation
�AMFA� method the disorder is treated in an approxi-
mate ad hoc fashion �see Sec. IV.E.2�.

Since it has been proven in many DMS systems and
also in model calculations that the VCA is a poor ap-
proximation for diluted systems, it is clear that the SC-
LRPA �Sec. IV.B� and MC simulation �Sec. IV.C� are the
two superior methods for calculating Curie tempera-
tures in DMS systems.

E. Curie temperature in diluted magnetic materials: Case
studies

In this section we illustrate the evaluation of TC for
several diluted magnetic semiconductor systems.

1. III-V-based DMS materials Mn-doped GaAs

GaMnAs is the material that has been studied in
greatest detail. At low concentration, GaMnAs exhibits
the highest known Curie temperature among DMS al-
loys. Recent nonperturbative model-based studies have
demonstrated that among III-V materials GaMnAs is in
fact close to optimal doping conditions �Bouzerar, Bou-
zerar, and Ziman, 2007�.

In Fig. 40 we show the calculated Curie temperature
�from Eq. �35�� in GaMnAs as a function of Mn concen-
tration. The couplings which enter the disordered
Heisenberg Hamiltonian have been calculated in the
framework of the TB-LMTO-CPA methods using the
LDA as described above. Note also that the calculations
were done by assuming no compensating defects as As
antisites and Mn interstitials �Mn�I��. In other words, the
calculation of the Curie temperature was done by as-
suming one hole or carrier per Mn atom, which corre-
sponds to the optimally annealed and neutral samples.
We observe good agreement between the calculated val-
ues and the Curie temperature measured in well-
annealed samples. Here we show only the values calcu-
lated using the LRPA but we obtain similar results also
with the MC method. The deviation observed at high
concentration may indicate that the annealed sample
still contains compensating defects or a secondary phase.
If the same calculation is performed using exchange in-
teractions from the LDA+U approximation, the calcu-
lated critical temperatures change by around 10%.
These small changes between LDA and LDA+U results

TABLE IV. A summary of all the methods used in the present
article for calculating Curie temperatures.

Method Spin fluctuation Disorder

MFA-VCA MFA VCA
RPA-VCA RPA VCA
MC-VCA MC VCA
AMFA MFA Approx.
SC-LRPA RPA Configuration average
MC MC Configuration average
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are somewhat surprising when compared with the rela-
tively large differences between the two methods in the
mean-field approximation, as shown in Fig. 21 and dis-
cussed in Sec. III.C. The reason is that there are two
compensating effects shown in Fig. 37. In LDA+U the
main interactions for small distances are smaller, which
lowers the Curie temperature somewhat, but the inter-
actions are more long ranged, which diminishes the ef-
fect of reduction due to percolation. In total LDA and
LDA+U give similar results for small concentrations.

In a recent study �Bouzerar et al., 2005b� it was shown
that the present two-step approach also allows samples
to be studied that contain compensating defects. Indeed,
the variation of the Curie temperature in samples with a
fixed nominal Mn concentration were reproduced but
had different annealing treatment. It was shown that the
calculated results were consistent only with the assump-
tion that the dominant mechanism for compensation is

the presence of Mn interstitials. The assumption that As
antisites dominate is inconsistent with recent experimen-
tal data �Edmonds et al., 2002a; Glas et al., 2004;
Tuomisto et al., 2004�. The problem of calculating the
Curie temperature of a sample that contains both Mn
atoms substituting for Ga atoms, denoted here as
Mn�Ga�, and Mn at interstitial positions, Mn�I�, is
mapped onto an effective model where the substitu-
tional Mn spins coupled to Mn�I� were removed. Micro-
scopic calculations indicate that the Mn�I� exist prefer-
entially on interstitial sites adjacent to occupied Mn�Ga�
sites, and that the coupling between interstitials and ad-
jacent moment is strongly antiferromagnetic �Mašek and
Máca, 2004; Mikkelsen et al., 2004�. Thus a pair of
Mn�I�-Mn�Ga� atoms is stable and magnetically inactive
and can thus be removed. We denote by xeff the density
of remaining active Mn atoms. For each sample we have
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FIG. 41. �Color online� Curie
temperature in GaMnAs as a
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nal Mn concentration are plot-
ted as a function of xeff. The
values of �=nh /xeff are also
shown.
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calculated xeff and the number of holes per active Mn
atom �denoted by ��. In Fig. 41 we show both the Curie
temperature calculated within the SC-LRPA corre-
sponding to different pairs of parameters �xeff ,�� and the
experimental values as a function of xeff. Note that each
measured sample has a fixed nominal concentration
xtot=0.067. We observe that the agreement between
measurements and calculations corresponding to the
same set �xeff ,�� is good. These results demonstrate the
scenario that Mn interstitials are the dominant compen-
sating defects for Mn-doped GaAs.

Mn-doped GaN. We now discuss GaMnN. This DMS
is interesting since it has been suggested as among the
best candidates for room-temperature ferromagnetism
�Fig. 3�. This prediction triggered several experimental
studies �Dietl et al., 2000�. However, the results for
GaMnN are controversial. Some claim a very high TC
for this material �above the room temperature� while
other studies reported that the material is nonmagnetic
�Bonanni, 2007�. We observe in Fig. 42 that all methods
that employ the virtual crystal approximation �MFA-
VCA, RPA-VCA, and MC-VCA� strongly overestimate
TC, while exact treatment of disorder using MC simula-
tion �and the LRPA, not shown in figure� gives much
smaller TC. The reason for this strong suppression of the
Curie temperature is the very short range of the ex-
change couplings �see Figs. 34 and 35�. Because the
Fermi level in GaMnN lies in the impurity band which is
located in the middle of the gap �see Fig. 30�, the cou-
plings are of a double-exchange type and are quickly
damped so that nearest-neighbor interactions are very
large. However, due to the percolation effect they do not
lead to high TC values in accordance with the model
calculations in Fig. 39. A recent experimental study has
demonstrated that in the absence of secondary phases
the Curie temperatures are indeed very low �Sarigianni-
dou et al., 2006�, which agrees with the present calcula-
tions.

TC calculations for �Ga,Mn�N based on LDA+U cou-
pling parameters give slightly larger TC values for small
concentrations, for example, 130 K for 10% Mn. The TC
increase becomes larger with increasing concentration,

for example, for 15% Mn a TC value of 230 K is ob-
tained �Sato et al., 2006�. This strong effect arises from
the dramatic decrease in the antiferromagnetic superex-
change in a LDA+U treatment, which was discussed in
Sec. III.C. Since the superexchange coupling is very
short ranged, the corresponding changes influence the
TC values only for larger concentrations.

2. II-VI-based DMS materials: Cr-doped ZnTe

ZnCrTe is interesting for several reasons. First, in con-
trast to GaAs or GaN a large amount of magnetic im-
purities can be introduced into ZnTe. Indeed, the solu-
bility in II-VI materials is in general very high compared
to that in III-V materials. Another reason is that the
couplings in ZnCrTe are ferromagnetic, in contrast to
widely studied materials such as ZnMnTe and CdMnTe
for which the superexchange couplings are antiferro-
magnetic. The reason for the ferromagnetic Cr-Cr cou-
plings is that the electronic configuration of Cr2+ is d4

and the d bands are thus away from half filling while
they are half filled �d5� for Mn2+ in ZnMnTe. Thus, in
contrast to ZnMnTe, which due to antiferromagnetic in-
teractions is in a spin-glass phase �in the absence of hole
doping� or a material with slow spin dynamics �Hellsvik
et al., 2008� at low Mn concentration, ferromagnetism is
possible without hole doping in ZnCrTe. We note that
even in the presence of hole doping �for example, with
nitrogen� the Curie temperature in ZnMnTe and Cd-
MnTe does not exceed a few Kelvin. In Fig. 43 we plot
the Curie temperature of ZnCrTe as function of Cr con-
centration. We first observe that the mean-field estimate
of the Curie temperature is always above room tempera-
ture �except for the lowest Cr concentrations�. Within
the SC-LRPA and Monte Carlo simulations the Curie
temperatures are strongly reduced. As we reduce the
concentration of Cr impurities the ratio TC

MF/TC
SC-LRPA

increases: for example, this ratio is close to 4 for x
=0.05. The reason for this strong reduction compared to
the mean-field value is the approach of the percolation
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regime. Note that the calculated Curie temperature is
also close to the measured value; for x
0.2 it was found
to be TC

expt=300±10 K �Saito et al., 2003; Ozaki et al.,
2004�, while we find TC
300 K by MC simulation and

270 K by the SC-LRPA, in good agreement with the
experiment. To realize a TC well above room tempera-
ture, the Cr concentration should be increased much
more.

Mn-doped ZnO. The doping limit of transition metals
into III-V semiconductors is quite low �around 10%�
and there is little hope that these systems can be used
for practical technological applications in the future. In
II-VI semiconductors, transition metals can be doped in
much higher concentrations, for example, 20% for Cr in
ZnTe and 35% for Co in ZnO, and ferromagnetic order
can be achieved �Coey et al., 2005�. This opens up the
possibility of the fabrication of new materials with de-
sired properties. But it is fair to say that until now these
particular systems, especially oxide DMSs, are poorly
characterized, and controversial experimental results
have been published concerning the occurrence of high-
temperature ferromagnetism.

In particular, several contradictory results for the
magnetic properties of Mn-doped ZnO have been re-
ported: paramagnetism, spin-glass behavior, ferromag-
netism at low temperatures or even ferromagnetism at
room temperature �Fukumura et al., 2001; Jung et al.,
2002; Cheng and Chien, 2003; Sharma et al., 2003;
Kolesnik and Dabrowski, 2004; Kundaliya et al., 2004;
Kunisu et al., 2005; Zhang et al., 2005�. Coey et al. �2005�
suggested that high Curie temperatures can be obtained
if the impurity bands hybridize with the 3d bands of the
transition metal at the Fermi level. Electronic structure
calculations based on local spin density or gradient-
corrected approximations generally indicate that the
dominant exchange interactions are antiferromagnetic
among the Mn atoms �Janisch et al., 2005; Sluiter et al.,
2005; Petit et al., 2006; Sandratskii and Bruno, 2006�.

When Mn is doped in ZnO, it replaces a Zn atom to
attain a +2 charge state. This means that the electronic
configuration of Mn remains almost in an atomic state,
where the d states are half filled. The calculated nearest-
neighbor magnetic interaction is strongly antiferromag-
netic since the dominating exchange is superexchange
resulting from the hybridization between occupied and
empty states of neighboring Mn atoms �see Fig. 24�. This
interaction becomes stronger with increasing Mn con-
centration. The distant interactions are extremely weak
and become exponentially damped with distance. All
this is in agreement with typical superexchange proper-
ties as discussed in Sec. III.C.

Several defects or defect complexes can form during
the growth of ZnO. Among these, the most common
donor defects are oxygen vacancies �VO� and zinc inter-
stitials �ZnI� leading to n-type ZnO. Other defects that
can be found are zinc vacancies �VZn� and oxygen inter-
stitials. Zinc vacancies and also oxygen substituted by
nitrogen lead to a p-type material. Recent magnetization
measurements of Mn-doped ZnO in the dilute limit

�Kittilstved et al., 2005� provide a clear indication that
ferromagnetism is increased by p-type doping, and de-
creased by n-type doping and this is one of the motiva-
tions for studying the defects theoretically. The calcu-
lated dependence of the exchange parameters between
the Mn atoms on distance and concentration of Zn in-
terstitials reveals a dominant antiferromagnetic nearest-
neighbor interaction. The antiferromagnetic interactions
can be very strong, on the order of 4–5 mRy �Iuşan et
al., 2006�. Various theoretical and experimental work
concluded that oxygen vacancies are the predominant
native defects acting as donors in n-type ZnO. Calcula-
tions for the exchange parameters for different Mn-Mn
separations in Mn0.05Zn0.95O for different concentrations
of oxygen vacancies �Iuşan et al., 2006� indicated that the
interactions among the Mn atoms are short ranged and
rather small, �−1 mRy for the nearest-neighbor interac-
tion, reflecting a typical situation in DMS systems, as
discussed in previous sections.

Among the native defects leading to p-type ZnO, zinc
vacancies are thought to be predominant �Janotti and
Van de Walle, 2007�. First-principles calculations showed
that p-type doping due to Zn vacancies �VZn� causes the
interactions to become ferromagnetic due to an in-
creased importance of double exchange. The interaction
is again heavily dominated by nearest-neighbor interac-
tions. For some concentrations this exchange interaction
becomes as high as 5.5 mRy, which must be considered
as a very strong ferromagnetic interaction. For p-type
doping by substituting some O atoms with N, it has been
found �Iuşan et al., 2006� that initially the nearest-
neighbor interaction increases as function of N concen-
tration, a maximum is found at �10% N and then the
exchange interaction decreases with increasing N con-
centration.

As discussed, due to the strong nearest-neighbor in-
teraction, a mean-field estimate of the ordering tem-
perature yields a too high value �Bergqvist et al., 2004;
Sato, Schweika, et al., 2004� of the ordering temperature.
For defects as Zn vacancies and N substituting O, which
make Mn-doped ZnO ferromagnetic, simplified calcula-
tions of the ordering temperature have been performed.
We note that the local RPA is probably the best alterna-
tive to Monte Carlo simulations, but an even more
simple estimate yielding a rather good value of the or-
dering temperature is an approach called the AMFA. In
this approximation, TC is calculated by use of the value
of the exchange parameter corresponding to the average
distance between Mn spins in the expression for the
mean-field solution of the Heisenberg model,

TC
MFA = �2/3kB�J�0j�, �38�

where �0j� corresponds to the average distance between
the Mn atoms.

The results of this calculation are compared to Monte
Carlo simulations in Fig. 44. The AMFA curves are
found to be qualitatively similar to those calculated by
MC simulation �MCS�, including peak positions and or-
der of magnitude of the critical temperature. It should
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be noted that the conventional mean-field expression
gives values of the ordering temperature that are too
large by one order of magnitude. The quantitative dif-
ference is expected as MCS is a much more accurate
method. It is also seen that the calculation with Zn va-
cancies yields a Curie temperature between 10 and 50 K,
with a maximum for �3% defects. For N replacing O
one finds ordering temperatures reaching up to 30 K for
a N concentration of 5%. Since 5% Mn is below the
percolation limit for a nearest-neighbor model, it is not
surprising that the calculated ordering temperatures are
low. In Fig. 45 we show the calculated values of TC from
Monte Carlo simulations, for a range of Mn concentra-
tions and for different concentrations of other defects. A
nonzero TC indicates the existence of magnetic percola-
tion in the presence of these defects. For a delicate bal-
ance of Mn and defect concentration, it is possible to
obtain a TC as high as 135 K, for example, in the case of
15% Mn and 10% N substituting O atoms.

As mentioned, the nearest-neighbor Mn-Mn interac-
tions become more and more antiferromagnetic as the
concentration of Mn increases. However, this effect is

counteracted in the presence of codoping and as a result
a relatively high TC is obtained.

3. Local effective magnetic fields

In order to get a more complete explanation of why
the mean-field approximation together with the virtual
crystal approximation sometimes completely fails
whereas at other times it gives reasonable results, we
performed an analysis of the local effective magnetic
fields heff in DMS materials. To be more specific, hi

eff is
defined as

hi
eff = �

j
Jij�Sj

z� �39�

for each magnetic site i and at T=0 K, �Sj
z�=1. In a non-

random system, each site i has the same value of heff.
However, for random systems like DMS materials each
site has a different local environment and one obtains a
distribution of local effective magnetic fields as shown in
Fig. 46 for Mn-doped GaAs, Mn-doped GaN, and Cr-
doped ZnTe. These distributions were obtained for large
systems with around 105 magnetic impurities to make
sure that basically all local environments are included.
The MFA-VCA estimate of TC is directly proportional
to the �arithmetic� mean average of the hi

eff fields. In
ordered systems the MFA typically gives quite a good
estimate of TC, around 15–20 % too large. The same can
be true for nonrandom systems if the distribution of hi

eff

values is rather narrow, like a narrow Gaussian or a nar-
row potential well. The broader the distribution be-
comes, the more the mean-field value will overestimate
the correct Curie temperature. One might guess that un-
der these conditions a more appropriate average than
the arithmetic average �hi

eff� would be the harmonic
mean average �1/hi

eff�−1. Indeed, one can also derive
such an approximation from the local RPA given by
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FIG. 44. �Color online� Ordering temperature calculated as a
function of defect concentration by MFA and MCS for two
different types of defect, zinc vacancies �VZn� and N substitut-
ing O �NO�, for Mn0.05Zn0.95O-based systems.
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Eqs. �34�–�37�. In practice, one could estimate the
amount of disorder in the system by taking the ratio
between the harmonic and arithmetic averages of the
local magnetic fields. Figure 46 shows the distribution of
the effective field hi

eff for �Ga,Mn�As, �Ga,Mn�N, and
�Zn,Cr�Te, each for three concentrations. First we see
that for �Ga,Mn�As the distribution is relatively broad,
but still reasonably compact, so that the differences be-
tween �hi

eff� and �1/hi
eff�−1 are of the order of a factor of

2. However, for �Ga,Mn�N and �Zn,Cr�Te the distribu-
tion splits up into several subpeaks. For instance, for
�Ga,Mn�N with 3% Mn we have one strong peak at
around 0–20 meV, another weaker peak at 100 meV,
and a third peak at 200 meV. The latter two correspond
to the situation with one �100 meV� or two impurities
�200 meV� on the neighboring sites, which increase the
field strongly, but have a relatively low weight �for a
concentration of 3%�. Clearly the harmonic average is
determined by the first peak, the width of which is com-
pletely determined by the longer-ranged interactions.
The behavior for higher concentrations can be most
clearly seen for �Zn,Cr�Te, where for a concentration of
20% a series of peaks become important, partly due to
the larger statistical weight of dimer, trimer, and tet-
ramer configurations.

V. OTHER DMS SYSTEMS

A. SiO2-based DMSs

In this section we consider TM elements, such as V,
Cr, Mn, and Co, as dopants in SiO2 in �-quartz struc-
ture. SiO2 has attracted much attention because of its
application potential in ceramic and glass industries,
in optical fibers, catalysis, and microelectronics. First-
principles investigations of the electronic structure of
SiO2 suggest that this material might be useful for spin-
tronic applications. Among spintronics materials based
on oxides, TiO2-based DMS systems have recently been
studied extensively �Pearton et al., 2004�, and some ab
initio studies have been reported by Sullivan and Erwin
�2003� and Janisch and Spaldin �2006�.

At ambient conditions the stable phase of SiO2 is the
�-quartz structure with space group D3

4�P3121� and a
hexagonal primitive unit cell which contains three SiO2
formula units �Wyckoff, 1963�. The experimental lattice
constants are a=4.916 Å and c=5.4054 Å �Levien et al.,
1980�. The atomic positions in the unit cell are deter-
mined by four internal cell parameters x, y, z, and u:
O�x=0.4135 Å�, O�y=0.2669 Å�, O�z=0.1466 Å�, and
Si�u=0.4697 Å� �Levien et al., 1980�. The electronic
structure, total energies, and magnetic moments of vari-
ous SiO2-based DMSs were calculated using the KKR-
CPA-LDA method �Akai, 2002�.

The DOS in Fig. 47 shows the half-metallic behavior
for all Si1−xTMxO2 systems considered �TM=V, Cr, Mn,
and Co� at x=0.05. However, the exchange mechanism
causing the ferromagnetism is different. Figure 47�a�
shows the stabilization of the d1 spin configuration of a

V4+ ion. The antibonding V 3d states overlap in energy
with the conduction band of SiO2, resulting in a widen-
ing of the conduction band and a corresponding nar-
rower band gap. The Fermi level intersects the non-
bonding spin-up states which are half filled. Thus,
Zener’s ferromagnetic double-exchange interaction is
dominant in this material. Because of the narrow band
the ferromagnetism is expected to be weak. With the d2

spin configuration of Cr4+, the Fermi level lies between
the nonbonding and antibonding states of the 3d spin-up
states �Fig. 47�b��. As in V-doped nitrides �Dinh and
Katayama-Yoshida, 2005�, the ferromagnetic superex-
change mechanism should be dominant in this case �see
Sec. III.C.5�. A different behavior than for V and Cr
doping is found for Si1−xMnxO2 �Fig. 47�c�� and
Si1−xCoxO2 �Fig. 47�d��, where the Fermi level falls into
the impurity band formed by the 3d antibonding spin-up
states. Since one-third of these states is occupied, Zen-
er’s ferromagnetic double exchange mechanism is domi-
nant.

While the nonbonding states are localized, the 3d
antibonding states hybridize with the 2p states of the
O ions, resulting in a broadened impurity band in the
band gap. Hence, the ferromagnetic interactions for
Si1−xMnxO2 and Si1−xCoxO2 are expected to be stronger
than for Si1−xVxO2 and Si1−xCrxO2. However, unlike Mn,
Co atoms form a d5 low-spin configuration and the ex-
change splitting in Si1−xCoxO2 is therefore smaller than
in Si1−xMnxO2. In fact, the ferromagnetism disappears
due to the appearance of the antiferromagnetic superex-
change mechanism when the Co concentration in-
creases. Therefore, the ferromagnetism induced by Mn
ions in SiO2 is the most stable of all the dopants consid-
ered here. From simple state counting we find that the
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FIG. 47. �Color online� Total DOS �thin line� and PDOS of 3d
states per impurity atom at Si sites �bold line� for four cases
of a substitutional TM: �a� Si1−xVxO2, �b� Si1−xCrxO2, �c�
Si1−xMnxO2, and �d� Si1−xCoxO2, at x=0.05.
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total moments per impurity atom are 1�B for V, 2�B for
Cr, 3�B for Mn, and 1�B for Co. Since interactions aris-
ing from double exchange and superexchange are short
ranged, the real Curie temperatures will be strongly re-
duced for small concentrations. For higher concentra-
tions of Mn quite sizable values could be obtained, pro-
vided that the solubility is sufficiently large to realize
these random systems �Dinh et al., 2005�.

B. CuAlO2-based DMSs

In this section, we review a proposal for oxide spin-
tronics, ferromagnetic DMSs based on transparent semi-
conducting CuAlO2 doped with TM impurities �Fuku-
mura et al., 2004�. CuAlO2 has a wide band gap of about
3.5 eV �direct� and 1.8 eV �indirect� �Kawazoe et al.,
1997� and the hexagonal delafossite structure with
a=2.86 Å and c=16.96 Å �Kawazoe et al., 1997�. The

material is in space group R3̄m �Wyckoff, 1963�. The
characteristic physical property of CuAlO2 is its p-type
conductivity in as-grown samples �Epicier and Esnouf,
1990�. This feature distinguishes CuAlO2 from the other
oxides, which normally show n-type conductivity. This
makes CuAlO2 an interesting host material for oxide
spintronics.

The delafossite CuAlO2 has two cation sites, Cu1+ and
Al3+, and both of them can be substituted by magnetic
TM impurities. The Cu site is coordinated by two O
atoms and makes a O-Cu-O dumbbell structure, on the
other hand, the Al site is coordinated nearly octahe-
drally by six O atoms. Both atoms make layer structures
perpendicular to the c axis in CuAlO2. Because of the
differences in coordination number, local symmetry, and
charge state between the two sites, we have much free-
dom in doping treatment. For example, we can intro-
duce magnetic impurities in the Cu layer and control the
carrier density by dopants in the Al layer. Here we dis-
cuss only the chemical trend of ferromagnetism in
�Cu,TM�AlO2 and calculate the TC values using the
mean-field approximation and Monte Carlo simulation
to investigate these new DMS systems based on oxide
materials �Kizaki et al., 2005�.

The calculated energy difference between ferromag-
netic and paramagnetic states obtained by the KKR-
CPA-LDA method �Akai, 1989, 2002; Akai and Deder-
ichs, 1993� is shown for �Cu,TM�AlO2 in Fig. 48 �Kizaki
et al., 2005�. As shown in the figure, the ferromagnetic
state is more stable than the paramagnetic state for the
last half of the 3d TM series �i.e., for Mn, Fe, Co, and Ni
dopings�; on the other hand, the paramagnetic state is
more stable for the first part of the series �i.e., for V and
Cr dopings�. The energy difference shows its maximum
around �Cu,Fe�AlO2 and �Cu,Co�AlO2. This chemical
trend is opposite of that in II-VI and III-V DMSs, where
elements of the first half of the 3d TM series exhibit
ferromagnetism �see Sec. II.D�. The trend in Fig. 48
can be understood by consideration of the O-Cu-O
dumbbell-like configuration and the +1 charge state of
TM impurities at the Cu site in CuAlO2. In order to

discuss the chemical trend, we analyze the calculated
DOSs of the �Cu,TM�AlO2 systems.

Figure 49 shows the DOS in a 5% TM-doped
CuAlO2-based DMS in the ferromagnetic state �Kizaki
et al., 2005�. One sees that the impurity bands appear in
the band gap and in this DMS the double-exchange
mechanism stabilizes the ferromagnetism. Because of
the low coordination number, the hybridization between
d states and host valence bands is weak, leading to a
small crystal field splitting. Consequently, all DMS sys-
tems shown in Fig. 49 have a high-spin state leading to a
half-metallic electronic structure. Moreover, the band
broadening caused by disorder is always larger than the
crystal field splitting; therefore the impurity bands are
merged into one peak which accommodates five d elec-
trons.

-4

-3

-2

-1

0

1

2

3

4

NiCoFeMnCrV

T
ot

al
en

er
gy

di
ffe

re
nc

e
(m

R
y) ferromagnetic state

paramagnetic state

5%
10%
15%
20%
25%

FIG. 48. Stability of the ferromagnetic states in
�Cu,TM�AlO2. The total energy difference per unit cell be-
tween ferromagnetic and paramagnetic states in V-, Cr-, Mn-,
Fe-, Co-, and Ni-doped CuAlO2 is plotted for 5%, 10%, 15%,
20%, and 25% concentration of TM atoms. A positive differ-
ence indicates that the ferromagnetic state is more stable than
the paramagnetic state. From Kizaki et al., 2005.

100
(a)Mn Total DOS

Mn-3d

-0.7

(b)Fe Total DOS
Fe-3d

Energy relative to the Fermi energy (Ry)

-0.5 -0.3 -0.1 0.1 0.3

(c)Co Total DOS
Co-3d

-0.5 -0.3 -0.1 0.1 0.3

(d)Ni Total DOS
Ni-3d

To
ta
lo
rP
ar
tia
lD
O
S
(1
/R
y
pe
rU
ni
tC
el
lo
rA
to
m
) Up spin Up spin

Up spin Up spin

Down spin Down spin

Down spin Down spin

100

60

20

20

60

100

60

20

20

60

FIG. 49. Total density of states per unit cell �solid line� and
local density of d states at TM site per atom �dashed line� in �a�
Mn-, �b� Fe-, �c� Co-, and �d� Ni-doped CuAlO2 in a ferromag-
netic state. The TM atoms occupy Cu substitutional sites. The
TM concentration is 5% for each case. The horizontal axis is
the energy relative to the Fermi energy.

1674 Sato et al.: First-principles theory of dilute magnetic …

Rev. Mod. Phys., Vol. 82, No. 2, April–June 2010



Taking the +1 charge state of the TM impurities into
account, Mn, Fe, Co, and Ni should have d6, d7, d8,
and d9 electron configurations, respectively. This is con-
firmed in the calculated DOSs �Fig. 49�. As shown in the
figure, the impurity bands are partially occupied and
double-exchange stabilizes ferromagnetism. The double-
exchange interaction is particularly efficient when the
Fermi level is located at the center of the impurity band,
and this is why the energy difference has a maximum for
Fe and Co doping.

For accurate TC calculations the effective exchange
interactions between TM ions in the �Cu,TM�AlO2 host
have been determined �Kizaki et al., 2005�. As expected
for double exchange and superexchange, the Jij values
are very large for nearest neighbors, but decay strongly
for more distant neighbors. Due to this short-ranged na-
ture, the exchange interactions between magnetic impu-
rities on different Cu layers are very weak. Because of
the percolation effect, ferromagnetism is weak and the
TC values calculated by MC simulation are very low in
these DMS systems as shown in Fig. 50 �Kizaki et al.,
2006�. The highest value in Fig. 50 is below 100 K, which
obviously is far from room temperature.

An alternative doping, namely, TM doping at the Al
site, can be considered. However, the exchange coupling
constants between TM impurities in Cu�Al,TM�O2 are
short ranged. Therefore, the magnetic percolation re-
sults in low TC values. For Cu�Al,Mn�O2, TC exceeds
100 K when Mn is doped up to 20% �Kizaki et al., 2006�.
This is the material with the largest TC among the
CuAlO2-based DMS systems for the concentration
range considered.

C. DMSs based on half-Heusler alloys

The crystal structure of half-Heusler alloys �C1b struc-
ture�, which we describe with the chemical formula
XYZ, consists of three fcc sublattices with basis atoms X
at the origin, Y at � 1

4
1
4

1
4 �, and Z at � 3

4
3
4

3
4 �. In the half-

Heusler-based DMSs, Y sites are randomly substituted
with Mn atoms. If the Z atomic positions are empty, the
crystal structure is equivalent to the zinc-blende struc-
ture. Because the crystal structure and lattice constants

of half-Heusler compounds are similar to those of III-V
and II-VI compounds, which are often used in present
semiconductor technology, half-Heusler compounds are
attractive candidates for spintronic applications. If
high-TC DMSs are to be created, heavy magnetic impu-
rity doping above the percolation threshold is needed. In
half-Heusler compounds, the solubility of magnetic im-
purities should be much higher than in the III-V semi-
conductors, since many ordered compounds exist and no
major problems with compensation defects are expected
for these metallic systems. Additionally, we can expect
strong magnetic interactions between the doped Mn at-
oms in the half-Heusler systems, because the valence
and conduction bands consist of the d states of X and Y
atoms, respectively, so that there is strong dMn-dX hy-
bridization. In the following, based upon ab initio re-
sults, we analyze the electronic structure, exchange cou-
pling constants, and ordering temperatures of Mn-doped
Co�Ti,Mn�Sb and Ni�Ti,Mn�Sn �Fukushima et al., 2007�.

The first point discussed is the electronic structure of
Mn-doped half-Heusler compounds, which is fundamen-
tal for the understanding of their magnetic properties.
Galanakis and Dederichs �2005� and Galanakis et al.
�2006� showed that the total spin magnetic moment per
unit cell Mt scales linearly as Mt=Zt−18 with Zt the
number of valence electrons. According to the sum rule
for the total magnetic moment per unit cell, proposed by
Galanakis and Dederichs �2005� and Galanakis et al.
�2006�, we can use half-Heusler compounds with 18 va-
lence electrons as host materials; they exhibit semicon-
ducting behavior with a band gap arising from strong
hybridization between the d states of the higher- and
lower-valent transition-metal atoms. In Fig. 51, the den-

0
10
20
30
40
50
60
70
80
90

100

0 5 10 15 20

C
ur

ie
te

m
pe

ra
tu

re
(K

)

Impurity concentration (at%)

(Cu, Mn)AlO2

(Cu, Fe)AlO2

(Cu, Co)AlO2

(Cu, Ni)AlO2

FIG. 50. Calculated TC of �Cu,Mn�AlO2, �Cu,Fe�AlO2,
�Cu,Co�AlO2, and �Cu,Ni�AlO2 using the MCS as a function
of concentration.

(a) Co(Ti,Mn)Sb

Up-spin

Down-spin

Total
Mn: 3d

10

5

0

10

5

-8 -6 -4 -2 0 2 4

D
en
si
ty
of
st
at
es
(1
/e
V)

Energy relative to the Fermi energy (eV)

(b) Ni(Ti,Mn)Sn

Up-spin

Down-spin

Total
Mn: 3d

D
en
si
ty
of
st
at
es
(1
/e
V)

FIG. 51. Density of states as a function of energy relative to
the Fermi energy for 20% Mn doped in �a� CoTiSb and �b�
NiTiSn calculated by use of the KKR-CPA method. The solid
and dotted lines indicate total and partial Mn d densities of
states.

1675Sato et al.: First-principles theory of dilute magnetic …

Rev. Mod. Phys., Vol. 82, No. 2, April–June 2010



sity of states of 20% Mn doped in �a� CoTiSb and �b�
NiTiSn, calculated by the KKR-CPA method �Akai and
Dederichs, 1993; Akai, 2002�, is plotted as a function of
energy relative to the Fermi level �EF�. In our calcula-
tions, lattice distortions due to impurity doping are ne-
glected and experimental lattice constants of host half-
Heusler compounds are used �Webster and Ziebeck,
1988�.

The Mn-doped half-Heusler systems, as shown in
Fig. 51, have half-metallicity with a band gap at EF in
the spin-down state and a metallic DOS at EF in the
spin-up state. As in transition-metal-doped II-VI or
III-V semiconductors, the Mn atoms in half-Heusler
systems are tetrahedrally coordinated, so that the
fivefold-degenerate Mn d states are divided into t2g

states, which strongly hybridize with the valence d states
of Fe, Co, or Ni, and eg states, which lie energetically
below the t2g states. As shown in Fig. 51, in Co�Ti,Mn�Sb
and Ni�Ti,Mn�Sn, due to Mn doping at Ti sites, the extra
three electrons occupy not only the Mn eg states com-
pletely, but also one of the three Mn t2g states, and the
total magnetic moment per unit cell can be estimated to
be 3�B. The Fermi energy is located in the t2g states in
Co�Ti,Mn�Sb and Ni�Ti,Mn�Sn. In this situation, the en-
ergy gain is caused by broadening of the Mn t2g band
with increasing Mn concentration, i.e., it is due to double
exchange �Akai, 1998; Sato and Katayama-Yoshida,
2002�.

The next point of analysis is the dependence of the
magnetic interaction on the distance between Mn atoms.
Figure 52�a� shows the exchange coupling constant of
Ni�Ti, Mn�Sn calculated with Eq. �9�. The horizontal axis
indicates the distance between two Mn atoms normal-
ized by the lattice constant. Mn 10%, 20%, and 30%
cases are shown in Fig. 52�a�. The distance dependence
of the exchange coupling constant is strongly affected by
the electronic structure; an observation that is important
since the mechanism stabilizing the ferromagnetic state
in DMS systems relies heavily on the distance depen-
dence. The exchange coupling constants of Ni�Ti,Mn�Sn
are strong only for the nearest neighbors and decay ex-
ponentially with the distance between two Mn atoms.
This short range of the exchange interaction is affected
by the electronic structure of Ni�Ti,Mn�Sn which has
deep impurity bands in the band gap, because the wave
functions for deep impurity states in the band gap decay
exponentially.

It is worthwhile to compared the exchange coupling
constants of Mn-doped half-Heusler compound and
those of transition-metal-doped III-V and II-VI semi-
conductors. The interaction range in Ni�Ti,Mn�Sn is
much smaller than in �In,Mn�As and �Ga,Mn�As, where
the ferromagnetic state is stabilized by the double- or
p-d exchange interaction �Bergqvist et al., 2004; Sato,
Schweika, et al., 2004; Sato et al., 2007a�. However,
since the nearest-neighbor interactions of Ni�Ti,Mn�Sn
are larger than those of �Zn,Cr�Te, in which room-
temperature ferromagnetism was observed �Saito et al.,
2003; Fukushima et al., 2004; Ozaki et al., 2004�, we may

expect Ni�Ti,Mn�Sn to have high TC values when the Mn
concentration is high.

Figure 52�b� shows calculated values of TC for
Ni�Ti,Mn�Sn obtained with the mean-field approxima-
tion �Sato et al., 2003�, the random-phase approximation
with the virtual crystal approximation �Pajda et al.,
2001; Bouzerar et al., 2003�, the random-phase approxi-
mation �Bouzerar et al., 2002, 2004, 2005a; Hilbert and
Nolting, 2004, 2005�, and Monte Carlo simulations
�Binder and Heermann, 2002�. As pointed out previ-
ously, we need to take into account the magnetic perco-
lation effect for accurate estimation of TC for DMSs. As
shown in Fig 52�b� the RPA and MC simulations predict
that all systems become paramagnetic below the perco-
lation threshold. In the high-concentration region �25–
30 %� for Ni�Ti,Mn�Sn it is possible to reach ordering
temperatures above room temperature. Therefore, if
high-concentration doping is possible, DMS materials
based on Ni�Ti,Mn�Sn may be suitable for semiconduc-
tor spintronics applications. Similar results were ob-
tained in Co�Ti,Mn�Sb systems �Fukushima et al., 2007�.

VI. INHOMOGENEITY IN DMSs

In the preceding sections, we discussed magnetic
properties of homogeneous DMS systems with TM im-
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purities distributed randomly at cation sites. However,
the assumption of homogeneity can be unrealistic in
many cases. For example, rather inhomogeneous TM
distributions have been observed in several DMS sys-
tems such as �Ga,Mn�N �Ploog et al., 2003; Bonanni,
2007�, �Al,Cr�N �Gu et al., 2005�, and �Zn,Cr�Te �Kuroda
et al., 2007�, and the relationship between inhomogene-
ity and the ferromagnetic behavior of DMSs was
pointed out. By careful tuning of crystal growth condi-
tions, inhomogeneity can be suppressed more or less,
but because of the strong attractive chemical interac-
tions between TM impurities it is difficult to realize a
completely random distribution. Thus, for realistic ma-
terials design, the inhomogeneity effects should be con-
sidered. In this section, we first discuss the calculated
mixing energies of TM impurities in compound semicon-
ductors and show that in general DMSs have a strong
tendency toward spinodal decomposition, resulting in an
inhomogeneous distribution of TM impurities. Next, cal-
culated effective pair interactions between TM impuri-
ties in DMSs are analyzed and an inhomogeneous distri-
bution in DMS materials is simulated within the Monte
Carlo method to assess how the magnetic properties of
DMSs are changed by the inhomogeneity �Sato et al.,
2005; Fukushima et al., 2006a; Sato, Fukushima, and
Katayama-Yoshida, 2007a�. The effects of clustering are
also studied for a model Hamiltonian based on classical
Heisenberg spins with RKKY-type interactions �Priour
and Sarma, 2006�.

A. Mixing energy of 3d-TM impurities in semiconductors

The mixing energy of a two-component alloy
A1−xBx, where x is the concentration of the compon-
ent B, is defined as 	E=Etot�A1−xBx�− �1−x�Etot�A�
−xEtot�B�, where Etot denotes the total energy. Thus,
	E compares the total energy of a homogeneous alloy
and the averaged total energy of the components. For
�Ga, Mn�As, 	E is calculated as Etot�Ga1−xMnxAs�
− �1−x�Etot�GaAs�−xEtot�MnAs�. Note that we consider
the zinc-blende structure for all compounds in the equa-
tion, i.e., we suppose that the crystal structure is always
coherent. This structural coherence is actually observed
in experiments �Gu et al., 2005; Jamet et al., 2006;
Kuroda et al., 2007�. Moreover, DMS systems can be
grown only on substrates of the host semiconductor and
the lattice parameter is more or less fixed by the sub-
strate. By definition, a positive 	E indicates that the sys-
tem has a tendency toward phase separation into GaAs
and MnAs �Sato et al., 2005�. In the present calculations,
we deal with the mixing energy only to describe the gen-
eral chemical trend of DMS systems. The second deriva-
tive of the free energy indicates if the phase separation
occurs via spinodal decomposition or nucleation.

In Fig. 53, the calculated mixing energies of
�Ga,Mn�N, �Ga,Cr�N, �Ga,Mn�As, and �Zn,Cr�Te are
shown. We also show the effects of additional n- and
p-type carrier doping on the mixing energy �Bergqvist et
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al., 2003; Sato, Fukushima, and Katayama-Yoshida,
2007b�. As donor impurity, we consider O at N and As
sites in GaN and GaAs, respectively. In the case of
ZnTe, we substitute Te by I for n-type doping and by N
for p-type doping. As shown in Fig. 53, the investigated
DMS materials have a convex concentration depen-
dence of the mixing energy, and 	E is always positive
for the whole range of concentration when only TM im-
purities are doped into the host materials. This means
that these DMS systems favor phase separation. For
wide-band-gap semiconductors, such as GaN-based
DMSs, the mixing energy is particularly large, as shown
in Fig. 53, and it is prohibitively difficult to fabricate
homogeneous �Ga,Mn�N and �Ga,Cr�N. For �Ga,Mn�As
the mixing energy is about a factor of 6 smaller and
homogeneous doping might be possible using nonequi-
librium crystal growth techniques. This observation cor-
responds well to the experimental findings �Matsukura et
al., 2002; Bonanni, 2007�.

When donor impurities and compensating hole carri-
ers are introduced, the mixing energy is considerably
lowered as shown in Fig. 53. This arises from the energy
gained by electron transfer from the higher-lying donor
level to the lower level of the Mn hole. Because of this
effect, in �Ga,Mn�N, �Ga,Mn�As, and �Zn,Cr�Te, 	E be-
comes negative for low concentrations. This means that
the solubility of TM impurities is enhanced by the intro-
duction of donors. This technique to enhance the solu-
bility is called co-doping and is used to overcome unipo-
larity of carrier doping in wide-gap semiconductors
�Yamamoto and Katayama-Yoshida, 1997�. As dis-
cussed, in order to synthesize DMS materials with a high
Curie temperature it is necessary to dope TM impurities
to a high concentration above the percolation threshold.
The codoping method is a promising way to overcome
the low solubility limit in order to realize high-TC DMSs.
Of course, the compensation of holes suppresses ferro-
magnetism, so after the crystal growth one has to re-
move the codopant impurities by some means. Mobile
donor impurities such as Mn or H interstitials might be
ideal in this respect and have been discussed by Sato,
Fukushima, and Katayama-Yoshida �2007b�. In general,
during crystal growth the mixing energy is more or less
regulated unintentionally by introduction of native do-
nors such as vacancies or interstitials. This is called self-
compensation and was studied for �Ga,Mn�As systems
by Erwin and Petukhov �2002�.

B. Chemical pair interactions

In the previous section, it was shown that DMS sys-
tems have a general tendency toward spinodal decom-
position. In order to see how the decomposition affects
the magnetic properties, we simulate the inhomoge-
neous distribution of TM impurities using the Monte
Carlo method. For this purpose, we use the alloy Ising
model to describe the energetics of the system, i.e.,

H = −
1
2�

i�j
Vij�i�j, �40�

where Vij is the effective pair interaction between sites i
and j. �i is the occupation of an impurity atom at site i,
i.e., �i=1 if site i is occupied by an impurity atom while
�i=0 if site i is occupied by a host atom. For a two-
component alloy A1−xBx the effective pair interaction is
calculated as Vij=VAA+VBB−2VAB, where VAB is the
potential energy when A and B atoms occupy i and j
sites, respectively. By definition, a negative Vij means an
attractive interaction. The effective pair interactions Vij
are calculated from first principles. The prescription to
calculate Vij was proposed by Ducastelle and Gautier
and is called the generalized perturbation method
�GPM� �Ducastelle and Gautier, 1976; Gonis, 2000�. We
use here the formulation given by Turchi et al. �1988�.

In Fig. 54 the calculated Vij for �Ga,Mn�N, �Ga,Cr�N,
�Ga,Mn�As, and �Zn,Cr�Te are shown. Most of the cal-
culated pair interactions are negative which means that
magnetic impurities attract each other in these DMSs.
These DMS materials favor phase separation because of
the attractive pair interactions, and during crystal
growth spinodal decomposition can occur, if the related
temperatures are high enough for a sufficiently long
time. As a whole, the interactions are strongest in GaN-
based DMSs as shown in Fig. 54 and smallest in GaAs-
based DMSs. This result corresponds well to the calcu-
lations of the mixing energy and suggests that in GaN-
based DMSs it is difficult to avoid clustering of the TM
impurities. Once the interactions are given, we can simu-
late by the standard Monte Carlo algorithm the TM im-
purity distributions in DMS materials under spinodal de-
composition �Sato et al., 2005�. In the next section we
present simulation results of spinodal decomposition for
some selected materials.

C. Self-organized nanostructures in DMS

In this section, we show results of simulations of spin-
odal decomposition and clustering in DMS materials for
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actions indicate that the pair interactions are attractive.
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Cr-doped ZnTe as a typical example. We also discuss the
possibility of fabricating magnetic nanostructures in
DMSs using the self-organization resulting from spin-
odal decomposition. The simulation method is easily
generalized to other DMS systems �Sato et al., 2005;
Fukushima et al., 2006a; Eriksson et al., 2007�. In the
present simulations we take into account only the
chemical pair interactions calculated using the GPM. In
reality, the Hamiltonian should contain more terms, such
as elastic energy, interface energy, and many-particle in-
teractions �Vaithyanathan et al., 2002�. Moreover, it is
known that the GPM pair interactions might be modi-
fied due to electrostatic corrections, magnetic effects,
and higher local concentrations within the clusters
�Ruban and Skriver, 2002; Ruban and Abrikosov, 2008�.
These corrections might change the details of the simu-
lation results. However, we believe that the present
simple simulations describe the basic physics underlying
the clustering phenomenon in DMSs and are useful for
an intuitive understanding of the possible clustering pro-
cesses occurring during crystal growth.

1. Dairiseki phase

The approach used to simulate the spinodal decompo-
sition in DMSs is very simple. We describe DMSs using
the alloy Ising Hamiltonian �Eq. �40��. The effective pair
interactions Vij are already calculated using the general-
ized perturbation method �Fukushima et al., 2006b� as
explained previously �Fig. 54�. In the simulations, one
first prepares a large supercell of the fcc structure �since
the magnetic impurities in the zinc-blende structure are
positioned on fcc sublattice� and distributes impurity
sites randomly as an initial atomic configuration. Then
the atomic configurations are updated using the Monte
Carlo method, i.e., one chooses one magnetic impurity
atom and tries to move it to one of the nearest-neighbor
sites. The energy difference between initial and trial
configurations is calculated, and we decide to accept the
trial configuration or not using the Metropolis algo-
rithm. This Monte Carlo step is repeated many times
and the system is moved toward thermal equilibrium.
However, one should bear in mind that the nonequilib-
rium crystal growth technique used in the experiments
prevents the system from reaching thermal equilibrium.
To simulate this situation, we interrupt the Monte Carlo
loop after a certain number of steps �typically 100 MC
steps per impurity atom�.

Figure 55�a� shows simulation results for the spinodal
decomposition in �Zn,Cr�Te. In the figure, snapshots of
Cr configurations in the supercell �141414 conven-
tional fcc unit cells� after 100 Monte Carlo steps per
impurity are shown for 5% of Cr �Fukushima et al.,
2006b�. The simulations are performed at a scaled pa-
rameter kBT /V01=0.5, where kB is the Boltzmann con-
stant and V01 is the chemical pair interaction between
nearest-neighbor Cr atoms in �Zn,Cr�Te. In the simula-
tion, Cr atoms are allowed to diffuse three dimension-
ally in the supercell �3D spinodal decomposition�, i.e.,

the trial site is chosen from the 12 nearest-neighbor sites
of the fcc structure.

For 5% Cr �Fig. 55�a�� the magnetic impurities form
only isolated clusters and the system becomes super-
paramagnetic. When the clusters begin to connect with
each other for higher concentrations and percolate
through the whole crystal, the system becomes ferro-
magnetic with a high TC. We call this spinodal phase a
“3D dairiseki phase” �“dairiseki” means marble in Japa-
nese�. It is shown that the magnetic impurities also form
a dairiseki phase in other DMS systems such as
�Ga,Mn�N, �Ga,Mn�As, and �Ga,Cr�N �Sato et al., 2005;
Katayama-Yoshida et al., 2007b�. The 3D dairiseki phase
was experimentally observed in �Ga,Mn�N, �Ga,Cr�N,
and �Al,Cr�N by use of transmission electron micros-
copy �TEM� and energy-dispersive x-ray spectroscopy
�EDS� �Gu et al., 2005; Tay et al., 2006; Bonanni et al.,
2007�. Kuroda et al. �2007� proposed that the spinodal
decomposition can be controlled by n- or p-type carrier
doping.

2. Konbu phase

In layer-by-layer crystal growth as is realized in
molecular-beam epitaxy �MBE�, metal-organic vapor-
phase epitaxy �MOVPE�, and metal-organic chemical-
vapor deposition �MOCVD�, atomic diffusion is re-
stricted to the surface layer. This condition can also be
included into our simulations of spinodal decomposition
�two-dimensional �2D� spinodal decomposition�. The
simulation procedure is as follows. First, the first layer is
annealed by use of the Metropolis algorithm. Next, we
deposit the second layer and perform simulated anneal-
ing only for the second layer in the annealed environ-
ment of the frozen first layer. The configuration of the
second layer is fixed when the third layer is deposited.
By repeating the above process up to the required num-
ber of layers, we can obtain the spinodal decomposition
phase under layer-by-layer growth conditions.

Figure 55�b� shows simulation results of layer-by-layer
crystal growth for 5% Cr-doped ZnTe �Fukushima et al.,
2006a�. As shown in Fig. 55�b�, in contrast to the case
of 3D spinodal decomposition, here the Cr atoms

(a) (b)

FIG. 55. �Color online� Cr configuration in �Zn,Cr�Te �a� un-
der 3D spinodal decomposition �dairiseki phase� after 100
Monte Carlo steps. �b� The 1D konbu phase obtained by layer-
by-layer crystal growth based on 2D spinodal decomposition.
Cr concentration is 5% for both phases. Cr sites are indicated
by spheres and nearest Cr-Cr pairs are combined by bars. By
controlling the dimensionality of the phase separation, we can
fabricate either the dairiseki phase or the konbu phase.
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form characteristic quasi-one-dimensional structures
along the crystal growth direction. This is due to the
attractive interaction of the newly deposited Cr atoms
with the Cr clusters formed in the layer beneath. The
Cr clusters in the lower layers are fixed and cannot
move out. As a result, the Cr clusters formed have a
characteristic columnar shape as shown in Fig. 55�b�. We
call this quasi-1D phase the “1D konbu phase”
�“konbu” means seaweed in Japanese�. Even if the con-
centration of magnetic impurities is low it is possible to
generate a 1D konbu phase with columns perpendicular
to the surface by tuning of the annealing temperature
and growth rate. In fact, Gu et al. �2005� and Jamet
et al. �2006� observed the quasi-1D konbu phase experi-
mentally in the �Al,Cr�N and Mn-doped Ge systems.
It should be noted that the TC of the quasi-1D
konbu phase is very low, predicted to be about 15 K
with the random-phase approximation �Bouzerar et al.,
2004, 2005a; Hilbert and Nolting, 2004�. Such low-TC fer-
romagnetism is due to the weak magnetic interactions
between the quasi-1D structures. However, if the clus-
ters are large enough, the system shows hysteretic be-
havior even at high temperature because of the super-
paramagnetic blocking phenomenon. This point will be
discussed in the next section.

D. Superparamagnetism in DMSs

In this section, we discuss how the spinodal decompo-
sition affects the magnetic properties of DMS systems,
in particular the Curie temperature. As shown in the
previous section, small clusters are formed in DMS be-
cause of spinodal decomposition. In this case, the system
is considered to be superparamagnetic. In this section,
we also discuss the blocking phenomenon in superpara-
magnetic DMS.

1. Curie temperature of spinodal decomposition phases in
DMSs

In order to calculate the Curie temperature for inho-
mogeneous DMS materials, the random-phase approxi-
mation �see Sec. IV.B� proposed by Bouzerar et al. �2002,
2004, 2005a� and Hilbert and Nolting �2004, 2005� has
been used. In this method, the distribution of TM impu-
rities in a supercell is explicitly treated to calculate mag-
netic excitations, and from the excitation spectra TC is
estimated within the RPA. This method gives somewhat
lower TC values than the MC simulations; however, the
percolation effects are correctly taken into account and
TC predictions by this method are found to be reason-
able �see Sec. IV�.

In Fig. 56 the TC values of �Ga,Mn�N, �Ga,Cr�N, and
�Ga,Mn�As calculated by the RPA method are shown as
functions of the number of Monte Carlo steps. As ex-
plained in Sec. III.C.4, the LDA overestimates the anti-
ferromagnetic superexchange interaction; therefore for
higher concentration the LDA predicts unrealistically
low values of TC. In Fig. 56 this deficiency is corrected
using the LDA+U method. As shown in Fig. 56, with

increasing number of MC steps the spinodal decomposi-
tion proceeds, leading to a random connecting network
of TM impurities. Consequently, for high TM concentra-
tions TC increases with increasing number of MC steps,
as shown in Fig. 56. However, the increase in TC is sig-
nificant only for high concentrations and the spinodal
decomposition suppresses TC for low concentrations.
This is reasonable because for low concentrations TM
impurities form only small clusters which are far away
from each other. The ferromagnetic interactions be-
tween the clusters are negligible and the system be-
comes superparamagnetic �TC=0� �Sato et al., 2005�.

2. Superparamagnetic blocking phenomenon in DMSs

As shown in Fig. 56, the spinodal decomposition helps
ferromagnetism only for high concentrations. However,
as shown in Fig. 55�b�, rather large clusters can be
formed under layer-by-layer crystal growth conditions
even for low concentrations. If the clusters are large
enough, a superparamagnetic blocking phenomenon be-
comes important and affects the magnetization process
�Aharoni, 2000�. For example, if the cluster size is
smaller than the domain wall size, the magnetization
process is governed by a uniform rotation of the magne-
tization. Then to flip the magnetization direction the
magnetic anisotropy energy should be overcome. The
energy barrier due to magnetic anisotropy leads to a
finite relaxation time for reversing the magnetization
and to hysteresis in the magnetization curve. The relax-
ation time � follows the relation 1/�
exp�−KV /kBT�,
where K, V, T, and kB are the anisotropy constant, vol-
ume of the cluster, temperature, and Boltzmann con-
stant. This relation shows that as the cluster size be-
comes larger, the relaxation time becomes longer. If the
relaxation time is longer than the observation time for
the magnetization process, a hysteresis loop is observed
in the magnetization curve, even if there is no ferromag-
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FIG. 56. TC
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and �d� �Zn,Cr�Te as a function of the number of Monte Carlo
steps per impurity. As increasing the Monte Carlo steps, the
phase separation develops. For higher concentrations. TC in-
creases due to the increased percolation path by clustering. On
the other hand, for lower concentrations, TC decreases and the
system becomes superparamagnetic.
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netic correlation between the clusters and TC of the
whole system is practically zero. This phenomenon is
called superparamagnetic blocking �Aharoni, 2000�.

A simulation of the blocking phenomenon by use of
the Monte Carlo method was proposed by Dimitrov
and Wysin �1996�. Using this method we simulated the
blocking phenomenon of a DMS material and discussed
the effects of the spinodal decomposition �Sato, Fuku-
shima, and Katayama-Yoshida, 2007a�. Figure 57 shows
these MCS results for various decomposition phases.
The simulations were performed for homogeneous
�Ga,Mn�N as well as �Ga,Mn�N in the dairiseki phase
and �Ga,Mn�N in the konbu phase. In Fig. 57 the mag-
netization is shown as a function of temperature �left-
hand panels� and of external field �right-hand panels�.
The snapshots of the Mn distribution in the various
phases are shown in the insets of the lower panels of Fig.
57. As explained and shown in the insets, the size of the
clusters in the konbu phase is larger than in the dairiseki
phase and in the homogeneous phase only small clusters
can be found.

The temperature dependence of the magnetization is
calculated by increase of the temperature under a small
external magnetic field for two initial conditions: with
the initial direction of the magnetization parallel and

antiparallel to the external field. Above the blocking
temperature the magnetization in the antiparallel con-
figuration flips and the two lines coincide. As shown on
the left-hand panels, the blocking temperature is signifi-
cantly enhanced by the formation of clusters. The for-
mation of larger clusters in the konbu phase results in a
higher blocking temperature than in the dairiseki phase.
TC of homogeneous �Ga,Mn�N is indicated by the arrow
in Fig. 57�a�. Note that the dairiseki and konbu phases
are superparamagnetic and that the total magnetization
of the system is zero at finite temperature. In the present
simulations the maximum cluster size is limited by the
supercell size used. For larger supercells, larger clusters
can be produced with sizes comparable to those actually
observed in experiment, and higher blocking tempera-
tures are expected.

In the right-hand panels in Fig. 57, the simulated
hysteresis loops are shown for the three phases of
�Ga,Mn�N. The simulations were performed for three
temperatures, T=TC, 0.5TC, and 2TC, where TC is the
ordering temperature of homogeneous �Ga,Mn�N with
the same Mn concentration. In the homogeneous case
�Fig. 57�d��, above TC, the hysteresis loop closes and the
magnetic response becomes very weak for T=2TC. On
the other hand, in the dairiseki and konbu phases, due
to the formation of clusters, we still observe hysteresis
loops even at T=2TC. The hysteresis loop is widest for
the Konbu phase as shown in Fig. 57�f�.

Thus, these simulations show that the magnetic prop-
erties of a DMS are considerably affected by inhomoge-
neity caused by spinodal decomposition and clustering.
Under the thermal nonequilibrium crystal growth
method, it is difficult to control at which stage the clus-
tering is stopped, so that the cluster size and its distribu-
tion depend on the crystal growth conditions. As a re-
sult, the magnetic properties of DMS materials strongly
depend on the details of the experimental conditions. It
is very likely that this is why the reported experimental
TC values scatter so much.

VII. TRANSPORT PROPERTIES OF DILUTE MAGNETIC
SEMICONDUCTORS

The potential of using DMS materials in spintronic
applications requires good knowledge of the transport
properties of these systems, such as the anisotropic mag-
netoresistance, the Hall resistivity, magneto-optical
properties, etc. �Ohno, 1999; Matsukura et al., 2002�.
Some of these properties are consequences of the simul-
taneous presence of spin polarization and spin-orbit in-
teraction and/or they are directly related to off-diagonal
elements of the conductivity tensor. Among different
scattering mechanisms responsible for a finite life-time
of the carriers in DMS materials, three contributions
must in general be addressed: scattering �i� by phonons,
�ii� by magnons, and �iii� due to various impurities, both
magnetic atoms inherent to DMS and structural defects.

The complexity of the transport behavior of DMS sys-
tems represents a difficult task for a truly first-principles
approach. Existing systematic ab initio studies have thus
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FIG. 57. �Color online� Simulated results of the superparamag-
netic blocking phenomenon in �Ga,Mn�N. Left-hand panels:
Magnetization as function of temperature starting from paral-
lel or antiparallel configurations of initial magnetization to the
external field. Right-hand panels: Magnetization as a function
of external field. The simulations are performed for homoge-
neous Mn distribution ��a� and �d��, dairiseki phase ��b� and
�e��, and konbu phase ��c� and �f��. The insets in the lower
panels show snapshots of Mn distribution in �Ga,Mn�N for the
respective phases. Temperature �kBT� and external field are
scaled by the strength of the nearest-neighbor interaction �J01�.
From Sato et al., 2007.
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focused on the zero-temperature residual resistivity due
to the impurity scattering. This effort is a natural con-
tinuation of a long-term successful application of the
CPA to random metallic alloys �Butler, 1985�, including
spontaneous galvanomagnetic phenomena �Banhart and
Ebert, 1995�, effects of partial long-range ordering �Ban-
hart and Czycholl, 2002�, etc.

The CPA is an effective medium theory of chemical
randomness and so provides a satisfactory description of
electron states in metallic systems with the Fermi energy
lying deep inside the bands. However, DMSs are charac-
terized by a Fermi energy close to the band gap of the
parent semiconductor where the CPA might be less re-
liable. The situation is even worse in DMS systems with
an impuritylike band formed inside the semiconductor
band gap, for example, Mn-doped GaN, where localized
states appear, the conductivity is dominated by a hop-
ping mechanism, and any simple mean-field theory fails.
For these reasons, the p-type Mn-doped GaAs can be
considered as a suitable DMS system for first applica-
tions of state-of-the-art ab initio techniques. Since the
main origin of the calculated residual resistivities lies in
the filling of the majority valence band �number of
holes� and in the impurity scattering that is especially
strong at the Fermi energy �see Fig. 31�, possible effects
of the weaker spin-orbit interaction �owing to the p or-
bitals of As atoms� have been neglected in all existing ab
initio studies. The effect of spin-orbit coupling on the
resistivity due to the mixing of two spin channels is
greatly suppressed in half-metallic systems like �Ga,
Mn�As.

A. Kubo-Greenwood linear response theory

The symmetric part of the zero-frequency conductiv-
ity tensor at zero temperature is given by the Kubo-
Greenwood formula as �Kubo, 1957; Greenwood, 1958;
Velický, 1969�

��� 
 Tr���EF − H�j���EF − H�j�� , �41�

where � ,�=x ,y ,z are the Euclidean indices, EF denotes
the Fermi energy, j� is the current operator, H is the
random one-particle Hamiltonian, and �¯� denotes
the configurational averaging. For spin-polarized sys-
tems with collinear spin structures and with neglected
spin-orbit interaction, the resulting conductivity tensor
can be expressed as a sum over two spin channels s
�s= ↑ , ↓ �, namely, ���=���,↑+���,↓ �two-current model�.
The residual resistivity � and the conductivity � are then
given by

� = �−1, � = �↑ + �↓, �s = ���,s, �42�

where the spin-resolved conductivities �s of cubic sys-
tems are equal to the diagonal elements of the spin-
dependent conductivity tensor ���,s ��xx,s=�yy,s=�zz,s�.
The configurational average in Eq. �41� can be reduced
to averages of the form �Weinberger, 1990�

Tr�Gs�z�j�Gs�z��j�� = Tr�Ḡs�z�j�Ḡs�z��j��

+ ���,s�z,z�� , �43�

where Gs�z� denotes the Green’s function �resolvent� for
spin s, the energy arguments z ,z� acquire two values

EF
+ =EF+ i0 and EF

− =EF− i0, and Ḡs�z�= �Gs�z�� denotes
the configurationally averaged Green’s function. The
first term in Eq. �43� represents the coherent part while
the second term includes the corresponding vertex cor-
rections to the transport.

The TB-LMTO-CPA method employs the concept of
intersite electron transport �Turek et al., 2002� which
leads to effective current operators j� in Eq. �41� that are
nonrandom quantities. The vertex corrections in Eq.
�43� can then be formulated in a standard way �Velický,
1969�; the details are given in Turek et al. �2004� and
Carva et al. �2006�. The KKR-CPA approach �Butler,
1985; Weinberger, 1990� rests on electron motion in the
continuous real space. Consequently, the operators j�

are represented by site-diagonal but random matrices
and the averaging in Eq. �43� including the vertex con-
tribution is more involved �see Butler �1985� for details�.
It has recently been shown that the KKR and TB-
LMTO approaches lead to similar results not only for
random metallic alloys �Turek et al., 2002, 2004� but also
for DMS systems �Lowitzer et al., 2007�.

B. Residual resistivity of defect-free (Ga,Mn)As

The residual resistivity � of the bulk �Ga1−xMnx�As
alloy without structural defects as obtained by the TB-
LMTO method �Turek et al., 2004� and the KKR
method �Lowitzer et al., 2007� is summarized in Fig. 58
together with values measured at liquid helium tempera-
ture for annealed thin �Ga,Mn�As films �Edmonds et al.,
2002b�. It can be seen that theoretical values of � for
Mn concentration x�0.05 lie in the range �0.5–2�
10−5 �m in good agreement with experiment �Ohno,

1

2

3

0 0.05 0.1

re
si

du
al

re
si

st
iv

ity
(1

0-5
Ω

m
)

concentration x
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function of the Mn concentration x calculated using the TB-
LMTO method �Turek et al., 2004� from the total conductivity
��� and its coherent part ���, and using the KKR method
�Lowitzer et al., 2007� ��. Experimental values for annealed
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1999; Edmonds et al., 2002b�. Note that the values of �
for diluted �Ga,Mn�As are at least one order of magni-
tude larger than the residual resistivity of concentrated
metallic alloys. Another difference can be seen in the
concentration dependence of the resistivity �Fig. 58�:
��x� decreases with increasing concentration of Mn im-
purities, at least for concentrations lower than 7%,
which is opposite to the trend that is encountered in
metallic alloys.

The calculated dependence of ��x� can be explained
by a competition of two mechanisms in the �Ga,Mn�As
system �Turek et al., 2004�: �i� the increase in � with in-
creasing concentration of Mn atoms which is due to im-
purity scattering; and �ii� the increase in the conductivity,
i.e., the decrease in �, with increasing number of holes in
the valence band, which in turn is proportional to the
Mn concentration. Such a strong dependence on the
number of carriers is missing in typical metallic alloys. It
should be noted that the defect-free �Ga,Mn�As system
has a completely filled minority �s= ↓ � valence band
�half-metallic behavior� so that �↓=0, and the current is
carried only by majority �s= ↑ � electrons, �=1/�↑. Com-
parison to the experimental values of Edmonds et al.
�2002b� �Fig. 58� for 0.05�x�0.067 provides an inde-
pendent check of the reliability of both ab initio CPA
schemes, whereas the markedly higher resistivity mea-
sured for x=0.08 reflects a high amount of As antisites in
the prepared sample �Edmonds et al., 2002b�.

1. Role of the vertex corrections

Both theoretical approaches, TB-LMTO �Turek et al.,
2004� and KKR �Lowitzer et al., 2007�, revealed that the
conductivity of bulk �Ga,Mn�As is dominated by the co-
herent part while the incoherent part �vertex correc-
tions� is negligible �Fig. 58�. This fact, however, cannot
be interpreted as a weak-scattering regime of the
system. A recent study of the current perpendicular to
plane �CPP� conductance for �001� slabs of defect-free
�Ga,Mn�As attached to nonmagnetic bcc Cr�001� leads
�Carva et al., 2006� indicates a more complicated picture
of the CPP transport. The dependence of the majority-
spin conductance on the slab thickness exhibits two dif-
ferent slopes: a rapid decrease for thin slabs followed
by a much slower decrease for thick slabs and the
minority-spin conductance decreases exponentially with
the thickness over the entire interval studied. These fea-
tures are compatible with the half metallicity of the bulk
�Ga,Mn�As.

The minority-spin channel exhibits a tunneling trans-
port regime while the majority-spin channel approaches
an Ohmic regime for thick slabs where the conductance
is dominated by the incoherent part �Carva et al., 2006�.
These trends indicate that the intrinsic disorder of the
�Ga,Mn�As slabs is strong enough to destroy the coher-
ence after a very short distance traveled by the elec-
trons, in qualitative agreement with the effects of strong
disorder �nonquasiparticle behavior� manifested in the
majority-spin Bloch spectral function at the Fermi level
�see Fig. 31�.

C. Influence of native defects on transport properties

The effect of native compensating defects on the
resistivity of �Ga,Mn�As and on the spin polarization
of the conductivity, defined as P= ��↑−�↓� / ��↑+�↓�,
is shown in Fig. 59 for As antisites, simulated
by alloys of composition �Ga1−x−yMnxAsy�As, and
in Fig. 60 for Mn interstitials, simulated by systems
�Ga1−x+zMnx−z�AsMnz

i . In general, both types of defects
lead to an increase in �, which can be ascribed to a com-
bined effect of increased impurity scattering and re-
duced number of carriers �Turek et al., 2004, 2006�.

1. Effect of As antisites

The presence of As antisites leads to a phase transi-
tion in the magnetic ground state of the alloy: the FM
state becomes unstable for higher concentration y of As
antisites and a more complex magnetic order appears,
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simulated here by an uncompensated DLM state
�Korzhavyi et al., 2002; Kudrnovský et al., 2003�; see also
Fig. 38�a�. The resistivity increases with the As antisite
concentration irrespective of the particular magnetic
state and it diverges in the fully compensated case
�y→0.025 for x=0.05� �see Fig. 59�a��, which proves that
the dominating effect is the reduction of the number of
carriers with increasing y. The resistivity of the FM state
is smaller than of the DLM state because the magnetic
disorder leads to an additional scattering.

As documented in Fig. 59�b�, the conductivities in
both magnetic states remain fully polarized for quite
high As antisite concentration y�0.02, despite the large
changes of the resistivity values in the same interval.
The full spin polarization can be explained from the
known spin-polarized densities of states at the Fermi en-
ergy EF �Korzhavyi et al., 2002; Kudrnovský et al., 2004�.
The half-metallic behavior of the alloy that leads to full
polarization in the FM state is not modified by As anti-
sites, causing mainly a shift of EF toward the top of the
majority-spin valence band �Kudrnovský et al., 2004�.
The reversal of a few Mn moments in the �Ga,Mn�As
alloy without As antisites leads to the appearance of a
sharp Mn-related peak in the minority DOS located just
at EF. The presence of As antisites results again in an
upward shift of the Fermi level that reduces the minority
DOS at EF to a negligible value �Korzhavyi et al., 2002�.
This shift of EF contributes then to energetic stabiliza-
tion of the uncompensated DLM state as well as to the
full spin polarization of the DLM conductivities.

2. Effect of Mn interstitials

The effect of Mn interstitials on � for alloys with total
Mn content �substitutional and interstitial Mn atoms�
fixed to x=0.05 is shown in Fig. 60�a� for both parallel
�FM state� and antiparallel �antiferromagnetic �AFM�
state� orientations of the two local Mn moments; the
ground state corresponds to the AFM state �Mašek and
Máca, 2004�. The resistivity increases with the Mn inter-
stitial content z for both states; however, the two depen-
dences differ from each other. In particular, the AFM
resistivity increases quickly for compositions approach-
ing the fully compensated state �z→0.0167 for x=0.05�,
whereas the FM resistivity increases nearly linearly with
z.

This qualitative difference can be understood in terms
of the spin-polarized DOS studied for the compensated
alloy �Turek et al., 2004�. The AFM state exhibits a con-
ventional half-metallic behavior with EF in the gap of
the minority states �see Fig. 3�a� in Turek et al. �2004��.
The large resistivity is because the Fermi level lying in
an energy region of strongly disordered Mn interstitial
states formed in the majority band gap. On the contrary,
EF for the FM case lies in the minority Mn interstitial
states at the bottom of the conduction band �see Fig.
3�b� in Turek et al. �2004��, so that both spin channels
contribute to the conductivity and the resistivity is
smaller than in the AFM case. The different DOSs in
the two magnetic states are also responsible for different

spin polarization of the conductivities �see Fig. 60�b��.
The AFM conductivities are fully polarized in the whole
concentration interval, whereas the polarization of the
FM conductivities becomes reduced significantly for Mn
interstitial content z�0.01.

D. Relation between conductivity and Curie temperature

Experimental investigations of DMS materials indi-
cate a strong relation between Curie temperature TC
and conductivity � �Edmonds et al., 2002b�. Both quan-
tities depend nontrivially on the concentration of mag-
netic impurities, the carrier density, and the presence of
compensating defects. As shown in a recent theoretical
study for Mn-doped GaAs �Kudrnovský et al., 2007�,
first-principles tools can reproduce roughly the mea-
sured TC-� relation and shed some light on the dominat-
ing structure defects in the prepared samples.

The Curie temperature for �Ga,Mn�As alloys with
both As antisites and Mn interstitials was calculated us-
ing the model of magnetically inactive pairs of a substi-
tutional and an interstitial Mn atom as explained in Sec.
IV.E. However, the conductivity calculation took into ac-
count all magnetic impurities and structure defects on
equal footing. Three different models were considered:
�i� with As antisites as the only compensating defects, �ii�
with Mn interstitials as the compensating defects, and
�iii� with a small concentration of As antisites in addition
to Mn interstitials. The results are summarized in Fig. 61
together with experimental data for thin �Ga,Mn�As
films �Edmonds et al., 2002b� with a nominal Mn concen-
tration xMn

tot =0.067 after various stages of annealing,
ranging from an as-grown sample �low TC and �� to an
almost perfectly annealed sample �high TC and ��.

The following conclusions can be made. �i� As anti-
sites as the only compensating defects fail to reproduce
both the experimental TC and the conductivity, which
seems to be too high in this model. �ii� The presence of
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FIG. 61. Relation between Curie temperature and conductiv-
ity as calculated for three different models of the �Ga,Mn�As
alloy with the nominal Mn content xMn

tot =0.067, assuming that
compensating defects are As antisites ���, Mn interstitials ���,
and both ��� �Kudrnovský et al., 2007�. Experimental values
for as-grown and annealed thin films are also shown ��.
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Mn interstitials significantly improves the agreement be-
tween theory and experiment by correctly reproducing
the almost linear dependence of the TC on the conduc-
tivity with an acceptable quantitative agreement. While
the calculated Curie temperatures agree with experi-
mental data well, the conductivity still seems to be
slightly overestimated. �iii� The additional presence of a
small amount of As antisites �yAs=0.005� reduces the
conductivity, which brings the theory into a good quan-
titative agreement with experimental data.

VIII. SUMMARY

Diluted magnetic semiconductors have attracted sub-
stantial attention in both experimental and theoretical
work. The large interest in these materials has motivated
several articles. For instance, experimental and theoret-
ical aspects of Mn-doped GaAs were reviewed by Mac-
Donald et al. �2005� and Jungwirth et al. �2006�. The
current review focuses not on one particular material,
but on the theoretical aspects of the whole group of
DMS materials, where general trends of magnetism can
be distinguished. Hence, we summarize in this review
primarily the results of density-functional calculations
for understanding dilute magnetic semiconductors, in
particular their magnetic as well as their thermal prop-
erties. The approach we focus on primarily consists of a
combination of ab initio methods for calculating the ex-
change coupling constants and statistical methods like
Monte Carlo simulations to calculate the Curie tempera-
ture, assuming a Heisenberg model for the underlying
magnetic interactions. Thus we review investigations
that address the central problem for dilute ferromag-
netic semiconductors: Do DMSs with Curie tempera-
tures TC well above room temperature exist, such that
realistic applications are feasible? The hope for high-TC
values was raised by Dietl et al. �2000�. However, this
hope is so far not supported by ab initio calculations,
which moreover indicate that many experimentally ob-
served high-TC values are due to smaller or larger mag-
netic clusters and segregated phases with very high im-
purity concentrations, but not to a homogeneous DMS.

In Sec. II we first discuss the hybridization of the
transition-metal d states with the valence band p states,
leading to bonding states in the valence band and anti-
bonding states in the gap. We discuss multiple charge
states of TM impurities and correlation effects due to
screening. Calculations for lattice relaxations are re-
viewed; at least for the well-known �Ga,Mn�As system
they are not important in real technological applications.
Then we discuss the electronic structure of concentrated
DMSs by applying the coherent potential approxima-
tion. This workhorse for alloy theory provides a useful
mean-field description of the electronic structure. The
application to III-V and II-VI DMSs reveals simple
trends for the filling of the gap states, and at the same
time large differences between, for example, Mn in
wide-gap and narrow-gap DMSs. Within this mean-field
treatment of the electronic structure the energetic stabil-

ity of the ferromagnetic state versus the disordered local
moment state shows clear trends.

Section III discusses the role of exchange interactions
in DMSs. First the relation between the exchange cou-
pling constants Jij and the Curie temperature in the
mean-field approximation is derived. The next central
topic concerns the evaluation of the Jij interactions from
the basic electronic structure. The method of choice is
due to Liechtenstein et al. �1987� but is generalized to a
disordered medium as described by the coherent poten-
tial approximation. By asymptotic analysis these cou-
pling constants show an exponential decrease with dis-
tance, superimposed on an oscillatory RKKY-like
behavior. The exponential decrease is to a large extent
the result of the half-metallic behavior of DMSs, i.e., the
band gap in the minority band, and is particularly impor-
tant for wide-band-gap semiconductors, for which the
interaction is very short ranged. Additional damping
arises for larger concentrations and larger distances
from the impurity-impurity scattering. Longer-ranged
interactions occur only for relatively narrow band gaps,
in particular for GaAs and GaSb. Here the exponential
decay due to half metallicity is less pronounced, and
moreover the disorder scattering is reduced, since the d
states of the impurities are centered well below EF.

Simple models for the understanding of the exchange
mechanisms are presented. Double exchange is the
dominating mechanism for wide-band-gap semiconduc-
tors like GaN or ZnO. Here the atomic p levels of N and
O are low in energy, leading to deep-lying p valence
bands and a large band gap. For the same reason the
transition-metal d states form impurity bands in the gap,
which determine the magnetic interactions. Therefore
double exchange is very strong and short ranged. The
opposite behavior occurs for relatively narrowband
DMSs like �Ga,Mn�As and �Ga,Mn�Sb. Here the atomic
p levels are higher in energy, leading, on the one hand,
to narrower band gaps and, on the other hand, to the
majority d state of Mn being centered in the lower re-
gion of the valence p band. This leads to an increased
importance of Zener’s p-d exchange, which is relatively
weak but longer ranged. Note that of all 3d impurities
this situation can occur only for Mn, since only for this
element is the majority d level sufficiently low, while the
minority d level is still empty. With these exceptions, the
normal dominating mechanism for ferromagnetism in
DMSs is double exchange.

Superexchange is the dominant antiferromagnetic in-
teraction, leading to the disordered local moment phase
of DMSs. It is also rather strong and basically also re-
stricted to nearest neighbors. It is largest when the
Fermi level falls in the gap between the majority and
minority impurities. If EF lies in the impurity bands, it
competes with ferromagnetic double exchange. In total,
a rather simple and universal behavior of the exchange
interaction as a function of the Fermi energy with re-
spect to the impurity levels is obtained.

Section IV discusses evaluation of the finite-
temperature properties based on a classical Heisenberg
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model, with the exchange integrals calculated by ab ini-
tio methods. Technically the Curie temperatures TC are
calculated with the local random-phase approximation
and Monte Carlo method, which is numerically exact but
requires a larger effort. Most important is that the
mean-field approximation grossly overestimates the Cu-
rie temperatures of dilute systems, since the magnetic
behavior is dominated by percolation problems. For a
disordered diluted system on a fcc lattice �this corre-
sponds to the Mn sublattice in a zinc-blende structure�,
the percolation threshold for nearest-neighbor interac-
tions amounts to a concentration of 20%, independently
of the strength of this interactions. Thus below 20%, in
particular in the typical concentration range of 5–8 % of
DMS systems, no ferromagnetism can occur for nearest-
neighbor interactions only, since the impurities cannot
see and talk to each other magnetically. In other words,
in this concentration range the Curie temperatures are
determined only by longer-ranged interactions, while in
the mean-field approximation a strong nearest-neighbor
interaction erroneously leads to a high Curie tempera-
ture. Since the ferromagnetism in most DMS systems is
dominated by double exchange, being strong for the
nearest neighbors but weak for the other neighbors, this
seriously limits the Curie temperatures of DMSs, an im-
portant fact that was only recently realized �Bergqvist et
al., 2004; Sato, Schweika, et al., 2004�. Quantitatively the
Curie temperature of �Ga,Mn�N with 5% Mn is overes-
timated in the mean-field approximation by a factor of 6.
Even in �Ga,Mn�As, for which the exchange interaction
is more extended, the MFA gives a value that is a factor
of 2 too high. For the experimentally well investigated
case of �Ga,Mn�As, the results obtained by Monte Carlo
calculations agree well with the experiments as well as
with the LRPA results.

In Sec. V we review the results of some other DMS
systems, which have been investigated. The first example
is the wide-gap semiconductor SiO2 doped with transi-
tion metals. Consequently, the ferromagnetism in these
systems, for example, in �Si,V�O2 and �Si,Mn�O2, is
caused by double exchange. While high-TC values are
obtained for �Si,Mn�O2 in the MFA, these are expected
to be strongly suppressed by the percolation effect. The
second example is the semiconductor CuAlO2, doped
with TM impurities on the Cu sublattice. In this system
the magnetism is due to narrow impurity bands in the
gap and ferromagnetism is caused by double exchange,
characterized by strong nearest-neighbor interaction. In
the dilute limit, the Curie temperatures are strongly sup-
pressed. Even for a concentration of 20% of TM impu-
rities, the largest TC obtained in these calculations is
below 100 K for �Cu,Fe�AlO2. The last system family to
be discussed is DMSs based on semiconducting Heusler
alloys. Here we consider the nonmagnetic half-Heusler
alloys CoTiSb and NiTiSn, both doped with 5% Mn.
Strong ferromagnetism due to double exchange is found
for the last two systems, but again the coupling constants
are large only for the first neighbors. Thus high Curie
temperatures cannot be obtained in the dilute limit;
rather Mn concentrations of 25% �in Ni�Ti,Mn�Sn� or

30% �in Co�Ti,Mn�Sb� are necessary for Curie tempera-
tures around room temperature.

Concluding from the discussion of Secs. III–V, we
state that there exists a general obstacle to obtaining
high Curie temperatures for DMSs, i.e., well above
room temperature. In most systems ferromagnetism is
driven by double exchange, representing a strong
nearest-neighbor interaction, but exponentially small in-
teractions for further neighbors, since below the perco-
lation threshold of 20% �for a fcc lattice with NN inter-
action�, magnetic percolation can only be caused by the
weak longer-ranged interaction. This leads to very low
Curie temperatures in the physically most interesting
concentration region of 5–10 %. The physics is some-
what different for Mn-doped semiconductors with
heavier cations, like GaAs or GaSb, where the Mn d
level is located deep in the valence band. Here the fer-
romagnetism has an important contribution also from
Zener’s p-d exchange, which is longer ranged and there-
fore not as much influenced by the percolation problem,
resulting in a reduction of the MFA TC value for 5% Mn
in GaAs by only about 50%. But the size of this inter-
action is rather small, so that in this case also the Curie
temperatures are not sufficiently high.

We conclude therefore that the Curie temperature can
be significantly increased only if routes are found to in-
crease the impurity concentrations, since then restric-
tions arising from the percolation effect are reduced. An
example for this is the codoping method, for example,
trying to increase the TM solubility by codoping with
donor atoms.

A second possibility for effectively increasing the con-
centration is discussed in Sec. VI. The idea is to profit
from the metastability of the homogeneous phase and to
form, by spinodal decomposition during annealing, small
clusters and aggregates of defects with a higher local
concentration of magnetic impurities. The kinetic Monte
Carlo simulations based on ab initio potentials for the
interaction reveal that by three-dimensional decomposi-
tion large nonoverlapping clusters are formed, which
show a superparamagnetic behavior with a relatively
high blocking temperature. For higher concentrations
�above 20%� a 3D network of percolating clusters with
substantially increased Curie temperatures can be ob-
tained. Of more interest for applications is the two-
dimensional decomposition in the surface layer and the
resulting controlled growth of magnetic columns per-
pendicular to the surface, which can be controlled by
nanoscale seeding and changes of the metal vapor pres-
sure. These two-dimensional columns show a strongly
increased blocking temperature. In total, the simulations
show that the size, shape and distribution of the clusters
strongly depend on the crystal growth conditions, thus
providing a simple understanding of why the reported
experimental TC values scatter so strongly.

The last section reviews the state of the art in under-
standing and predicting the residual resistivity of DMS.
The method used is the Kubo-Greenwood linear re-
sponse formalism, combined with the coherent potential
approximation and including vertex correction. This
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method is the workhorse for resistivity calculations of
metallic alloys and surprisingly also gives excellent re-
sults for �Ga,Mn�As despite the large number of defects
and the nearly insulating behavior. Calculations show
that the transport is totally dominated by the majority
band and that vertex corrections are of minor impor-
tance. Most important is the simulation of native de-
fects, i.e., As antisites and Mn interstitials. While the
resistivity strongly increases with the concentration of
these defects, the conductance remains fully spin polar-
ized up to large concentrations, in particular for As an-
tisites, arising from the shift of the Fermi level to higher
energies, which conserves half metallicity up to large
concentrations of compensating defects. Experimental
investigations of DMS systems indicate an interesting
nearly linear relation between the Curie temperature
and the conductivity, two quantities which from the the-
oretical point of view are very different. However, the
calculations indeed give a linear behavior, provided the
compensating defects are �mostly� Mn interstitials, while
for only As antisites a pronounced nonlinear behavior is
obtained, in contradiction to the experiments.

In conclusion, we stress that ab initio calculations have
led to substantial progress in the understanding and pre-
diction of the magnetic properties of DMSs. Most im-
portant is the identification of two ferromagnetic ex-
change mechanisms, i.e., double exchange and p-d
exchange, with different properties and valid for two dif-
ferent classes of materials. Even more important is the
identification of magnetic percolation as a basic obstacle
to obtaining high Curie temperatures in the dilute con-
centration range of 5–10 %. The results of ab initio cal-
culations seem to suggest that it is rather unlikely to
obtain TC values as high as room temperature or above
in this range. The percolation problem might be over-
come if it is possible to substantially increase the con-
centration of magnetic impurities. This could be
achieved by increasing the solubility by suitable co-
dopants or by increasing the effective local concentra-
tion by spinodal decomposition and self-organized
growth.
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