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This article reviews the physics of multipolar interactions and multipolar order in f-electron systems,
using the actinide dioxides as a paradigm. In the past few years, these apparently simple cubic
compounds have been studied intensively, and many new phenomena have been discovered. Here the
experimental results are discussed together with the current theoretical understanding of multipolar

interactions.
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I. INTRODUCTION

Electronic low-temperature properties of solids result
from open shells of the constituent atoms. The electrons
belonging to these shells may either delocalize and form
band states or retain a localized behavior. In particular,
whereas the spatially extended s and p states always as-
sume a band character, d and f electrons display various
degrees of localization in the different compounds, rang-
ing from completely localized to highly itinerant band-
like situations. The degree of localization also depends
on external parameters such as temperature 7" and pres-
sure p. If electrons are localized, charge-transfer pro-
cesses do not usually need to be explicitly considered
and can be perturbatively projected out, yielding
inter-ion effective couplings between the degrees of
freedom of the open shells (e.g., superexchange). A fun-
damental difference between d and f electrons is the
much larger sensitivity of the former to the crystal field
(CF) produced by charges on neighboring ligands. To-
gether with a weaker spin-orbit coupling in the d series
as compared to the f series, this usually leads to an al-
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most complete quenching of the orbital degrees of free-
dom of d electrons. As in the case of half-filled shells (S
ions), the charge-density distribution is almost rigid, but
its shape is in general not spherical, having the symme-
try of the local CF. The low-energy, low-temperature
physics is mostly determined by spin degrees of freedom
and the leading ion-ion couplings are Heisenberg-type.

Conversely, the interplay of spin and unquenched or-
bital degrees of freedom of f'shells leads to a rich variety
of observed phenomena. In fact, together with dipoles,
higher-rank multipoles may play an important active
role. A growing number of phenomena involves multi-
poles: in particular, exotic phase transitions driven by
hidden (nondipolar) order parameters (OPs) have great
fundamental interest. For instance, we mention quadru-
pole order in CeBg, UPd;, PrO,, TmTe, DyB,C, PrPb;,
CeAg, HoB,C,, and PrCu,. Moreover, primary OPs in-
volving high-rank magnetic multipoles are very likely to
exist in NpO, (Sec. IV.B) and La-doped CeBg. For sev-
eral compounds, the nature of the hidden OP is still a
matter of debate, as in the striking case of URu,Si,,
where in spite of more than two decades of intense ex-
perimental and theoretical investigations no ultimate
conclusion has been drawn (Wiebe et al., 2007).

Of course, not all the physics can be addressed by
considering localized 5f electrons, as in this article. In
fact, the majority of metallic actinide materials do not
have fully localized electrons. Hybridization between 5f
and conduction-electron states may result in a variety of
different phenomena: damping of the local-moment dy-
namics, Kondo effect, reduced-moment magnetic
phases, valence fluctuations, Mott transitions of 5f elec-
trons driven by pressure, temperature, or magnetic field,
heavy-Fermi-liquid behavior, unconventional supercon-
ductivity, or itinerant magnetic phases. These phenom-
ena have been discussed in detail in articles such as Los
Alamos Science (Cooper, 2000), and review articles, for
example, those by Stewart (1984, 2001), and in many
other places. It is not our intention to cover these fields,
but it is not always easy to tell a priori which is the best
framework for discussing actinide materials, as in most
cases there are no measurements that indicate in a clear-
cut way on which side of the Mott transition 5f electrons
have to be located.' Progress in understanding the na-
ture of the electronic ground state of actinide metals has
been reviewed by Moore and van der Laan (2009), who
also discussed in detail state-of-the-art ab initio methods
for electronic structure calculations.

Important issues involving multipoles include
quadrupole-fluctuation-mediated superconductivity
(Kotegawa et al., 2003), quadrupolar Kondo effects lead-
ing to the emergence of novel heavy-fermion states
(Cox, 1987; Yatskar et al., 1996; Cox and Zawadowski,
1998), and phenomena associated with the coupling of

1URu2512 is a good example. Many approaches consider it as
an itinerant system, but there has also been an effort to under-
stand its properties in terms of multipolar ordering in a local-
ized f-electron framework.
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electric multipoles of the f shell to the lattice such as the
single-ion dynamical Jahn-Teller (JT) effect, effective
two-ion electric-multipole interactions mediated by
phonons, and bound states between CF excitations and
phonons (Dolling and Cowley, 1966; Allen, 1968a,
1968b; Cowley and Dolling, 1968; Thalmeier and Fulde,
1982; Morin and Schmitt, 1990). Orbital degrees of free-
dom are also often important in actinide compounds
whose 5f electrons are itinerant. Indeed, the orbital con-
tribution to the total magnetic moment may be large,
unlike the situation for d electrons (Brooks and Kelly,
1983a; Wulff er al., 1988, 1989; Hiess et al., 2001).

Thus, multipolar degrees of freedom are now recog-
nized as a central issue in magnetism, and an important
subject in condensed-matter physics. Addressing this
topic is, however, a formidable task, as multipolar inter-
actions are but one of the pieces of the puzzle (Santini et
al., 1999): CF and magnetoelastic (ME) interactions also
play a leading role in determining the statics and dynam-
ics of multipolar degrees of freedom. In metallic com-
pounds, a further difficulty lies in the role of the hybrid-
ization between f orbitals and conduction (c) states. If it
is not too strong, this hybridization and its associated
charge fluctuations in the f shell can be perturbatively
eliminated, yielding an effective two-body c-f coupling
between conduction electrons and magnetic and electric
multipoles of the f electrons (Hirst, 1978; Fulde and Lo-
wenhaupt, 1986). Hence, the Hamiltonian may contain
many terms (and parameters) having a priori compa-
rable strengths, and this makes it difficult to find a
simple minimal microscopic model containing the essen-
tial physics. In this framework, actinide dioxides (to-
gether with the closely related compound PrO,) provide
model systems where the delicate balance of the various
interactions can be thoroughly studied. In fact, due to
their simple crystallographic structure and their insulat-
ing character, they are among the compounds described
by the simplest Hamiltonians. In addition, the high (cu-
bic) symmetry of the paramagnetic phase is ideal for
maximizing the number of independent multipolar de-
grees of freedom (see Sec. I1). Finally, the existence of a
family of isostructural compounds allows the building of
a reliable model for the single-ion wave functions work-
ing for different f-shell configurations involved. Funda-
mental questions concerning the nature of the 5f elec-
trons and their degree of localization and covalency
have been explored in numerous experimental investiga-
tions.

During the past few years, most effort on dioxides has
been focused on the problems connected with multipo-
lar interactions in NpO,, UQO,, and PrO,. NpO, has re-
cently attracted much attention because it displays a
phase transition at about 25 K, which has been proposed
as the first example of ordering driven by a magnetic-
multipole (MMP) primary OP (Santini and Amoretti,
2000, 2002; Paixao et al., 2002; Caciuffo et al., 2003; Kiss
and Fazekas, 2003; Lovesey et al., 2003; Nikolaev and
Michel, 2003; Kubo and Hotta, 2005a, 2005b; Magnani,
Santini, Amoretti, and Caciuffo, 2005; Nagao and Iga-
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rashi, 2005; Sakai et al., 2005; Tokunaga et al., 2005a;
Santini et al., 2006; Tokunaga, Aoki, Homma, et al.,
2006). Clear evidence for a second-order phase transi-
tion was given more than 50 years ago by specific-heat
measurements, but no experimental indication of mag-
netic dipole order has ever been found. Only recently,
resonant x-ray scattering (RXS) experiments (Paixao et
al., 2002; Caciuffo et al., 2003) and 70 nuclear magnetic
resonance (NMR) measurements (Tokunaga er al.,
2005a; Tokunaga, Aoki, Homma, et al., 2006) demon-
strated the occurrence of longitudinal type-I 3-k order-
ing of electric quadrupoles, which have been interpreted
as secondary OPs induced by a longitudinal type-I 3-k
ordering of MMPs. The analysis of existing experimental
data points to rank-5 triakontadipoles as driving OPs
(Santini et al., 2006).

ME coupling of 5f electric quadrupoles to the lattice
permeates the low-temperature behavior of UO,. For
instance, impressing evidence of the role played by qua-
drupolar interactions is provided by large magnon-
phonon anticrossings characterizing the dynamics. Mag-
netic and quadrupolar OPs jointly drive a phase
transition toward a 3-k phase at about 31 K. Direct evi-
dence of the quadrupolar order has been provided by
recent RXS experiments (Wilkins et al., 2006).

ME interactions also play a key role in determining
the low-temperature properties of PrO, (Boothroyd et
al., 2001; Gardiner, Boothroyd, McKelvy, et al., 2004;
Gardiner, Boothroyd, Pattison, et al., 2004; Jensen, 2007;
Webster et al., 2007). Rare-earth atoms are usually triva-
lent, and only dioxides of Ce (with 4f° configuration), Pr
(4fY), and Tb (4f") exist. PrO, is the only compound that
can display multipolar effects as Ce** is nonmagnetic
and Tb*" has a half-filled 4f shell with L=0, i.e., orbital
degrees of freedom are quenched because of Hund’s sec-
ond rule. PrO, exhibits a quadrupolar phase transition
at a temperature as high as 120 K with a large static
Jahn-Teller (JT) distortion. At 13.5 K, the compound
displays a second phase transition toward a complex an-
tiferromagnetic (AF) state. Features indicating a strong
dynamic JT effect are seen in the low-temperature dy-
namics, and hints exist of an active role played by mul-
tipolar two-ion couplings in the magnetic transition.

In this review, we first describe the theoretical frame-
work used to address multipolar interactions in con-
densed matter. After a brief introduction to the physical
meaning of multipoles, the possible interaction mecha-
nisms are described in both LS and j-j coupling, with
particular emphasis on symmetry properties. Then im-
portant experimental techniques used to observe multi-
pole order phenomena are presented, and selected ex-
amples of significant experimental results are reviewed.
Finally, the physics of actinide dioxides, archetypes of
systems dominated by multipolar effects, is discussed
with reference to the experimental and theoretical de-
velopments of the past few years. A summary concludes
the review.
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II. FUNDAMENTAL INTERACTIONS IN f~-ELECTRON
SYSTEMS: THEORETICAL TOOLS

A. Multipoles and their symmetry

1. Electromagnetic multipoles

Multipole expansions are a traditional method of clas-
sical electromagnetism, very powerful in describing the
electromagnetic interaction between spatially extended
sources, and for the study of atomic and nuclear transi-
tions. An exhaustive review of the formal and physical
aspects of the multipole expansion in electrodynamics
has been given by Dubovik and Tugushev (1990). Multi-
pole moments (including magnetic toroidal ones) can be
used to parametrize an arbitrary distribution of charges
p.(r,t) and currents j.(r,f). Outside the region where
such sources are located, the electric and magnetic fields
E and H can be expressed as power series (quasistation-
ary case)

Yo (@)
E(r.0) = %q ka 04,0V (1)
H(r.) = EE Mk(w k(f), 2)

where Qy, and M, are the gth components of the elec-
tric and (poloidal) magnetic multipole moments of order
k7

qu(t) = f dr’r’kyzq(i\")pe(f’>t)’ (3)

My, (0) = f dr'r'Y; @)V - [1 X0l (@)

clk+1)

In the context of d- and f-electron magnetism, multi-
poles are introduced both as an abstract mathematical
tool to express the state and the Hamiltonian of the
open-shell electrons and for the physical role played by
the associated electromagnetic quantities (3) and 4.2 In

’In the present context, Egs. (3) and (4) must be interpreted
as quantum operators acting on the open-shell electrons, with
p.(r,t) and j,(r,7) given by

pelr,)=—e > Vi enW,(r0), (5)
o=1,]

_eh
Jorn =22 3 [PV (r0) - (V)Y (r0)]
o=1,|

- ﬂ V X [Wi(r,))gW(r,1)]. (6)

Here ‘I'T(r,t)E[‘l’%(r,t),\lfj(r,t)] are two-component electron
field operators and ¢ is a vector formed with the three Pauli
matrices. In the presence of an external magnetic field de-
scribed by a vector potential A(r,?), the diamagnetic contribu-
tion to j.(r,s) should be included too, jgia(r,?)
=eA(r,1)p,(r,t)/mc. Multipole moments can be defined as av-
erage values over the quantum state of the system.
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particular, electric-multipole (EMP) moments are in-
duced in the open-shell electrons by their coupling to
the electric field produced by the environment. The CF
yields static moments (e.g., in cubic symmetry the
lowest-order nonvanishing static EMP moments are
hexadecapoles), whereas dynamic (JT-type) effects are
produced by the time-varying electric field accompany-
ing lattice vibrations. These may also transmit effective
two-ion EMP-EMP interactions, whereas the electric
field (1) generated on neighboring ions by an EMP po-
larization of the open shell is usually too small to yield
sizable direct couplings. As far as MMP moments are
concerned, the magnetic field (2) they produce outside
the open shell is usually irrelevant to the physical behav-
ior. Yet, this field is extremely important for experimen-
tal investigations of the electrons’ state, as it can be
probed in real space by local techniques such as muon
spin rotation or NMR, and especially in reciprocal space
by magnetic neutron scattering. Even if dipolar (k=1)
fields are the easiest to detect, the weaker higher-order
fields may be measurable, for instance through their
contribution to the neutron cross section at large wave-
vector transfer.

2. Multipolar tensor operators

Besides producing and responding to electromagnetic
fields, multipoles may be used to parametrize the state
and the observables of the open-shell electrons. The use-
fulness of multipole representations stems from angular-
momentum conservation, and the ensuing possibility to
map (within a manifold of states) a generic set of observ-
ables A, transforming under rotations as the represen-
tation D?") of the rotation group, onto simple irreducible
tensor operators of rank k, T}, (by the Wigner-Eckart
theorem) (Sakurai, 1993). The latter can also be named
“multipole operators,” in the sense that, by identifying
Apg With Q. (3) or My, (4), the above-mentioned map-
ping allows us to attach a physical meaning to Ty, as an
operator equivalent for an electromagnetic multipole.

The definition of unit multipole (tensor) operators can
be found in many textbooks [see, e.g., Sakurai (1993)
and Blum (1996)],

Txol)= 2 (- ™M2K +1)1"?
MM’

(JJK

<\ Q>|JM><JM’|. (7

The wave function of the system is assumed to belong to
the space ‘H; spanned by 2J+1 states |/M) having angu-
lar momentum J (see Sec. I1.B). The operators (7) trans-
form under rotations like spherical harmonics Yg(r),
i.e., they provide a basis for the irreducible representa-
tion (irrep) D8 of the rotation group. The set of (27
+1)? operators Txo(J) with K=0,...,2J, 0=-K, ... K is
orthogonal and complete with respect to the trace inner
product, and any operator A in H; can be expressed as a
linear superposition of the Txo(J),
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A= 2 (MIAIM")(- 1) ™MK + 1)1

KO mm’
(J J K)T ; o
M -M 0 ko). (8)

Thus, any observable can be decomposed in multipole
operator components. Interestingly, Eq. (8) can be ex-
ploited to parametrize any state of the system by multi-
pole moments. In fact, the most general quantum state
in ‘H; is defined by a density operator p. If p is decom-
posed into multipole components according to Eq. (8),
one obtains (Blum, 1996)

p= E <TKQ(J)T>TKQ(J)> )
KQ

with (Tgo))=tr[pTko(/)]. Thus, the state can be
equivalently identified by the density matrix (if this rep-
resents a pure state, by its 2/+1 coefficients on a given
basis), or by the set of nonvanishing multipole moments
(also called “state multipoles™) (TKQ(J)T). It should be
noted that Tx(J/) do not represent observables since
they are not self-adjoint for Q=+#0, TKQ(J)T
=(-1)9Tko(J). An equivalent set of observable quanti-
ties can be easily built by superposing Txo(/) and
Tx_o(J) (with O>0) in much the same way as real-
valued (tesseral) harmonics are built out of spherical
harmonics,

1
01Q<(J) = E[(— 1)QTKQ(J) + TK—Q(J)]’
0,2() = \f—'E[TKQ<J> (= DTy o], (10)

3. One-body tensor operators

By identifying the |[JM) states with the |lm) orbitals
(/=2 for d electrons and /=3 for f electrons) or with the
|%m5> spinors, the corresponding T, ,(/) (A=0,...,2])
and Ts,(s) (2=0,1) spherical tensors and the associated
double tensors Tys,,(I,5)=T),()® Ts,(s) allow a ge-
neric one-electron observable A(x,p,s) to be expanded
in a set of multipolar components of rank A in real space
and rank 3 in spin space. This decomposition of one-
electron observables in terms of multipolar components
can be used in a many-electron configuration d” or f* to
decompose in the same way one-body observables

>A(x;,p;»s;) on one-body tensor operators TAEW, with®

3TAE,“,(Z ,s) are one-electron operators acting in the corre-

sponding one-electron Hilbert space, whereas TAE;W are one-
body many-electron operators acting in the corresponding
many-electron Hilbert space.
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i A)
12 12 2)

(T,

- l
TAE/LV = 2 (_ 1)lim(2A + 1)1/2(7}1,

’ !
mm oo

X(— 1)1/2—0-(22 + 1)1/2(

-0 VvV
Xajmram,(,,, (11)

where a,,, annihilates an electron with spin ¢ in orbital
m. For instance, the charge density (5) is a one-body
observable of orbital type and can be expressed as a

superposition of the 2/+1 multipolar components on;w’
whereas the current operator (6) is of mixed orbital and

spin type, and in general all components Ts v contrib-
ute. Multipolar components having a well-defined over-
all (spin+orbital) rank K can be obtained by expanding
on the set of tensor products’

TAEKQ =2 (- DAOQK + 1)1
nv

A K-
<\, o) Tasm (12)

with K=|A-3|---A+3. Hence K cannot exceed 2/+1.
Electromagnetic multipoles (3) and (4) are proportional
to multipolar operators with rank K=k and component
Q=gq. Thus, an /" shell cannot produce charge or current
densities leading to EMP moments (3) of rank larger
than 2/ and MMP moments of overall rank larger than
2l+1. Another restriction on allowed moments comes
from the fact that, if the state of the system has definite
parity, (p,(1))=(p,(-1) and (j,(r))=—(j,(-r)). This im-
plies that only even-k electric and odd-k MMPs may be
different from zero. Most compounds whose d or f open-
shell electrons are localized are characterized by negli-
gible configuration mixing, i.e., the number n of d or f
electrons is fixed. The wave function of these electrons
has then definite parity (-1)”, and the above-stated re-
striction on allowed multipole moments holds (e.g., elec-
trons cannot produce an electric dipole or a magnetic
quadrupole).

4. Tensor operators in L, S, and J subspaces

A major advantage of expanding observables in mul-
tipole components is that it is straightforward to find the
corresponding representation on a subspace of states ir-
reducible under rotation. In particular, for 3d electrons
the relevant low-energy subspace is usually set by the
intra-atomic electron repulsion through the first and sec-
ond Hund rules. These yield a manifold of states (a spec-

*Within a manifold of states of fixed total angular momentum
J, operators (12) are proportional to those in Eq. (7), where the
proportionality constant is

o J 7
QI+ D\V2A+ 1235 +13A [ 1
S 12 112
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troscopic term) of fixed total angular (L) and spin (S)
momentum. Within this manifold, the double tensor op-
erators Tys,,(L,8)=T,,(L)®Ts,(S) allow a generic
(one- or many-body) observable to be expanded in a set
of multipolar components of rank A in real space and
rank X in spin space. An operator Tsxo(L,S) with
well-defined overall rank K can be obtained by taking
linear combinations of the Ts,,(L,S) as in Eq. (12). In

particular, one-body observables T's v Within a spectro-
scopic term are proportional to Ts,,(L,S). For in-
stance, the CF (Sec. 11.B.2) is a one-body orbital-type

observable and can be expanded as a sum of on,Lo op-
erators, which in turn maps onto a sum of Tg,o(L,S)
operators. Since only EMP moments are coupled to the
CF, A is even. The interaction with an external magnetic
field is accounted for by the orbital and spin Zeeman

terms which are proportional to the 7"10#0 and 7"010,, op-
erators, respectively, which in turn map onto T',0(L,S)
and T()lQV(L,S).

For 4f and 5f electrons, the spin-orbit interaction is
strong. It is of the form (12) with A=1, 3 =1, K=0, Q
=0, and within an (L,S) term it maps onto the rank-0
(scalar) operator T,sgo(L,S) (or L-S). This splits the
term into several multiplets with fixed total angular mo-
mentum J, with the lowest lying determining low-
temperature properties. By exploiting the Wigner-
Eckart theorem, an operator Tyxo(L,S) maps onto
Tko(J) within a J subspace. To get an operator basis in
the J manifold all K<2J are needed, but not all K val-
ues necessarily describe one-body operators [Eq. (12)];
in fact, for these operators the upper limit is K, =2/
+1. Thus, multipole operators Tx(J) with K> K, do
not correspond to electromagnetic multipoles (3) or (4).

It is often useful to build linear combinations of mul-
tipole operators of the same rank K belonging to a given
irrep I' of the symmetry group of the system,

Of () = 2 (I, %,K,Q) TolJ), (13)
0

where 7y labels the different components of I' and
c(I',y,K,Q) are projection coefficients. For instance, in
UO, the cubic I's triplet of quadrupoles plays an impor-
tant role and is given by

Oty () =i Tp) = Toa ) V2,
O () =il Ty () + Ty y(DIN2.,

Ot 3() = [= Toy()) + T (DIN2. (14)

Txo(J), as well as O?V(J), can also be expressed as poly-
nomials in J,, J,, J, (Smith and Thornley, 1966; Rudo-
wicz and Chung, 2004). For example, the operators rep-
resenting the 15 multipoles active within a I'g quartet are
listed in Table I; the three operators in Eq. (14) are pro-

portional to O,,, O, and O,,, respectively.

xy» “Yyz
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TABLE 1. Operator equivalents describing active multipoles
within a cubic I'y quartet. Bars over symbols indicate the sum
with respect to all the possible permutations of the indices,
e.g., JxlinxI§+Jnyly+]§Jx. The five OZQ are the usual
Stevens’ operator equivalents (see below). Adapted from
Shiina et al. (1998).

Moment Symmetry Operator
Dipoles ry Jy
‘Iy
JZ
Quadrupoles I 032 2=312-J(J+1)=0)
Oy p=li-1;=0]
I's O,y=J.J,12=03*
0,,=1,0,12=05"
0..=J.J,12=0}
Octupoles r, Ty, =(N15/6)J,J,J
Iy Te=T—(J;+12T) 12

a_ 13 2 2
Tyzjg—(lig+%ﬂ)/2
Ti=F-US+ )12
s T8=\15(J,J,~J2],)16
TI= VIS 11,16
T8=\15(J.1;-1,].)/6

B. The single-ion model

The Hamiltonian describing the quantum state of a
single rare-earth (4f" configuration) or actinide (5f" con-
figuration) ion in a crystal contains three main contribu-
tions: the electronic Coulomb repulsion H, the spin-
orbit coupling Hgg, and the CF potential Hp.

1. The free-ion spectra

For well-localized f electrons, the Coulomb repulsion
He= 2, — (15)

is in general the dominant interaction. Since H is rota-
tionally invariant, both the total angular momentum op-
erator L=2,/; and the total spin S=Xs; (where /; and s;
label the angular and spin momentum of the ith electron
in the unfilled f shell) commute with H; therefore, the
spectrum is composed of several multiplets labeled by
allowed values of L and §. The lowest-energy multiplet
can be determined by following Hund’s rules (the value
of § should be maximized; the value of L should be as
large as possible, keeping into account the former rule).
In the LS-coupling approximation, states are restricted
to those of this multiplet.
The spin-orbit interaction can be expressed as
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Hso=2 {(r)s; I, (16)

and is diagonal on the basis composed of the eigenvec-
tors of the total angular momentum J=L+S. As men-
tioned in Sec. II.A, within an LS multiplet Eq. (16) can
be rewritten in the more convenient form

Hio=AL-S. (17)

The lowest-energy multiplet is that with J=|L -S| if n
<7 or that with J=L+S if n>7 (for n=7, L=0). The
Russell-Saunders (RS) approximation consists in re-
stricting the calculations to the states belonging to this
2511, multiplet. If the spin-orbit interaction is much
larger than the Coulomb interaction, the LS coupling is
not the optimal choice of approximation. In this case,
the effect of Hgg should be considered before introduc-
ing H¢ as a perturbation. This leads to the so-called j-j
coupling: Eq. (16) shows that, by itself, Hgo tends to
align the spin and orbital moment of each f electron,
forming single-particle states labeled by j;=/;+s;. Since
[=3, the spectrum is composed of a j=5/2 sextet (always
lower in energy) and a j=7/2 octet. How the n electrons
are accommodated into these states depends on the ef-
fect of H.

In real systems, of course, neither the LS nor the j-j
coupling provide a 100% correct description of the
ground multiplet, which requires a diagonalization of
the matrix Hgo+ H with the full f* configuration. J is
still a good quantum number, and the ground-state com-
position depends on ¢ and the strength of the effective
Coulomb interactions [which is in general expressed by
the values of the Slater radial integrals F*, k=0,2,4,6:
see Newman and Ng (2000) for discussions on the calcu-
lation procedure]. This scheme is referred to as interme-
diate coupling (IC).

The overall situation is depicted in Fig. 1, where a
schematic view of the calculated free-ion energy levels
for the f° configuration is given. On the left side of the
panel, the Coulomb interaction dominates, and 5*1L
terms are formed; on the right side, the spin-orbit inter-
action is dominant and j-j coupling is appropriate. While
trivalent rare earths are well described by the LS ap-
proximation, the situation for actinides is more complex:
for example, for tetravalent neptunium the IC states
must be used to obtain a very accurate overall descrip-
tion. On the other hand, if only properties of the ground
free-ion manifold are of interest, both the LS and j-j
coupling provide satisfactory approximations: the super-
position between the true IC state and the ground state
in the LS approximation is about 82%, and nearly the
same value is obtained for the j-j ground state. This has
been attributed to the fact that the two schemes are con-
tinuously connected, as no level crossing occurs to
change the symmetry of the ground state (Kubo and
Hotta, 2005a, 2005b, 2005c¢).
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FIG. 1. (Color) Schematic view of the free-ion energy levels
for the f* electronic configuration. The total Hamiltonian is the
sum of Hgo multiplied by a factor y and H multiplied by a
factor proportional to 1—y. On the left side of the panel, the
Coulomb interaction dominates, and 2541 terms are formed;
on the right side, the spin-orbit interaction is dominant and j-j
coupling is appropriate. The dashed vertical lines indicate the
approximate position of Np** in the diagram. Arbitrary units
are used on the vertical scale.

2. The crystal field

The CF potential experienced by the f-electron ions
depends on the compound into which they are embed-
ded, and in particular on the local symmetry of the crys-
tallographic site they occupy. As anticipated in Sec. IL.A,
the CF Hamiltonian can be expressed as

A

Hep= 2 2 bpuTAou0- (18)
A=2,4,6 u=—A

In general, not all b,, coefficients are independent,
and symmetry considerations restrict many to zero. If
the ground J manifold is well isolated (i.e., the CF split-
ting is significantly smaller than the separation from the
lowest excited free-ion manifold; see Sec. I1.B.1), one
can restrict the CF Hamiltonian to the corresponding
(27 +1)-state subspace (JM), —J<M<J). In this case, it

is customary to use the é% operator equivalents defined
by Stevens (1952), which are proportional to the O% de-
fined in Eq. (10). As a typical example, for cubic crystal
structures belonging to the O, group, the CF Hamil-
tonian is

HE = A BLOSWD) + 504D + Ag(r) L OYUD)

06(J))
F(6)

. o
—210‘6‘(J)]EW( F‘Ei])) (1-|x])

(19)

where the (J) argument indicates that the Hamiltonian is
restricted to the lowest J-manifold subspace, 8 and 7y are
the fourth- and sixth-order Stevens factors, (") are the
expectation values of the " operator over the appropri-
ate f-electron wave function, and Ak are the CF param-
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eters (Hutchings, 1964). It is also customary to define
Bg=AgN(rX) (Ny=8, Ny=16). The last form in Eq. (19)
corresponds to another common parametrization of the
same Hamiltonian (Lea et al., 1962).

If different free-ion multiplets cannot be considered
isolated from one another, J is no longer a good quan-
tum number. A textbook case is the Sm?* ion, and im-
portant J-mixing effects are known to be present within
the actinide series because CF splittings are generally
larger for 5f than for 4f orbitals due to their wider spa-
tial extension. To keep J mixing into account correctly,
one should diagonalize the full Hamiltonian H=H,
+ Hgo+ Hcp; although this is a relatively easy task with
today’s computers, due to the large number of states in-
volved in the process it can be difficult to obtain a full
physical comprehension of the role played by each pa-
rameter in the model. This is especially difficult when
the aim is to include additional cumbersome effects like
multipolar interactions, since in this case the representa-
tion by Eq. (7) becomes useless. To overcome this prob-
lem, a perturbational procedure has recently been devel-
oped (Liviotti et al., 2002). It consists in performing a
unitary transformation on H, such that the off-diagonal
blocks (with respect to J) of the transformed Hamil-
tonian H' are zero up to second order in the CF. H' can
then be projected on the ground multiplet, thus recover-
ing an effective Stevens-like Hamiltonian which keeps
J-mixing effects into account. For cubic symmetry, the
projected Hamiltonian has the form

HY = HY + v,[0%)) + 50%()] + v OX))

—2104)] + vs[O3(T) + 2804() + 650%())]
T (20)

We note that operators of rank higher than 6 appear;
however, for all light actinides (which display a J<9/2
free-ion ground state), those with rank larger than 8 are

dropped since <JM|O,%|JM "Y=0 for K>2J. The coeffi-
cients appearing in Eq. (20) are dependent on J and have
been tabulated by Magnani, Santini, Amoretti, and
Caciuffo (2005). This formalism has been applied to
study the paramagnetic phase of actinide dioxides, and it
has been found that this method can quantitatively re-
produce the correct ground-manifold CF splittings with
an accuracy close to 100%.

The most effective way to determine the CF param-
eters of a given compound is to directly probe the f-shell
energy levels with spectroscopic techniques. Inelastic
neutron scattering is the method of choice as optical
spectroscopy is limited to transparent materials and its
cross section is difficult to calculate reliably. Dipolar
transitions between CF levels give rise to peaks in the
neutron spectra, whose energies and intensities provide
information on the eigenvalues and eigenfunctions of
the CF Hamiltonian. The cross section for neutron-
induced dipolar transitions between CF levels in local-
ized electron systems has been discussed by Fulde and
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Lowenhaupt (1986), Lovesey (1987), and Stirling and
McEwen (1987).

3. LS versus j-j couplings

A description based on one-electron states (j=s+1/,
m=—j,—j+1,...,j) is possible if H, can be considered
negligible and a pure j-j coupling scheme is used. The
ground j=5/2 sextet favored by the spin-orbit coupling
is split by the CF term, forming a I'g quartet and a I';
doublet in the case of cubic symmetry, and the 5 wave
functions can be formed by accommodating » electrons
in these single-particle states. The Coulomb interaction
and CF Hamiltonians can be written as

Hoy=5 2 Hmvv',w)a,ala,a, (21)
/'L’Va/'l’/v]},
and
HCF = E B/J,VaLaV7 (22)
7%

respectively, with a, the annihilation operator of a 5f
electron in the one-particle state labeled by u (which
coincides with the value of m for the states belonging to
the j=5/2 sextet). The matrix elements for the Coulomb
interaction I(w,v;v',u’) can be expressed in terms of
the Slater parameters F* (Hotta and Ueda, 2003); within
the j=5/2 sextet and for cubic symmetry, the one-
electron CF coefficients appearing in Eq. (22) can be
related to those in Eq. (19) by B, =(ulH|v).

A j-j model based on single-particle states may be
convenient to describe compounds in which electron
correlation effects are not too strong, as proposed for
some intermetallic systems with itinerant f electrons
(Hotta, 2006). However, this is a good approximation
only immediately close to the j-j limit; for well-localized
f electrons better results are obtained with a coupling
scheme based on LS many-electron states. For example,
both models satisfactorily approximate the ground state
of the Np** free ion (Sec. I1.B.1), but care should be
taken in the presence of a CF potential. In particular, in
the approximation scheme used for NpO, by Kubo and
Hotta (2005b), the cubic I'; pair of single-particle states
which result from the CF splitting of the j=5/2 sextet
are neglected in addition to the j=7/2 states. Even if for
the f° configuration this greatly simplifies calculations,
the resulting I'y ground state has only a 40% superposi-
tion with the actual I'g quartet. As is evident from Fig. 1,
a very large admixture of states with different J is ex-
pected in the CF ground state calculated in both the
Hc—0 (x—1, j-j) and Hso—0 (y—0, LS) limits; none
of these situations is realistic, since the IC free-ion spec-
trum features a J=9/2 ground multiplet relatively well
isolated from the subsequent /=11/2 manifold. Indeed,
LS states are firmly constructed in a multielectron way,
and the effect of the spin-orbit interaction in selecting
the full lowest-energy J manifold can easily be kept into
account before truncating the basis and adding the CF
(RS coupling). On the contrary, to maintain the single-
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particle character of the j-j CF states for f°, a truncation
of the j=5/2 manifold must be performed before consid-
ering the effect of H, which explains why the approxi-
mate j-j I'g state is quite different from the exact one.
One consequence is that, whereas the total angular mo-
mentum of the CF ground state of NpO, is a good quan-
tum number in the RS approximation [(I'g|J-J|s)rs
=J(J+1)=(9/2) X (11/2)=24.75] and nearly so for the
true ground state ((I'g|lJ-J|T'g)=24.8, due to small admix-
ture with *I,,,, states), this is markedly not the case for
the approximate j-j quartet ((Is|J-J|Tg);;=15.4). At-
tempts to correct this situation are under way (Hotta
and Harima, 2006), but the simplicity of the original j-j
model would obviously not be retained.

When valid, the j-j model would account more easily
for a certain degree of f-electron delocalization, which
could be important in studying multipolar effects in
5f-based intermetallic compounds. However, even in this
case the localized picture is qualitatively correct for
most of the known multipolar ordered phases. Delocal-
ization effects might exist in the disordered phases of
PrFe P, and URu,Si,, where broad excitations are
found in the energy spectra; however, these turn into
sharply defined peaks below the ordering temperature
(Broholm et al., 1987; Park et al., 2005).

C. Multipolar interactions in LS coupling

In most cases, the single-site (intra-ion and CF) inter-
actions strongly reduce the ionic degrees of freedom rel-
evant at low temperature without, however, completely
quenching them. This means that the distribution of
charge and magnetic moment of the ion is not frozen. In
terms of spectral properties, the low-energy part of the
single-ion spectrum does not reduce to an isolated sin-
glet. In this situation, the low-7 and ground-state static
properties, as well as the low-energy dynamics, are even-
tually determined by ion-ion interactions. The low-T
ground state will usually be an ordered state, in that the
internal degrees of freedom will freeze in the configura-
tion optimizing these ion-ion interactions. The lowest-
energy excitations will be small deformations of this or-
dered state, propagating over the lattice.

One remarkable success of the early theory of magne-
tism was the application of the simple Heisenberg-Dirac
exchange Hamiltonian to model ion-ion interactions
(Anderson, 1963; Herring, 1966). The two-ion coupling
is assumed to be

Hexchz']Sl : Sz, (23)

where S; and S, are the spins of the two ions. This
Hamiltonian was successfully used for various 3d com-
pounds. The effective spin coupling arises either from
the exchange part of the ion-ion Coulomb interaction or
from superexchange (SE) processes mediated by inter-
vening ligand ions.

The reason why the simple coupling H., works so
well in many 3d compounds is that very often the spin-
orbit coupling is small compared with CF splittings. In
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this case, the CF perturbation is applied first on the
|LSM;Mg) states of the lowest (2S+1)(2L
+1)-degenerate multiplet. It is clear that the CF, affect-
ing the electric-charge-multipole degrees of freedom of
the ion [represented by their equivalent operators
Tko(L)], acts only on the orbital |M ) part of the state,
without removing the spin degeneracy. If the CF is such
as to give an orbital singlet ground manifold (of the form
|0)=|LST M), where T is a nondegenerate representa-
tion of the point symmetry group), it is easy to prove
that (0|L;|0)=0, with i=x,y,z. This implies that the spin-
orbit interaction is not active to first order, but only
couples the ground with excited eigenspaces, so that it
can be neglected if the CF is strong enough. In this case,
the low-energy degrees of freedom are pure spin de-
grees of freedom, and the orbital moment is said to be
quenched. The inter-ion Hamiltonian will couple pure
spins, as in Eq. (23). If, however, the orbital moment is
not quenched, the Heisenberg form is not expected to
be adequate. Some of the 3d compounds fall into this
class, but so especially do 4f and 5f ones. For these sys-
tems, the spin exchange may be highly anisotropic, and,
in addition, degrees of freedom other than spin are rel-
evant at low 7 and must be considered in the interaction
Hamiltonian.

The most important interactions between ions with
unquenched L are (i) direct and electron-mediated EMP
and MMP exchange interactions, (i) lattice-mediated
EMP interactions, and (iii) direct classical EMP and
MMP interactions (usually negligible). All these interac-
tions can be described in terms of effective couplings
between operator equivalents for the lowest ionic mani-
fold (Sec. IL.A): in the case of an |L S M; M) manifold,
spin and orbital degrees of freedom can be separated,
and the operators T'ys,,(L,S)=Ty,(L)® Ts,(S) form a
complete set in the operator space for the lowest LS
manifold, with A=0,...,2L, u=-A,...,A, 2=0,...,2S,
v=-2,,...,2. In the case of rare-earth or actinide ions,
spin-orbit coupling prevents a separation of spin and or-
bital degrees of freedom, and the operators T (/) will
be used as a complete operator set for the lowest
|L SJ M,y manifold, with K=0,...,2/ and Q
=-K,...,K. Equivalently, the Hermitian multipole op-
erators O4(L)® O5(S) or O,%(J) [Eq. (10)] can be used.
For example, the most general interaction between a
pair of f-electron ions (1 and 2) within their ground J
manifolds has the form

Hp=2 X IZ2.0%0)0%,(,), (24)
KK' 0,0
where K=<2J,, Q0=-K,...,K, K'=2J,, and Q'

=-K’,...,K'. Constraints on the II%% coefficients are
imposed by symmetry. In particular, since the O%(J)
have parity (—1)X under time reversal, only multipoles
with the same rank parity are coupled if (as usual) Hy,
has to be time-reversal invariant. If spherical symmetry
is imposed, only couplings between multipoles with the
same rank K are allowed, whereas in a crystal H;, must
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be invariant under the symmetry operations of the 1-2
bond. By rewriting Eq. (24) in terms of the symmetry-
adapted multipoles Oﬁ(J) [Eq. (13)], where T refers to
representations of the bond symmetry group, only I'-I'
couplings are allowed but ranks need not be equal. Also,
if the bond has inversion symmetry, the interaction con-
stant I does not change when ions 1 and 2 are swapped.
Finally, if ion 1 is held fixed, H;, must rotate as pre-
scribed by the symmetry of the lattice when equivalent
ions 2’ are considered. The form of H;,» may be ob-
tained by applying rotation operators to Hy,. Equiva-
lently, one can directly obtain the total coupling for ion 1
as

Hy=X Hp= 2 > AKK DOK (1)0K ().
2 KK' Ty

(25)

Ofy(J 1) are symmetry-adapted multipoles for the central
ion 1 [Eq. (13)], where I" refers to representations of the

point group of site 1 and Oﬁ;({]z}) indicates linear com-
binations of the form ZZEQC(Z,Q)OI%(JZ) spanning the
same representation as the 0115,/(]1) (Sakai et al., 2003).
The ¢(2,Q) are group-theoretical projection coefficients
analogous to those used in building symmetry-adapted
electron orbitals in molecules.

1. Direct classical electric- and magnetic-multipole interactions

These interactions arise from the effect of the electric
and magnetic fields [Egs. (1) and (2)] produced by a
given ion on surrounding ions, and can be written in the
form of a series of multipole-multipole couplings (Wolf
and Birgeneau, 1968; Birgeneau et al, 1969; Baker,
1971). They are very weak and usually can be safely ne-
glected in theoretical models. The matrix elements of
EMP interactions within an LS multiplet of a given con-
figuration coincide with those of the effective Hamil-
tonian,

Hewi= 2 2 K, O(L)OY (Ly), (26)

A\ (even) uu’

which involves the pure orbital degrees of freedom. The

coefficients K are proportional to (r})(rd YR-MN+D), with
r, and r, the radial electron coordinates and R the dis-
tance between the nuclei of the two ions. The maximum
value permitted for N and N\’ is min(2L,2/) (see Sec.
II.A). Within the lowest J multiplet of an f ion, the cou-
pling has the form (24) with K and K’ even and not
exceeding min(2L,2J,21).

Direct MMP interactions also exist, the strongest be-
ing the dipole-dipole interaction. In the lowest J multi-
plet, the MMP operators are proportional to odd-rank
O,%(J) equivalent operators, and the interaction Hamil-
tonian will be of the form (24), where for f electrons

K,K’'=1,3,5,7, and again the coefficients I,%% are pro-

portional to R-K+K'+1),
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2. Electric- and magnetic-multipole interactions arising from
direct exchange

Several electronic mechanisms provide effective cou-
plings between multipoles belonging to different ions.
For instance, the familiar exchange interaction, which
leads to ferromagnetic Heisenberg spin-spin couplings in
the simplest frameworks, may also produce couplings
between multipoles of high ranks (Levy, 1964; Elliott
and Thorpe, 1968; Copland and Levy, 1970). The ex-
change part of the Coulomb interaction couples both the
magnetic and electric multipoles of two ions whose wave
functions overlap. The two-site (1 and 2) exchange inter-
action between electrons belonging to a pair of atomic-
like inner shells (n/) may be written as (Anderson, 1963;
Mattis, 2006)

_ ¥ T
Hi,= 2 le,m{,mz,méazm’g Im] o 2m20a1mlo > (27)
mymyo

P
mymyo

where Qjp,, ATE annihilation operators for electrons in
(m;,0;) spm orbitals of ion i and Vi, ' u,m is a Cou-
lomb matrix element. By exploiting Eq (115 it is pos-
sible to reformulate Eq. (27) in terms of ionic multipoles

TAE,u,v(l’s)v

H12_ 2 E JAA’( 1)VTA2/,W 119S1)TA’E,U. V(ZZ’SZ)
AAN'S pp'v

(28)

with A,A’<2] and -Asu<A, -A'spu' <A’
over, A+ A’ is even, due to time-reversal invariance. Jﬁ/,
coefficients are functions of the le,m{’m?mzr. Within a
given LS multiplet, the Wigner-Eckart theorem enables
a projection from single-electron to ionic operators to be
made, TAEW(Z ,8) TH(L)T(S). The spin-independent
(3=0) part of Eq. (28) has the same form as Eq. (26),
whereas the spin-dependent (£=1) contribution can be
written as

More-

Hyp= X X 14, 04(Ly)OK(Ly)S; - S, (29)
AN up'

where the coefficients I’ ‘/(, are proportional to J“ A, and
A,A'<min(2/,2L). It is clear that, for a 3d ion with
quenched orbital angular momentum, the orbital opera-
tors will not be active in the (2S5+1)-degenerate ground
manifold, and the usual Heisenberg form for the ex-
change will be valid. To be more precise, time-reversal
invariance demands only odd-rank orbital operators to
have zero expectation value if the ground state is orbit-
ally nondegenerate. Even-rank multipoles may have a
nonzero average value, but this will be frozen. For a 4f
or 5f ion, Eq. (29) has to be projected onto the lowest
|L.SJ) multiplet. Spin and orbital processes are no longer
separated and only the total angular momentum is
meaningful, yielding an effective Hamiltonian of the
form (24) with K,K’'<min(2/+1,2L+1,2J), and K+K’
even.
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In most cases, indirect coupling mechanisms are more
important than direct exchange, whose strength rapidly
decreases with increasing ion-ion distance. In particular,
in insulators, SE couplings through the orbitals of inter-
vening ligands often dominate among ion-ion interac-
tions. In metals, the leading group of ion-ion interac-
tions are those mediated by conduction electrons
[Ruderman-Kittel-Kasuya-Yosida (RKKY)]. Finally, ef-
fective two-ion EMP couplings may be transmitted by
phonons through the ME coupling.

3. Superexchange electric- and magnetic-multipole interactions

Ligands shared by two magnetic ions can transmit ef-
fective interactions through a kinetic exchange mecha-
nism called superexchange (SE) (Anderson, 1959, 1963;
Herring, 1966). A microscopic and quantitative descrip-
tion of SE is complex and dependent on the specific type
of involved orbitals and the form of the associated
Hamiltonian, whose parameters (e.g., hopping integrals
or on-site Coulomb matrix elements) need to be as-
sessed. In the classical cluster-based approaches, SE in-
teractions are limited to nearest-neighbor pairs, but ac-
tual interactions may involve more distant pairs. These
longer-range interactions can be derived by a band-
based approach analogous to the RKKY formalism in
metals (Khomskii and Sawatzky, 1997; Schwieger and
Nolting, 2002). However, because of the Friedel-type re-
sponse of conduction electrons to a local polarization of
the magnetic ion, RKKY couplings decay algebraically
with the ion-ion distance R, whereas in insulators the
presence of a band gap leads to an exponential decay of
SE interactions with R. In the simplest models of SE,
ligand orbitals are not explicitly included and effective
hopping integrals between the orbitals of nearby mag-
netic ions are introduced. Although this approach does
not include all possible perturbative paths, it is very use-
ful to capture general essential features of SE. The sim-
plest such model is the nondegenerate tight-binding
Hubbard Hamiltonian

Hyw=-1t2 2 (a],a;,+He)+ UE ning,  (30)
(ij) o=1,1

where (ij) are nearest-neighbor sites and a single orbital
per site is assumed. ¢ is an inter-atomic (effective) hop-
ping integral and U is the intra-atomic Coulomb repul-
sion. For half filling (one electron per site) and in the
limit U>t, charge fluctuations may be perturbatively
eliminated and the model maps onto the antiferromag-
netic isotropic Heisenberg model (23), with exchange
constant J=4¢2/ U (Fazekas, 2003).

The simplest possible extension of Eq. (30) including
orbital degrees of freedom is the two-orbital Hubbard
Hamiltonian (Cyrot and Lyon-Caen, 1975; Kugel and
Khomskii, 1982; Fazekas, 2003),
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HRp=2 2 2 6af 0 p,+He)
(ijy ap=12 o
+ E Unigiia) + UlZE Nj1Ning
i i

ioo’

- 2]2 Si’a N Si,ﬂ’ (31)
i

where « and B label the two orbitals, t?f are hopping
integrals between orbitals « on ion i and B8 on ion j, U,
and U, describe the on-site intraorbital and interorbital
Coulomb repulsion, and J represents the intra-atomic
exchange constant (leading to Hund’s first rule). The
Hamiltonian (31) is used mainly to model some cubic
d-electron compounds (for instance, KCuF; or
LaMnO;) in which the two orbitals are identified with
the two components of a I'; (e,) doublet, d,2_,» and
d;2_,2. Assuming one electron per site and projecting
out charge fluctuations, the effective Hamiltonian for
the low-energy configurations is much richer than the
Heisenberg model and the pair coupling has a structure
of the form (28), restricted to the subspace spanned by
the two orbitals. In materials with large hopping ampli-
tude and small on-site Coulomb energy, a cyclic four-
spin exchange emerging from a ¢/U expansion of the
Hubbard Hamiltonian (Takahashi, 1977) could also be
important in determining the dynamics of the system.
These multiple-spin ring-exchange processes were found
to be relevant to some strongly correlated electron sys-
tems such as La,CuO, (Coldea er al., 2001; Katanin and
Kamptf, 2002).

A spin-Hamiltonian form analogous to Eq. (29) is of-
ten introduced by defining orbital pseudospin operators
for each site 7,;, 7,,;, 7; which identify (,;) or flip (7,; and
7,;) the orbital state occupied by the electron at the ith
site. For instance, Tzi:EmcaaZMai’w with ¢c,=-1/2 (c,
=1/2) if a=1 (a=2). Thus, the four possible states of
each ion are mapped onto the four states of a pair of
spins 1/2, S and 7. The resulting spin Hamiltonian is
isotropic with respect to real spins (but not so in general
with respect to pseudospins) and has the form
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1
Hy=2 2 2 OKn)OK(m)INh, + TWh S S)),
) AN =0 pp!

(32)

where Iﬁﬁ,, and fx’f/ﬁ/, are functions of the parameters in
Eq. 31).

In the following, we use a Hubbard-type model to il-
lustrate the importance and the origin of SE multipolar
couplings in localized f-electron compounds. We show
how such couplings are ubiquitous and do not result
from fortuitous, ad hoc combinations of model param-
eters. Their size is mostly determined by the
configuration-specific intra-atomic interactions. As in
Elliott and Thorpe (1968), we neglect energy differences
between states belonging to charge-transfer configura-
tions in which an f-electron is transferred from an ion i
to one of its neighbors j, ie., EF(0)f" 1))
—E(f"(i)f"(j))=U independently of the specific charge-
transfer state, in order to minimize the number of free
parameters. The hopping Hamiltonian

3
Hhop = E 2 E t:f}m,(azmuaj,m’(r"' H.C.) (33)

i mm'=-3 @

acts on unperturbed states with n felectrons on each ion
and produces charge-transfer states of the form
@) f"71(j). The latter can be eliminated in second-
order perturbation theory, as with the one- and two-
orbital Hubbard models discussed above, to yield an ef-
fective two-ion coupling of the form

2 :

— i 2 B 2V [
Hf-f_ E ai,m(,ﬂipa,ajp,g,a/’m,m
@ mm'pp'oo’ U ’
mm'pp' oo

(34)

having the same operator structure as Eq. (27). Addi-
tional one-body terms produced by the perturbation are
not included in Eq. (34) because they simply renormalize
the CF. The Hamiltonian (34) is projected onto the low-
est |LSJ) as outlined above, thus expressing the multi-

pole coupling parameters in terms of the tl'.f}.'"/ hopping
parameters,

Hy= 2 2 C%,’%TKiQ,.(Ji)TK].Q].(J,'), (35)
KiKi=17 0,0;
0,0i(+ = ZZ;f{m,th{p . o
C¥ij) = X T X3 0(Auu3,mp)0S,v,112,0,0 )0, w,3,p" m')
o mm' ,opp' o’ U Nz Ajottp 2 v
XO(3),v,1/2,0",0)QUN; X, 1 v, K, Q) U, X v, K, Q) i, Ay 3 ) ey, Ay, X)) 27+ 1)(27;+1)
L L AL LA
X8 S S (1SS S 36)
5 K 0K
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TABLE II. Ground-state energy of various dimers of f-electron ions coupled with the part of Eq. (35)
associated with a spec1ﬁc pair (K;,K;). Spherical symmetry (tmm':tém,m,) is assumed. Energy is ex-

pressed in units of 2¢2/ U.

K; K; 7 e £ i £
Spherical

1 1 -0.5 -0.89 -1.26 -1.63 -1.86
2 2 -0.42 -0.23 -0.23 -0.23 -0.16
3 3 -1.17 -0.32 -0.26 -0.22 -0.15
4 4 -0.75 -0.44 -0.12 -0.10 -0.11
5 5 -1.83 -1.09 -1.04 -0.69 -0.08
6 6 -0.16 -0.24 -0.14

7 7 -0.02 -0.05 -0.02

with
®(A’W’m’P>=(—1)l-m\fm( . l),
-mopop
Q(A,E,M,V,K’Q)=(_ 1)A_2+Q<A 2 K )
w v -Q
XV2A+ DS + 12K + 1),

(37

and the a(n,A,X) coefficients have been tabulated by
Hirst (1978). n; is the number of f electrons of ion i, A;
=0,...,min(6,2L,), ;= 0,1, wi=—A;,...,A;, and v,
=-3;,...,%;. Once the t’"”’ hopping parameters are
fixed, Eq. (36) yields definite values for the 1nteract10n

coefficients. The simplest possible choice for the £ Cis

that of spherical symmetry corresponding to t"""
=18, In this case CLi(i,j)=Cg(K;)(~ 15y K,50,-0;

In the special case of " the f' configuration, C S(K)
=22/ U independently of K, i.e., the coupling constant is
rank independent. This shows that the strength of
multipole-multipole couplings produced by SE does not
generally decrease with the rank K. This property is not
specific of the spherical symmetry nor of the f! configu-
ration. In order to compare the overall strength of the
contributions to Eq. (35) associated with a given pair of

ranks (Ki,Kj), we have calculated the ground-state en-
ergy of a dimer of ions in their (LSJ) RS ground mani-
folds, interacting only through the K;=K; and K,:Kj
contributions to Eq. (35). Tables II and III show the re-
sults obtained for two cases characterized by a single
g
i

=16, n»+) and o bonding (i.e., t;’;m’ztém’m, n.0» Where the
bond is the quantization axis). For spherical symmetry
K;=K; and in general couplings with rank larger than 1
appear to be important. For f! and f?, the largest cou-
pling energy is associated with K=5 (triakontadipoles).
£ is similar to f?, whereas in f* the dipole coupling be-
gins to dominate, and it remains the only relevant one in
F. f° and f7 are not of interest since for the former J

hopping parameter: spherical symmetry (.e.,
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=0 and for the latter L=0; hence only dipole couplings
survive.

For o bonding, couplings with rank larger than 1 are
important too, and the lower symmetry yields nonzero
couplings for K;# K;. Again, in the F° case the Hamil-
tonian (35) is nearly purely dipolar. For actinide diox-
ides, the actual bond symmetry in the paramagnetic
phase is C,, and the bond possesses an inversion center.

In this symmetry, there are ten independent 7" inte-
grals that can be identified by building the hnear combi-
nations of the f orbitals belonging to definite irreps I'; of

C,,. Thus, tl”;m are expressed as a function of ten tF’F’
parameters. In the present model of SE, ligand 0rb1tals
have not been explicitly considered and tF]’FI must be in-
terpreted as effective hopplng integrals between the or-
bitals of the magnetic ions. For actinide dioxides, pro-

cesses involving oxygen p orbitals provide an important

contribution to tmm (Mironov et al., 2003; Kubo and
Hotta, 2005a), but other processes may be important too
(e.g., involving other orbitals of oxygen or the actinide).
A reliable ab initio calculation of all IEJ’-F’ is difficult and
requires knowledge of a large number of parameters. In
view of the fact that we have already neglected the split-
ting of charge-transfer configurations, we chose to assess
the weight of nondipolar interactions by varying the ten
independent hopping parameters on a (hyper)cubic grid
of values, thus producing the histograms in Fig. 2 for
PrO, and NpO,. These histograms only depend on the
bond symmetry and the ionic configuration, and show
how multipolar interactions do not result from choosing
specific sets of values for the hopping matrix elements,
but are sizable for most choices of t”;'" For every set of
zFlF’ resulting from the grid, we have calculated the cor-
respondlng C%9% coupling coefficients. The ground-
state energy E(Kj K) for a dimer of ions coupled with
the part of Eq. (35) associated with a specific pair (K
=K,K;=K) has been divided by E(1,1) to explore the
relative importance of dipolar and nondipolar interac-
tions. The histograms illustrate the range of variation of
these ratios when trlrl are varied on the grid. It can be
seen that for most ch01ces of the tF’ ! parameters, all



Santini et al.:

Multipolar interactions in f-electron ... 819

TABLE III. Ground-state energy of various dimers of f-electron ions coupled with the part of Eq.

(35) associated with a specific pair (K;,K;). o bonding is assumed, i.e. e
expressed in units of 2¢7/U and has been multlphed by 10.

4 —l5m.m' m0- Energy is

K; K; 7 e £ i £
o-bond

1 1 -0.19 -0.47 -0.8 -14 -2.12
2 2 -0.17 -0.16 -0.02 -0.02 -0.09
3 3 -0.23 -0.16 -0.05 -0.04 -0.07
4 4 -0.11 -0.09 -0.03 -0.03 -0.02
5 5 -1.04 -0.27 -0.53 -0.33 -0.03
6 6 -0.18 -0.27 -0.17

7 7 -0.01 -0.02 -0.01

1 3 -0.15 -0.09 -0.15 -0.22 -0.37
1 5 -0.31 -0.25 -0.5 -0.64 -0.18
1 7 -0.04 -0.1 -0.09

3 5 -0.37 -0.16 -0.16 -0.11 -0.03
3 7 -0.03 -0.03 -0.02

5 7 -0.05 -0.11 -0.05

2 4 -0.15 -0.16 -0.04 -0.03 -0.05
2 6 -0.21 -0.1 -0.07

4 6 -0.13 -0.1 -0.08

nondipolar interactions are important in the f' case,
which is appropriate for PrO,. The rank-5 interactions
(involving magnetic triakontadipole) are on average the
largest and dominate over the dipolar interactions. In
the f* case, which is appropriate for NpO,, nondipolar
interactions are weaker than in the f' case but remain
substantial. The largest nondipolar couplings again have
rank 5 and are typically half the dipolar ones. When two
interactions are of the same order of magnitude, like
K=5 and 1 in the Np case, the CF plays a key role in

NpO2 .,

0.00 0.02 004 0.06 008 0.10

n

PrO, |
0.0 0.2 0.4 0.6 0.8 1.0
- K=5

r

0.0 0.2 0.4 0.6 0.8 1.0

0.0 0.2 0.4 0.6 0.8 1.0

K=3

0.0 0.2 0.4 0.6 0.8 1.0
. K=2

10 0.0 0.2 04 0.6 0.8 1.0
K K’E“ 1) E(K, K)E(1, 1)

FIG. 2. (Color online) Distribution of the ratio
E(K,K)/E(1,1), with E(K;,K;) the ground-state energy of a
dimer (C,, bond) of Pr** and Np** ions coupled with the part
of Eq. (35) associated with a specific pair of ranks K;, K;. The
F’F’ parameters are varied on a cubic grid.
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determining which of them will eventually drive the or-
dering (see Sec. IV). It is also worth noting that for both
f' and £, even-rank (EMP) interactions are important
too and do not decrease with K. Finally, as in the case of
o bonding (Table III), terms with K;# K; (not reported
here) are sizable.

These calculations show that for f electrons SE may
produce multipolar interactions comparable to or larger
than the dipolar ones, and that rank-5 interactions pro-
vide in general the largest nondipolar contribution.

4. Conduction-electron mediated electric- and
magnetic-multipole interactions

In metallic compounds, a very important group of ion-
ion interactions are those mediated by conduction elec-
trons. The most studied of these is the pure-spin RKKY
coupling, but if the orbital momentum is not quenched,
multipole couplings of higher rank may be equally sig-
nificant. The multipolar degrees of freedom of a given
ion produce a polarization of the charge and spin distri-
bution of conduction electrons, which is felt by a second
ion and results in effective ion-ion interactions. To sim-
plify the calculations, the electron-mediated coupling is
often derived under the assumption of spherical symme-
try around each ion (Hirst, 1978). The starting point is
the band-ion (c-f) interaction. In the hypothesis of
spherical symmetry, the most general form of this inter-
action is obtained by exploiting the ionic double-tensor

operators TAEW [Eg. (11)] and analogous quantities de-
fined for conduction electrons, where for the latter one-
body operators of the type cz,l,m,a,ck,mo are combined
through 3j symbols as in Eq. (11) to yield spherical
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double tensors for c-electrons Cys,,(k'l'kl). They de-
scribe a process in which a conduction electron is anni-
hilated in the partial wave (kl) and recreated in the par-
tial wave (k’l'). The most general spherically symmetric
c-f interaction is thus written as

H = E

k' kIApS v

I(k'I'KINS) Ts ,,(l9.5) Cs (k' 1K),

(38)

where I (independent of w and v) is the c¢-f coupling
constant and /,=3 for f electrons. Parity imposes the re-
quirement that /—/" be even, and Hermiticity demands
that I(k'l' kIAS)=1(klk'l’ AY). By projecting the interac-
tion onto the lowest LS manifold, and then onto the
lowest J manifold, orbital and spin flips can no longer be
separated for ionic electrons, although such separation
continues to exist for ¢ electrons. To simplify the form of
the final Hamiltonian, one can combine the double ten-
sors Cys,,(k'l'kl) into a single tensor Cpsgo(k'l'kl) as
in Eq. (12). This gives

Hy= 2 2 K(k'I'kIASK)
k'1'kl AZKQ

X Tio)Caskolk'I'kD). (39)

Having determined the general form of the two-body
c-f coupling, the microscopic interactions that generate
it remain to be characterized. There are two main
mechanisms providing the c-f coupling: Coulomb inter-
actions (both direct and exchange) and effective two-
body interactions arising from virtual valence fluctua-
tions. These are produced by one-body c-f processes
(hybridization). The c-f processes from the direct part of
the Coulomb coupling represent a classical electrostatic
interaction and are characterized by having =0 and
A=0,2,...,2]. They describe the EMP polarization of
the band produced by the magnetic ion. There are actu-
ally also MMP processes which arise from the classical
electrodynamic interaction between ionic and conduc-
tion currents, but these relativistic terms are much
smaller and are usually neglected. The exchange part of
the Coulomb coupling, on the contrary, contains all pos-
sible ¢-f processes, namely, A=0,1,2,...,2] and %=0,1.
A =0 processes usually dominate, even if in some cases
A #0 processes turn out to be important (Fert and Levy,
1977; Fulde and Lowenhaupt, 1986).

A sizable contribution to the c-f interaction may come
from virtual valence fluctuations, i.e., processes in which
an electron is transferred between ionic and conduction
states. The most important processes are one-body (hy-
bridization) processes described by a Hamiltonian of the
form

Hyygy = 25 V@] 1o Chigmo+ Hoe), (40)
kmao

where /=3 for f electrons (spherical symmetry has been

assumed). If the ionic configuration (f* or d") is suffi-

ciently stable, hybridization processes can be eliminated

by second-order perturbation theory (Schrieffer and
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Wolff, 1966), thus obtaining an effective c-f two-body
coupling as in Eq. (39). This interaction will be of order
|V]?/ E, where V=V(ky) and E is the energy cost of an
electron-transfer process. The condition 7|V|*p(Ep) <E
(with p the c-electron density of states) has to be satis-
fied in order to remain far from a valence instability, i.e.,
for a single ionic configuration to predominate. The ef-
fective interaction for processes with k,k’ near kr has
the form of Eq. (38) (Hirst, 1978) with coupling con-
stants I(k'lI'kIAX)=1 1,0y, and the usual constraints A
<2l, and %=0,1. The spin Kondo coupling corresponds
to A=0, 3=1. Next, the interaction can be projected
onto the lowest LS or J manifolds. In the special case of
an f! configuration (Ce3*), the J-projected Hamiltonian
can be shown to coincide with the Cogblin-Schrieffer
Hamiltonian (Cogblin and Schrieffer, 1969). A charac-
teristic of the effective c-f interaction produced by vir-
tual mixing is that all conduction and f multipoles (either
electric and magnetic) are coupled, with a strength that
does not usually decrease with the rank (K) of the mul-
tipole. For instance, in the Coqgblin-Schrieffer Hamil-
tonian the coupling constant is K independent and anti-
ferromagnetic.

Whether the c-f interaction arises from Coulomb or
virtual mixing processes, it will produce an effective cou-
pling of the multipole moments of different ions when
conduction-electron degrees of freedom are eliminated
by second-order perturbation theory. The conduction-
electron tensor operators at the different sites can be
expanded in terms of creation and annihilation opera-
tors of Bloch electrons c] +Ck’.o'- The relevant second-
order processes are those in which an electron-hole pair
is created at site i and annihilated at a different site j,
these processes accompanied by a flip of one of the ion’s
multipoles. An explicit calculation of the resulting cou-
pling requires detailed knowledge of the band structure
(Teitelbaum and Levy, 1976). In any case, the
J-projected effective ion-ion interaction will be of the
form of Eq. (24), where both odd and even values of K
and K’ are allowed, provided K+ K’ is even. The direct
part of the Coulomb c-f interaction couples only EMPs
(even K and K'), whereas its exchange part, as well as
the virtual mixing interaction, contribute to all kinds of
couplings. Since in the virtual mixing c-f coupling all
multipoles are equally important, the same will hold for
the effective ion-ion interaction it produces. The cou-

pling constants II%%/ , are of order F(K)F(K'), where
F(K) is the c-f coupling constant for multipoles of rank
K, and are long range and oscillatory.

5. Lattice-mediated electric-multipole interactions

Indirect interactions between EMPs may also be
transmitted by lattice vibrations (Sugihara, 1959; Birge-
neau et al., 1969; Gehring and Gehring 1975). To de-
scribe this effect, the starting point is the one-ion ME
Hamiltonian Hyg, usually limited to the first order in
the displacements (harmonic approximation). This
Hamiltonian describes the coupling between the EMPs
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of the magnetic shell and the local deformations of the
lattice, and can be considered as the strain derivative of
the CF Hamiltonian Hcr (MMPs do not couple with the
lattice displacements due to time-reversal invariance).
Just like Hcg, Hyg contains multipoles with even rank
up to 2/.

The most general ME coupling is obtained by classi-
fying the normal modes of vibration of a cluster formed
by the magnetic ion at site i and its ligands according to
irreducible representations of the point symmetry group.
The cluster Hamiltonian has to transform as the identity
representation of the point group. This is achieved by
classifying the magnetic-ion degrees of freedom in terms
of point-group representations as in Eq. (13). Next, all
possible ME invariants are obtained by coupling ionic
multipoles of symmetry I'y with local normal modes Q
having the same symmetry. If the cluster has an inver-
sion center, only even normal modes couple to the ion.
The ME coupling for an ion will then be of the type
(Gehring and Gehring, 1975; Morin and Schmitt, 1990)

Hyp= 2 2 V()0 (N)OTs0), (41)
K=24,6 st

where Q(I'y,f) represents the local distortion, ¢ labels the
components of the I'y representation of the site symme-
try group, and V are coupling constants.

The same type of expansion will be made for an ion at
a different site j. The effective interaction between sites
i and j arises because the normal modes of the two clus-
ters are not independent. In fact, they arise from the
normal modes of the crystal as a whole, namely, the
phonons. The local normal modes at sites i and j may
then be expanded in terms of creation and annihilation
operators of lattice phonons of wave vector k and polar-
ization index p. With second-order perturbation theory
one obtains the effective two-ion interaction between

EMPs of the form (24). The I,%%’ coefficients can be cal-
culated in terms of Vi and the specific phonon spec-
trum, and are of order VgV ngmy with nx the propor-
tionality coefficient between the ion’s EMP moments of
rank K and their corresponding operator equivalents.
For instance, 7, =, the second-order Stevens coeffi-
cient (Abragam and Bleaney, 1970).

A detailed microscopic calculation of the II%K,, is very
difficult, so that the coupling constants are often consid-
ered as unknown parameters. In ionic compounds it is
possible to estimate the ion-lattice coupling constants
with a point-charge model approach, in which the mag-
netic ion and its neighbors are approximated by point
charges. For instance, a calculation of this type has been
made for the quadrupolar interactions in UO, (Allen,
1968a, 1968Db). It is clear that a point-charge calculation
of the ME couplings has more or less the same degree of
accuracy as a point-charge calculation of the CF param-
eters. It should be noted that, just as the importance of
the various CF contributions does not decrease with in-
creasing multipole rank, the size of the coefficients V
does not decrease with increasing K. If acoustic phonons
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provide the main transmitting medium, the coupling

constants II%% are rather long ranged, as may be ex-
pected given the long-range character of strain fields in
an elastic continuum.

D. Multipolar interactions in j-j coupling

Multipolar interactions can be studied by multiorbital
Hubbard models in the j-j coupling limit (Hotta and
Ueda, 2003; Kubo and Hotta, 2005b; Hotta, 2006). Even
if for f-electron systems it suffers from the limitations
mentioned in Sec. I1.B.3, this approach may simplify cal-
culations with respect to the LS scheme of the previous
section. For instance, in the truncated I's model (Hotta
and Ueda, 2003; Kubo and Hotta, 2005b), a hopping
term of the form

Hyin = > IZVa;u,aiJrav (42)
ia,u,v

is added to H;, [Eq. (21)] and H¢g [Eq. (22)]. If only o

bonding is assumed to be sizable, the direct hopping am-

plitude for f electrons along the vector a is given by
(Hotta and Ueda, 2003)

4 . N
o= E/z 7833CMCWY3’M_U( 0.4)Y;

(6,¢), (43)

R

where S; denotes Slater’s two-center integral (Slater
and Koster, 1954) through a o bond (for f electrons, /
=1'=3), C,,=—0(2-8uc/7)'?, and 6,¢ are the polar
and azimuthal angles defined by a. In the presence of
ligand anions, an effective hopping integral can be de-
rived with second-order perturbation theory (Hotta and
Ueda, 2003).

We recall that the one-electron CF potential with cu-
bic symmetry splits the j=5/2 sextet into a I'y quartet
and a I'; doublet; the former is the ground state for A§
<0, a situation that is normally realized when ligand
anions are positioned in a fcc or bec lattice. In the trun-
cated I'y model, the doublet is ignored and four new
annihilation operators for the I'g states are defined:

fia1 = \"%aifs/z + \“"T/6ai3/2, (44)
fia = \"%aiS/z + \"%ai—S/z’ (45)
fi,Bo’ = lj—g>» (46)

where o=+ % The resulting Hamiltonian is

il il il
HFS = 2 t?—,—'fim- itar’o T UE fiTTfiTTfiTlfiTl
i,7

B !
ia,o,7,7

+Z/[, 2 ﬁaafiaaﬁﬁg'ﬁﬂrr'

. '
i,o,0

+j2 ﬁao’ﬁ'[«}g—’fiaa"fiﬁa'

. '
i,o,0

+\-7' E ﬁﬂﬁﬂfif’lfiT’T? (47)

i,r# 7
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where U, U', 7, and J' are the intraorbital, interorbital,
exchange, and pair-hopping contributions to the Cou-
lomb interaction term (these four coefficients can be ex-
pressed as a linear combination of Slater radial integrals;
note that U=U"+T+T").

Considering an occupancy of one electron (hole) per
site within the I'y quartet (applicable to the f' and f°
configurations) and applying second-order perturbation
theory on the hopping term, one can determine an ef-
fective Hamiltonian for the exchange interaction,

Y
Hex = 2 2 E TT3:’-3’T404;7-1”1’72(T2

(i,i’) T1>72:73:74 01,02,03,04

l i
><fi730-> iTlo'lfi’7-4(y4fi’Tzo'2’ (48)

where (i,i’) denotes a pair of nearest neighbors and the
generalized exchange interaction Z can be calculated by
evaluating the matrix elements between ground and ex-
cited states and is of the order 2/ (U’ - 7).

Depending on the lattice structure, the explicit form
of each multipolar interaction term can be evaluated
and, within a mean-field approximation, it is possible to
verify the nature of the occurring ordered phase. For
example, in the case of a simple-cubic lattice, an antifer-
romagnetic ordering of I'; quadrupoles is found,
whereas for a bec lattice, I', octupoles first order antifer-
romagnetically; in both cases, a transition to a ferromag-
netic state follows at lower temperature (Kubo and
Hotta, 2005¢). We discuss in more detail the fcc lattice
case, as it is the relevant one for dioxides. The correla-
tion function

1
Xo =y explig- (r=r)(X,Xp) (49)

rr’

has been evaluated for each of the 15 multipole opera-
tors X active in the I'g quartet (listed in Table I) for
different wave vectors q, by exact diagonalization per-
formed on an eight-site cluster (Kubo and Hotta, 2005b).
The correlation function [Fig. 3(a)] is clearly enhanced
for O,,, T, and Tf multipoles at q=(0,0,1). The fact
that no term in the effective model stabilizes O, -type
order at this wave vector indicates that the enhancement
of the corresponding correlation function is due to the
presence of induced quadrupolar moments resulting
from one of the two octupoles. Mean-field theory pre-
dicts that the Tf octupole ordered state has the lowest
energy, and the anisotropy of the I's moments in the I'g
subspace (which has an easy axis along [1 1 1] and
equivalent directions) indicates the occurrence of longi-
tudinal 3-k multipolar order. Specific heat and magnetic
susceptibility calculated within this model [Figs. 3(b) and
3(c)] are qualitatively compatible with experimental val-
ues: quantitative agreement is not to be expected,
mainly because of the limitations in assessing the correct
CF ground state within a pure j-j model (as discussed in
Sec. 11.B.3).
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FIG. 3. Results of the multipolar model in j-j coupling pro-
posed for NpO, by Kubo and Hotta (2005b). (a) Correlation
functions for multipolar operators on a fcc lattice, calculated
by exact diagonalization on an eight-site cluster, for q
=(0,0,0) (circles), q=(0,0,1) (squares), and q=(1/2,1/2,1/2)
(triangles). The Tf’ﬁ and T;“B operators have the same corre-
lation function as O, and O.,. (b) Magnetic susceptibility and
(c) specific heat calculated (lines) for NpO, in mean-field ap-
proximation, compared with experimental data (triangles).

E. Group theory considerations

The two-ion Hamiltonians H;; of the previous sections
may drive phase transitions toward dipole-or multipole-
ordered phases. Whether an ordered phase exists and
which is the OP is determined by the joint action of Hj;
and single-ion terms.

In most practical cases, the phase diagram is calcu-
lated by performing a mean-field (MF) decoupling in H;,
thus producing a Hamiltonian describing a single ion or
a few ions in an effective molecular field of dipole or
multipole character. Of course, its effect depends cru-
cially on the response of each ion to it. Part of the mul-
tipolar degrees of freedom of the free ion may be
quenched by the CF, i.e., the corresponding multipolar
susceptibility does not diverge at low 7T, and saturates to
a small value (i.e., it has a Van Vleck-type response as-
sociated with second-order mixing of excited CF states).
The opposite is possible too, i.e., some multipolar sus-
ceptibilities may be enhanced by the CF with respect to
their free-ion values.

The CF also leads to equivalences between multipolar
OPs of different ranks: multipoles will be labeled as in
Eq. (13) by the point-group irreps which are subdued by
the full orthogonal group irrep of rank-K multipoles.
For example, magnetic dipoles belong to the D*) irrep
of O(3) and will be labeled as I'j in O,,. Such an irrep
also appears in the decomposition of the magnetic-
octupole irrep D®*). This implies that in O,, three out of
seven octupoles are equivalent to dipoles from the point
of view of symmetry. Even if they represent physically
distinct observables, an ordering of dipoles will be ac-
companied by an ordering of I'y octupoles, and vice
versa. Thus, the CF greatly reduces the number of pos-
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sible inequivalent ordered phases. For instance, the
Hamiltonian (32) may lead to phase transitions charac-
terized by spin ({(S;)#0) or orbital ({(7)# 0) ordering.
Since the cubic I'; orbital doublet described by the pseu-
dospin 7 does not carry any magnetic dipole moment
(the reduction of I'; X I'; does not contain the magnetic
moment I’y irrep), pure orbital ordering will be of mul-
tipolar type. In particular, 7,; and 7,; describe the order
of I'; electric quadrupoles (Kugel and Khomskii, 1982)
(i.e., the symmetry of the charge-density distribution of
d electrons becomes lower than cubic), whereas 7,; de-
scribes the order of the I'; magnetic octupole, which rep-
resents an orbital current distribution of tetrahedral
symmetry with no associated magnetic-dipole moment
and no charge distortion (Takahashi and Shiba, 2000;
van den Brink and Khomskii, 2001). In this context, as
far as symmetry is concerned, an order of I'; electric
hexadecapoles would be equivalent to the above-
mentioned quadrupole ordering. In fact, these high-rank
quantities are locked to the low-rank ones by the CF
potential.

In the case of f-electron ions, active multipole degrees
of freedom are set by the symmetry of the lowest-lying
CF states |JFgl>, where I’y is a point-group irrep and /
labels its components. The multipoles Oﬁ(]) [Eq. (13)]
carried by the ground-state |JFgl> can be identified by
the irreps appearing in the decomposition of the sym-
metric and antisymmetric components in I, X T if the
multipole is time even (time odd), I' must be contained
in [, XT',]¢ for an even (odd) number of electrons, and
in [, XT,], for an odd (even) number of electrons
(Abragam and Bleaney, 1970). For instance, the cubic
I's-triplet ground state of U ions in UQO, satisfies [I's
XT's]g=T1+T3+T's and [['sXT'5]4,=T"4. Considering that
the number of electrons is even, I's carries (i) a triplet of
I'y time-odd degrees of freedom, whose lowest-rank
component represents the magnetic dipole; (ii) a triplet
of I's time-even degrees of freedom, whose lowest-rank
component represents electric quadrupoles (transform-
ing as xy, xz, yz); and (iii) a doublet of I'; time-even
degrees of freedom, whose lowest-rank component rep-
resents the two remaining electric quadrupoles (trans-
forming as 3z°—r? and x>—y?). There is also a single to-
tally symmetric time-even multipole, whose lowest-rank
component represents the electric hexadecapoles
coupled to the CF. Of course, the latter are frozen to a
finite value within the ground state, and cannot induce a
phase transition (the associated susceptibility does not
diverge as T—0).

Another important case occurring in both PrO, and
NpO, is that of a I'g-quartet CF ground state. Since
[TgXTglg=T,+2I'y+ s and [[gXTg],=I+3+Ts, and
since the number of electrons is odd, this state carries
the same time-even multipoles (I';, I'5, I's) as the I's trip-
let, but a larger number of time-odd ones: in addition to
two independent sets of time-odd degrees of freedom
with I'y symmetry (whose lowest-rank component repre-
sents magnetic dipoles), time-odd multipoles transform-
ing as I'; and I'5 are also present (Table I). Their lowest-
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rank components are octupoles, since both these irreps
appear in the decomposition of the octupole irrep DG+
in Oh'

The way a phase transition affects the multipole mo-
ments of an ion can be established by explicitly perform-
ing a MF calculation for a given ordered structure. If a
single-site MF model is appropriate, the corresponding
effective Hamiltonian will be of the form

H=Hep+ > J2%,020)0%)r+C,  (50)
KQOK'Q'

where (---) is a self-consistent thermal average and C is
a T-dependent energy shift.

Qualitative information can also be gathered by in-
specting the corresponding Landau free energy F with-
out performing an explicit calculation by Eq. (50). The
OP of the phase transition coincides locally with a given
set of multipole moments of the ion belonging to some
irrep Iy of the ion’s point group. The symmetry-allowed
low-order terms in the expansion of the MF free energy
allow us to determine the order of the phase transition
and also which additional multipole moments can be in-
duced as secondary (local) OPs by the primary OP. If the
phase transition is second order, a typical minimal ex-
pansion near the transition temperature 7, has the form

F=Fo+aT=TI2 ¥ + f{g) + a2 7
i j

+ hmn({lpi}a{nj}), (51)

where F is a smooth contribution, a>0, >0, and ¥;
are the primary OP components spanning the T’ irrep,
whereas 7; are the components of a secondary OP and
span irrep I'y... f4 is a polynomial of order 4 in ¢; and 4,,,,,
is a mixed polynomial of order m in ¢; and n in 7. These
polynomials make F invariant under the point-group op-
erations and their structure is fixed by the Clebsch-
Gordan coupling coefficients which single out the totally
symmetric irrep I'; in the direct product irreps [I'y]* and
[Fo]m X [Fsec]n'

For T<T,, the primary OP ¢+0, and the secondary
OP 7 can be induced by ¢ only if n=1 (Toledano and
Toledano, 1987). This implies that, independently of the
specific system and symmetries involved, a primary OP
of EMP type cannot induce a secondary OP of MMP
type since h,,; would not be invariant under the opera-
tion of time reversal. Of course, the opposite is not true
and a primary MMP OP can (and, usually, does) induce
secondary OPs of both electric and magnetic type. In
particular, let ¢; be identified with the rank-K quantities
(Offoi(J)) [Eq. (13)]. If below T, F is minimized by some
linear combination of ¢;, the same linear combination of

the (0?0’1-(])) is induced for all K’ (with the same T de-
pendence). For instance, standard dipole order in diox-
ides corresponds to ¢[E(O%4i(.l)) since the three dipoles
span a I'y irrep of the O, point group. An ordering of all

77]E<O€/:3'5’“"2J “1(J)) multipoles is induced by the cou-
pling Ay Z;4;m;, resulting in 7,(T) < ,(T) (7; represent
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electromagnetic multipoles for K’ <7 only). Other sec-
ondary OPs are associated with mixed invariants 4,
with m>1. In particular, since I'y X I'y=T"1+T'3+1'4+Ts,
there are hy; terms where 7; is a set of I's, I'y, or I's
EMPs, which can be induced quadratically as secondary
OPs. Which of the possible 7; are actually induced de-
pends on the specific linear combination of ¢; minimiz-
ing F. For instance, the type-I 1-k AF order initially
proposed for UO, (see Sec. IV.A) corresponds to a local
dipole moment along one of the cubic axes, i.e., i
=/ ), ¥h=1y=0 with a=x or y or z depending on which
domain is selected. In this case, out of the five I'; and I's
electric quadrupoles, only the axial combination #*
transforming as 3a?-r? is induced, 7% (¢4)? to leading
order. Thus, the f-electron charge distribution would be-
come prolate (or oblate) along the «a axis with a critical
exponent B twice that of the dipole OP.

Even if the point-group framework is suitable for
studying some aspects of the ordering process in the MF
approximation, the appropriate mathematical context
for a full and rigorous symmetry analysis of a phase
transition is of course that of the space group G. The set
of all multipole moments or operators on all magnetic
ions provides a basis for a tensor representation of the
space group (Evarestov and Smirnov, 1997), which can
be reduced into I' ({k}) irreps labeled by a wave-vector
star {k} and a little-group irrep index v (Bradley and
Cracknell, 1972). This corresponds to Fourier transform-
ing at k the ionic multipole operators

1 )
O%(k,d) = TVE OL(R;)e™Ri, (52)
\ i

where i labels cells and d labels ions in the basis (d=1 in
dioxides), and to build linear combinations of the
O%(k,d) which transform as a specific small irrep T', of
the little group of wave vector k, Gy. For instance, for

the Fm3m space group of dioxides and k=X,
=(0,0,27/a) (in the reference frame of the conven-
tional cell), the star of k is made of the three arms k;
=(0,0,27/a), ky,=(0,27/a,0), and ky;=(27/a,0,0). Since
the space-group is symmorphic, the small irreps of Gy
are those of the little cogroup of X, which is Dy, If K
=1 we have dipole irreps with F,,EF(;) (one dimen-
sional) or F,,EF?) (two dimensional). Since there are
three star arms, the corresponding space-group irreps
have dimensions 3 and 6, respectively. A phase transi-
tion where the active irrep is 'Y (I'{"”) corresponds to
longitudinal (transverse) type-I AF order. The trans-
verse case is realized in UQO,, the longitudinal one in
USb.

The direction of the OP within the representation
subspace determines the type of order (1-k or multi-k),
and equivalent directions distinguish the possible do-
mains. In the phenomenological Landau-theory frame-
work, the actual direction depends on the form of the
Landau free energy F for T close to T.,. For instance, for
the longitudinal IY"” OP (i . ¢, ti,):
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F=Fora(T=T) 2 dh+as 2 Y+ b2 dh g,

i=1,3 i=1,3 i#j
+ag 2, lﬁﬁi + b2, lﬁiigblz(j + c6¢//|2(1¢12(2¢12{3 4o
i=13 i#j

(53)

It is clear that, up to second order, the OP components
on the different star arms are decoupled, i.e., 1- and
multi-k structures have the same free energy. This de-
generacy is removed only by fourth- or sixth-order
terms, which can originate from CF or multipolar inter-
actions. For instance, if sixth-order terms are neglected,
the structure will be 1-k if b,>0 and 3-k if b, <0. A 2-k
structure is always unfavorable, but it can be stabilized
by large enough sixth-order terms. The importance of
multipolar interactions in the stabilization of multi-k
structures explains why the latter are fairly common in
Ce and actinide compounds, and much less in d-electron
systems.

Type-I AF order of quadrupoles, K=2, corresponds to
the small irreps I', = F(;) (one dimensional), Ffﬁ) (one di-
mensional), or F?) (two dimensional). In particular, Fff)
describes a symmetry lowering to the tetragonal space
groups P4,/mmc and P4,/nnm for 1- and 2-k orderings,

respectively, and to the cubic group Pn3m for 3-k order-
ing. The latter describes the quadrupole structure of
NpO,. A F(;) OP describes a symmetry lowering to sev-
eral different space groups depending on the direction
of the OP in the six-dimensional irreducible subspace.
We explicitly mention the 3-k case which is relevant to

UO, where the structure is described by the cubic Pa3
group. For both the Fgﬁ) and F(;) quadrupolar structures,
the quadrupole contribution to the Landau free energy
Fo qualitatively differs from Eq. (53) for the presence of
third-order invariants, which are forbidden if the OP is
odd under time reversal. For instance, in the Fff) case,

Fo=ar 2 ¥ +asih ot + - (54)

i=13

This implies that the Landau condition for a second-
order phase transition is not satisfied, and a transition to
type-I antiferroquadrupolar order in which the primary
OP is a I'{"” or T'{") quadrupole cannot be of second or-
der. However, it must be observed that neither in UO,
nor in NpO, is the quadrupole a primary OP, since it is
induced as a secondary OP by an underlying magnetic
order. Thus, a, remains positive across the transition and
there is no quadrupolar instability. Indeed, the transition
is second order in NpO,, and the first-order character of
the UO, transition is not due to the breakdown of the
Landau condition (see Sec. IV.A).

Secondary OPs are important quantities in a multipo-
lar phase transition since they may be easier to detect
than the primary OP, thus providing an indirect way to
extract information on the ordering. For instance, qua-
drupolar secondary OPs are likely to occur and may be
probed by RXS or NMR (Sec. III). Since ionic quadru-
poles are linearly coupled with appropriately symme-
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trized displacements of the ion’s ligands, lattice distor-
tions may occur as secondary OPs too, and can usually
be detected by diffraction techniques. Also, if a mag-
netic field is applied (thus breaking the time-reversal in-
variance), an antiferroquadrupolar primary OP may in-
duce an antiferromagnetic secondary OP which can be
probed by magnetic neutron diffraction (Effantin et al.,
1985; Link et al., 1998).

The T dependence of a secondary OP 7 is typically
different from that of the primary OP ¢, and in the Lan-
dau framework for (7.-T)/T.<1 it depends on the
power n appearing in the lowest-order invariant »y/,
which results in 7oy «(T.—T)"?. For instance, for
the dipolar primary OP of UO,, since the space group
irrep I‘(;)({k}) for the star of X satisfies
I‘?)({k})XF(;)({k})DF(;)({k}) there are third-order in-
variants involving two components of the primary dipo-
lar OP and one component of a secondary quadrupolar
OP having the same spatial symmetry properties. This
leads to n=2, i.e., a type-I AF quadrupole moment and a
nonuniform lattice distortion proportional to the square
of the ordered moment to lowest order. In addition,
since TSk} X T (k) DT (k=0)+T5)(k=0) (the
I'-point irrep label are those of the O, point group),
macroscopic distortions of the crystal associated with a
ferroquadrupolar secondary OP may be induced by a
type-I dipole OP. However, the actual presence and the
type of such distortions depends on the OP direction in
the T{"({k;}) subspace. For instance, 1-k ordering leads
to a macroscopic tetragonal distortion associated with
the F(;)(k:()) quadrupoles, whereas 3-k ordering has no
associated macroscopic distortion since, in this case, all
mixed invariants linear in the quadrupoles vanish.

The presence or absence of distortions for a specific
ordered structure can be easily established by looking at
the way the Wyckoff positions occupied by atoms of the
crystal split in the lower-symmetry group. For instance,
in UO,, U atoms occupy 4a positions and oxygen atoms

occupy 8c positions of Fm3m. In the Pa3 group describ-
ing the 3-k phase, these positions are still labeled as 4a
and 8c, but while the former are fixed by symmetry, the
latter are not and depend on a free parameter x. Thus, a
distortion of the oxygen cages is expected in the ordered
phase and has indeed been observed experimentally (see
Sec. IV.A).

III. MULTIPOLAR ORDERING IN SOLIDS:
EXPERIMENTAL TOOLS

A. Indirect techniques

Historically, the existence of multipolar order was sug-
gested by a combination of measurement techniques
which, by themselves, are not able to probe directly the
nature of the ordered phase. For example, in the pres-
ence of antiferroquadrupolar (AFQ) order, bulk mea-
surements such as specific heat, magnetic susceptibility,
and the temperature derivative of the electrical resistiv-
ity may display sizable Néel-type anomalies, indicating
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FIG. 4. Specific heat (upper panel) and magnetic susceptibility
(lower panel) of DyB,C,. Data from Yamauchi et al., 1999.

that a phase transition is taking place at a given tem-
perature T, without a ferromagnetic dipolar component;
on the other hand, attempts to detect the order by
dipolar-sensitive probes such as neutron scattering or
Mossbauer spectroscopy would invariably fail. This was
the case, for instance, encountered in the study of the
magnetic properties of DyB,C,. For this compound, the
specific-heat curve shows two large \-type anomalies,
one at Tx=153 K and the other at Ty=24.7 K. The
magnetic entropy variation associated with each transi-
tion is very close to R In2, suggesting a pseudoquartet
ground state in the paramagnetic phase, which is split
into two well-separated doublets at Ty, and into four
singlets below T. Such an energy level scheme was later
confirmed by neutron scattering measurements (Naka-
mura et al., 2003; Staub et al., 2005). However, only at Ty
is an anomaly clearly visible in the susceptibility curves
(Fig. 4). Neutron powder diffraction studies show mag-
netic reflections only below T, where the system is an-
tiferromagnetic.

To explain this behavior, the presence of AFQ order
was suggested for Ty <T'<T, (Yamauchi et al., 1999) as
the entropy release revealed by the specific heat is in
line with the presence of two quasidegenerate Kramers
doublets. The occurrence of AFQ order was later con-
firmed by resonant x-ray scattering and neutron diffrac-
tion studies (Tanaka et al, 1999; Hirota et al., 2000;
Tanaka, Inami, Lovesey, et al., 2004; Zaharko et al., 2004;
Matsumura et al., 2005; Mulders et al., 2006)

Similar situations have often been described as mani-
festations of a “hidden order,” and indicate that it is
usually difficult to prove the existence of a nondipolar
OP. For instance, URu,Si, displays a second-order phase
transition marked by a large anomaly in the heat capac-
ity at Ty=17.5 K (Palstra et al., 1985) The magnetic or-
dered moment revealed by neutron scattering (uw
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=0.03up) is much too small to account for this anomaly
(Broholm et al., 1987, 1991), and a number of specula-
tions about the primary order parameter have been ad-
vanced, from electric quadrupoles (Santini and Amo-
retti, 1994; Santini, 1998; Ohkawa and Shimizu, 1999;
Santini et al., 2000) to magnetic octupoles (Fazekas et al.,
2005; Kiss and Fazekas, 2005; Hanzawa, 2007), orbital
currents (Chandra et al., 2002), and condensation of
heavy fermion quasiparticles (Wiebe et al., 2007).

For a transition to a quadrupolar ordered state, ME
interactions can couple electric quadrupole degrees of
freedom with lattice distortions of the same symmetry;
this can be useful to study the ordered phase, as demon-
strated for several insulating and intermetallic rare-earth
compounds where the ME coupling and the quadrupolar
pair interactions responsible for the quadrupolar order-
ing have been determined by elastic constants, nonlinear
susceptibility, = and  parastriction = measurements
(Aléonard and Morin, 1979; Levy et al., 1979; Morin and
Schmitt, 1990; Morin and Rouchy, 1993).

An instructive example is the study of the phase tran-
sition to a ferroquadrupole ordered state associated with
an orthorhombic y-symmetry-lowering mode in the te-
tragonal intermetallic compound TmAg,. Morin and
Rouchy (1993) analyzed this phenomenon using the
mean-field approximation to describe the two-ion qua-
drupolar term Hy, and expressing the equilibrium
strains appearing in the ME Hamiltonian Hyg as a func-
tion of the expectation values of quadrupole operators,

Hg + Hye = - G003 - GX03)05 - GX0,%05°
- GU0)0;+(0,10;'], (55)

where the coefficients G* are determined by the ME
coefficients B*, the symmetrized background elastic con-
stants C}, and the two-ion quadrupolar interaction coef-
ficients K*. The total Hamiltonian is obtained by adding
the CF term, the Zeeman, and the bilinear exchange
contributions to Eq. (55). Perturbation theory can then
be applied to the disordered phase to analyze each of
the possible symmetry lowering modes and to determine
magnetic, strain, and quadrupolar susceptibilities. The
relevant coefficients can be determined experimentally
from measurements of macroscopic quantities. For in-
stance, the total quadrupolar coefficients G* can be ob-
tained from the third-order magnetic susceptibility )(53,)
(Morin et al., 1988; Morin and Rouchy, 1993),

NOp— ( NN 26 | 2G”(Xf))2)
MU A -n\Y T 1-GY,  1-GMx, )

(56)
which is determined by four single-ion susceptibilities
involving matrix elements between CF eigenstates of J,

and of éé‘ quadrupole operators appearing in Eq. (55),
selected by the field direction. The parameter n is the
bilinear exchange coefficient, x, and ng) are the single-
ion linear and third-order magnetic susceptibility, x,

m&’(éé‘)/ de* is the strain susceptibility, and Xﬁf)
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FIG. 5. Temperature variation of the third-order magnetic sus-
ceptibility along the [0 O 1] crystallographic direction of
TmAg,. Data for the [1 0 0], and [1 1 0] directions are shown in
the inset. The nonmagnetic transition at 7,=4.74 K is analyzed
assuming ferroquadrupolar order within the orthorhombic I';
symmetry-lowering mode (G“=0; G?=17 mK). Data from
Morin and Rouchy, 1993.

=KO%)/dH? is a quadrupolar field susceptibility giving
the response of the quadrupolar components to the as-
sociated strain in the presence of a magnetic field. In
general terms, the strain susceptibilities x,, which appear
in Eq. (56) are associated with quadrupolar degrees of
freedom and, therefore, they can selectively probe the
quadrupolar character of the CF ground state. If a given
X, saturates to a constant value at low temperatures, this

is an indication that the associated quadrupole éé‘ has a
zero intrinsic moment within the ground state. On the
other hand, quadrupolar active modes will give rise to a
divergence in the temperature dependence of x,. This is
often the case when a second-order transition involving
0’2‘ as primary OP is present.

Figure 5 shows the values of x| measured as a func-
tion of temperature along different directions of a
TmAg, crystal. The occurrence of a phase transition at
about 5 K is clearly revealed. The solid lines are calcu-
lations by Morin and Rouchy, assuming CF parameters
determined by inelastic neutron scattering, G*=0, and
G7=17 mK. The excellent agreement between experi-
ment and theory strongly supports the hypothesis of fer-

roquadrupolar ordering involving the O% quadrupole
component (Morin and Rouchy, 1993). The ME and
two-ion quadrupolar coefficients can be extracted sepa-
rately from the temperature dependence of the elastic
constants C*, which in turn can be obtained from ultra-
sonic velocity measurements. For instance, in the case of
a y mode,

C'=Cy - Cpp=Cl — (BY)2—2Xr 57
- Cp=Cl-( )1—K“/X7 (57)

The data obtained for TmAg, are shown in Fig. 6; the
softening of C, indicates that the corresponding strain
susceptibility y, is diverging as a result of the ordering of

the (5% quadrupole. Fitting the experimental curve to
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FIG. 6. Temperature dependence of the C,, elastic constant in
TmAg,. The dashed line indicates the value of C(; measured
for the nonmagnetic isostructural compound YAg,. The solid
line is a fit to Eq. (57) with K¥=10 mK and |B?|=32 K. Inset:
Temperature dependence of the parastriction for an external
magnetic field applied along the [1 0 0] direction. Relative
length changes are measured along [1 0 0] and [0 1 0]. The
solid line is a fit leading to the determination of ME and total
quadrupolar coefficients. Data from Morin and Rouchy, 1993.

Eq. (57) gives K?=10 mK and |B?|=32 K.

A third experimental probe of the quadrupolar field
susceptibility is provided by parastriction measurements,
i.e., measurements in the paramagnetic phase of the
relative change of length, A=6¢/¢, induced by the appli-
cation of a magnetic field along a given direction. Paras-
triction measures the quadrupolar moment induced by
the applied field through the anisotropic deformation of
the lattice (Morin et al., 1980). Experiments are per-
formed by measuring N along high-symmetry directions,
parallel and perpendicular to the magnetic field H, using
a capacitance dilatometer or a strain gauge. By plotting
H/IN—\ |2 vs T, a linear dependence is expected at
high temperature, with a slope determined by B*. Paras-
triction data obtained for TmAg,, with a field applied
along the [100] axis, are shown in Fig. 6. In this case,

H ( Cg )1/2(1 _ G)’Xy)l/Z(l )
= —nXxop)-
IN100 = Notol2 \E|By| XE/Z)

(58)

Fitting the experimental data to this equation gives B?
=-31 K and G"=18 mK, in excellent agreement with
other techniques; parastriction is also sensitive to the
sign of BY, which is the same as the sign of \jgp—Ng1o-
Mean-field calculations performed with these param-
eters predict a spontaneous strain at 5 K, in agreement
with the experimentally determined quadrupolar transi-
tion temperature (Morin and Rouchy, 1993). A similar
analysis has been used to study quadrupolar ordering in
the isostructural compound TmAu, (Kosaka et al., 1998).
It should be noted that since the above-mentioned mac-
roscopic techniques probe uniform quadrupolar suscep-
tibilities, they are less useful if the order is antiferroqua-
drupolar.

Electric quadrupole related effects in metallic com-
pounds can also be probed by muon spin rotation (uSR)
techniques measuring the anisotropy and 7 dependence
of the Fermi contact hyperfine coupling to the conduc-
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FIG. 7. (Color online) Time dependence of the zero-field
backward-forward positron count rate asymmetry for NpO, at
different temperatures. A vertical offset has been applied to
the different data sets. Data from Kopmann et al., 1998.

tion electrons A;°". This quantity can be extracted from
the Knight shift of positive muons and, in the presence
of s-f exchange and spin-orbit coupling, is sensitive to
multipolar degrees of freedom (Schenck and Solt, 2004).

The uSR technique can also give indirect information
on the ordered quadrupolar state by monitoring the evo-
lution of the local internal magnetic field as a function of
an external parameter. This has been exploited in a
study of the magnetic ordering in PrCu,, where a
temperature- and orientation dependent A{°" has been
observed (Schenck et al., 2003).

Anomalies in the muon spin relaxation rate can be
detected if the fluctuation of the dipolar magnetic mo-
ments is influenced by the order of electric quadrupoles.
This effect has been observed in DyPd;S,, and was used
together with inelastic neutron scattering and neutron
diffraction to characterize the AFQ phase appearing in
this compound below 3.4 K (Keller et al., 2004).

Notice that uSR measurements are sensitive probes of
the local static magnetic field at the implanted muon
site. Parity violation in weak interactions causes a siz-
able backward-forward asymmetry for the emitted posi-
trons along the direction of the muon spin at the mo-
ment of muon decay. If the muon senses a magnetic
field, for example, from surrounding ordered dipoles, its
spin performs a precessional motion which is detected as
a sinusoidal modulation in the time dependence of the
backward-forward asymmetry. In favorable cases where
the dipole contribution is absent, the observation of a
muon spin precession signal would indicate the presence
of ordered MMPs of higher rank. For instance, the ap-
pearance of a spontaneous muon spin precession signal
in NpO, below T(=25 K (Fig. 7) indicates the occur-
rence of a phase transition associated with a magnetic
order parameter, i.e., breaking time-reversal symmetry
(Kopmann et al., 1998). The nature of this phase transi-
tion will be discussed in Sec. IV.B.

B. Resonant x-ray scattering

1. Introduction

Indirect methods for investigating multipolar order in
solids, such as those discussed above, may track out
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phase boundaries, but the nature of the intrinsic order
remains obscure. For an unambiguous identification of
the order parameter, microscopic probes that couple di-
rectly to the multipole degrees of freedom are required.
RXS is a powerful technique that fulfills this require-
ment.

RXS occurs when a linearly polarized photon is virtu-
ally absorbed by exciting a core electron to empty states,
and subsequently reemitted when the excited electron
and the core hole recombine (Blume, 1985; Blume and
Gibbs, 1988; Hannon et al., 1988; Luo et al., 1993; Hill
and McMorrow, 1996; Lovesey, 1996; Lovesey and Bal-
car, 1996). This process introduces anisotropic contribu-
tions to the x-ray susceptibility tensor (Ovchinnikova
and Dmitrienko, 2000), whose amplitude dramatically
increases as the photon energy is tuned to an atomic
absorption edge. In the presence of long-range order of
magnetic moments, electronic orbitals occupancy, or
spatially anisotropic valence-electron clouds, the inter-
ference of the anomalous anisotropic scattering ampli-
tudes leads to the excitation of Bragg peaks at positions
forbidden by the crystallographic space group. RXS can
therefore probe long-range order of magnetic moments
and anisotropic charge distributions. In the latter case, it
is the asphericity of the atomic electron density that gen-
erates the anomalous tensor component in the atomic
scattering factor. If the electron clouds on different sub-
lattices have different orientations, superlattice reflec-
tions occur due to the reduced translational symmetry.
This is the so-called Templeton scattering (Templeton
and Templeton, 1982, 1985; Dmitrienko, 1983) and is ob-
served, for instance, in the case of antiferromagnetic
electric order of the quadrupole moments. Comprehen-
sive reviews of RXS theory and applications can be
found (Lovesey and Collins, 1996; Lovesey et al., 2005;
Collins et al., 2007).

A typical diffractometer for RXS experiments at a
synchrotron radiation source (Paolasini et al., 2007) uses
the linearly polarized beam delivered by undulator in-
sertion devices. A system consisting of total reflection
mirrors and single-crystal monochromators allows one
to focus the beam at the sample position and to select its
energy over a wide range, with high resolution. For in-
stance, at the ID20 beamline of the ESRF in Grenoble,
the incident photon energy can be chosen between 3.4
and 25 keV, with a resolution of the order of 10~*. This
energy range includes most of the absorption edges ex-
plored in hard-x-ray resonant scattering studies (K edges
of transition metals, L edges of rare earths, L and M
edges of actinides).

A schematic of the experimental setup is shown in
Fig. 8. The incident photon beam is defined by the wave
vector Kk, and the polarization vector €; the diffracted
beam propagates along the wave vector k; with polariza-
tion €5 ky and k; define the scattering plane II. A beam
with polarization perpendicular to II is said to have o
polarization, whereas a beam has 7 polarization if € is
parallel to II. The sample is mounted at the center of a
four-circle cradle. An extra circle allows one to perform
azimuth scans, where the intensity of the diffracted
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U,

FIG. 8. (Color online) Schematic of the experimental setup for
RXS studies. A photon beam polarized perpendicular to the
scattering plane impinges on the sample S and is scattered
toward the analyzer crystal A. The scattered beam components
with polarization parallel () or perpendicular (o) to the scat-
tering plane can be selected by an appropriate orientation of
the analyzer. D is a standard scintillation detector. Integrated
intensities of Bragg peaks are measured as a function of pho-
ton energy for different values of the azimuth angle W, defin-
ing the crystal orientation about the scattering vector. The unit
vectors u; define the reference frame.

beam is recorded while rotating the sample around the
scattering vector Q=ky—k;. To analyze the polarization
of the scattered beam, one makes use of a mosaic crystal
positioned between sample and detector, and continu-
ously rotatable by an angle # around kg If the Bragg
angle of the analyzer is close to 7/4, and the scattering
planes IIg and II, of the sample and the analyzer are
parallel (=0), only photons with ¢ polarization are dif-
fracted by the analyzer and detected. On the other hand,
if p=/2 (I14 perpendicular to Ilg), only photons with 7
polarization are selected.

2. Theoretical background

The cross section for elastic x-ray scattering can be
written as (Blume, 1994)

dQ 2 oy + (@) + if () '™ (59)
where the sum includes the atoms in the crystallographic
unit cell, R; is the relative position in the cell of the jth
atom, e is the photon energy, f; is the Thompson scat-
tering factor, and

1

fi (o) +ifi (0) = _h_

E (E, — E* WO}y | Ol
ho—(E, - E,) —il,/2

(60)

is the anomalous atomic scattering factor (Blume, 1994).
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In Eq. (60), m, is the electron mass, |¢g)) and |¢5{)) are
the initial and photoexcited states of atom j, E, and E,
are their respective energies, and I',, is the inverse life-
time of the core-hole excited state. Determining the va-
lence excited states is a crucial part of evaluating the
RXS amplitude that can be addressed in the framework
of the multiple scattering theory or using the finite-
difference method, as discussed by Joly et al. (2004). To
calculate the matrix elements in Eq. (60), the radiation-

matter interaction operator for incident (OO) and final

(Of) photons can be expanded in multipole terms. Only
the electric dipole (£1) and electric quadrupole (E2)
contributions need to be retained (Blume, 1994), as the
radial integrals for higher multipoles are negligible,

W Oopl ]y = (P € - 1(1 = ko - DIy, (61)
with r the electron position from the nucleus of the ab-
sorbing ion. With this approximation, the amplitude of
the RXS signal, Eq. (60), is a linear combination of com-
plex Cartesian tensors of rank 2, 3, and 4 (Dmitrienko
and Ovchinnikova, 2001; Joly et al., 2004),

2 IO Ol

n
= E E;aGOﬁDaﬁ
ap
i * £
- Egy €ra€0p(Kolapy = kpl )

l *
+— 2 € €08k k05Q aypss (62)
4 a,B,y,0 f

where the sums over «, B, v, and 6 run over the Carte-
sian coordinates x, y, and z, and

D=2 WNr X gl il (63)
Lygy= 2 WXl gr Ju?), (64)
Qupys= 2 W lr g YU v D). (65)

The first term in Eq. (62) is associated with the E1-E1
contribution to the RXS signal, whereas the second and
third terms give the E1-E2 and E2-E2 amplitudes, re-
spectively. It is evident that the rank-2 and rank-4 ten-
sors are parity even, and can therefore be associated
with order parameters invariant under space inversion.
On the other hand, the rank-3 E1-E?2 tensor gives access
to the observation of parity odd multipoles.

Equation (62) can be conveniently written in terms of
scalar products of irreducible tensor operators (ITOs) as
discussed in Sec. II.A (Carra and Thole, 1994; Di Matteo
et al, 2003). In particular, the E1-E1 channel can be
decomposed into the scalar products of rank p=0, 1, and
2 ITOs,
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2 p
E1-El=2 X (-1)PHTPFe). (66)

p=0 g=—p

In the above equation, the tensors 7% are defined by
the radiation parameters € and k; the F(j, w)? operators
describe the properties of the absorbing atom. The three
F?) tensors are parity even, and their components are
linear combinations of the Cartesian components D .
The tensors with rank even, p=0 and 2, are invariant
also under time reversal, whereas the p=1 tensor is time
odd. Writing the Fflp) components explicitly using the
definition given by Eq. (63), it is easy to realize that F!)
is related to the magnetic dipole moment, and F’ and
F? to the charge and the electric quadrupole, respec-
tively (Di Matteo and Natoli, 2002).

The E1-E2 channel can be written as a function of
parity-odd ITOs of rank p=1, 2, and 3 (Carra et al., 1993,
2003; Di Matteo and Natoli, 2002; Marri and Carra,
2004),

3 p
El-E2=3 3 (-VDPTPFD) + TPER). (67)

p=lg=-—p

In this case, the tensors F(j,w)?) and F(j,w)? corre-
spond to the Cartesian tensor /.5, and IZ; By given by Eq.
(64), and contain both time-even and time-odd opera-
tors, independent of the parity of the rank. The time-
even components are proportional to the electric dipole
(p=1), the polar (G) toroid quadrupole (p=2), and the
electric octupole (p=3). Time-odd ITOs are propor-
tional to the polar toroid dipole (p=1), the magnetic
quadrupole (p=2), and the polar toroid octupole (p=3)
(Di Matteo et al., 2005).

Finally, parity-even ITOs of rank p=0, 1, 2, 3, and 4
appear in the expansion of the E2-E2 channel, with
F(j,w)? operators constructed from the Cartesian ten-
sors Q5,6 Of Eq. (65). Only those of rank p=3 and 4 are
related to new order parameters, namely, the time-odd
magnetic octupole (p=3) and the time-even electric
hexadecapole (p=4).

For absorbing atoms belonging to the transition-metal
series, RXS experiments are usually performed at the K
edge, as the energy of other absorption edges is usually
below the cutoff for Bragg diffraction. The intermediate
states involved are the 4p (electric-dipole E1 transitions)
and the 3d (electric-quadrupole E2 transitions). The sen-
sitivity of the experiment to magnetic order at the quad-
rupole, 1s-3d, threshold energy has its origin in the spin
polarization of the 3d states, whereas at the 1s-4p dipole
transition energy the resonant enhancement for mag-
netic reflections is due to the 4p-3d intra-atomic Cou-
lomb interaction and mixing of the 4p with the 3d states
of neighboring atoms (Igarashi and Takahashi, 2001).
Following pioneering studies in LaMnO; (Murakami,
Hill, Gibbs, et al., 1998; Murakami, Kawada, Kawata, et
al., 1998), a number of RXS experiments have been per-
formed at the K edge of transition-metal (TM) com-
pounds, giving contributions to unravel the physics of
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several systems, such as V,0; (Paolasini et al, 1999)
KCuF; (Caciuffo et al., 2002; Paolasini et al., 2002). Ex-
periments performed with soft x rays at the L edges of
TM atoms directly probe the 3d states through the vir-
tual E1 transition (Castleton and Altarelli, 2000). Reso-
nant soft-x-ray diffraction at the Mn L edges was first
reported by Wilkins, Hatton, Roper, et al. (2003) and
used to characterize the orbital ordering in
LaysSr; sMnO, (Wilkins, Spencer, Hatton, et al, 2003;
Wilkins et al., 2005). For atoms belonging to the actinide
series, both L and M edges are of practical use, as their
energies are large enough for Bragg diffraction to be
allowed in most actinide compounds. Most of the experi-
ments reviewed here have been performed at the Mjs
and M, U and Np edges, involving, 3ds,— 5f and 3d5),
—5f E1 virtual excitations, respectively. The relevant
part of the scattering amplitude is given by Eq. (66). The
rank-0 tensor describes the nonresonant charge scatter-
ing and is not discussed further. The rank-1 contribution
is

0 Mz — My
My 0 M " €
My~ My 0 j
= ayj(w)(€ X €) - m;, (68)

where u; is the magnetic moment of the atom j. This
term, therefore, probes the magnetic dipole order in a
crystal. It is different from zero provided that the polar-
ization of the scattered beam is rotated with respect to
the incident polarization and that the vector product ¢,
X € has a nonvanishing component along the magnetic
moment direction. In an experiment with o incident po-
larization, the magnetic contribution is zero if the dif-
fracted beam also has o polarization, whereas it has a
maximum if the diffracted beam has 7 polarization. The
prefactor a;(w) gives the energy dependence of the scat-
tering amplitude and requires a net spin polarization of
the 5f states, or a difference between overlap integrals,
resonant energy, and lifetime for spin-up and spin-down
channels (Blume, 1985; Blume and Gibbs, 1988; Hill and
McMorrow, 1996).

The scattering amplitude, on the other hand, arising
from the second-rank tensor in the E1-E1 term, even
under time reversal, is proportional to the electric quad-
rupole operator that, in turn, is proportional to the ma-
trix,

[fi () +if{ (0) ], * a1 (w) €

M[ af Iu’alu’ﬁ aBE /*Lylu'y’ (69)
Y
with fi=pu/ .
[} (@) + if/ ()] * ar(@) € M- . (70)

In this case, with an incident beam with o polarization,
contributions are expected to diffracted beams with both
o and 7 polarization.

An expression of the energy profiles «;(w) and a(w),
going beyond the fast-collision approximation and suit-
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able to describe the scattering from localized f-electron
atoms, has been derived by Nagao and Igarashi (2005,
2006) assuming a CF split ground state but intermediate
states with spherical symmetry. This is a reasonable as-
sumption, as CF and intersite interactions are usually
much smaller than the spin-orbit and intra-atomic Cou-
lomb interactions giving rise to the multiplet structure.
By writing the ground-state wave function of a generic
site as a linear combination of the eigenfunctions of the
angular momentum operator, =3 ,c;),|JM), and de-
scribing the intermediate state ﬁy means of the magni-
tude J' and the magnetic quantum number M’ of a total
angular momentum including the core-hole contribu-
tion, one obtains

a(w) == 2J-1DF;_ () - Ff(w) + (2] + 3)F),4(w),
(71)
a)(w) = 5[~ F;_1(0) + Fj(w) - Fry(0)], (72)
where
Fp(w) =2V N7+ 1)1 +1)
Ny
J+J - 5
—( T+ 2! U1Vl 2 Ew]). (73)

In Eq. (73), J'=J, J+1, (J||V4||J") is the reduced matrix
element of the set of irreducible tensor operators of the
first rank. The sum includes all multiplets with the same
J' but different energy E,;, and E(w,J')=1/[ho—(E
—E,)+il"]. When the multiplet splitting of the interme-
diate state can be neglected, an average energy value
can be used in the denominator of the RXS amplitude,
Eq. (60), and the resonant factor can be replaced by a
Lorentzian-shaped energy profile.

The RXS scattering amplitude from localized
f-electron systems at the E2-E2 channel can be written
in terms of expectation values of rank-» multipole op-
erator components as

4
1
[f} (o) + if} ()] 22 = 52 ap, (o)
v=0

2v+1
X E Pg\v)(fo,ff,ko,kf)

X (il (74)

Explicit expressions for the energy profile functions
agp, o the geometrical factors P! )(eo,ef,ko,kf) and the
components of the multipole operators, zg\ i have been
given by Nagao and Igarashi (2006).

The expressions given above allow one to perform a
quantitative analysis of RXS experiments and, in favor-
able cases, to disentangle the contributions to the scat-
tering intensity given by different multipole order pa-
rameters. To achieve this result, the energy profile and
the azimuth angle dependence of resonant superlattice
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FIG. 9. Type I, 3-k magnetic structure in an fcc lattice. The
dipole magnetic moment direction is shown as an arrow; R;
=000, R,=330, R3=303, R4=033. Left, the longitudinal (L)
structure  with gy =po(1,1,1)/\3, po=po(1,1,1)/\3, m3
—,uo(l,l,l)/\3 ma=po(1,1, 1)/\3; middle, TA transverse
S-domain, with ﬂl_MO(1,1,1)\3 mo=uo(1,1,1)/\3, ps
=uo(1,1,D)/\3, py= wo(1,1 /3 right, TB transverse
S-domain, with p=uo(1,1,1)/\3, my=po(1,1,1)/\3, w3
=uo(1.1.1)/\3, py=po(1.1,1)/13.

reflections must be measured, and the degrees of free-
dom related to the incident and the final beam polariza-
tion must be exploited.

3. RXS from 3-k fcc structures

We describe in some detail the resonant scattering of
x rays from type I, 3-k ordered, face-centered-cubic (fcc)
structures, that is the kind of order observed at low tem-
peratures in AO,. The propagation vector is k=(0,0,1),
and all three members of its star enter in the Fourier
sum describing the order in the lattice (Rossat-Mignod,
1987). In the case of magnetic dipole order, the magnetic
moment at the generic site j, located at the position R;
within the cubic wunit cell, is given by p;
=(uo/ \«"g)Eiﬂmk’l exp(ik,-R;), where u, is the amplitude
of the ordered moment. The symmetry remains cubic
and the magnetic moments point along the [1 1 1] direc-
tions of the cubic unit cell. In this kind of structure there
is only one k domain. However, several orientations of
the Fourier components of the magnetic moment my
relative to the corresponding wave vector k,, are p0551ble
(Sec. IL.LE). One longitudinal structure is obtained if m;
is parallel to k,, whereas two crystallographically
equivalent but distinct S domains are possible in the case
of a transverse structure, that is, if m; is orthogonal to
k, (my lIky, etc. or my lIks, etc.). The nrepresentation of
the three structures is given in Fig. 9. The lattice be-
comes simple cubic with four atoms in the base.

The RXS from the magnetic order is described by the
traceless and antisymmetric matrix Mj[l] appearing in Eq.
(68), which can be constructed from the components of
the magnetic moment of the atom at position R;. The
structure factor corresponding to a Bragg vector Q
=(h,k,l) can then be calculated as A1
:EjM][»l] exp(iQ-R]-), where the summation is over all in-
equivalent atoms in the unit cell. For instance, for lon-
gitudinal order and a reflection with Miller index h+k
even and A +/ odd,
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A similar procedure can be used to evaluate the RXS
signal in the case of 3-k electric quadrupole order, Eq.
(70). The matrix Mj[z] in the anisotropic scattering ampli-
tude is symmetric and traceless, as for all of the above

structures ,&i:l,v a. For I's quadrupoles, this leads to
the general form (Wilkins et al., 2004)

0 Ay fuke
MP =\ G, 0 A | (76)
fuhie Byihe 0
The structure factor ?{2]=2]-M][-2] exp(iQ-
easily calculated.

To evaluate the azimuth dependence of the scattered
intensity (Wilkins et al., 2004), we consider a coordinate

R;) can then be

system with base vectors ¢3=—Q/Q, ¢,=¢C3X ko, and ¢;

=, X ¢3, with lgref along an arbitrary reference direction
in the scattering plane. We then do a rotation around ¢;
to transform into the coordinate system of Blume and
Gibbs (1988). We therefore obtain three new unit vec-
tors of the form ii3=¢, ti,=¢; sin W+¢, cos ¥, and i,
=¢; cos ¥ —¢, sin . We can then define the polarization
vectors for the incident and exit beams in the new coor-
dinate system. For o polarization and vertical scattering
plane, &, and &, are both parallel to the unit vector i,
(Fig. 8). For 7 polarization, the Bragg angle of the re-
flection has to be included, giving ¢y,=ti; sin g
—13 cos O and €;,=—1i; sin Op—1i3 cos Op.

The azimuth dependence can then be calculated from
Eqgs. (68) and (70) as &- Fﬂléo to give the amplitude of
the scattered radiation as a function of the azimuth
angle V. For instance, in a (0 0 1) face crystal, the inten-
sity in the o-o channel for a specular quadrupolar reflec-
tion such as Q=(0,0,3) would be proportional to
sin? 2V if the structure is longitudinal, whereas it would
be absent if the structure is transverse. In the o-7 chan-
nel, the intensity would be proportional to
sin? @ cos? 2V in the longitudinal case, to cos? A cos’> ¥
for a transverse A domain, and to cos® 6 sin’> ¥ for a
transverse B domain. The latter intensities would have
exactly the same azimuth dependence as the magnetic
dipole contribution, and it would not be possible to ob-
serve separately the two order parameters. On the other
hand, for a nonspecular reflection such as Q=(1,1,2),
quadrupolar intensity from a transverse structure would
also be different from zero in the o-o channel, with an
azimuth dependence proportional to sin>2W or cos* W
for an A or B domain, respectively.

C. Nonresonant x-ray diffraction

As RXS involves excited electronic states, a quantita-
tive treatment of the results is often cumbersome. In
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some cases, conventional x-ray diffraction at intermedi-
ate angles can bring information on the magnitude and
the orientation of the aspherical charge distribution that
is easier to understand, as first demonstrated in a semi-
nal study of holmium (Keating, 1969). The experimental
difficulty in exploiting Thompson scattering for probing
periodical aspherical electronic densities is linked to the
extremely weak intensity of the associated Bragg reflec-
tions. With the advent of high-brilliance third-generation
synchrotron x-ray sources, this technique can, however,
become effective.

Using an expansion in spherical harmonics, the
Thompson x-ray atomic scattering amplitude for
f-electron shells can be written as the sum of four terms
f1(Q), representing even-rank electric multipolar con-
tributions (Amara and Morin, 1998; Amara et al., 2001),

f:<lr/lg

where ¢, is the ground state, r; is the position vector of
the jth f electron, and f;(Q) is the usual scattering am-
plitude of a spherical shell. The additional terms will
produce superlattice Bragg reflections in the presence of
periodically arranged aspherical charge densities. When
only the spherical and quadrupole terms are relevant,
the scattering factor becomes

3
¢g> =f(Q) + E;lfzk(Q),

> exp(iQ )
]

(77)

2
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where ny is the number of f electrons, (ji) are radial
integrals of the kth-order spherical Bessel function, ¢; is
the second-order Stevens factor, and O, are components
of the scattering vector Q along the lattice coordinate
system.

Nonresonant x-ray diffraction has been successfully
used to study the order of electric quadrupoles in
DyB,C, (Adachi et al., 2002) and to investigate the si-
multaneous ordering of quadrupoles and hexadecapoles
in CeB¢ (Tanaka, Staub, Katsumata, et al., 2004).

Q)= ”KIO> a]<12>|: (

(Oy) +

D. Neutron diffraction and nuclear magnetic resonance

X-ray diffraction is particularly powerful for charac-
terizing electric quadrupole motifs, which can also be
studied by neutron diffraction in applied fields where
induced magnetic dipole moments reveal the periodicity
and symmetry of the underlying quadrupolar order. For
instance, neutron diffraction on the cubic compound
PrPb; in a [0 0 1] magnetic field provided evidence for a
non-square-modulated quadrupolar phase through the
observation of magnetic superlattice reflections (Oni-
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maru et al., 2005) appearing below 7(,=0.4 K (Saka-
kibara et al., 2003). On the other hand, neutron diffrac-
tion is a more direct technique for studying MMP order.
Although the large majority of magnetic neutron diffrac-
tion experiments have been performed to study dipolar
order, neutrons can in principle be used for measuring
any spatial distribution of the magnetization density.

For localized f electrons, the coherent elastic cross
section for unpolarized neutrons has been given by
Squires (1978) and Lovesey (1987),

do - >
10 %5(0 G)[Fy(Q)%, (79)

where G is a vector of the reciprocal lattice of the or-
dered phase and F, is the magnetic structure factor,

F\u(Q) = — [Q X (E expliQ - 1,)F,(Q) X Q)],

Q2
(80)

where the label d runs over the atoms in the unit cell
and

F Q) =——— | expliQ- )N, (r)dr. (81)

2up

The operator Md represents the sum of the spin and
orbital contributions to the atomic magnetization den-
sity. The vector products in Eq. (80) imply that F,, is
only sensitive to the magnetization component perpen-
dicular to the scattering vector Q.

For localized f-electron compounds, the Cartesian
components of the atomic vector form factor F,(Q) can
be written as a linear combination of multipole moments
of odd rank (Lovesey, 1987; Santini and Amoretti, 2002;
Shiina et al., 2007),

Fil@ = 50| Uaod + 3 CrolQ(Told) |.
KQ

(82)

where g; is the Landé factor, f(Q) is the dipolar form
factor, and d labels inequivalent atoms. The coefficients
Cko can be calculated as described by Lovesey (1987).
In the dipole approximation, only the first term is
present in Eq. (82). In this case, the Q dependence of the
scattering amplitude is determined by f(Q), which falls
rapidly to zero at large Q. On the other hand, the mul-
tipolar contributions have maxima at Q>0 and are
strongly anisotropic, which makes possible the observa-
tion of ordered MMPs from measurements (at high Q
and along appropriate directions) of structural forbidden
reflections with no superimposed dipolar scattering. The
most accurate experimental method would involve using
a beam of polarized neutrons (Nathans ef al, 1959;
Brown et al., 1980), but unpolarized neutron diffraction
can also be employed in favorable cases.

The possibility to detect the asphericity of the magne-
tization distribution by neutron diffraction was demon-
strated in a study of the spiral magnetic structure of Ho
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FIG. 10. Bessel transform of the magnetization distribution for
Ho (open circles) and Hog ¢Sc; (full circles), derived from the
intensity of third-order neutron diffraction satellites in the
magnetic spiral phase. The solid line is the theoretical predic-
tion for a single ion model. Data from Felcher et al., 1976.

and HogoScq; (Felcher et al., 1976). This experiment
consisted in measuring the Q dependence of a set of
coherent third-order diffraction satellites occurring at
Q=G =37 positions, with Gy, a reciprocal-lattice
vector and 7 the propagation vector of the spiral. Only
the aspherical term in the magnetization density contrib-
utes to these satellites, which have zero intensity if the
magnetization distribution around each atom is spheri-
cally symmetric. The results obtained by Felcher ef al.
(1976), shown in Fig. 10, demonstrate the asphericity of
the local 4f magnetization distribution in the investi-
gated compounds.

Short-wavelength neutron diffraction has the poten-
tial of becoming a useful technique for the study of
MMP order, provided that large enough single crystals
are available in order to overcome the intrinsic weak-
ness of the signal. Experimental determinations of F4(Q)
can be used to calculate the magnetization density

(M,(r)) and the interstitial magnetic field set up by a
single ordered ion,

Q X [F,(Q) X Q]
Q2

dQ.

(83)

As discussed in Sec. III.A, the interstitial field H in a
lattice of ordered MMPs can also be sensed by uSR
experiments.

A further microscopic probe of MMP order is pro-
vided by NMR experiments, which are sensitive to the
magnetic field at the ligand site through the hyperfine
(HF) interaction with the nuclear spins. For instance, g
NMR has been used to study field-induced dipole and
octupolar Ce moments in the AFQ ordered phase
(phase II) of CeBg (Sakai et al., 1997; Shiina et al., 1998).
These experiments demonstrated the possibility of iden-
tifying MMP order parameters through measurements
of the NMR line splitting A for different directions of an
applied magnetic field. "O NMR experiments have
been used to study U and Np dioxides (Ikushima et al.,
2001; Sakai et al, 2005; Tokunaga et al, 2005b;
Tokunaga, Aoki, Homma et al., 2006, 2007; Tokunaga,

H(r)=- % J exp(—iQ -r)
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FIG. 11. (Color online) Splitting of the !'B NMR resonance
lines observed in the phase II of CeBg at 7=2.78 K and
10.7 MHz, as a function of the angle 6 between the direction of
the applied magnetic field and the [1 0 0] axis. Triangles
(circles) refer to B sites with axial symmetry along [0 0 1] (B3)
and [1 0 0] (B,), respectively. Dashed lines are theoretical cal-
culations including magnetic dipole and octupole contributions
(Shiina et al., 1998). The crystallographic structure of CeBg is
shown in the right panel.

Homma, Kambe, et al, 2006; Tokunaga, Sakai,
Fujimoto, et al., 2007; Tokunaga, Walstedt, Homma, et
al., 2007; Walstedt et al., 2007). The NMR effort dedi-
cated to the observation of multipolar moments on ac-
tinide dioxides will be discussed in Sec. IV. In these com-
pounds, NMR experiments were able to characterize not
only field-induced dipolar and octupolar magnetic mo-
ments from the field orientation dependence of the hy-
perfine splitting at the oxygen nuclei, but also the elec-
tric quadrupole order from the oscillatory spin-echo
decay resulting from the electric field gradient
(Tokunaga, Aoki, Homma, et al., 2006).

E. Evidence of multipolar order: Selected examples
1. Cel_xLaxB6

CeBg4 and Ce;_,La,Bg are dense Kondo systems with
fascinating physical properties and a rich phase diagram
strongly influenced by the interaction between high-rank
multipoles of f electrons.’ These compounds have the

simple-cubic crystal structure (space group Pm3m)
shown in Fig. 11, where a B4 molecule forms an octahe-

>See Hanzawa and Kasuya, 1984; Effantin et al., 1985; Erke-
lens et al., 1987; Regnault et al., 1988; Hiroi, Kobayashi, Sera, et
al., 1997; Shiina et al., 1997, 1998, 2003, 2007; Tayama et al.,
1997; Thalmeier et al., 1998; Sakai et al., 1999; Sera and Koba-
yashi, 1999; Shiba er al., 1999; Hall et al., 2000; Hanzawa,
2000a, 2000b; Kusunose and Kuramoto, 2001, 2005; Nakao et
al., 2001; Sera et al., 2001; Lovesey, 2002; Schenck et al., 2002,
2004; Givord et al., 2003; Kubo and Kuramoto, 2003; Zaharko
et al., 2003; Tanaka, Staub, Katsumata, et al., 2004; Fischer et
al., 2005; Kishimoto et al., 2005; Kiss and Fazekas, 2005; Man-
nix et al., 2005; Staub et al., 2006; Tanaka et al., 2006; Kondo et
al., 2007; and Kuwohara et al., 2007.
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dron around the body center of the simple-cubic lattice
of Ce ions. The B sites have uniaxial symmetry along
directions parallel to [1 0 0], [0 1 0], and [0 0 1] (sites i
=1, 2, and 3). The CF of cubic symmetry splits the Ce3*
multiplet (4f1, j=5/2) and gives a I'g quartet ground state
well isolated from an excited I'; doublet. The active mo-
ments in the I'g state are 15 independent multipoles,
namely, three dipoles, five quadrupoles, and seven octu-
poles (Table I).

In CeBg, two phase transitions are observed with de-
creasing temperature in zero field, the first at Ty
=3.3 K from the paramagnetic (phase I) to a AFQ state
with ordering vector kyp=(1/2,1/2,1/2) (phase II) and
the second at Ty=2.3 K into an AF 2-k commensurate
structure of wave vector ky,=(1/4,1/4,1/2) (phase 11I)
(Effantin et al., 1985). When an external field is applied,
Ty drops rapidly to zero, while T, displays an amazing
increase, reaching 10 K in a field of 30 T (Hall et al.,
2000; Goodrich et al., 2004). This increase cannot be sim-
ply due to a quenching of Kondo fluctuations by the
field. The Kondo energy scale is too small, and fluctua-
tions of ionic multipoles should be largely suppressed
already with an applied field of a few tesla. Instead, the
behavior of T, can be understood by considering that in
the presence of a field magnetic-multipole OPs switch
on together with the AFQ order. The two-ion couplings
involving octupoles stabilize the ordered phase, thus
leading to an increase of T, (Shiina et al., 1998; Sera and
Kobayashi, 1999; Shiba et al., 1999).

Detailed information on the multipolar order has
been provided by NMR studies. In the paramagnetic
phase (phase I), both the electric field gradient and the
HF coupling tensor have the same uniaxial symmetry.
The Hamiltonian of the B nuclear spin at site i is the
sum of the Zeeman and quadrupolar nuclear terms, and
can be written as

HAF - _ ')’Ii'H+Q[3Ii2z_Ii(Ii+1)]' (84)

L

Experiments in phase I, where the three B sites are
equivalent, give a ''B NMR spectrum consisting of three
lines, as expected for g #0 (I=3/2). In phase II and in
the presence of an external magnetic field H, neutron
diffraction indicates AF order of a simple G type, with
propagation vector q=(1/2,1/2,1/2) (Effantin et al.,
1985). On the other hand, in the NMR spectra, for each
B site the three lines split into two components (Taki-
gawa et al., 1983). When the magnetic field is rotated in

the (1 1 0) plane, sites 1 and 2 are equivalent, so that the
splittings A" and AN are equal but different from AXF.
A total of 12 lines is then observed. AM'F shows a marked
dependence on the field strength and angle between the
symmetry axis of each B site and the direction of H.

Assuming a zero-field AFQ order of I's-type mo-
ments, and an ordered admixture of MMPs with propa-
gation vector q=(1/2,1/2,1/2), the HF Hamiltonian of
the B nuclear spin becomes (Shiina et al., 1998)
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FIG. 12. (Color online) Energy dependence of the

(3/2 3/2 3/2) superlattice reflection in Cej;Laj3;Bg, around
the Ce L, absorption edge, at (a) 7=1.0 K and (b) 7=1.7 K.
Squares represent the intensity in the o-7r channel and circles
refer to o-o polarization. The E1-E1 and E2-E2 energy
thresholds are shown by vertical dashed lines. (c) Temperature
dependence of the intensity for (triangles) E1-E1 o-7 intensity,
(squares) E2-E2 o-m, and (circles) E2-E2 o-o signals. Data
from Mannix et al., 2005.

HY = al,T,,.(q) - b[1J,(q) + 1, (q)]
— LT (q) + 1,TXq)], (85)

HE = al, T,,.(q) - b[1,J.(q) + 1] ,(g)]
—c[1,Tq) + I,TXq)]. (86)

where a, b, and ¢ are coupling parameters, and Jand T
are scaled magnetic dipole and octupole operators (7,
of I'y symmetry, T}, of I'y symmetry). Moreover, consid-

ering the AF arrangement of Ce multipoles, HlHF

:—Hi—HF, where i refers to B ions obtained by ion i
through inversion of the octahedron. The interaction
terms (85) and (86) thus produce the splitting of the
resonance lines (Shiina et al., 1998). A comparison with
experimental data is shown in Fig. 11. The agreement is
good provided that the contribution of the octupoles is
taken into account. These results, therefore, provide
convincing evidence of the presence of an ordered field-
induced magnetic octupole in the phase II of CeBg.
Lanthanum doping at the Ce site results in the appear-
ance of a new phase below a temperature 7}y depending
on the La content (7}y=1.5 K for x=0.3). This phase IV
condenses out of the paramagnetic state and shows or-
dering of T? magnetic octupoles with I's symmetry (Hi-
roi, Sera, Kobayashi, et al., 1997; Tayama et al., 1997;
Morie et al., 2004; Suzuki et al., 2005). The phase transi-
tion is revealed by a large anomaly in the specific heat
(Furuno et al., 1985), a cusp in the magnetic susceptibil-
ity (Tayama et al., 1997), a large anomaly of the Cy, elas-
tic constant (Suzuki et al., 1998), and a AL/L=107° con-
traction of the cube body diagonal (Akatsu et al., 2003).
RXS experiments at the Ce L, absorption edge have
been performed in Cey;Lay3Bs by Mannix et al. (2005).
Their main results are summarized in Fig. 12, where the
integrated intensity of the (3/2 3/2 3/2) superlattice re-
flection is shown as a function of the incident photon
energy. With the sample kept at 1 K, the intensity in the
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o-7 polarization channel shows resonant enhancements
at both the E1-E1 and E2-E2 energy values (6.167 and
6.160 keV, respectively). The first resonance probes the
itinerant 5d states, the second gives access to the 4f
states. On the other hand, no o-o resonance is observed
at 6.167 keV. This suggests AF order of the 5d electrons
as the origin of the E1-E1 o-m resonant enhancement,
whereas the resonance at lower energy in both polariza-
tion channels must be due to some kind of multipole
order. AFQ order seems to be excluded by this experi-
ment, as no o-o intensity is observed at the dipole edge,
6.167 keV. Further information is given by the azimuth
angle dependence of the resonant intensities. This is flat
for the E1-E1 o- signal, while the E2-E2 intensity ex-
hibits sixfold symmetry in the o-o channel and a three-
fold periodicity in o-7. Good agreement with the experi-
mental results is obtained if an antiferro-octupolar order
of 4f moments with I'y symmetry is assumed (Mannix et
al., 2005). This order would coexist below 1.5 K with AF
order having the same propagation vector and appearing
at about 3 K. In fact, increasing the temperature to
1.7 K, the intensity at 6.160 keV vanishes in both polar-
ization channels, and only the o-7 enhancement at
6.167 keV survives. The temperature dependence of the
intensities is shown in Fig. 12. The E2-E2 intensities de-
crease rapidly with 7 and disappear at Ty, whereas the
o-1r intensity at the dipole edge continues into the nomi-
nal paramagnetic state up to 3 K.

The conclusions of Mannix et al. (2005) were chal-
lenged by Nagao and Igarashi (2006), who argued that
the relative intensity between the two polarization chan-
nels depends strongly on the domain distribution and
showed that the energy and azimuth dependence of the
RXS intensities can also be reproduced by assuming
AFQ order in conjunction with an induced hexadeca-
pole contribution. On the other hand, the ordering of a
I's magnetic octupole is supported by a recent neutron
diffraction experiment (Kuwahara et al., 2007). Weak su-
perlattice reflections, with vanishing intensity above Ty,
have been observed at scattering vectors Q
=(h/2,h/2,¢/2) with h and € odd (Fig. 13). The largest
intensity is observed along [1 1 1], and increases with Q
as expected for nondipolar order. Comparison with the-
oretical predictions (Shiina et al., 2007) confirms the I's
magnetic octupole as the order parameter. In fact, a I',
octupole would give zero intensity along [1 1 1], whereas
a I'y octupole would induce the order of magnetic di-
poles with the same symmetry, which is excluded by the
experiment.

A broadening of NMR lines in phase IV has been
interpreted as evidence for broken time-reversal sym-
metry (Magishi et al., 2002). Detailed calculations of the
HF splitting have been discussed by Sakai et al. (2005),
together with the invariant form of the HF interaction.
In this work, it was also predicted that in the presence of
I's antiferro-octupolar ordering, the HF splitting of the

B atom pair at %%iz sites crosses zero on the (1 1 0)
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FIG. 13. Difference between neutron diffraction rocking
curves measured at 7=0.25 and 2 K at several (h/2,h/2,h/2)
positions in Ce;Laj3B¢. The temperature dependence of the
integrated intensity and the O dependence of the magnetic
structure factor are shown in the insets. Data from Kuwahara
et al., 2007.

plane when the magnetic field is rotated around the
[0 0 1] axis.

2. RB,C,

Ordering of EMPs has been well studied in the isos-
tructural RB,C, family (R=Dy,Ho,Tb). At room tem-
perature these compounds crystallize in the tetragonal
P4/mbm space group (van Duijn et al., 2000; Ohoyama
et al., 2001). In this structure, metallic rare-earth layers
are stacked alternatively along the ¢ direction with a
covalently bonded B-C network consisting of nonregular
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FIG. 14. Nonresonant x-ray diffraction intensity in DyB,C,,
obtained from ¢ scans around three chosen (k& k 9/2) superlat-
tice reflections. Data were collected at T=18 K, below the
AFQ ordering temperature 7p=24.7 K but above the Néel
temperature 7y=15.3 K. Data from Adachi et al., 2002. Right
panel: Schematic of the AFQ order in DyB,C,. For the ions
Dyl, located at 000, the principal axis of the quadrupole mo-
ment forms an angle ¢ with the crystallographic axis a,
whereas it is directed at angle 7/2— ¢ from a in the case of the
Dy2 ions at %%0 In the z=1 plane, the angle between the a
direction and the quadrupole principal axis is 7/2+ ¢ for Dy3
at 001, and 7-¢ for Dy4 at %%1

squares and octagons. Two parallel (BC), rings sandwich
each R*" ion producing a CF of C,, symmetry.

Much attention has been attracted by DyB,C,, where
the Dy** (4f°, °H,5,) CF ground state consists of two
almost degenerate Kramers doublet, |+1/2) and |+3/2).
AFQ ordering develops below 7(=24.7 K (Yamauchi et
al., 1999), and the phase transition is accompanied by a
structural distortion of the B-C network which reduces
the symmetry to P4,/mnm (Tanaka et al., 1999; Adachi
et al., 2002). Antiferromagnetic order is stabilized at a
lower temperature, Ty=15.3 K (Yamauchi et al., 1999).
The magnetic structure is characterized by a (1, 0, 1/2)
propagation vector and by four noncollinear magnetic
sublattices with a net ferromagnetic moment (van Duijn
et al., 2000; Zaharko et al., 2004). The Dy moments are
perpendicular to the ¢ axis; neighboring moments along
¢ are mutually perpendicular, whereas neighboring mo-
ments along the [1 1 0] axis are canted away from [1 1 0]
and almost oppositely aligned.

Evidence of AFQ ordering was given by RXS experi-
ments at the Dy L5 absorption edge through the appear-
ance below T, of superlattice reflections at q
=(0,0,1/2) and q,=(1,0,1/2) (Tanaka et al., 1999; Hi-
rota et al., 2000). Intensity enhancements have been ob-
served at both the E1-E1 (2p3,—5d) and E2-E2 (2ps)»
—4f) thresholds (Tanaka, Inami, Lovesey, et al., 2004;
Matsumura et al., 2005), the latter directly related to the
spatial ordering of the orbitals.

The quadrupole motif compatible with the RXS re-
sults is shown in Fig. 14. The transition at T, is accom-
panied by a buckling of the B-C planes, reducing the
point symmetry of the Dy site to C,, (Tanaka et al.,
1999). Neighboring Dy along [0 0 1] have quadrupole
components (O,,) and (O,2_,2) equal in magnitude and
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opposite in sign, whereas along [1 1 0] neighboring Dy
have (O,,) of one sign and (O,2_,2) of opposite sign. A
detailed analysis of the RXS structure factors has been
given by Lovesey and Knight (2001), together with cal-
culations of azimuth and polarization dependence of
E1-E1 and E2-E2 superlattice-peak intensities. Most in-
terestingly, (0 0 n/2) reflections at the E2-E2 resonance
(7.780 keV) contain quadrupolar and hexadecapolar
components transforming according to the representa-
tion I'7 of Cy;,, but no Thomson contributions. The ab-
sence of a o-0 signal at this energy has been interpreted
as a consequence of the spatial order of rank-4 EMPs.
Fitting the experimental data, a relation between the
amplitude of the quadrupolar and hexadecapolar mo-
ments can be established that, in turn, sets stringent lim-
its to the ground-state wave functions of the Dy 4f shell
(Tanaka, Inami, Lovesey, et al., 2004).

The above model describing the electric multipolar
arrangement in DyB,C, has been recently corroborated
by soft-x-ray resonant diffraction measurements at the
Dy M, s edges (Mulders et al., 2006). At this resonance,
the 4f shell is probed directly through an FE1-E1
3dsp 50— 4f virtual transition. In addition to the quad-
rupole and hexadecapole moments, the scattering ampli-
tude also contains a term related to the rank-6 (hexacon-
tatetrapole) moment, which becomes accessible if the
intra-atomic quadrupole interaction splits the 3d core
levels. Fitting the energy dependence of the (0 0 1/2)
reflection, the magnitude of the hexadecapole and hexa-
contatetrapole moments is estimated at —-20% and
+30% of the quadrupole moment, respectively (Mulders
et al., 2006).

Interesting information has also been provided by
nonresonant x-ray diffraction (Adachi et al., 2002). The
principal axes of the quadrupole moments are confined
in the a-b plane by the lattice symmetry, and therefore
(0,)=(0,,)=0. For scattering vectors corresponding to
Miller indices (hk€) such that € is a half integer, the
structure factors F(hk€)=%fexp(iQ-R;) become [see
Eq. (77)]

. cos(2¢)
Flig=oni1 > — 15&]02>m

X[(h* = k*)O0,2_,2) + 4hk(O, )], (87)

. sin(2¢)
Flikean * — 30“1(/2>m

X[HK(O,2y2) - (12 = K2}O,)]. (88)

From Egs. (87) and (88) it is evident that symmetry, mag-
nitude, and orientation of the quadrupolar order param-
eter can be obtained from the intensity of an appropri-
ately selected set of Bragg peaks. For instance, the zero
intensity of the (0 2 9/2) superlattice reflection (Fig. 14)
indicates that (O,,)=0. On the contrary, superlattice re-
flections with nonzero intensity are observed at (1 1 9/2)
and (0 1 9/2), showing that the AFQ order involves the
(O,2_,2) component.
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Interesting phenomena related to a strong interplay
between magnetic-dipole and electric-quadrupole mo-
ments have been studied in TbB,C,, where an increase
of the Néel temperature from 7y=21.7 to 35 K is ob-
served upon application of a 10 T magnetic field along
[11 0] (Kaneko et al., 2003). In zero field, resonant soft-
x-ray diffraction at the Tb M, s edges and nonresonant
x-ray diffraction at 30 keV reveal coexisting ferroqua-
drupolar and antiferromagnetic order below Ty (Mul-
ders et al., 2007). Application of a magnetic field H along
[1 1 0] forces the magnetic-dipole moments to rotate
toward the field direction. The electric quadrupoles,
coupled to the magnetic dipoles, rotate accordingly and
move gradually away from the parallel alignment as H
increases. The corresponding enhancement of the order-
ing temperature signals a change of the quadrupole pair
interaction, as expected for conduction-electron-
mediated multipole coupling (Teitelbaum and Levy,
1976).

In most cases, the onset of quadrupolar order Ty is
above the Néel temperature 7. HoB,C, is an exception
(Onodera et al., 1999), as in this compound quadrupolar
order (Tp=4.5K) develops inside the AF phase (Ty
=5.9 K). uSR Khnight shift measurements on a single
crystal show clear deviation from a linear behavior in
the K vs x plot, reflecting an unusual temperature de-
pendence of the contact hyperfine constant A, in the
paramagnetic phase (Lorenzi et al., 2003). A, is tempera-
ture independent, isotropic, and negative above about
100 K, whereas it becomes considerably larger, aniso-
tropic, and positive below 50 K, where the Ho electric
quadrupole moment aligns along the induced magnetic
moment due to a spin-orbit interaction. This behavior
signals the development of an anisotropic RKKY cou-
pling due to the dependence of the exchange integrals
on the relative orientation of the aspherical 4f charge
distribution. The rich magnetic and quadrupolar phase
diagram of HoB,C, has been investigated by measure-
ments of elastic constants in fields of up to 30 T applied
along the [001] axis and in the basal plane (Yanagisawa
et al., 2005).

3. RT M,

Filled skutterudites with the formula R7T,M,, (R
=rare earth or actinide element, 7=transition metal of
the Fe group, M=metallic element of the pnictogen
group) are a recently discovered family of f-electron
compounds with cubic crystal structure. Much work has
been done on these materials, partly because some of
them are thought to be unconventional superconductors.
The R-site symmetry is 7}, so that Hcp contains an extra
term proportional to éé— ég with respect to Eq. (19), its
counterpart for the O, point group; on the other hand,
the number and degeneracy of CF levels for each J mul-
tiplet is the same for the two symmetry groups (Takega-
hara et al., 2001).

It has been suggested that the peculiar properties of
Pr-based skutterudites can be understood within a com-
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mon model based on low-lying CF singlet-triplet states
(Kiss and Fazekas, 2003a; Kohgi et al., 2003). While the
I'; singlet, which is the ground state, does not carry any
quadrupole moment by itself, the small energy gap with
the excited triplet makes this a pseudoquartet system,
with 15 active multipoles which have been tabulated by
Shiina (2004).

The interplay of these multipoles determines the pe-
culiar anisotropy of the phase diagram for PrOs,Sb,,
where stable antiferroquadrupolar phases have been de-
termined for certain directions of the magnetic field
(Shiina and Aoki, 2004). It is interesting to note that the
singlet-triplet level scheme has been treated in a pseu-
dospin approach, which clarified a hidden symmetry in
the Hamiltonian and its effect on possible order param-
eters. Neutron scattering experiments have revealed the
field-induced ordered antiferromagnetic structure, lead-
ing to the conclusion that the antiferroquadrupolar
phase is predominantly of O,, character (Kaneko et al.,
2007). Quadrupolar fluctuations are suspected to play a
role in the pairing mechanism of this unconventional su-
perconductor (Koga et al., 20006).

The same singlet-triplet level scheme accounts for the
phase transition to an AFQ phase observed for PrFe,P;,
at Tp=6.5 K (Aoki et al., 2002; Hao et al., 2003), leading
to the order of I'; quadrupoles. However, another sug-
gestion coming from the theoretical interpretation of re-
cent NMR experiments (Sakai et al., 2007) is that the
order parameter is actually hexadecapolar. Antiferro-
hexadecapolar order has also been suggested (on the ba-
sis of a theoretical model based on the j-j coupling
scheme) to explain the experimental results obtained for
another closely related compound, PrRu,P;, (Takimoto,
2006). On the other hand, a scalar order parameter with
I'j, symmetry has been suggested for both PrFe P, and
PrRu,P;, (Kiss and Kuramoto, 2006, 2008).

SmRu,P;, displays a metal-insulator transition at
Twi=16.5 K (Matsuhira et al., 2002). The magnetic en-
tropy at the transition temperature, estimated from
specific-heat measurements, is close to R In 4, suggesting
that the CF ground state is the I'¢-I'; quartet (which
would correspond to I'y in O, symmetry, as for CeB4 and
NpO,). An additional phase transition at 7n=15K is
associated with a barely detectable anomaly; when a
magnetic field is applied, Ty increases, T decreases
and the latter anomaly becomes clearly visible
(Yoshizawa et al., 2005). While the similarity with the
behavior of CeB4 would suggest that the metal-insulator
transition is associated with a quadrupolar ordering, this
was later excluded by uSR measurements showing time-
reversal symmetry breaking below Ty (Hachitani ef al.,
2006). The experimental detection (by specific-heat stud-
ies of the hyperfine-enhanced Sm nuclear contribution)
of a small but nonzero magnetic moment (0.29u) leads
to the conclusion that the primary order parameter is
the I'y octupole, and that the ordering of magnetic di-
poles with the same symmetry follows as a secondary
order parameter (Aoki et al., 2007).
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FIG. 15. (Color online) Azimuth dependence of (upper panel)
the o-7 and (lower panel) the o-o scattering intensities of the
(1 0 3) superlattice peak in UPd; at the U M, edge, at T
=7.1 K. The experimental data are compared with calculations
assuming ordering of the O, (solid line) and O,2_,» (dashed
line) electric quadrupoles. The right panel is a representation
of the O,, AFQ structure. Data from Walker et al., 2006.

4. UPd,

UPd; crystallizes in the dhcp structure and has two
different U** sites, one with hexagonal and the other
with quasicubic point symmetry. It displays four distinct
phase transitions below 8 K, which are attributed to
switching between a series of different AFQ-ordered
structures (McMorrow et al., 2001). The localized nature
of the 5f electrons in this compound was inferred by an
inelastic neutron scattering experiment, which revealed
narrow peaks due to excitations between CF levels
(Buyers et al., 1980). The strongest of these appears at
about 15 meV and is attributed to the transition be-
tween the M=0 ground state and the M=+1 excited
doublet of the hexagonal sites. This well-isolated non-
magnetic ground state does not allow these sites to play
any active role in the transitions. The quadrupolar na-
ture of the phase transitions was established by neutron
scattering experiments where long-range lattice distor-
tions were determined (Steigenberger et al., 1992), and
confirmed by ultrasonic attenuation and elastic constant
measurements (Lingg et al., 1999).

The suggestion that the order parameter below the
7.8 K transition was O,2_,2 was first made from an analy-
sis of polarized neutron diffraction measurements in a
magnetic field (McEwen et al., 1998, 2003). The results of
the first resonant x-ray diffraction study of UPd; (Mc-
Morrow et al., 2001) were consistent with this hypoth-
esis. In their most recent papers, Walker et al. (2006) and
McEwen et al. (2007) concluded that the primary order
parameter is indeed O, (Fig. 15), but from symmetry
considerations this induces an O,2>_,» secondary order
parameter. However, in the configuration of the polar-
ized neutron experiment, only the O,>_,» component
produced the antiferromagnetic moment that was de-
tected, thus reconciling the previous hypotheses. This
paper also reports the full crystal-field level scheme, de-
duced from recent inelastic neutron scattering data.
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5. RPd;S,

The RPd;S, family of compounds is particularly inter-
esting for its strong quadrupolar pair interactions, which,
coupled with the large degeneracy of their ground states
resulting from the high-symmetry CF, can give rise to
peculiar orbital effects (Abe et al., 1999). These com-
pounds crystallize in a bce cubic lattice with space group

Pm3n (Keszler and Ibers, 1983); the point symmetry of
the R sites is 7}, as for the skutterudites. DyPd;S,, for
example, orders antiferroquadrupolarly below Ty
=3.4 K (2.7 K for a single crystal); below Ty;~1 K, two
subsequent magnetic transitions follow (Kiss and Faze-
kas, 2003b). A temperature-dependent splitting of the
ground-state quartet was evidenced by inelastic neutron
scattering in the quadrupolar phase. Moreover, high-
resolution neutron diffraction excluded the presence of
any symmetry-lowering structural distortion at Ty
(which would be present for a ferroquadrupolar order),
and revealed that the field-induced magnetic structure in
the AFQ phase is similar to the spontaneous zero-field
magnetic structure below Ty, (Keller et al., 2004). AFQ
ordering has also been suggested for other similar com-
pounds with “reentrant” H-T phase diagrams, such as
PrPd;S, (Matsuoka et al., 2007).

IV. f~ELECTRON DIOXIDES AS MODEL COMPOUNDS
FOR MULTIPOLAR INTERACTIONS

As mentioned in the Introduction, actinide dioxides
(AO,) provide model systems where the delicate bal-
ance of various interactions can be thoroughly studied.
In fact, due to their very simple crystallographic struc-
ture and insulating character, they are among the com-
pounds described by the simplest Hamiltonians. The
high (cubic) symmetry of the paramagnetic phase is ideal
for maximizing the number of independent multipolar
degrees of freedom (see Sec. II). In addition, the exis-
tence of a family of isostructural compounds allows us to
build a reliable model for the single-ion wave functions
working for all the different f-electron numbers in-
volved. Fundamental questions concerning the nature of
the 5f electrons and their degree of localization and co-
valency have been explored in numerous experimental
investigations (Frazer et al., 1965; Dolling and Cowley,
1966; Cowley and Dolling, 1968; Faber and Lander,
1976; Lander et al., 1976; Schoenes, 1980; Veal and Lam,
1982; Fournier, 1985; Naegele and Ghijsen, 1985; Cox et
al., 1987). The importance of some dioxides (e.g., UO,)
as a nuclear fuel has made their high-temperature ther-
modynamic properties the subject of detailed analysis
(Fink, 1982; Browning 1983; Clausen et al., 1984; Buyers
and Holden 1985; Gajek et al. 1988). The occurrence of a
phase transition in UO, (Tx=30.8 K) and NpO, (T
=25 K) was revealed in the early 1950s by large \-like
anomalies in the temperature dependence of the heat
capacity (Jones et al, 1952; Osborne and Westrum,
1953). Even if the behavior of the magnetic susceptibility
resembles that of typical antiferromagnets (Arrott and
Goldman, 1957; Ross and Lam, 1967), the actual static
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FIG. 16. (Color online) Crystallographic structure of actinide
dioxides AO,. (a) The cubic CaF,-type structure with (large
red circles) A* and (small green circles) O%". (b) 3-k internal
distortion of the oxygen sublattice in the AF phase of UO,.
The oxygen displacement along the (1 1 1) directions is of
0.014 A (not to scale in the figure).

and dynamical properties in the ordered phases are
much more complex. Indeed, the interplay between CF,
ME interactions, multipolar SE, and phonon-
transmitted quadrupolar interactions gives rise to a
number of effects that have attracted the attention of
many physicists for the second half of the past century.
However, only recently have the last pieces of the puzzle
fallen into place.

Actinide dioxides are large-gap semiconductors crys-
tallizing in the fcc fluorite structure [Fig. 16(a)], with

Fm3m space group and room-temperature lattice pa-
rameter near 5.4 A (ay=5.47 Ac, anp=>5.44 é‘, apy
=540 A, apn=537 A, acn=536 A, ag=533 A, and
acy=5.31 A). The actinide ions occupy the 4a special po-
sitions with O, point symmetry, whereas the oxygen ions
at the 8c special positions (%ﬁ, %%%) form a simple-
cubic, internal sublattice with edge length a/2. The band
structure comprises an occupied valence band mainly
derived from oxygen 2p orbitals and an empty conduc-
tion band derived from actinide 6d and 7s orbitals (Nae-
gele and Ghijsen, 1985; Prodan et al., 2007), with the 5f
states lying in the band gap. A metallic behavior due to
direct f-f hopping is excluded, both because of the large
A-A distance (Hill, 1970) and because of the lack of 5f
contribution to the bonding (Brooks and Kelly, 1983b).
Although there are no 5f bands in these oxides, a certain
degree of mixing of 5f with oxygen p orbitals cannot be
excluded (Brooks and Kelly, 1983b; Ellis, 1985; Naegele
and Ghijsen, 1985; Gunnarson et al., 1988), especially for
the dioxides of Pu, Am, and Cm (Prodan et al., 2007).
Even if present, f-p mixing is believed to have no quali-
tative effects on the magnetic properties of PrO,, UO,,
and NpO,, where it is appropriate to use theoretical
models based on a purely ionic picture. The occupation
n of the 5f shell in the A* ion increases from 2 to 4,
passing from U to Pu. In the case of PrO,, the occupa-
tion of the 4f shell is 1. In the RS coupling scheme, this
corresponds to *Fs, (n=1), *H, (n=2), *I,, (n=3), and
3I, (n=4) ground multiplets. Since the 5f states are well
localized the CF potential plays a central role, so that
knowledge of its size is necessary to understand both
bulk and spectroscopic properties.
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In the following sections, we illustrate in detail the
properties of UO,, NpO,, and PrO,, which are the most
interesting dioxides from the point of view of multipolar
interactions. Next, other dioxides will be discussed.

A. Uranium dioxide

The low-temperature behavior of UO, results from
the interplay of SE interactions and ME coupling of
electric quadrupoles to the lattice. As mentioned above,
5f electrons are well localized. The ground-state multi-
plet of the U*" ions is *H, within the LS coupling
scheme, and it is only moderately (~10 % ) modified by
IC effects. The magnetic susceptibility is characterized
by an effective Curie-Weiss paramagnetic moment i
=3.2up and a paramagnetic temperature ©p=-220 K.
UQO, exhibits a first-order phase transition at Ty
=30.8 K to a transverse type-I AF state accompanied by
a JT distortion of the oxygen sublattice. The ordered
magnetic moment, determined by neutron diffraction, is
no=1.74(2)up (Frazer et al., 1965; Willis and Taylor,
1976; Faber and Lander, 1976) Although the transition is
discontinuous, short-range correlations are observed by
critical neutron scattering above 7T, (Buyers and
Holden, 1985; Caciuffo et al., 1999). By extrapolating the
T dependence of the correlation length, a divergence is
found for T close to 25 K, where a second-order phase
transition would occur if the first-order phase transition
did not prevent the staggered susceptibility from diverg-
ing. A volume discontinuity and discontinuities in the
elastic constants were also found to occur at T (Brandt
and Walker, 1967), showing that a coupling between
magnetic and lattice degrees of freedom exists. The or-
dering was initially believed to be 1-k (Allen, 1968a,
1968b), accompanied by a homogeneous lattice distor-
tion. Subsequent neutron diffraction experiments have
actually found a lattice distortion (Faber et al, 1975;
Faber and Lander, 1976), but of a different kind. It con-
sists of a frozen-in optical phonon with wave vector at
the point X of the Brillouin zone (1-k distortion). Also,
the magnetic structure was suggested to be 2-k, with mo-
ments along (1 1 0) directions. More recently, a 3-k
structure has been proposed in order to explain the re-
sults of neutron scattering experiments under an exter-
nal magnetic field (Burlet er al., 1986). This structure
preserves the cubic symmetry and is characterized by
magnetic moments and oxygen displacements along the
(1 1 1) directions (Fig. 9). Further evidence of a 3-k
structure has been provided by NMR studies on samples
enriched with *°U and 7O (Ikushima et al., 2001), and
later by Blackburn et al. (2005) in their study of the po-
larization of the magnetic excitations. The U hyper-
fine interaction is consistent with an axially symmetric 5f
wave function below Ty, and the 'O spin-echo mea-
surements of the electric field gradient gave evidence for
lattice distortion, i.e., loss of cubic symmetry at the ’O
site, consistent with 3-k order. This distortion of the oxy-
gen sublattice can be seen as the superposition of three
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FIG. 17. (Color online) Temperature dependence of the reduc-
tion factor of the susceptibility of UgygThj 9O, (Slowinski and
Elliott, 1952; Comly, 1968). The reduction factor is the ratio of
the measured susceptibility to the Curie susceptibility expected
from the I's CF ground state. The solid line is the result of a
theoretical model based on the dynamical Jahn-Teller effect
(Sasaki and Obata, 1970).

frozen optical phonon modes having the components of
the star of X as wave vectors [Fig. 16(b)].

The value of the ordered moment of UO, [1.74(2) ug]
is strongly reduced with respect to 3.2up, typical of the
J=4 multiplet in RS coupling. This fact, together with
the reduction of ., suggests that important CF effects
are present in this compound. A nearest-neighbor point-
charge estimation of the CF points to either a I's-triplet
or a I';-singlet CF ground state. This suggested (Blume,
1966) a possible explanation for the first-order character
of the transition based on the assumption of a ground I';
singlet in the PM phase, with one component of the trip-
let becoming lower in energy for a sufficiently strong
molecular field H,.. A self-consistent solution was found,
with the magnetization falling discontinuously to zero
when the self-consistent molecular field becomes smaller
than H.. This interpretation is suggestive and the ap-
proach has general interest and validity. However, it was
later found that the CF ground state of the U ions can-
not be a singlet and is actually a I's triplet. This was
demonstrated by low-temperature measurements for U
ions diluted in ThO,, a diamagnetic isomorph of UO,
(Comly, 1968), showing that the dependence of Ty on
concentration and the observed Curie-type behavior of
the susceptibility are inconsistent with Blume’s model.
Remarkably, the effective paramagnetic moment shows
an anomalous 7-dependent reduction so that at 7—0
the susceptibility is less than 50% of that expected for
the bare I's triplet (Fig. 17). This behavior was explained
by a model (Sasaki and Obata, 1970) in which the cou-
pling of the quadrupole degrees of freedom of the I's
triplet with phonons produces a dynamical Jahn-Teller
effect. Since it reduces the effective moment, a dynami-
cal Jahn-Teller effect might also be responsible for the
reduction of the saturation ordered moment from 2.0up
(bare I's triplet in LS coupling) to 1.74ug (Ippolito et al.,
2005). Such reduction had been initially attributed to
strong J-mixing effects (Rahman and Runciman, 1966),
or to the effect of the lattice distortion within the 1-k
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FIG. 18. (Color online) CF levels of UO, in the paramagnetic
phase as deduced from inelastic neutron scattering (Amoretti
et al., 1989). The splitting of the I's ground triplet in the mag-
netically ordered phase is shown in the right-hand side. The
shading illustrates the continuum of spin-wave excitations.

and 2-k models (within the 3-k model the distortion
causes no reduction).

Excited CF states have been investigated by inelastic
neutron scattering (Kern et al., 1985). Two peaks at 155
and 172 meV were observed, in contrast to earlier pre-
dictions of one level at 169 meV with the next level at
624 meV (Rahman and Runciman, 1966). A higher-
resolution experiment with extended energy range (Os-
born et al., 1988; Amoretti et al., 1989) allowed a defini-
tive determination of the CF by the analysis of the
transition energies and intensities. The I';, I'y, and I'; CF
states lie between 150 and 175 meV above the I's ground
state (Fig. 18). No other excitations were observed up to
approximately 700 meV. J-mixing effects are far less im-
portant than previously assumed. The so-determined CF
of UO, has been shown in a recent theoretical study
(Magnani, Santini, Amoretti, and Caciuffo, 2005; Mag-
nani et al., 2007) to be in line with that expected by
scaling the CFs, of the other dioxides through Eq. (20),

e., Ay,~-19meV/aj and Ag~0.65 meV/ab. Further
support of this CF level scheme is provided by the spe-
cific heat which shows a Schottky contribution below
1000 K (Amoretti et al., 1989). The high-energy inelastic
neutron scattering spectra below Ty present consider-
ably more structure than those above. It was shown that
this is a consequence of the splitting of the CF levels by
the combined effects of the molecular field and distor-
tion of the oxygen ligand cage. The calculated energy
spacings indicated that the 3-k model is by far more
consistent with the observed splittings than the 2-k one.
An interesting result of this experiment was the obser-
vation of splittings even at 7=35 K, well into the para-
magnetic phase, indicating that a dynamical Jahn-Teller
effect persists above Th.
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FIG. 19. Azimuth angle dependence of the (1 1 2) o-¢ inten-
sity in UO, at 12 K. Data collected with incident energy E
=3.728 keV (U M4). The solid (dashed) line shows the expected
azimuth dependence for a 3-k transverse (longitudinal) struc-
ture of I's quadrupoles. From Wilkins et al., 2006.

The 3-k magnetic order of UQO, is accompanied by a
3-k order of quadrupoles, which corresponds to an axial
distortion of the 5f charge density along the moment
directions. Such ordering has been directly probed in a
recent RXS experiment at the actinide M, 5 absorption
edges, at which photon energies the core 3d electrons
are promoted to the partially occupied 5f valence states
by a dipole (E1) transition (Wilkins et al., 2006). Mag-
netic and quadrupolar structures have the same propa-
gation vectors, and reflections arising from the quadru-
poles coincide with those due to magnetic dipoles. A
separation of the two contributions is possible through
polarization analysis, provided that off-specular reflec-
tions are measured (see Sec. II1.B.3). In this case, the
signal from electric-quadrupolar scattering is partially
o-o and therefore observable, whereas the o-7 channel
is dominated by the magnetic contribution. Figure 19
shows the azimuth angle dependence of the intensity in
the o-o polarization channel from the (1 1 2) reflection
at 12 K. The origin of the azimuth angle corresponds to

[100] in the scattering plane. Data are compared with
the predictions for an incoherent superposition of the
two transverse symmetry-allowed quadrupole configura-
tions, that is, /= cos® ¥(3—cos? ¥) (Sec. II11.B.3). The ex-
cellent agreement between model predictions and ex-
perimental data proves the transverse nature of the
quadrupolar ordering in UO,. The temperature depen-
dence of the quadrupolar intensity closely follows the
one measured for structural peaks arising from the oxy-
gen displacements, as expected (Wilkins et al., 2006).
Further information on the ordered ground state is
provided by the energy profile of the integrated intensity
of the superlattice reflections. Figure 20 shows data
taken at the M, resonance in the o-o channel for the
UO,; (1 1 2) and NpO, (0 0 3) reflections (see the next
section). In both cases, this quadrupole signal (F*) ten-
sor in E1-E1 scattering amplitude) is centered about
2 eV below the position of the dipole resonance, and it
has an approximate Lorentzian squared shape with a
narrow full width at half maximum of ~3 eV. These en-
ergy dependencies have been calculated on the basis of a
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FIG. 20. The integrated intensity of the (1 1 2) reflection in
UO, and of the (0 0 3) superlattice peak in NpO, as a function
of the incident photon energy around the M, absorption edge
of Np and U, respectively. Data were collected at T=12 K. The
solid lines are fit to Lorentzian squared line shapes.

localized electron model that takes into account the
multiplet structure of the intermediate state. The results,
reported by Nagao and Igarashi (2005), confirm the 3-k
nature of the ordered structure and the symmetry of the
quadrupole order parameter.

The low-energy magnetic dynamics of UO, below Ty
are characterized by spin-wave (SW) excitations. Be-
cause of the technological importance of UO,, a consid-
erable effort to grow single crystals has been made, and
even from the 1960s crystals as big as 100 g have existed.
This has made the dynamics, both the phonons (Dolling
et al., 1965) and magnons, relatively easy to investigate
in detail. Unfortunately, this is the only actinide oxide
for which large single crystals exist. The first extensive
inelastic neutron scattering experiments in the AF phase
were performed by Cowley and Dolling (Dolling and
Cowley, 1966; Cowley and Dolling, 1968). The measured
SW dispersion provided evidence of sizable mixing be-
tween magnons and phonons, a further and spectacular
manifestation of the importance of ME interactions in
UQO,. Even more complex dispersion curves with addi-
tional magnetic modes were suggested on the basis of a
subsequent experiment (Buyers and Holden, 1985). In-
elastic neutron scattering experiments with standard
(Caciuffo et al., 1999) and spherical (Blackburn et al.,
2005; Caciuffo et al., 2007) polarization analysis have
been performed more recently. The main features of the
SW spectrum (Fig. 21) are two optical branches and an
acoustical one. The latter undergoes a clear-cut anti-
crossing with a TA phonon branch near (0, 0, 1.5).

From a theoretical point of view, the description of
the phase transition and spin wave dispersion is not
completely satisfactory. Some important aspects were
understood by Allen (1968a, 1968b), but on the basis of
an incorrect 1-k structure. Allen realized that the first-
order character of the phase transition may be due to
the spin-lattice interaction, which also was predicted to
cause a distortion below Ty. As mentioned in Sec. IL.E,
the presence of a mixed third-order invariant which
couples dipoles and quadrupoles leads to a quadrupolar
secondary OP proportional to the square of the primary
magnetic OP to leading order. For an OP direction cor-
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FIG. 21. The most intense spin-wave modes measured at
16.5 K along the principal crystallographic directions. The
dashed lines correspond to acoustic phonon branches mea-
sured at 270 K. Inelastic neutron scattering data have been
collected in the constant-Q mode, at the reciprocal-lattice
points (0,0,2—¢) and (1-£,1-¢,1). Open symbols indicate sig-
nificantly smaller intensity than the filled points. From Caci-
uffo et al., 1999.

responding to the 3-k ordering, the free-energy expan-
sion has the form

.7::.7-"0+a(T—Tc)t,b2+a4¢p4+a61//6+b2772+62¢277
b (89)

where a,a,,aq,b,>0, ¢ is the size of the magnetic pri-
mary OP (i.e., the modulus of the ordered moment,
which is the same on the four sublattices), 7 is the size of
the quadrupolar secondary OP [i.e., the charge distor-
tion (3a-J)>~J(J+1)), where fr is the moment direc-
tion], and T, is the critical temperature for a second-
order magnetic phase transition (7.~25 K for UO,; see
above). Minimization with respect to 7 gives

n=— )P 1(2b,), (90)

which replaced in Eq. (89) yields an effective magnetic
free energy,

2

feff:f0+a(T—Tc)lﬁz+<a4—:72)¢4+a6w6+ S
2

(91)

If ¢3/4b, is large, the effective fourth-order coefficient
may become negative (as in Blume’s model) thus leading
to a first-order phase transition at 7, > T, (Toledano and
Toledano, 1987). Indeed, explicit MF calculations (Gian-
nozzi and Erdos, 1987) show that large enough quadru-
polar interactions lead to a discontinuous transition,
even if full quantitative agreement with the experimen-
tal behavior was not achieved. For instance, exchange
parameters consistent with SW energies lead to a tran-
sition temperature 77 ~40 K, and the size of the mo-
ment jump at 7 is underestimated. It should be re-
marked that another possible explanation for the first-
order character was proposed by Mukamel and Krinsky
(1976a, 1976b), without considering quadrupoles. By
means of the e-expansion technique, it was shown that
the Landau-Ginzburg-Wilson free-energy functional de-
scribing the magnetic OP of UO, (a six-component vec-
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FIG. 22. (Color online) Multipolar coupling in a U** dimer.
Left: Distribution of the ratio E(K,K)/E(1,1), with E(K;,K;)
the ground-state energy of a dimer (C,, bond) of U*" ions
coupled with the part of Eq. (35) associated with a specific pair
of ranks K;,K;. The lir’;r ! parameters are varied on a cubic grid.
Right: Distribution of the anisotropy of dipole-dipole interac-
tions for NN U ions, i.e., the part of Eq. (35) with (K;=1, K;
=1). The C,, symmetry of the bond allows for three indepen-
dent exchange constants. In the reference frame bringing the
coupling to diagonal form, Hj=1.J(i)J(j)+1,/,(0)J]()
+1..J ()] (j). We have defined Iigo=(1/\3)(Lyy+1yy+1.,), Lyia
=(L/N6) Uy +1,y=21,), and Lpombic=(1/+2)(Iy,~1,). The his-
tograms show that the two anisotropic components /,;, and
Ihombic are generally sizable. Note that in the 3-k phase the
lattice distortion decreases the bond symmetry, so that addi-
tional anisotropic exchange parameters are switched on, even
if these are most likely small.

tor model) has no stable fixed points, a result that points
to a first-order transition.

An important problem encountered in calculations is
that the 1-k structure is found to be more stable than
both the 2-k (Solt and Erdos, 1980) and 3-k (Giannozzi
and Erdos, 1987) ones if quadrupolar interactions are
assumed to originate entirely from a ME coupling (as in
Sec. II1.C.5). However, the model of SE described in Sec.
II.C.3 shows that large two-ion EMP interactions of
purely electronic origin are to be expected in UO,. Fig-
ure 22 shows that the size of EMP couplings (in particu-
lar, K=4 hexadecapoles) is typically comparable with
that of dipolar interactions. Thus, it is likely that the
stabilization of the 3-k structure is the result of these SE
couplings (Mironov et al., 2003). It should be noted that
within the well-isolated I's CF ground state of UO,
many multipoles are proportional to one another (Sec.
IL.E). Nonvanishing odd-rank multipoles are propor-
tional to the three dipoles, whereas nonvanishing even-
rank multipoles are proportional to the five quadru-
poles. For instance, interactions involving the five I'; and
I's hexadecapoles eventually map onto effective quadru-
polar interactions, and interactions involving the six I’y
triakontadipoles eventually map onto effective dipolar
interactions. Thus, even if multipolar magnetic interac-
tions are sizable in UQO,, a purely nondipolar OP is pre-
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vented by the poverty of the I's CF ground state. As we
see in the next section, the situation drastically changes
in NpO, because of its richer I'gy CF ground state.

The SW spectrum provides a further demonstration of
the inadequacy of simple Heisenberg-type models for
UO,. Even if they fail to reproduce all observed modes,
fit by dipolar models shows that anisotropic two-ion cou-
plings must be present (Giannozzi and Erdos, 1987;
Caciuffo et al., 1999; Blackburn et al., 2005). Such cou-
plings originate from the same microscopic mechanism
producing multipolar interactions, i.e., SE in the pres-
ence of orbital degeneracy. Indeed, the results of our
calculations (shown in Fig. 22) demonstrate that the an-
isotropy of dipolar exchange is expected to be large in
UOz.

Qualitative features of the SW spectrum that do not
fit dipolar models are, besides the ACs with phonons
mentioned above, the presence of two clearly distinct
high-energy branches and the additional excitations re-
ported by Buyers and Holden (1985) in the energy range
9-12 meV. The latter were not put in evidence by Caci-
uffo et al. (1999) because of limited resolution, but their
presence has been confirmed in recent measurements
(Carretta et al., 2009). These features can be understood
within the theory proposed by Allen (1968a, 1968b),
based on a 1-k magnetic structure. On the contrary, nei-
ther the two high-energy branches nor the additional
modes can be accounted for on the basis of dipole mod-
els for the actual 3-k structure. If the magnetic structure
is 3-k, the magnetic modes (without magnon-phonon in-
teraction) along the I'-X direction should belong to one
acoustical branch and one nearly doubly degenerate op-
tical branch, whose energies match at I' and X, as ex-

pected given the Pa3 symmetry of the 3-k structure.
We have explicitly checked this by means of SW cal-
culations in which all symmetry-allowed exchange pa-
rameters in the ordered phase have been included. For
example, for nearest-neighbor (NN) U ions, we have
considered, in addition to the three parameters describ-
ing the anisotropic SE dipole-dipole coupling in Fm3m
symmetry, the other (weak) additional couplings that
might switch on in the distorted Pa3 phase (where oxy-
gen displacements decrease below C,, the symmetry of
the NN bond). Thus, not even the lowest-symmetry
dipole-only model can explain the presence of the sec-
ond optical branch found at 12 meV near I' and X.
Most likely, the second branch corresponds to quadru-
polar excitations, i.e., it represents quadrupolar waves
that enter the inelastic neutron scattering cross section
through mixed dipole-quadrupole dynamical suscepti-
bilities. The latter are nonzero below T, and renormal-
ize the dipole-dipole susceptibility (and the closely re-
lated cross section) if two-ion quadrupole-quadrupole
couplings are present. However, the inelastic neutron
scattering intensity of quadrupolar excitations calculated
by assuming phonon-mediated couplings (Giannozzi and
Erdos, 1987) did not fit experimental results, since the
two quadrupolar branches have intensity much smaller
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than that of the spin ones (typically by a factor 1072).
Figure 22 shows the importance of SE EMP couplings.
Motivated by these results, we performed SW calcula-
tions where the form of these couplings is not con-
strained to that assumed by Giannozzi and Erdos (1987),
but we adopted the most general symmetry-allowed ex-
pression. We found that there is a wide range of cou-
pling parameters for which a quadrupolar branch with
sizable intensity emerges at 12 meV near I' and X in
agreement with the data shown in Fig. 21 (Carretta et al.,
2009). Thus, it appears that the quadrupolar SE interac-
tions are needed to understand both the stability of the
3-k structure and the associated spin dynamics.

As far as phonon ACs are concerned, these can be
investigated by SW calculations based on a model in
which vibrational degrees of freedom are explicitly in-
cluded, as suggested by Dolling and Cowley (1966). The
appropriate Hamiltonian is

H=28;-3;-S;+ Hif + Hyy + 2 O1,(S)Or, (i),
ij il,v

(92)

where S is an §=1 pseudospin describing the ground CF
triplet, J;; are two-ion dipole-dipole couplings, HEF de-
scribes the effect of the static lattice distortion occurring
below Ty, H,y, is the vibrational Hamiltonian (Dolling et
al., 1965), and the last term represents the ME coupling
of the I'; and I's quadrupoles (Table 1) with modes (Q)
of the cubic oxygen cage having the same symmetry. By
expressing the latter in terms of lattice phonons and by
performing a four-sublattice Holstein-Primakoff ap-
proximation, an effective boson Hamiltonian describing
the coupled dynamics of spins and phonons is obtained
(Carretta et al., 2009). By calculating the inelastic neu-
tron scattering cross section, we find that this model pro-
duces a rich spectrum, which accounts very well for the
experimentally observed ACs.

To summarize, coupling of quadrupole to phonons
plays an important role in both the static properties and
low-T dynamics. For instance, below 200-300 K, a
single-ion dynamical Jahn-Teller effect reduces the static
susceptibility of UO, diluted in ThO, (Sasaki and
Obata, 1970). Evidence of a dynamical counterpart of
this high-T effect was found in the residual splitting of
the CF states observed by Amoretti et al. (1989) and also
in the presence of broad dispersive inelastic peaks that
are detected between 3 and 10 meV (Amoretti et al.,
1999; Caciuffo et al., 1999). Although weak, this signal
was easily measurable even at 200 K, more than six
times the Néel temperature, and probably reflects the
mixing of spin and phonon wave functions which is at
the basis of the dynamical Jahn-Teller effect (a similar
effect occurs in PrO,; see below). However, the situation
is more complex than for the typical diluted dynamical
John-Teller effect systems, and there are no well-
established theoretical results with which to compare.
The presence of two broad but distinct peaks suggests an
image of a 1-k distortion in which the oxygen cages un-
dergo the same shift as that assumed to occur statically
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below T in the 2-k model (Faber et al., 1975; Faber and
Lander, 1976). Indeed, this distortion splits the ground
I's triplet into three singlets (Amoretti et al., 1989). Here,
however, we are in the paramagnetic phase and the mo-
lecular field is zero, so that the distortion has to be a
dynamical one. The excitations experimentally display
dispersion, with their energy a minimum at the magnetic
zone center. A possible interpretation of this effect is
that the magnetic SE between the U ions introduces a
wave-vector dependence of the peak position. The dis-
persion of these excitations has been calculated from the
poles of the dynamical susceptibility in the random
phase approximation (RPA), assuming the distortion to
be static, and found to be consistent with observations
(Amoretti et al., 1999; Caciuffo et al., 1999). The results
of these calculations suggest a picture in which uncorre-
lated 1-k dynamical JT distortions occur above T along
the three directions of the (100) star; at Ty a correlation
builds up between their phases leading to the static 3-k
distortion. New high-energy inelastic neutron scattering
experiments above T would be interesting to examine
the detailed form of the transitions from the ground trip-
let to the excited CF multiplets, taking advantage of the
improved intensity and resolution available at spallation
sources. The presence of sizable magnetovibrational ef-
fects in the paramagnetic phase is also most likely at the
origin of the anomalously small variation of the entropy
between T7T=0 and Ty (Osborne and Westrum, 1953),
which is less than the expected kzIn3 per U ion. In
order to recover the missing entropy, temperatures of
the order of 80 K are needed, which matches the energy
scale of the observed high-7 broad inelastic peaks.

B. Neptunium dioxide

NpO, is an apparently simple tetravalent oxide isos-
tructural to UO,. The anomalies at 7,=25 K in the heat
capacity (Osborne and Westrum, 1953) and magnetic
susceptibility (Ross and Lam, 1967; Erdos et al., 1980;
Friedt et al., 1985) curves were initially interpreted as a
consequence of magnetic ordering, as in UO,. This was
the most obvious assumption, as Np** ions with three
electrons in the 5f shell are Kramers ions in which the
CF ground state must be at least a magnetic doublet.
Neutron diffraction experiments, however, failed to find
any evidence of magnetic ordering (Cox and Frazer,
1967; Heaton et al., 1967; Boeuf et al., 1983). A search
for a departure from cubic symmetry, or for internal JT
distortions of the oxygen sublattice, was also made with
a null result (Caciuffo et al., 1987; Mannix et al., 1999;
Paixao et al., 2002). Mossbauer spectroscopy failed to
detect magnetic order as only a small and sample-
dependent broadening of the **’Np absorption line de-
velops below T\, (Dunlap et al., 1968; Friedt et al., 1985).
Considering that Maossbauer spectroscopy is an ex-
tremely reliable and sensitive technique for probing
magnetic moments on Np ions, no matter what the mag-
netic structure is, these results definitely ruled out con-
ventional magnetic order: the analysis of Mossbauer
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FIG. 23. Temperature dependence of the NpO, specific heat in
zero magnetic field (circles) and in a magnetic field of 9 T (tri-
angles). The specific heat of ThO, is shown by diamonds. Inset:
The magnetic contribution to the NpO, specific heat obtained
by taking the difference between the NpO, and the ThO,
curves. Data from Magnani, Santini, Amoretti, Caciuffo, et al.,
2005.

spectra taken in a magnetic field is not in agreement
with what is expected from an antiferromagnet (Friedt et
al., 1985); in addition, the small upper limit of the or-
dered moment (~0.01up) which is found if the broaden-
ing is attributed to magnetic order is impossible to rec-
oncile with the large value of 7, and of the
paramagnetic moment (~3up) observed above T, and
with the large size of the macroscopic anomalies.

Since a dipolar OP is to be excluded, the possibility of
an EMP OP has been considered (Erdos et al., 1980; Solt
and Erdos, 1980; Friedt et al., 1985; Amoretti et al.,
1992). For instance, Solt and Erdos (1980), in analogy to
the UQO, case, assumed a collective JT monoclinic distor-
tion of the oxygen sublattice driven by quadrupolar in-
teractions. As a consequence of this distortion, the Np**
quadrupoles order in an antiferroquadrupolar configura-
tion and the I'y ground quartet would split into two
Kramers doublets. However, as stated above, no evi-
dence of this static distortion has been found. In addi-
tion, any primary time-even OP encounters two funda-
mental problems: the first one is that the magnetic
susceptibility should diverge as 7—0. Indeed, the Np
ion is tetravalent, as confirmed by the isomer shift in
Maossbauer spectra (Dunlap and Kalvius, 1985) and the
magnetic form factor measured by neutron diffraction
(Delapalme et al., 1980). Thus, the ground state of Np
ions in the low-T phase should be a Kramers doublet
with an associated Curie-Weiss behavior as T— 0. How-
ever, the measured susceptibility (Erdos et al., 1980)
saturates to a constant value (8.4X 1073 emu/mol at
5 K). The other problem with such an OP is that a sec-
ond phase transition removing the Kramers degeneracy
and the associated entropy should occur below 7|, but
no evidence of a second transition exists (Fig. 23). It
should also be possible to remove this residual entropy
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FIG. 24. (Color online) Magnetic inelastic neutron scattering
cross section obtained for NpO, at T=5 K (Fournier et al.,
1991). The incident energy was 180 meV and the average scat-
tering angle was ¢=5°. The solid line is a fit to the data of two
Gaussian peaks (dashed lines) and a background.

by applying a magnetic field, but measurements of the
field dependence on the heat capacity (Fig. 23) show no
evidence of such an effect (Magnani, Santini, Amoretti,
Caciuffo, et al., 2005; Di Matteo et al., 2007). An even
more fundamental problem with a time-even OP is the
1SR results by Kopmann et al. (1998), which showed the
sudden appearance of a precessing signal below T, cor-
responding to a local magnetic field at the muon site of
about 500 G (Fig. 7). The presence of this field implies
that time-reversal symmetry is broken below T, (Sec.
IIL.A).

As in the case of UQO,, the determination of the CF
potential is a crucial step for building a theoretical
model. The free Np** ion with 5f° configuration has *I,,
ground state in the LS coupling scheme. In the paramag-
netic phase, the tenfold degeneracy of this lowest mani-
fold is lifted by the cubic CF potential (20) into a ['g
doublet and two quartets, I'?) and T'{!. A series of ex-
periments was performed to detect the CF transitions
between these multiplets and to search for a possible
splitting of the ground quartet below T, (Caciuffo et al.,
1991; Fournier et al., 1991; Amoretti et al., 1992). The
situation is quite different from that of UO,, where
sharp CF states have been seen. In NpO,, the CF exci-
tation I'$) —T'{") between the ground and the first ex-
cited quartet results in a wide band with intensity in the
region from 30 to 80 meV (Fig. 24). The second excita-
tion I'Y) — T’ has too small a matrix element to be vis-
ible by inelastic neutron scattering, and in fact no other
peaks were detected up to energy transfers of 350 meV.

The broadening of the I'?’ =T transition might be
caused by several mechanisms. However, it is important
to note that only in NpO,, among the light actinide di-
oxides, does the most intense CF transition lie below the
phonon cutoff of ~80 meV. In addition, a peak in the
phonon density of states exists at ~55 meV (see Fig. 25),
corresponding to the so-called M5 optical modes (Doll-
ing et al., 1965), which are known to strongly couple with
I's electric quadrupoles of the actinide ion. In fact, the
lattice distortion induced by the quadrupole order of
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Right: Structure of the mixed CF-phonon states resulting from
the model of Eq. (93).

UO, corresponds to a freezing of the three M5 modes.
Since I's electric quadrupoles have a sizable matrix ele-
ment between the two I'g quartets (Fournier ef al., 1991),
CF-phonon bound states may form as in the case of
CeAl, (Thalmeier and Fulde, 1982; Thalmeier, 1984).
The underlying physics is qualitatively captured by
simple cluster models in which the active optical band is
replaced by a triplet of Einstein-like local oscillators be-
longing to the I'? irrep of Oy, i.e., having the same sym-
metry properties as the M5 phonons at the I' point. The
corresponding Hamiltonian is (Fulde and Lowenhaupt,
1986; Santini and Amoretti, 2002)

H=Hcp+ho X, (ala,+1/2)
v=1,3

+g 2 Of (Da,+a,), (93)
=13

where the second term describes the three oscillators
with Aw=55 meV, g is a ME coupling parameter, and
O3._(J) are the T's quadrupole operators defined in Eq.
(143. Figure 25 shows the resulting spectrum. Only two
excited magnetovibrational I'y quartets, separated by an
energy increasing with g, provide a sizable contribution
to the low-T inelastic neutron scattering cross section.

For the bare CF Hamiltonian, two possible choices for
the cubic CF parameters were proposed [“weak” and
“strong” CF solutions; if J mixing is neglected, the
former corresponds to x~-0.74 and the latter to x
~-0.48, Eq. (19)], both reproducing consistently the CF
spectrum of UO, and NpO, (Amoretti et al, 1992).
The strong CF solution, corresponding to Ay
~-19 meV/ay and Ag~0.65 meV/af, scales more con-
sistently across the whole dioxide series (Magnani, San-
tini, Amoretti, and Caciuffo, 2005).

Another important result of inelastic neutron scatter-
ing studies with polarization analysis is the proof that
the ground I'g quartet splits in the ordered phase below
Ty (Amoretti et al., 1992). In fact, a single broad peak,
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FIG. 26. Evolution of the inelastic neutron scattering intensity
from NpO, as the temperature is increased through the phase
transition point 7,=25 K. Data are collected with uniaxial po-
larization analysis in the spin-flip channel, with initial polariza-
tion parallel to the momentum transfer Q. With this configu-
ration, the signal is entirely magnetic and indicates a splitting
of the ground-state quartet below 7). Data from Amoretti et
al., 1992.

centered at 6.4 meV for 7=5 K, was observed on a pow-
der sample in the energy window between 3 and 11 meV
(see Figs. 26 and 37). This was the first microscopic evi-
dence on this phase transition, and was initially inter-
preted in terms of quadrupolar order. Since such an or-
der would produce a splitting of the I'g quartet into a
pair of doublets, a single peak corresponding to this
splitting should appear in the inelastic neutron scattering
cross section below 7. A calculation made by assuming
an internal monoclinic distortion as proposed by Erdos
et al. (1980) showed that the splitting of the ground I'g
quartet is of the correct order of magnitude, particularly
in the case of the weak CF solution. Even if this model
also leads to a nearly zero value of one of the three
components of the magnetic moment, the two remaining
components remain nonzero. So, the problem of the
nondiverging susceptibility for 7— 0 remained open (see
above) and it was not possible to provide a unified pic-
ture giving a convincing explanation of the nature of the
phase transition.

A saturating susceptibility in the lack of dipole order
points to a MMP OP (Santini ef al., 1999). Such an OP is
also needed to understand the breaking of time-reversal
symmetry evidenced by uSR experiments. Quadrupolar
magnetic moments being excluded (Sec. II.A), magnetic
octupole moments were considered as the most likely
candidates (Santini and Amoretti, 2000, 2002). Only
components of the magnetic octupole not belonging to
the same representation as the dipole can be considered,
otherwise the latter would be induced as secondary OPs.
In O, symmetry, this constraint selects four out of the
seven octupolar components, belonging either to the
three-dimensional I's representation or to the one-
dimensional I', representation. The OP was initially as-
sumed to be the I'; octupole 7, (Table I).

The corresponding MF model has 7, symmetry and
leads to a splitting of the I'y CF ground state into a pair
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FIG. 27. (Color online) Intensity plot of the magnetic field
produced by the I'; OP of NpO, at 7=0 (Santini and Amor-
etti, 2000), assuming uniform ordering within the (0 0 1) plane.
The field is along [0 0 1] with the sign indicated. A zoom on a
single ion is shown in the lower part. Arrows indicate the mag-
netic field within a (1 1 0) plane.

of doublets, as suggested by inelastic neutron scattering
in the limited energy range up to ~11 meV. Within the
weak CF solution (see above), the ground doublet has a
nearly vanishing dipole moment, yielding a saturating
susceptibility at low 7, but the octupole moment gener-
ates an interstitial field consistently with uSR results
(Fig. 27). In addition, the splitting into a pair of doublets
appeared consistent with the small amount of entropy
removed by the phase transition, even if subsequent
measurements (Fig. 23) showed that the ground state has
to be a singlet. Indeed, no residual entropy is left below
Ty, so that the mechanism behind the missing entropy
has probably the same ME origin as in UO,. Another
advantage of the I'; model was the fact that an order of
I'; octupoles would not directly lead to charge ordering
(neither quadrupolar nor of higher rank) and would not
induce a distortion by a direct ME mechanism. On the
other hand, an order of I's octupoles always induces an
order of I'; or I's quadrupoles, whose ME coupling to
the lattice generally leads to a crystal distortion, with the
unique exception of the complex 3-k arrangement.6 The
latter choice was shown to be correct when Paixao et al.
(2002) provided direct evidence of AF order of the Np

6Magnetostriction might lead to a lattice distortion even with
al’, OP, if the ordering is AF. The simple ferromagnetic order-
ing of I', octupoles lowers the space group to Fm3, with T},
point symmetry at the Np sites and no associated distortions of
the lattice. For example, in the case of 1-k, type-I antiferro-
octupolar order, the symmetry lowers to the tetragonal
P4,/mnm group for which a uniform strain along the wave-
vector direction is not forbidden by symmetry. However, this
distortion should be driven by magnetostriction, i.e., a depen-
dence of two-ion SE couplings on distance, and would presum-
ably be smaller than the distortions typically associated with
ME couplings (e.g., distortions in UO,).
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of the (00 1) and (0 0 3) superlattice reflections observed at the
M, edge (3.845 keV) in NpO,. Data from Mannix et al., 1999.

quadrupoles by a series of RXS experiments at the ac-
tinide M, s absorption edges. Resonant superlattice re-
flections with propagation vector (0, 0, 1), forbidden by

symmetry at all order in Fm3m, have been observed
below T, (Mannix et al., 1999). Their temperature de-
pendence (Fig. 28) suggests the occurrence of a continu-
ous (second-order) phase transition, in contrast to UO,,
where the transition is strongly first order. The large
value of the B critical exponent (about 0.6) is consistent
with the quadrupole OP being a secondary one.

No diffraction peaks corresponding to a deformation
of the oxygen cube have been found in NpO,, with an
upper limit for the oxygen displacement of about 4
x10~* A. Homogeneous internal distortions, corre-
sponding to normal modes of the oxygen cage and pro-
ducing only changes in the intensities of fluorite-
structure peaks, are excluded by neutron diffraction
(Caciuffo et al., 1987). A search for a departure from
cubic symmetry, an external distortion, was also made
with null result by following the angular position and
width of the (0 0 6) lattice reflection (Mannix et al.,
1999).

The results of azimuth scans around the (0, 0, 3) scat-
tering vector are reported in Fig. 29 for both o-7 and
o-o polarization. The intensity of the peak is measured
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FIG. 29. (Color online) Azimuth angle dependence of the
(0 0 3) intensity, at T=12 K, with 7 and o final polarization and
specular reflection geometry. Lines are calculations based on
Eq. (76) for a longitudinal 3-k structure of I's quadrupoles.
Data from Paixao et al., 2002.
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FIG. 30. Azimuth angle dependence of the Stokes parameters
Py (upper panel) and P, (lower panel) of NpO, superlattice
reflections measured at 10 K with £=3.846 keV. Lines are cal-
culations for a longitudinal 3-k structure of I's quadrupoles.
Pi=(I;6—157) (Is5+1,,); P, is defined by the intensities mea-
sured with the analyzer oriented at +7/4 with respect to the
scattering plane, and is determined by the phase relation be-

tween the two polarization channels. From Paixao et al., 2002.

while the sample is rotated around the scattering vector
Q, kept constant at the chosen value. The origin of the
azimuth angle W is chosen so that at =0 the [1 0 0] axis
is parallel to the incident beam. The presence of scatter-
ing intensity in both polarization channels, depending on
WV, is in direct contradiction with the cross section of
E1-E1 magnetic resonant scattering [i.e., the signal asso-
ciated with the F(V tensor in Eqs. (66) and (68)] and
indicates the presence of electric quadrupole order [F?
tensor in Egs. (66) and (70)]. The absence of lattice dis-
tortions associated with the phase transition requires a
3-k quadrupolar structure. Moreover, as discussed in
Sec. II1.B.3, the 3-k order must be of the longitudinal
type, since a signal is observed in the o-o channel for a
specular reflection. This is confirmed by the azimuth
angle dependence of the scattered intensity, which is in
good agreement with the expected behavior for I's qua-
drupoles, that is, I,,%sin?>2¥ and I,,*sin® 6 cos’> 2W¥
for the o-0 and o-7 channels, respectively.

The absence of a magnetic-dipole contribution to the
o-7 intensity (that is, the absence of dipole magnetic
order) is confirmed by the fact that only one scale factor
is required to fit the experimental results for both polar-
ization channels. This scale factor cancels in the defini-
tion of the Stokes parameters P; and P,, and Fig. 30
shows excellent agreement between model predictions
and experimental data for the (0 0 1) and (0 0 3) Bragg
peaks (Paixao et al., 2002).

The ordered structure is obtained by associating to
each of the four Np sublattices an appropriate linear
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FIG. 31. (Color) Arrangement of the I's MMPs (cones) and
induced I's quadrupoles (ellipsoids) in the four-sublattice 3-k
ground state of NpO,. The slice displays the direction of the
local magnetic field around one of the Np ions. The cones are
along the local D3, axes, and the direction where they point
illustrates the sign of the local multipole moment.

combination of the three quadrupole moments (O;;) (R;:
<0yz> + <Ozx> + <Oxy>7 R2: _<0yz> - <0zx>+ <Oxy> Ri3:
_<Oyz>+<ozx>_<0xy> R4: <0yz>_<01x>_<0xy> (See Flg
31). The quadrupole ordering reduces the local symme-
try of Np** ions to 3m (Ds,), while the space group is
lowered to Pn3m, the only maximal nonisomorphic sub-

group of Fm3m that is nonsymmorphic and simple cu-
bic. Np ions occupy the 4b sites, whereas oxygens are
accommodated into two inequivalent Wyckoff positions,
2a and 6d, where all coordinates are fixed by symmetry.
As a consequence, the electronic phase transition does
not allow a shift of the oxygen ions. The symmetry of
the ordered state remains cubic and, apart from a pos-
sible change of the lattice parameter (Mannix et al,
1999), the transition is not accompanied by any distor-
tion.

As stated above, the quadrupolar order alone cannot
explain the saturating susceptibility and the breaking of
invariance under time reversal. The quadrupolar order
detected by RXS has to be a secondary OP, and selects
I's MMPs as primary OP. For type-I ordering these ionic
MMPs induce two possible small irreps of the wave-
vector group, Ff) (one dimensional) or I’(S*) (two dimen-
sional). The former describes a symmetry lowering to

the cubic group Pn3m for 3-k ordering and induces the
observed ordering of quadrupoles as secondary OP. In-
deed, the Landau free energy of the T'{”” MMP OP has
the form given in Eq. (54) apart from the third-order
contribution which violates time-reversal invariance and
is therefore absent. Yet a mixed third-order term of the
form a3y Ya,m,+(cyclic permutations) exists, where
are the three components of the primary OP and 7 are
the three components of the secondary OP (wklzz,/sz
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FIG. 32. (Color online) MF splitting of the ground I'y quartet
in the ordered phase resulting from Eq. (94) with the “strong”
set of CF parameters and rank-5 MMPs. Numbers in parenthe-
ses are degeneracies.

={,= ¢ for 3-k ordering). This leads to a secondary OP
M, = Tk, = ey = N y, which corresponds to 3-k ordering
of I's quadrupoles. Its critical exponent is therefore
twice that of the primary OP, which is consistent with the
observed large value of .

The previous results fix the symmetry of the OP but
not its specific form and the resulting structure of the
low-energy wave functions and excitations in the or-
dered phase. In particular, in cubic symmetry there are
four distinct, independent triplets of MMPs belonging to
I's, one of which may be constructed from rank-3 MMPs
(octupoles), one from rank-5 MMPs (triakontadipoles),
and two from rank-7 MMPs. As we show in the follow-
ing, the existing information on NpO, provides strong
evidence that rank-5 MMPs are the driving force of the
phase transition (Santini et al., 2006). In the 3-k ordered
phase, there are four inequivalent sublattices (see Fig.
31). The simplest model for the ordering is one in which
the CF Hamiltonian (20) is supplemented with the MF
contribution (neglecting a 7-dependent energy shift),

Hyip(s) = Hep + NT(s)(T(s)), 94)

where s=1,...,4 labels the four sublattices, \ is the MF
constant, and T(s)=2,_, , . Tjn/(s); n(s) represents one of
the four inequivalent (111) directions, and 7; (/=1,2,3)
are the components of the I'ys MMP. In the ordered
phase (T(s)) # 0 and the point symmetry on Np ions low-
ers from O, to D3, consistently with the properties of

the Pn3m group. A local magnetization density appears
around each Np ion, carrying no overall net ionic dipole
moment. In addition, a distortion of the charge density,
corresponding to the secondary quadrupolar OP O
=(0(s))={3[n(s)-J*=J(J+1)), is induced (Fig. 31), with
O «<(T(s))* close to T0.7 The MF of Eq. (94) produces a
splitting of the 'y quartets into a I'y doublet and a pair of
time-reversal-related singlets I's and I'g (Fig. 32). The I's
and I'g irreps of the D3, double group are degenerate in

"Hye(s) should be supplemented with the MF contribution
from the secondary OP itself, Ao O(s){O(s)), with A, the MF
constant for quadrupolar interactions. Even if the latter do not
play a qualitative role, they may affect quantitative details such
as the growth rate of the OPs or the excitation energies below
TO.
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the presence of time-reversal invariance, but their de-
generacy is removed when time reversal symmetry is
broken.

In order to model the observed behavior, a choice for
the T; must be made. All rank-3 (T§3)), rank-5 (TES)), and
rank-7 (7", T{"*)) MMPs have nonzero average values
below T, and all might provide distinct contributions to
Hyr(s), including cross terms. Within the I'g-quartet CF
ground state, these four triplets of observables are rep-
resented by matrices proportional to one another. Thus,
if the I'g quartet was completely isolated, the phase tran-
sition could be modeled with no need to distinguish
these I's MMPs. However, the presence of excited CF
levels at ~50 meV makes them inequivalent. The sim-
plest possible choice for the OP is to identify 7, with the
octupoles T\>. However, while this choice for T is as
good as any other within a model including the ground
CF quartet only, it does not work properly if all CF
states are included. In fact, the CF ground quartet has
tiny octupolar polarizability (see below), a fact that
greatly enhances the role of excited CF states in the
ordering process: for CF parameters with x=-0.48
(strong CF solution), the order occurs through a strongly
first-order phase transition. Even assuming parameters
with x =—-0.74 (weak CF solution), which are unlikely for
their lack of overall scaling properties (Magnani, Santini,
Amoretti, and Caciuffo, 2005), does not solve the prob-
lem: a second-order transition occurs, but the I'y doublet
(Fig. 32) lies well below 3 meV, which is inconsistent
with specific heat results (Magnani, Santini, Amoretti,
Caciuffo, et al., 2005). Moreover, the large mixing of the
ground I'g-quartet wave functions with excited CF states
below T|, leads to a nonmonotonic 7 dependence of the
secondary quadrupolar OP (Santini et al., 2006), in dis-
agreement with RXS results. Thus, the driving I's MMP
cannot be an octupole. Such a result is not surprising in
light of our calculations reported in Sec. II.C.3, which
show that the strength of multipolar two-ion SE interac-
tions is not correlated in an obvious way with the multi-
pole rank, so that the contributions of rank-5 and rank-7
I's MMP in the MF Hamiltonian are not in general
smaller than that of octupoles (rank 3). In particular, Fig.
2 shows that in NpO, the leading multipolar interactions
are between rank-5 MMPs. The importance of multipo-
lar interactions involving I's MMPs in NpO, has also
been demonstrated by Kubo and Hotta (2005b) on the
basis of a j-j model restricted to the I'y single-particle
states (Sec. I1.D).

Besides being expected to be the largest, rank-5
MMPs are also favored by the CF. In fact, in addition to
the strength of two-ion couplings [determining \ in Eq.
(94)], a key factor in selecting which of the I's MMPs
plays a driving role is the CF potential, because this
dominant interaction strongly affects the size of the cor-
responding multipolar moments at low 7. This effect can
be quantified by comparing the effective multipolar
paramagnetic moment ucp associated with the ground
I'g quartet with the corresponding free-ion moment w.
In fact, for a given value of A\, the MF transition tem-
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FIG. 33. CF reduction factor for the I's ground quartet, r
:;chp/,u,(z), as a function of the CF parameter x (W<0). The
arrow indicates the most likely value of x. We have neglected J
mixing here since the associated small correction to the I'g
wave functions does not affect the conclusions. Then, these
wave functions depend on the x CF parameter only. From San-
tini et al., 2006.

perature T, uzy (neglecting the contribution of excited
CF states to the multipolar polarizability). Figure 33
shows the ratio r=uz/u as a function of the CF pa-
rameter x. This quantity measures how much the multi-
polar susceptibility of the I'g quartet is reduced (r<1) or
increased (r>1) by the CF, and it is the factor by which
the ordering temperature is changed in passing from the
full degenerate J=9/2 multiplet to the I'y CF ground
state. The figure shows that the octupolar moment is
greatly reduced by the CF, and nearly completely
quenched for x=-0.48. On the contrary, the rank-5 mo-
ment is increased by the CF and peaks at
x=-0.5, whereas the dipole moment is reduced for all
values of x. The two rank-7 moments are heavily re-
duced too (Santini et al., 2006). Thus, for x=-0.48 the
rank-5 MMP is the most likely driving OP, and the MF
model Eq. (94) with T} identified with 7\ is the most
reasonable approximation. Indeed, if T}S) are used as
OP, the role of excited CF states is much smaller and the
resulting growth of the quadrupolar OP is monotonic as
in experiments.

The ordering of triakontadipoles produces around
each Np ion a magnetic field H(r) with a peculiar r de-
pendence, reflecting the local D;; symmetry of the OP.
For instance, Figs. 34 and 31 show the field produced by
the ordered rank-5 MMPs of one Np ion in two repre-
sentative planes. The field has been calculated with Eq.
(83) and is of the order of a few tesla at distances be-
tween 0.5 and 1 A. As expected from the quenching of
the rank-3 MMPs discussed above (Fig. 33), the octupo-
lar contribution to the interstitial field is much smaller;
see Fig. 35. The field H(r) is the one inducing the pre-
cession signal seen in uSR (Fig. 7). Yet the spatial struc-
ture of the field cannot be extracted from uSR. Con-
versely, as discussed in Sec. III.D, single-crystal neutron
diffraction has the potential to directly probe this struc-
ture. Indeed, H(r) is probably large enough to be detect-
able by polarized neutron diffraction. Unfortunately, the
available single crystals are less than 1 mm? and are too
small for this experiment.
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FIG. 34. (Color) Intensity plot illustrating the magnetic field
produced by the rank-5 component of the OP of NpO, at T’
=0 in two representative planes. The darkest area corresponds
to a field intensity larger than 5 T. The Np ion at the center
belongs to the sublattice characterized by a MMP moment
having [1 1 1] as C; axis and its charge distribution has a quad-
rupole moment (illustrated by the central ellipsoid). Arrows
show the field calculated at distances of 1 and 1.2 A from the
Np nucleus. The maximum intensity of the field at 1 A is close
to 12 T.

Additional indirect evidence for the existence of a
longitudinal 3-k multipole order in NpO, has been given
by NMR measurements on 'O enriched samples
(Tokunaga et al., 2005a; Tokunaga, Aoki, Homma, et al.,
2006). In the paramagnetic phase, the spectrum consists
of only one line, narrow and symmetric. Below 7|, the
splitting of the resonance confirms the presence of two
inequivalent oxygen sites. In the ordered phase, the
field-sweep spectrum collected at a resonance frequency
of 59.2 MHz on a powder sample is the sum of two
powder-pattern line shapes (Tokunaga et al., 2005a). The
one at higher field is isotropic and corresponds to an
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FIG. 35. (Color online) Arrows indicate the magnetic field
produced by the rank-3 component of the OP of NpO, at T’
=0. As in Fig. 34, the Np ion at the center belongs to the
sublattice characterized by a MMP moment having [1 1 1] as
C; axis and the field has been calculated at distances of 0.7 and
0.9 A from the Np nucleus. The field direction in the plane
perpendicular to [1 1 1] closely resembles that of Fig. 34 and is
not shown.
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oxygen site O')) with cubic symmetry; the other is com-
posed of a main peak and a shoulder, and stems from an
oxygen site O®) with tetragonal symmetry. This observa-
tion is consistent with the symmetry lowering from

Fm3m to Pn3m suggested by RXS experiments (O

and O® are located on the 2a and 6d sites of Pn3m,
respectively). Indeed, the inequivalent oxygen sites do
not appear in the transverse 3-k ordered structure of

UO,, with Pa3 space group (Ikushima et al., 2001). The
HF interaction observed below T\ has opposite sign for
the O and O® sites, and for both oxygen sites is pro-
portional to the magnitude of the applied magnetic field.
Its origin is related to the presence of field-induced di-
pole and multipole magnetic moments on the Np sites,
in presence of an underlying 3-k AF-type order of the
electric quadrupoles (Sakai et al., 2003, 2005; Tokunaga
et al., 2005a). In this case, in agreement with the experi-
mental results, the classical dipolar field produced on
oxygen sites by the AF moments on Np sites is along the
applied field for the O, and along the symmetry axes
for the O sites.

Field-angle-resolved O-NMR results on a single
crystal of NpO, allow one to address the multiple hyper-
fine field components individually, and provide a further
confirmation of the electric AFQ order through the ob-
servation of an oscillatory spin-echo behavior
(Tokunaga, Aoki, Homma, et al., 2006). Fast-Fourier-
transform spectra have been measured below 7, in a
field of 10.7 T for a different direction of the magnetic

field H, which was rotated in the (110) plane. For a ge-
neric orientation of H, the spectra show three peaks.
One appears at an angle-independent frequency and is
associated with the OW site, the two others shift in fre-
quency as H is rotated and are superposed with
H|[[111]. These peaks are associated with the O sites,
which having local symmetry axes along the edges of the

unit cell become inequivalent in a magnetic field [Of;’z,

with Of) and 053) always equivalent with H in the (110)
plane]. The angular dependence of the NMR line shift,
Af=fes—fo, for the three peaks is shown in Fig. 36. It can
be reproduced assuming the proposed longitudinal 3-k
I's MMP primary OP, from field-induced magnetic-
dipole and octupole moments arising from the second-
ary AFQ order. Direct contributions from Np MMPs in
zero field are not accessible, as they vanish by symmetry
at the oxygen sites (Sakai et al., 2005).

Electric quadrupole order effects can be observed by
measuring the integrated spin-echo intensity M(7) as a
function of the time 7 between the excitation pulse and
the refocusing pulse. At the cubic site OV, M(7) shows a
Gaussian decay whereas it has an oscillatory behavior at
the O® sites. The primary oscillation frequency v, for
the latter case is obtained from the corresponding fast-
Fourier-transform spectrum, which has a distinct peak at
v,, and satellites at higher harmonic frequencies 2v,,
3v,,, and 4v,, (Tokunaga, Aoki, Homma, et al., 2007).
These behaviors are rationalized in terms of an axially
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FIG. 36. Results of NMR experiments on NpO,. (Upper
panel) Angular dependence of the 7O-NMR line splitting
MoAH=(fres—fo)/ v in the ordered phase of NpOy; fi is the
center of gravity of one of the three observed peaks, f,
=uoyH, and y=5.7719 MHz/T. The applied field H rotates in
the (110) plane, and @ is the angle between H and the [0 0 1]
direction. Data have been recorded with uyH=10.17 T, with
the sample kept at 17 K. Solid lines are splitting calculated
from hyperfine fields derived from field-induced magnetic di-
poles and octupoles. (Lower panel) Principal oscillation fre-
quency of the spin-echo decay at the OS) sites of NpO, as a
function of #. The dashed lines are calculated assuming the
principal axis of the EFG tensor along [1 0 0], [0 1 0], and [0 0
1] for a=x, y, and z, respectively. Data from Tokunaga, Aoki,
Homma, et al., 2006.

symmetric EFG dominated by electronic contributions,
producing an HF interaction that vanishes at the O
site and is nonzero at the O sites. The angular depen-
dence of v, follows the simple relation v,,=v(3 cos?@’
—-1)/2, where ¢ is the angle between the principal axis
of the EFG tensor and the magnetic field and vy is the
electric quadrupole frequency proportional to the
square root of the AFQ order parameter. As shown in
Fig. 36, excellent agreement is obtained assuming the
principal axes for the three Of) . sites along the edges of
the cubic cell, as predicted by’S’akai et al. (2005).

Even if neutron diffraction would provide the most
direct evidence of the proposed primary MMP order, at
present large enough single crystals are not available.
Alternatively, information on the nature of the primary
OP can be extracted from the dynamics in the ordered
phase. As mentioned above, an ordering of I's MMPs
implies a splitting of the I'y quartets into a I'y doublet
and a pair of time-reversal-related singlets I's and I'g
(Fig. 32), which are degenerate in the presence of time-
reversal invariance, whereas their degeneracy is re-
moved when time reversal symmetry is broken. There-
fore, if only the I's quadrupolar order detected by RXS
and NMR took place, the I'y quartets would split in a
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FIG. 37. (Color online) Measured powder spin-flip inelastic
neutron scattering spectrum for Q=1.9 A~ (black circles, T
=5 K; triangles, T=35 K) (Magnani et al., 2008). Line: Calcu-
lation convoluted with the 1.5 meV Gaussian resolution func-
tion. The left-hand peak involves excited states where typically
one Np ion (indicated by an arrow) has its quadrupole reverted
and vanishing I's MMP moment (i.e., the I'y MF excited state
in Fig. 32). The other peak(s) involves excited states where
typically one Np ion has its I's MMP moment reverted.

pair of Kramers doublets, whereas if a hidden order of
I's MMPs is behind the observed quadrupolar order, the
I'g quartets should split in three levels. Whether and
how this actually occurs can be checked by inelastic neu-
tron scattering. In fact, it is easy to show by group theory
that I's—Ty, I'e—T, and I's— T’y are all allowed dipole
transitions. Therefore, in the case of pure quadrupole
order a single MF magnetic transition exists, which
physically corresponds to changing the charge-density
character from oblate to prolate along (111). In the case
of I's MMP order there are two MF magnetic transitions
at low T. These physically correspond to concurrent
changes of the local magnetization and charge densities
(Fig. 37). Since a single peak at about 6.4 meV had been
identified by inelastic neutron scattering on powder
samples (Amoretti et al., 1992) in the energy window
between 3 and 11 meV, if a second peak exists it has to
be located outside this energy range. Low-T specific-
heat measurements (Fig. 23) are inconsistent with the
presence of excited MF levels at low energy, indicating
that the second inelastic neutron scattering peak, if any,
must be sought above 11 meV.

Dynamical susceptibilities in the ordered phase have
been calculated by including fluctuations around the
four-sublattice MF configuration within the RPA ap-
proach, and using Eq. (94) (with T,= T;S)) as a single-ion
Hamiltonian (Santini et al., 2006). In the simplest con-
ceivable model, the joint dynamics of magnetic dipoles
(J1,J2,J3) and I's MMPs (T,,T,,Ts), corresponding to
24=(3X2) X (4 sublattices) degrees of freedom per cell,
are obtained in (k,E) Fourier space by solving a 24
X 24 RPA system.

If only NN dipole-dipole and triakontadipole-
triakontadipole interactions are assumed, and describing
each of them by a single constant (instead of 3), the
model contains two free parameters only. The first pa-
rameter is fixed by the Curie-Weiss shift in the inverse



852 Santini et al.: Multipolar interactions in f-electron ...

static magnetic susceptibility in the paramagnetic phase,
and the second parameter is determined by fitting the
position of the lowest-E peak in the powder inelastic
neutron scattering cross section (Figs. 26 and 37). The Q
dependence of low-E excitations is obtained by calculat-
ing the poles of the absorptive part of the dynamical
magnetic susceptibility, which is directly probed by mea-
suring the inelastic neutron scattering cross section. The
two allowed MF transitions from the ground state yield
dispersive branches, whose details depend on the spe-
cific assumptions on two-ion couplings made in the cal-
culations. The resulting spherically averaged (powder)
inelastic neutron scattering cross section (Fig. 37) dis-
plays two broad peaks.

In order to demonstrate the presence of further mag-
netic inelastic neutron scattering signal above the previ-
ously explored energy window (3—11 meV), we have
performed a new powder experiment on the triple-axis
polarized neutron spectrometer IN20 at the Institut
Laue Langevin (Magnani et al., 2008). Some results for
the magnetic (spin-flip) scattering are shown in Fig. 37:
in addition to the already measured peak at about
7 meV, there is indeed a further structured signal in the
range 11-18 meV disappearing above T|,. The observed
powder high-E signal is structured in two peaks whose
overall intensity compares well with the calculated one.
The presence of two peaks instead of a single one shows
that further terms must be added to the simple MF-RPA
model described above. In fact, many more two-ion
EMP and MMP couplings (including cross-terms cou-
pling different ranks) than assumed in the calculation
are expected to contribute to the dynamic susceptibility.
A weak and broad magnetic signal observed above T
recalls the one detected in UQO,, and also in this case can
explain why the amount of entropy removed by the
phase transition is smaller than expected.

C. Praseodymium dioxide

Although praseodymium in metallic systems is usually
trivalent, with two 4f electrons, it has been known for
many years that the tetravalent Pr** (as well as Ce** and
Tb*") can also exist, especially in the oxide form (Eyring,
1979; Kang, 2008). The high-T crystallographic structure
of PrO, is identical to that of the previously discussed
actinide dioxides, indeed it crystallizes in the fluorite
structure with the cubic lattice parameter equal to
539 A. The ground-state multiplet of the Pr** ion is a
2Fs,, sextet, which is split in a ground Ty quartet and an
excited I'; doublet by the cubic CF. Hence, as in NpO,,
the CF ground state carries many multipolar degrees of
freedom. ME interactions play a key role in determining
the low-T properties of PrO, because of the large qua-
drupolar and hexadecapolar susceptibilities [propor-
tional to the square of the rank-2 and rank-4 Stevens
factors (Abragam and Bleaney, 1970)] of its f! electronic
configuration.

Single-crystal neutron diffraction experiments re-
vealed that oxygen ions are displaced from their cubic
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FIG. 38. (Color online) Crystallographic and magnetic struc-
ture of PrO,. (a) Schematic representation of the distortion of
the oxygen sublattice in the ordered phase of PrO, (Webster et
al., 2007). Arrows indicate the direction of the displacements.
Pr ions at the vertices and at the face centers of the dashed
cube are not shown. (b) Schematic representation of the mag-
netic dipolar order in PrO, (Gardiner, Boothroyd, Pattison, et
al., 2004). The magnetic moment at each site is represented by
its components along the cubic cell axes.

equilibrium position below a phase transition occurring
at Tp=120 K (Gardiner, Boothroyd, Pattison, et al.,
2004); see Fig. 38(a). This internal distortion is very large
at low 7" and the displacements of oxygen ions are five
times larger than those occurring in UO,, consistent
with the high value of Tp. This distortion has been at-
tributed to a cooperative static JT effect and leads to a
doubling of the unit cell along one of the cubic axes with
the Pr lattice left unchanged. Magnetic ordering does
not accompany this transition, but the populations of
structural domains can be influenced by an external
magnetic field (Gardiner, Boothroyd, McKelvy, et al.,
2004). The actual structure in the JT distorted phase has
been determined by a synchrotron x-ray diffraction
study (Webster et al., 2007), showing that below T, oxy-
gen ions display a chiral structure [Fig. 38(a)] in which
neighboring oxygen chains have opposite chiralities.
This distortion involves only an internal displacement of
oxygen atoms leaving the Pr lattice undisturbed (there is
no splitting in the fluorite-structure peaks). The lowering
of the local symmetry experienced by Pr ions leads to a
splitting of the I'g quartet into a pair of doublets, as
confirmed by specific-heat (Gardiner, Boothroyd, Patti-
son, et al., 2004) and inelastic neutron scattering mea-
surements (Webster et al., 2007).
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The system displays a second-order transition to an
AF phase at Ty=13.5 K (Kern et al., 1984). The mag-
netic order is characterized by a pattern of moments
described by two components (Gardiner, Boothroyd,
Pattison, et al., 2004): the first one, with k;=(1,0,0) and
m1=0.65up, corresponds to a transverse type-I AF ar-
rangement as in UQO,, but here most likely 1-k instead of
3-k. The secondary component, with k,=(1,1/2,0) and
Mr=0.35up, doubles the unit cell along one crystal direc-
tion and reflects the presence of the underlying JT dis-
torted lattice [Fig. 38(b)]. The saturation value of the Pr
moment is about 0.75up, about half that expected for
the T'y ground state. A possible explanation of this
quenching is the mixing produced by the dynamic JT
interaction between phonons and electronic states
(Boothroyd et al., 2001; Bevilacqua et al., 2004; Jensen,
2007); see below. The critical exponent for the magnetic
phase transition S=0.28 has been extracted from the T
dependence of the magnetic diffraction peaks. Below
Ty, the populations of both the structural and magnetic
domains can be influenced by the application of a mag-
netic field (Gardiner, Boothroyd, McKelvy, et al., 2004).

An important step toward the understanding of PrO,
is the determination of the CF level scheme of Pr ions.
The gap between the I'g ground quartet and the excited
I'; doublet was first measured on a polycrystalline
sample by Kern et al. (1984) and found to be 130 meV.
Subsequent higher-resolution and higher-E powder
inelastic neutron scattering experiments at 10K
(Boothroyd et al., 2001) revealed several other magnetic
features besides the already observed peak at 130 meV:
a broad peak centered at ~30 meV and extending from
about 10 to 80 meV, a peak at 3 meV, and a shoulder of
the 130 meV peak centered at ~160 meV. Finally, the
2F5/2H2F7/2 intermultiplet transitions were studied, to-
gether with the temperature dependence of the intram-
ultiplet excitations, by Webster et al. (2007).

The broad band of scattering above 10 meV is seen
both below and above Tp. While the scattering above
35 meV is relatively independent of 7, the region below
35 meV is strongly T dependent (Fig. 39), with a maxi-
mum decreasing from ~28 meV at 7 K to ~20 meV at
100 K. The scattering then becomes quasielastic close to
Tp. This provides strong evidence that the broad band
contains a component reflecting the transition between
the two doublets into which the I'g quartet splits below
Tp. In fact, the energy of this transition goes to zero as
the quadrupolar OP vanishes (Webster et al., 2007).

Jensen (2007) recently constructed a MF model for
PrO, including both static and dynamic JT effects due to
the ME coupling with T's local distortion modes. The
main parameters of the model, i.e., the spin-orbit cou-
pling parameter, the CF parameters, and the dynamical
Jahn-Teller effect interaction parameters, have been de-
rived by fitting the single-ion level scheme determined
by inelastic neutron scattering and the value of 7. The
CF parameters are consistent with the values obtained
by scaling those of actinide dioxides (Magnani, Santini,
Amoretti, and Caciuffo, 2005): the bare CF gap between
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FIG. 39. (Color online) PrO, inelastic neutron scattering spec-
tra with CeO, background subtracted, showing the variation of
the broad band of vibronic scattering with temperature. The
centers of the transition determined from the fits at the two
temperatures are indicated by arrows. Data from Webster et
al., 2007.

the I'g quartet and the I'; doublet is close to 100 meV,
slightly larger than the gap of about 82 meV expected
from scaling. The ME interaction increases this gap to
the observed value of 130 meV and is also responsible
for the T-independent component in the broad band of
excitations observed by inelastic neutron scattering. The
analysis of the experimental data shows that the ME
coupling to hexadecapolar degrees of freedom is of the
same importance as those to the quadrupolar ones.

The symmetry of the magnetically ordered state has
been discussed on the basis of an isotropic Heisenberg
spin Hamiltonian (Jensen, 2007). The model correctly
predicts a number of the properties of the AF phase, but
does not reproduce correctly the behavior in an applied
field. In order to fit the observed ratio between the two
components of the AF moment, unrealistic exchange pa-
rameters have to be used. In addition, the calculated
total size of the moment is about 40% larger than ob-
served. The size of the moment is reduced with respect
to the bare CF value by the mixing of phonon and CF
states (the same dynamical Jahn-Teller effect mechanism
reducing the susceptibility of UO,, Fig. 17), but this re-
duction is not sufficient to reproduce the small observed
value of the ordered moment. Finally, the low-energy
powder inelastic neutron scattering spectrum shows at
10 K a peak centered at about 2.7 meV and associated
with the spin waves in the AF phase (Boothroyd et al.,
2001). This energy should be close to the MF splitting of
the ground-state doublet, which the model predicts to be
about 1.8 meV at 10 K, one-third too small. This is un-
expected since the calculated moment, and therefore
also the corresponding exchange field, are 40% larger
than observed.

The problems encountered in reproducing the proper-
ties of the AF phase of PrO, on the basis of a Heisen-
berg model point to the existence of sizable two-ion SE
interactions involving multipoles (Jensen, 2007). Indeed,
as shown in Fig. 2, such interactions are expected to be
even larger than the dipolar ones. These couplings do
not affect the paramagnetic properties, but would play
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an important role in the AF-ordered phase. In fact, even
if the low symmetry of the JT-distorted phase prevents a
purely multipolar OP (Sec. IL.E), the interactions driving
the phase transition may well be of multipolar type. The
resulting properties of the AF phase are different from
those obtained by a Heisenberg model. For instance, the
value of the ordered moment may be significantly
smaller.

D. Other dioxides

1. Heavier actinide dioxides

Plutonium dioxide (PuO,) has a J=4 lowest-energy
manifold, just as UO,, which is split by the CF into a I';
singlet, a I'; doublet, and two triplets (I'; and I's). Given
that the magnetic susceptibility is temperature indepen-
dent below 1000 K (Raphael and Lallement, 1968), the
CF ground state is expected to be the nonmagnetic T’
singlet. This is in agreement with the fact that only one
peak, corresponding to the I'y—1'y transition, is ob-
served in the inelastic neutron scattering spectra (Kern
et al., 1999), since magnetic-dipole matrix elements for
other transitions involving the I'; singlet are zero. This
peak is centered near 120 meV, and this energy gap is
well reproduced by density-functional-theory (Colarieti-
Tosti et al., 2002) and CF calculations (Magnani, Santini,
Amoretti, and Caciuffo, 2005). Observation of a high-
energy peak in the inelastic neutron scattering cross sec-
tion is a clear indication of the localized nature of the 5f
states, so that the above CF model is expected to be
appropriate, and excludes a scenario involving nonlocal-
ized degrees of freedom.

Since the ground state is a singlet, any magnetic or
multipolar degree of freedom is frozen in when kg7 is
well below the crystal-field gap. Indeed, no phase tran-
sition occurs in PuO,, and its magnetic susceptibility is
finite down to 7=0 (Raphael and Lallement, 1968).
There are some problems with the magnetic response of
PuO,. First, the value of the susceptibility is only 50% of
what one would expect from the Van Vleck coupling of
I'; with T'y, when a Russell-Saunders coupling scheme is
used. To fit the susceptibility by a single-ion CF model,
the I’y level should be at 280 meV and not at 120 meV as
observed. On the other hand, susceptibility measure-
ments on PuO, diluted in ThO, (Candela et al., 1959) are
compatible with a gap of about 145 meV. A second
problem is that the peak observed at 120 meV by neu-
tron scattering is broad, with a width of about 11 meV.
Most likely, the explanation of these apparent anomalies
is provided by the presence of AF magnetic SE interac-
tions between Pu ions, which make the I';-I'; transition
dispersive. The wave-vector dependence gives rise to a
broad peak in the powder spherical average. Moreover,
these same AF interactions decrease the static suscepti-
bility by the usual Curie-Weiss mechanism. This scenario
accounts well for the different value of the susceptibility
measured in PuO, diluted in ThO,, since the dilution
suppresses interactions between Pu ions. On the other
hand, the temperature independence of the magnetic
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susceptibility up to 1000 K cannot be accounted for by
the models proposed so far. Indeed, whatever its specific
modeling, the observed energy scale of 120 meV implies
that macroscopic observables display a sizable 7" depen-
dence above about 600 K, when the first excited state
begins to become thermally populated. Several ideas
have been put forward, from a failure of the weak CF
approach (Kern et al., 1990) to a possible role of cova-
lency between 5f-Pu and 2p-O orbitals (Kern et al., 1999;
Prodan et al., 2007); however, a truly flat susceptibility
cannot be obtained (Colarieti-Tosti et al., 2002).

Americium dioxide (AmO,) displays a 5f° configura-
tion, hence a J=5/2 ground multiplet which is split in a
I'; doublet and a I'g quartet by the cubic CF. A phase
transition at 8.5 K has been detected by magnetic sus-
ceptibility measurements (Karraker, 1975), but no evi-
dence of magnetic order has been found, neither by
Maossbauer (Kalvius et al., 1969) nor by neutron diffrac-
tion (Boeuf et al., 1979). The similarity between this be-
havior and that of NpO, has been pointed out, suggest-
ing the possibility that quadrupolar or multipolar order
takes place (Edelstein and Lander, 2006); however, EPR
experiments on Am** in ThO, hint to a I'; Kramers dou-
blet as ground state (Abraham et al., 1971), which does
not allow any type of phase transition apart from those
that involve dipolar order. Susceptibility data for pure
AmO,, although not conclusive, also point to a I';
ground state (Karraker, 1975), and recent CF calcula-
tions confirm this picture (Magnani, Santini, Amoretti,
and Caciuffo, 2005). In addition to this, the model re-
ported in Sec. II.C.3 shows that the SE Hamiltonian is
expected to be almost purely dipolar for the electronic
configuration of Am**. Further experiments on AmO,,
e.g., a repetition of susceptibility measurements below
10 K with modern equipment and measurements of spe-
cific heat, are envisaged in order to clarify the situation,
as nothing new has been reported in the last 30 years
(Edelstein and Lander, 2006).

Curium dioxide (CmQO,) should contain Cm** ions in
a 5f° configuration, having a /=0 nonmagnetic singlet as
ground state. However, magnetic susceptibility experi-
ments yield an effective magnetic moment of 3.36 ug/ion
(Morss et al., 1989). The stoichiometry of the sample was
carefully checked for the absence of trivalent curium im-
purities, so it appears that this magnetic behavior is in-
trinsic to the CmO, compound. One possible explana-
tion is that this is due to an anomalous ground state
produced by free-ion interactions; in fact, while com-
pounds containing the isoconfigurational Am** ion gen-
erally show the expected temperature-independent sus-
ceptibility, it is quite common for Cm** compounds not
to follow this rule (Soderholm, 1987). On the other
hand, recent atomic structure calculations do not sup-
port this picture (Gaigalas et al., 2009). Another possibil-
ity is that this behavior might be due to the 5f-2p or-
bital degeneracy which would induce unexpected orbital
mixing for the intermediate members of the AO, series,
resulting in a crossover from localized to delocalized
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FIG. 40. Phase diagram of U;_,Np,O, solid solutions, showing
the evolution of the low-7 phase from a transversal type-I
magnetic-quadrupolar state to a longitudinal type-I octupolar-
quadrupolar state. For intermediate values of x, incommensu-
rate short-range magnetic ordering has been detected.

f-electron character with increasing Z and a shift toward
+3 valence (Prodan et al., 2007).

2. U;_,Np, O, solid solutions

Dioxides form solid solutions with each other and the
resulting compounds retain the CaF, lattice structure,
with the different actinide species randomly distributed
over the anion sublattice. These solutions, as well as
those composed of a given actinide dioxide and the ho-
mologous nonmagnetic thorium dioxide, are interesting
by themselves and may also be used to extract informa-
tion on microscopic interactions in the pure dioxides.
For instance, the removal of U-U interactions in
U,_,Th,O, solutions enabled the single-ion dynamical
Jahn-Teller effect to be evidenced in a clean way, and
the associated ME coupling parameters to be assessed
(Fig. 17). On the other hand, U;_Np,O, solutions are
interesting to investigate the nature of two-ion interac-
tions and for the possible exotic states that they may
display. The magnetic behavior of these compounds has
been investigated by powder neutron diffraction, Moss-
bauer spectroscopy, and magnetic susceptibility mea-
surements (Tabuteau, Jové, Pages, et al., 1984; Tabuteau,
Pages, Boeuf, et al., 1984; Boeuf et al., 1987). The *'Np
Mossbauer isomer shift indicates that Np ions are tet-
ravalent, with 5f°, Iy, electronic configuration, indepen-
dent of temperature and composition. Magnetic order
has been detected in the composition range x<<0.75,
with 7y decreasing with increasing x: Ty~31 K for x
=0, Ty~17 K for x=0.25, and Ty~11 K for x=0.75
(Fig. 40). This shows that substitution of Np for U re-
duces the importance of dipolar exchange interactions,
which eventually become irrelevant in the multipolar-
ordered state occurring for x=0.8. For x=<0.4, the mag-
netic structure is transverse AF type I, as in UO,,
whereas for larger Np content the magnetic order is
short range and incommensurate. RXS experiments on a
Uy 75Np2sO, crystal (Wilkins et al., 2004) have shown
the presence of AF-ordered magnetic moments and
electric quadrupoles on both U and Np sites below Ty
=19 K. The different energy of the M, 5 edges of U and
Np allows one, in fact, to probe independently the two
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types of cations. A theoretical analysis of the azimuth
and energy dependencies has been reported (Nagao and
Igarashi, 2006), and confirmed the interpretation given
by Wilkins et al. (2004).

The presence of several active degrees of freedom on
U and Np ions and the richness of the associated inter-
actions makes it difficult to identify a unique model pro-
viding an overall unified description of U;_ ,Np,O, com-
pounds, whose properties result from the subtle
interplay between the intrinsic complexity of these ma-
terials and the effect of disorder. The behavior of the
transition temperature across the solid solution, with a
minimum for intermediate compositions, can be under-
stood by observing that the primary OP is different in
the two pure compounds. Hence, on both limits, the mi-
nority component acts as a dilution agent for the domi-
nant two-ion interaction.

Some qualitative observations can be formulated from
a virtual-crystal-approximation perspective, i.e., focusing
on average properties and neglecting effects specifically
associated with the disorder in the sample. For x—1, U
ions are particularly effective on the multipolar-ordered
state since they act as dilution centers for the primary
OP of NpO,, being the corresponding ionic MMP
quenched on these ions. On the contrary, the secondary
quadrupolar OP does not experience dilution since the
corresponding ionic moment is not quenched on U. On
the opposite side, x— 0, Np ions dilute neither the mag-
netic primary OP of UO, nor the secondary quadrupo-
lar OP, but do of course modify the behavior of pure
UO, by their different single-ion response and two-ion
interactions. In particular, the decrease of T with in-
creasing x shows that the presence of Np ions destabi-
lizes the magnetically ordered state. Most likely, this is
due to U-Np dipolar interactions being weaker than the
corresponding U-U interactions, and also due to the fact
that the dipole moment of the CF ground state of Np
ions is slightly smaller than that of U ions. Since adding
Np makes the transition second order, and considering
that the first-order character in pure UQO, is believed to
be associated with interactions between I's quadrupoles,
it is likely that these quadrupolar two-ion interactions
are smaller for U-Np pairs than for U-U pairs. U-Np
MMP interactions are absent since MMPs inequivalent
to dipoles are quenched in U. Thus, for small values of x
the phase transition of U;_Np,O, is mainly driven by
U-U dipolar interactions. U quadrupoles (and the asso-
ciated lattice distortion) follow U dipoles as secondary
OPs, but their contribution to the free energy is too
small to affect the phase transition qualitatively (i.e., to
change the value of T and the order of the transition).
Np ions appear to play quite a passive role. The leading
rank-5 MMP interaction of NpO, has no significant ef-
fects for small x since it involves the minority Np-Np
pairs but not U-Np and U-U pairs. As U ions order, Np
ions feel the growing U dipoles and quadrupoles
through U-Np interactions, and themselves acquire or-
dered dipoles and quadrupoles. This picture is consistent
with the RXS experiments for x=0.25 (Wilkins et al.,
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2004), which show that below 7 Np moments develop
more slowly than U moments. In fact, since the U-Np
dipolar interaction by which Np ions feel the U dipolar
order is (relatively) weak, thermal fluctuations on Np
ions are quenched by the phase transition more slowly
than on U ions.

Even if calculations based on the virtual crystal ap-
proximation provide a qualitatively satisfactory theoret-
ical framework for Uj;5Npy,50,, the entropy removed
by the phase transition is anomalously small, just as in
pure UO, and NpO,, and cannot be correctly repro-
duced by a simple model. In addition, in all magnetically
ordered solid solutions the saturation ordered moment
of Np ions is of the order of 0.5up, much less than ex-
pected if the same 3-k structure as in pure UQO, is as-
sumed. This problem would remain even if theoretical
approaches different from the virtual crystal approxima-
tion were used, being associated with the structure of
the single-ion CF states of Np. These carry a moment
along [1 1 1] much larger than 0.5uz, no matter whether
the CF is varied or whether quadrupole interactions are
included. In fact, since the dipole and quadrupole order
parameters appearing in the 3-k structure commute, the
bare CF value of the moment is not reduced by quadru-
polar interactions. This would not be true if the struc-
ture was not 3-k. In particular, the 2-k structure looks
like a promising candidate since the associated quadru-
pole order strongly reduces the bare Np moment to a
value close to 0.5up (Amoretti et al., 1992).

The properties of solid solutions with long-range mag-
netic order have not yet been completely understood,
and neither are the short-range ordered intermediate-x
compounds, where the effect of disorder is maximal and
so is the competition between the different OPs of the
pure compounds. It will be interesting in the future to
grow samples with 0.75<x<0.95, to understand where
and how the MMP order of NpO, is eventually destabi-
lized by U doping.

V. SUMMARY AND CONCLUSIONS

The present article focuses on the role of multipolar
interactions in f-electron systems. We have followed the
theory in some detail to show the variety of potential
effects that can be encountered, and given a detailed
review of experiments, with particular focus on the di-
oxides of praseodymium, uranium, and neptunium. For
several reasons, these compounds offer unique opportu-
nities to explore in depth the mechanisms of multipolar
interactions: the appropriate Hamiltonian is not too
complicated, because of the insulating character and the
simplicity of the crystallographic structure; the number
of independent multipolar degrees of freedom sup-
ported by their ground state is large, due to the cubic
symmetry of the paramagnetic phase; the single-ion
wave functions are well established, on the basis of the
analysis of reliable spectroscopic data available for the
series; finally, in the case of the actinide dioxides, the
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symmetry of the multipolar order parameters is known
from experiments probing them directly.

A particularly interesting situation is realized in
NpO,, because the nature of the ground state allows
observing the effects of higher-rank MMP order in the
absence of magnetic dipole moments. This makes NpO,
an archetype of the SE two-ion MMP interaction model.
On the other hand, the low-temperature physics of UO,
provides a textbook example of phenomena connected
to the ME coupling of electric quadrupoles to the lattice.
U-Np mixed oxides, in addition, give the possibility of
studying the complex interplay between magnetic and
electric multipolar two-ion interactions.

Of course, in nature there are always many interac-
tions that compete or concur in determining the ground
state of a given system. Multipolar interactions are one
of the possible panoply, and whether or not they domi-
nate will depend on their strength relative to other in-
teractions. For the localized systems such as the actinide
dioxides and UPd;, as discussed in this review, multipo-
lar interactions may be very important, whereas for itin-
erant f-electron materials such as UPd,Al; (a heavy-
fermion superconductor at low temperature) multipolar
interactions have not usually been found significant. In
surveying the general properties of materials, some
guidelines emerge as to the systems that are potentially
dominated by multipolar interactions. (i) f-electron sys-
tems are likely to be more affected than those with d
electrons because of the larger orbital interactions in the
former. The quenching of the orbital degrees of freedom
often occurring in d systems results in the ground-state
properties being dominated by the spin degrees of free-
dom. (ii) If the point symmetry at the f-ion site is too
low, the presence of multipolar interactions may be ob-
scured by the effect of the CF, which reduces the num-
ber of inequivalent multipole degrees of freedom and
quenches many of them. (iii) In metallic f-electron sys-
tems, the often sizable mixing between the conduction
states (normally predominantly of d nature) and the
f-electron orbitals may tend to induce Kondo fluctua-
tions or even delocalization and a dual nature of
f-electrons (Thalmeier and Zwicknagl, 2005). Indeed,
there have been many attempts to describe this type of
f-electron physics in terms of band states; see, for ex-
ample, Toropova et al. (2007) for a recent critique.
Whereas multipolar interactions may still be important,
they may not dominate the physics of the ground state.

In the light actinides (U, Np, and Pu) and their com-
pounds, the number of electrons in the 5f shell n is often
controversial, and in the band-theory approach there is
no reason for an integral value of n. An example of this
is the recent works on the ground state of the element
plutonium (Lashley et al., 2005; Shim et al., 2007). Some
idea of the number of f electrons can be obtained from
magnetic and Mossbauer measurements (Edelstein and
Lander, 2006), but it is only recently that the develop-
ment of sum rules at the M and N absorption edges (van
der Laan et al., 2004; Moore, van der Laan, Haire, et al.,
2007; Moore, van der Laan, Wall, et al., 2007; Moore and
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van der Laan, 2009) have given us a general method in
the case of metallic systems. If the number of 5f elec-
trons is not fixed, the approach outlined in the present
review is difficult to follow.

From the experimental perspective, the early work of
Morin and Schmitt (1990) showed that with careful elas-
tic constant and susceptibility measurements, the sym-
metry of the quadrupolar ground states could be de-
duced. Such methods work, of course, only if there is a
finite coupling to strains that result in reductions of the
overall lattice symmetry. This is almost always the case
for uniform ordering of multipoles, but may not be if the
alignment is staggered. In the latter case, one is faced
with the complex problem of finding the so-called “hid-
den order,” a considerable challenge given the vast emp-
tiness of reciprocal space and the unknown nature of the
multipole. Of course, the presence of a phase transition
is best established by specific heat, but that is only the
beginning. NpO, is perhaps the best example so far of
this mystery, and one that lasted for half a century after
the specific-heat experiments showed the presence of a
phase transition at 25 K. Neutron scattering will not ob-
serve even-order multipoles, and the technique of choice
is resonant x-ray scattering, although in this case single
crystals are imperative, even if small. Finally, precise in-
formation about the ground state and the multipolar in-
teractions can be extracted from NMR and inelastic
neutron scattering. In both cases, a considerable amount
of theory input is needed in the extraction of the rel-
evant parameters. With both inelastic neutron scattering
and NMR, polycrystalline materials may be used. More
information is always gained using single crystals, al-
though for inelastic neutron scattering they have to be
reasonably large, which is often a severe constraint. In
the NMR case, only certain isotopes can be used, adding
a restriction also to this technique.

We anticipate more examples of multipole ordering to
be found as well as further development of the experi-
mental techniques of RXS, NMR, and inelastic neutron
scattering. Although the physical properties of PrO,,
UO,, and NpO, now seem to be reasonably well under-
stood, there are still interesting questions about PuO,,
AmQO,, and CmO,.
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