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I. INTRODUCTION

A. The Kohn-Sham equation

Density-functional theory �DFT� is an approach to the
many-electron problem in which the electron density,
rather than the many-electron wave function, plays the
central role �Parr and Yang, 1989; Dreizler and Gross,
1990; Kohn, 1999�. In recent years, DFT has become the
method of choice for electronic-structure calculations
across an unusually wide variety of fields, from organic
chemistry �Koch and Holthausen, 2001� to condensed
matter physics �Martin, 2004�. There are two main rea-
sons for the success of DFT �Kohn, 1999�: First, DFT
offers the only currently known practical method of fully
quantum-mechanical calculations for systems with many
hundreds or even thousands of electrons. Second, it en-
hances our understanding by relying on relatively
simple, physically accessible quantities that are easily vi-
sualized even for very large systems �Geerlings et al.,
2003�.

The central tenet of DFT is the Hohenberg-Kohn
theorem �Hohenberg and Kohn, 1964�, which states that
the ground-state density n�r�� of a system of interacting
electrons in some external potential vext�r�� determines
this potential uniquely up to a constant. The importance
of this theorem lies in the fact that �within the Born-
Oppenheimer approximation� any atomic, molecular, or
condensed matter system is completely described by the
number of electrons in it �which is simply an integral of
n�r�� over space� and by the types and positions of the
nuclei in it. However, the effect of the latter two quan-
tities on the electron system is described completely by
an ion-electron attraction potential,

vion�r�� = − e2�
a

Za

�r� − R� a�
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where e is the absolute value of the electron charge, Za

and R� a are the atomic number and position, respectively,
of the ath atom, and the sum extends over all nuclei in
the system. vion�r�� is external to the electron system, i.e.,
uniquely determined by the ground-state density. This
means that the latter quantity contains all the informa-
tion needed to describe the system completely and
uniquely.

An important variational principle is associated with
the Hohenberg-Kohn theorem �Hohenberg and Kohn,
1964; Levy, 1982; Lieb, 1982�. The ground-state density
can be found by minimizing a total energy expression of
the form

Etot =� vext�r��n�r��d3r + F�n� �2�

with respect to the density, where F�·� is a universal �i.e.,
system-independent� functional of the density.

Unfortunately, explicit variation of Eq. �2� has not be-
come a practical computational device. While the exis-
tence and uniqueness of F�·� are guaranteed, its form is
not known, and sufficiently accurate explicit approxima-
tions have not yet emerged. Fortunately, Kohn and
Sham �1965� used Eq. �2� to construct a more practical
set of equations. They considered a fictitious system of
noninteracting electrons and postulated the existence of
an external potential vKS�r��, such that the ground-state
density obtained from the fictitious, noninteracting-
electron system is equal to the ground-state density of
the given real, interacting-electron system. If such a po-
tential exists, then solving a set of one-electron
Schrödinger equations of the form

�−
�2�2

2m
+ vKS�r��	�i�r�� = �i�i�r�� , �3�

where � is the reduced Planck constant, m is the elec-
tron mass, and �i and �i are known as the Kohn-Sham
energies and orbitals, respectively, with the density cal-
culated as a sum over filled orbitals,

n�r�� = �
i,occupied

��i�r���2, �4�

should yield the correct ground-state density of the
original system. One can then choose to express the to-
tal energy as follows:

Etot = −
�2

2m�
i


�i��2��i� +� vext�r��n�r��d3r

+
e2

2 � � n�r�1�n�r�2�
�r�1 − r�2�

d3r1d3r2 + Exc�n� , �5�

where, in light of Eq. �2�,

Exc�n� � F�n� +
�2

2m�
i


�i��2��i�

−
e2

2 � � n�r�1�n�r�2�
�r�1 − r�2�

d3r1d3r2. �6�

Equation �5� expresses the total energy as a sum of
the kinetic energy Ts�n� for a noninteracting-electron
system, the electron–external-potential interaction en-
ergy �e.g., the electron-ion interaction energy, if vion�r�� of
Eq. �1� is used as vext�r���, the electron-electron classical
�Hartree� Coulomb repulsion EH�n�, and an “everything
else” term Exc�n�, known as the exchange-correlation
energy. This last term must include all nonclassical elec-
tron interactions, namely, Pauli exchange, electron cor-
relation, as well as the difference between the kinetic
energy of the interacting- and noninteracting-electron
systems �despite not being mentioned explicitly in the
term exchange-correlation energy�.

A key observation here is that the Hohenberg-Kohn
theorem is valid for any electron interaction, including
zero. It is therefore applicable to a noninteracting sys-
tem just as it is applicable to an interacting-electron sys-
tem. Thus the Kohn-Sham orbitals, being uniquely de-
fined by vKS�r��, which is itself uniquely defined by n�r��,
are themselves functionals of the density. With this in
mind, variation of Eq. �5� with respect to n�r�� leads to
the condition �Kohn and Sham, 1965�

vKS�r�� = vext�r�� +� n�r���
�r� − r���

d3r� + vxc��n� ;r�� , �7�

where

vxc��n� ;r�� �
�Exc

�n�r��
. �8�

Equation �3�, with vKS�r�� given by Eq. �7� and n�r��
given by Eq. �4�, is known as the Kohn-Sham equation.
Its beauty lies in the fact that, for any given system, it is
an exact mapping of the original, often numerically in-
tractable, N-electron Schrödinger equation into a nu-
merically manageable set of N self-consistent one-
electron equations, with all the pertinent many-body
physics lumped into a single additive potential vxc�r��.
For later use in this paper, we quote a generalization to
spin-polarized form �von Barth and Hedin, 1972; Raja-
gopal and Callaway, 1973�,

�−
�2�2

2m
+ vext�r�� + e2� n�r���

�r� − r���
d3r�

+ vxc,���n↑,n↓� ;r��	�i,��r�� = �i,��i,��r�� , �9�

where �=↑ or ↓ is the electron spin z-component index,

n��r�� = �
i=1

N�

��i,��r���2 �10�

with n�r��=n↑�r��+n↓�r��, N� is the number of filled orbitals
of spin �, and

vxc,���n↑,n↓� ;r�� �
�Exc

�n��r��
. �11�

As Kohn-Sham eigenvalues and orbitals are consid-
ered below, we take the opportunity to make some gen-
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eral remarks about these quantities. The first thing to
note is that their physical interpretation is not as
straightforward as the interpretation of the density or
total energy. This stems from the fact that the �occupied�
Kohn-Sham orbitals and their eigenvalues were origi-
nally introduced as mere mathematical devices to be
used to obtain the correct ground-state density. There-
fore, in the early days of density-functional theory, it was
believed that no physical meaning should be attached to
them. However, later research clarified that they do have
a well-defined physical meaning as zeroth-order excita-
tion energies �Görling, 1996; Filippi et al., 1997� and may
be used to construct correlation functionals from a per-
turbation expansion �Görling and Levy, 1993�; see Sec.
III.D.2. Still, Kohn-Sham eigenvalues need to be inter-
preted carefully �Perdew and Zunger, 1981; Chong et al.,
2002�.

In Hartree-Fock theory, Koopmans’ theorem �Koop-
mans, 1934� identifies the ith occupied eigenvalue as the
energy required to remove an electron from that orbital
without perturbing the rest of the system �i.e., unre-
laxed�. This theorem is generally not valid in DFT. In-
stead, it is replaced by a weaker condition, known as
Janak’s theorem �Janak, 1978�, stating that the ith occu-
pied eigenvalue is equal to the partial derivative of the
total energy with respect to a continuous �fractional� oc-
cupation of that orbital. Only the highest occupied ei-
genvalue can be assigned a rigorous physical meaning
�Levy et al., 1984; Almbladh and von Barth, 1985�: for
this special case, the partial derivative, to which the ei-
genvalue is equal, is exactly the chemical potential of the
system.

From this perspective, one might be tempted to be-
lieve that there is less physical meaning in Kohn-Sham
than in Hartree-Fock eigenvalues. However, interpret-
ing Kohn-Sham eigenvalues and orbitals as if they were
one-electron energies and orbitals often results in sur-
prisingly accurate results. For example, for the ideal uni-
form electron gas, where both excitation energies and
Kohn-Sham eigenvalues can be computed exactly, a sig-
nificant deviation between the two is apparent only far
away from the Fermi level �Jones and Gunnarsson,
1989�. More insight into this intriguing behavior was
given by Chong et al. �2002�, who showed that Kohn-
Sham eigenvalues are good approximations to relaxed
electron removal energies �see Gritsenko and Baerends
�2002� for an extension of the conclusion to spin-
polarized systems�. Thus, they provide more, rather than
less, information than Hartree-Fock eigenvalues. To
demonstrate this, Chong et al. computed accurate
exchange-correlation potentials, reconstructed from
charge densities determined by wave-function-based
methods, for several small molecules. They found that
for higher-lying �outer valence� electrons, the average
difference between the Kohn-Sham eigenvalues and the
experimental ionization energies was only 0.1 eV.
More substantial differences were found only for lower-
lying electrons, just as in the uniform electron gas. Thus,
it is appropriate to interpret Kohn-Sham eigenvalues
and orbitals as tools in the traditional qualitative mo-

lecular orbital analysis that is often used in chemistry
�Kohn et al., 1996; Baerends and Gritsenko, 1997; Sto-
wasser and Hoffmann, 1999�. In this view, the Kohn-
Sham potential is a suitable one-electron potential that
carries all correlation information within it, and Kohn-
Sham orbitals are one-electron orbitals that are density
optimal �as opposed to Hartree-Fock orbitals, which are
energy optimal�.

Despite the elegance of the Kohn-Sham equation, it
would remain useless in practice without adequate ap-
proximations for the exchange-correlation functional
Exc�n↑�r�� ,n↓�r���. The hope, however, is that inclusion of
a major portion of the kinetic energy in terms of the
Kohn-Sham orbitals will make approximate expressions
for the exchange-correlation energy that are explicit
functionals of the density easier to construct. These ap-
proximate expressions should be useful in yielding quan-
titative, experimentally verifiable information for at
least some systems. In the following section, we review
the major triumphs, but also the major failures, of such
explicit approximations. This will motivate and intro-
duce the concept of orbital-dependent exchange-
correlation functionals, which is the primary focus of this
paper.

B. Explicit density functionals and their limitations

An appealingly simple approximation for the
exchange-correlation energy functional, already sug-
gested by Hohenberg and Kohn �1964�, is the local-
density approximation �LDA� �or, in its spin-polarized
form, the local-spin-density approximation �LSDA��. In
this approximation, we assume that at each point in
space the exchange-correlation energy per particle is
given by its value for a homogeneous electron gas,
exc„n↑�r�� ,n↓�r��…, namely,

Exc
LSDA�n↑,n↓� =� n�r��exc„n↑�r��,n↓�r��…d3r . �12�

This approximation has several advantages. First,
exc„n↑�r�� ,n↓�r��… is unique because of the theoretical exis-
tence of a system with uniform spin densities. Second,
exc was known approximately already when Hohenberg,
Kohn, and Sham were formulating DFT, and has since
been computed more accurately using Monte Carlo
methods for unpolarized and fully polarized electron
gases �Ceperley and Alder, 1980�. Furthermore, several
useful analytical parametrizations of the Monte Carlo
results, which also take into account other known limits
and/or scaling laws of exc, have been given �Vosko et al.,
1980; Perdew and Zunger, 1981; Perdew and Wang,
1992�. Last but not least, the exchange-correlation po-
tential, given by Eq. �11�, becomes a simple function,
rather than a functional, of n↑�r�� and n↓�r��.

The difficulty with the L�S�DA is that in real systems
the density is clearly not uniform. More often than not,
it actually exhibits rapid changes in space. The L�S�DA
was therefore expected to be of limited value in provid-
ing an accurate description of the electron interaction
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�Kohn and Sham, 1965�. Nevertheless, it has often been
found to provide surprisingly accurate predictions of ex-
perimental results. The literature on L�S�DA applica-
tions is far too vast to review here, but one striking ex-
ample is given by the pioneering calculations of solid-
solid phase transformations in silicon by Yin and Cohen
�1980�. They used the LDA to compute the total energy,
as a function of volume, for several representative
phases of silicon, as shown in Fig. 1. They were able to
identify the cubic diamond phase as the lowest-energy
one, in agreement with experiment, obtain a lattice pa-
rameter in excellent agreement with experiment, predict
the high-pressure phase transformation to the �-tin
structure, again in agreement with experiment, and even
compute the transition pressure and volumes.

One important reason for the success of the L�S�DA
well outside its formal range of validity is provided by
the concept of the exchange-correlation hole nxc�r� ,r���.
The latter can be thought of as the difference between
the average density of electrons at r��, given an electron
at r�, and the normal probability density n�r��� at r�� �Gun-
narson and Lundqvist, 1976�, i.e.,

nxc�r�,r��� � 	2�r�,r���/n�r�� − n�r��� , �13�

where 	2�r� ,r�� is the electron pair density, i.e., the prob-
ability density to simultaneously find an electron at r� and
an electron r��. It can then be shown that �i� the
exchange-correlation hole obeys an important sum
rule—its integral over all space is exactly −1 �to account
for the electron already at r��; �ii� the exchange-

correlation energy can be expressed as the Coulomb in-
teraction of the density with the �coupling-constant-
averaged; see Sec. III.C.1� exchange-correlation hole
and depends only on its spherical average �Gunnarson
and Lundqvist, 1976�. The approximate exchange-
correlation hole afforded by the L�S�DA has been found
to be in poor agreement with the exact one for systems
deviating substantially from homogeneity �e.g., atoms�.
Nevertheless, its integral over all space is still exactly −1,
and, moreover, its spherical average is often still a rea-
sonable approximation of the exact spherically averaged
exchange-correlation hole �Gunnarson et al., 1979; Hood
et al., 1998�. In fact, it is a subtle cancellation of errors
between the approximate exchange and correlation
holes that allows for the successes of the L�S�DA, an
issue elaborated in Secs. III.C and III.D.

While the above reasoning and numerical example are
compelling, the L�S�DA is by no means a panacea. Even
when its predictions are qualitatively acceptable �which
is not always the case—see below�, the L�S�DA is far
from perfect quantitatively. The L�S�DA tends to over-
estimate the bonding strength, resulting in bond lengths
that typically are too short by several percent. There-
fore, the L�S�DA tends to overly favor close-packed
structures. It also provides an absolute error of molecu-
lar atomization energies of the order of 1 eV—much
larger than the desired chemical accuracy of roughly
0.05 eV �Becke, 1992a, 1992b; Perdew and Kurth, 2003�.

Many of these quantitative failures of the L�S�DA are
remedied using the generalized gradient approximation
�GGA� for the exchange-correlation energy �Perdew
and Kurth, 2003�,

Exc
GGA�n↑�r��,n↓�r���

=� f„n↑�r��,n↓�r��,�� n↑�r��,�� n↓�r��…d3r . �14�

The GGA is often dubbed a semilocal approximation of
the exchange-correlation energy. It is no longer strictly
local like the L�S�DA, but includes information on de-
viations from homogeneity only by considering the gra-
dients of the spin-polarized charge densities. It is called
a generalized gradient approximation because the func-
tion f�·� in Eq. �14� is not obtained from a simple gradi-
ent expansion of Exc. This is because, unlike the
L�S�DA, which is derived from a possible �though highly
idealized� physical system, a simple gradient expansion
is not so derived. Therefore, it does not obey many of
the formal properties of the exact Exc that the L�S�DA
does, and so its accuracy is often poor �Ma and Brueck-
ner, 1968; Langreth and Perdew, 1980; Perdew and
Kurth, 2003�. Instead, f�·� in Eq. �14� is constructed to
reproduce the exact result in certain limits, e.g., the
slowly varying and rapidly varying limits, and obeys
many important properties of the exact functional, e.g.,
scaling laws �Levy, 1991�. There are also empirical av-
enues for determining f�·�. Use of such constructed func-
tionals �Becke, 1986, 1988; Perdew and Wang, 1986; Lee
et al., 1988; Perdew, 1991; Perdew et al., 1992; Perdew,
Burke, and Ernzerhof, 1996; Perdew and Kurth, 2003�

FIG. 1. Energy vs relative volume �with respect to the experi-
mental one� for several crystal structures of silicon: diamond,
hexagonal diamond, �-tin, hexagonal close packed �hcp�,
body-centered cubic �bcc�, and face-centered cubic �fcc�. Also
shown is the tangent line to the diamond and �-tin structures,
from which the transition volumes and pressure can be com-
puted. From Yin and Cohen, 1980.
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offers a significantly improved quantitative agreement
with experiment. It corrects �often slightly overcorrects�
for the L�S�DA overestimation of bonding strength,
does not overly favor close-packed structures, and pro-
vides an absolute error of molecular atomization ener-
gies of the order of 0.3 eV. This is still above the desired
chemical accuracy, but much better than the L�S�DA
�Becke, 1992a, 1992b; Perdew and Kurth, 2003�.

Two simple yet instructive examples of these general
trends are afforded by bulk sodium and bulk iron. So-
dium is often dubbed the quintessential simple metal
and is probably the real system closest to the idealiza-
tion of the uniform electron gas. However, even there
the GGA outperforms the LDA. The LDA underesti-
mates the lattice parameter by more than 3%; GGA �in
the Perdew, Burke, and Ernzerhof form �PBE� �1996��
by less than 1%. The LDA overestimates the bulk
modulus by over 30%; the GGA by only 10% �Kronik
et al., 2001�. For bulk iron, the LDA incorrectly predicts
the paramagnetic fcc phase to be more stable than the
ferromagnetic bcc phase �by 5 mRy�. The GGA, how-
ever, correctly predicts the latter phase to be more stable
�by 20 mRy� �Zhu et al., 1992�.

Unfortunately, use of the GGA is not a panacea ei-
ther. Indeed, the GGA often improves quantitatively
upon the LDA �but not always; see, e.g., Stampfl and
van der Walle �1999�; Yan, Perdew, Kurth, Fiolhais, and
Almeida �2000�; Mattsson and Jennison �2002�; Yu and
Scheffler �2004�; and Alfe and Gillan �2006��. However,
both suffer from serious formal deficiencies that can re-
sult in qualitatively incorrect computations. Here we fo-
cus on two important deficiencies that are at the heart of
many problems that occur with L�S�DA and GGA func-
tionals: the presence of self-interaction and the absence
of a derivative discontinuity in the exchange-correlation
energy.

In the total energy expression of Eq. �5�, we have
somewhat arbitrarily selected to partition the conse-
quences of electron-electron interaction into a classical
Coulomb part and an everything else exchange-
correlation part. As a result, the Kohn-Sham equation
�9� has an explicit classical electron-electron repulsion
potential e2�d3r�n�r��� / �r�−r��� known as the Hartree po-
tential. Effectively, this expression views the quantum
charge probability distribution as a distribution of con-
tinuous classical charge. This, however, means that it is
inherently in error, because each electron is repelled
from the total charge in the system, including a spurious
repulsion from itself. This effect is known as the self-
interaction error and was already noted by Fermi and
Amaldi �1934� in the context of Thomas-Fermi
theory—a forerunner of DFT that suggested a semiclas-
sical explicit density functional for the kinetic energy
and neglected correlation altogether �Fermi, 1927; Tho-
mas, 1927�. The spurious repulsion is particularly easy to
see in one-electron systems, where clearly there should
be no electron-electron repulsion at all, and yet the Har-
tree term is not zero.

Because the electron-electron interaction is, in prin-
ciple, handled exactly in DFT, whatever error we are

making in the Hartree term must be completely can-
celed out by the exchange-correlation term. Unfortu-
nately, complete error cancellation is guaranteed for the
exact exchange-correlation functional, but only partial
cancellation is obtained in either the L�S�DA or the
GGA. This seemingly innocuous issue has far-reaching
consequences and is one of the most fundamental prob-
lems in DFT.

The possible errors caused by self-interaction are well
demonstrated in, e.g., the work of Dori et al. �2006�.
They computed the valence electronic structure of gas-
phase 3,4,9,10-perylene tetracarboxylic dianhydride
�PTCDA�—an organic molecule comprising a perylene
core and anhydride end groups, whose structure is
shown in Fig. 2. The same figure shows the high-energy
end of the eigenvalue spectra computed using the LDA
and using many-body perturbation theory in the GW
approximation �Hedin, 1965; Hybertsen and Louie,
1986�, as well as an experimental ultraviolet photoelec-
tron spectrum. It is readily observed that, whereas the
GW calculation agrees reasonably well with experiment,
the LDA one does not. As explained above, the ioniza-
tion energies should be well described by the eigenval-
ues coming from the exact Kohn-Sham Hamiltonian for
these outer valence electrons. Clearly, they are not at all
well described by the eigenvalues of the approximate
Kohn-Sham Hamiltonian. Insight into the root of this
problem is afforded by the detailed orbital analysis

FIG. 2. Gas phase photoelectron spectrum of the outer va-
lence electrons of PTCDA, compared with LDA and GW
outer valence eigenvalue spectra. Calculated spectra were rig-
idly shifted so that the highest occupied level is at zero and
convolved with a 0.1-eV-wide Gaussian to account for the ex-
perimental resolution and for broadening effects. The un-
broadened eigenvalues are denoted by vertical lines. Also
given is a top view of the spatial distribution of orbitals asso-
ciated with selected energy levels �superimposed on a sche-
matic view of the molecule�, as assigned by GW and LDA
calculations. The orbital numbering shown is the LDA one,
with arrows pointing to the position of the same orbital in the
different spectra. HOMO indicates the highest occupied mo-
lecular orbital. Adapted from Dori et al., 2006.
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shown in Fig. 2. It demonstrates that Kohn-Sham orbit-
als delocalized over the perylene core �e.g., HOMO and
HOMO-5 in the figure� yield LDA energies that are
very close to the GW ones, i.e., in agreement with ex-
periment. However, Kohn-Sham orbitals localized on
the anhydride groups �e.g., HOMO-1 through HOMO-4
in the figure� yield LDA energies that are significantly
�well over an eV� too high, resulting in a distorted spec-
trum. This is a clear self-interaction effect. For localized
orbitals, the spurious self-interaction destabilizes the or-
bital and diminishes its binding energy. For delocalized
orbitals, the self-interaction is much smaller because, at
each point in space, the spurious same-electron contri-
bution to the Coulomb potential comes from a greater
average distance. GGA calculations �not shown here for
brevity� suffer from the same problem for the same rea-
son.

Figure 2 demonstrates a general principle. Because
the L�S�DA or GGA may fail in the quantitative treat-
ment of localized states due to the self-interaction error,
but both normally do much better for delocalized states,
they may paint a qualitatively distorted picture of the
electronic structure whenever localized states interact
significantly with delocalized states. Such a scenario
arises naturally in studies of defects in solids �Perdew
and Zunger, 1981�, where, e.g., the LSDA fails to predict
hole localization on an Al center in quartz �Pacchioni
et al., 2000; Lægsgaard and Stokbro, 2001�. Similar prob-
lems arise in stoichiometric compounds, e.g., in describ-
ing the interaction of Cu 3d and O 2p electrons in the
superconductor YBa2Cu3O7 �Temmerman et al., 2001�,
and even in elemental solids, e.g., in describing the in-
terplay between localized 4f electrons and itinerant s-d
electrons in rare-earth metals �Strange et al., 1999�.

Self-interaction errors have also been associated with
many significant failures of the LDA and/or GGA for
predicting chemical trends �see, e.g., Lundberg and Sieg-
bahn, 2005, and references therein�. Here we give two
examples of particularly egregious qualitative failures.
The self-interaction error causes an incorrect long-range
behavior of the Kohn-Sham potential �Perdew and
Zunger, 1981; van Leeuwen and Baerends, 1994�. At a
large distance r from the nucleus �or nuclei�, the density
decays exponentially and therefore so does the LDA
and GGA exchange-correlation potential. Thus, the
long-range behavior is dominated by the ionic and Har-
tree potential terms, which, for an ion of charge Q, sum
to −Q /r. However, an electron at large r should not in-
teract with its own charge, and the correct potential de-
cay should be −�Q+1� /r, i.e., the exchange-correlation
potential should decay as −1/r. This results in “insuf-
ficient binding” that leads, e.g., to erroneous LDA
and/or GGA predictions for the instability of many
atomic and small molecular anions that are experimen-
tally known to be stable �Shore et al., 1977; Schwartz,
1978; Cole and Perdew, 1982; Rösch and Trickey, 1997�.
We note that this insufficient binding arises also for
GGA functionals constructed such that the exchange-
correlation potential decays as 1/r2 rather than expo-
nentially �Becke, 1988�.

Self-interaction errors often lead to qualitatively in-
correct predictions for the dissociation behavior of radi-
cal ions, with H2

+ and He2
+ being notable examples

�Bally and Sastry, 1997�. As the distance between the
two H �or He� atoms is increased from its equilibrium
value, elementary physical considerations �as well as de-
tailed quantum chemistry calculations� tell us that the
binding energy should increase monotonically with in-
teratomic distance, reaching zero at infinity. However, in
L�S�DA or GGA computations, the binding energy dis-
plays a spurious maximum with respect to the inter-
atomic distance and then actually decreases instead of
increasing. This can be interpreted as a self-interaction
error: the system-destabilizing self-interaction decreases
with increasing electron delocalization over the larger
interatomic separation �Zhang and Yang, 1998�. In this
view, then L�S�DA or GGA correctly predict that the
H2

+ molecule dissociates into H+0.5-H+0.5, but they erro-
neously predict this configuration to be far more stable
than the H-H+ configuration, with which it should actu-
ally be degenerate in an exact theory—a serious failure
This problem, which is readily understood for the dimers
discussed here, occurs also when the dissociation of
more complex systems is studied, and thus limits the
practical usefulness of DFT.

A different important formal property of the exact
exchange-correlation functional is the possibility of
functional derivative discontinuities. To understand how
these arise, consider first the natural definition of the
chemical potential 
 in DFT,


 � �Etot/�n�r�� , �15�

i.e., the chemical potential is the functional derivative of
the total energy with respect to the charge density, on
the domain of densities with arbitrary particle number,
where 
 arises as a Lagrange multiplier that enforces
electron number conservation �Perdew et al., 1982�.
Note that equilibrium implies that 
 must be position
independent when evaluated at the ground-state density.
Perdew et al. �1982� noted that, if a system is comprised
of two well-separated neutral atoms X and Y, with dif-
ferent chemical potentials 
X�
Y, then, if Etot is differ-
entiable with respect to particle number, a density varia-
tion that shifts some infinitesimal charge from atom X to
atom Y will lower the overall energy, although the sys-
tem is already at stable equilibrium. This paradox is re-
solved only if the chemical potential exhibits a disconti-
nuity: its absolute value should equal the ionization
potential I if the integer number of electrons is ap-
proached from below, but it should equal the electron
affinity A if the number of electrons is approached from
above. Because IX is always larger than AY for any at-
oms X and Y, the energy minimizes at the correct con-
figuration, albeit in a nonanalytical way.

Besides providing the above reductio ad absurdum ar-
gument, Perdew et al. �1982� also provided a construc-
tive proof of the possible discontinuity of the chemical
potential. They noted that Eq. �15� is meaningful for
charge variations that do not conserve the particle num-
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ber only if the Hohenberg-Kohn functional, F�·� of Eq.
�2�, is extended to densities integrating to a noninteger
number of particles. This generalization was achieved by
considering densities obtained from a statistical mixture
of N-electron and �N+1�-electron pure states. The total
energy versus particle number curve was then shown to
be a series of linear segments, for any system. Thus, the
Etot versus N curve has to be continuous, but its deriva-
tive, namely, the chemical potential, does not.

Of the four terms comprising the total energy expres-
sion of Eq. �5�, the functional derivative of the external
potential and Hartree terms, with respect to n�r��, is
clearly continuous. The derivative discontinuities at in-
teger particle numbers can arise, in principle, from ei-
ther the noninteracting kinetic energy or the exchange-
correlation energy �the latter then corresponding to
particle number discontinuities in vxc�. Special cases in
which one of these two terms is differentiable can be
constructed, but in general both are expected to exhibit
a derivative discontinuity �Perdew and Levy, 1983�. This
has, in fact, been proved explicitly by considering the
general relation between the exact exchange-correlation
potential and the electron self-energy �Sham and
Schlüter, 1983�. Furthermore, explicit computations of
the derivative discontinuity show that it can be rather
large. For example, by reconstructing the exchange-
correlation potential from the self-energy computed
within the GW approximation, Godby et al. �1986� de-
duced a discontinuity of 0.58 eV for bulk Si. This is
indeed a sizable portion of the overall discontinuity of
the chemical potential in Si, i.e., its forbidden gap
�1.1 eV�, with the remaining difference coming from
the discontinuity in the noninteracting kinetic energy
term. For molecules, where I−A can be much larger,
reconstruction of the exchange-correlation potential
from the charge density obtained from wave-function-
based quantum chemistry calculations yields derivative
discontinuities that are easily several eV �Chan, 1999;
Allen and Tozer, 2002�.

Because the L�S�DA and GGA exchange-correlation
potentials are expressions that are continuous in the
density and its gradient, these potentials do not exhibit
any particle number discontinuity, exposing yet another
formal deficiency of these approximations. However,
one can question whether this is of any practical conse-
quence. Superficially, one could argue that, because real
systems always have an integer number of particles, de-
rivative discontinuities should be irrelevant for the com-
putation of any ground-state property. This reasoning is
specious, and derivative discontinuities need to be as-
sessed when developing or testing exchange-correlation
functionals �Tozer, 1998; Tozer and Handy, 1998�.

To understand why derivative discontinuities matter,
consider that the limit of well-separated atoms given in
the above reductio ad absurdum argument should be ap-
proached smoothly by gradually increasing the inter-
atomic distance in the diatomic molecule comprising
these two atoms. One can therefore expect the absence
of derivative discontinuities to result in spurious charge
transfer already at finite separation. For example, a spu-

rious prediction of the LDA for the dissociation of LiH
into Li+0.25-H−0.25 was already pointed out by Perdew et
al. �1982� as due to the absence of a derivative disconti-
nuity. In fact, the lack of degeneracy between H+0.5-H+0.5

and H-H+ in the LDA description of the dissociation of
H2

+, which we interpreted above as a self-interaction
issue �Zhang and Yang, 1998�, can be rationalized
equally well as a derivative discontinuity issue �Chan,
1999�. Generally, the lack of derivative discontinuities
results in an insufficient barrier to partial charge transfer
between weakly overlapping subunits. This makes an ac-
curate description of long-range charge transfer states
with the LDA or GGA problematic �Tozer, 2003; Dreuw
and Head-Gordon, 2004; Neugebauer et al., 2006; and
see comments at the end of Sec. II.C�. Similarly, the ab-
sence of a proper derivative discontinuity results in ex-
cess charge transfer in extended molecular systems po-
larized by an external electric field �Kümmel et al., 2004�
and in spurious fractional charge transfer between
weakly interacting subunits under bias �Baer and Neu-
hauser 2005, 2006; Baer et al., 2006�, including failure to
capture Coulomb blockade effects �Koentopp et al.,
2006�.

A different arena in which the derivative discontinuity
is clearly manifested is the value of the highest occupied
Kohn-Sham orbital. Being rigorously equal to the
chemical potential, it should equal −I or −A, depending
on whether the integer number of particles is ap-
proached from above or below. It has been shown that if
the Kohn-Sham potential vanishes at large distances, the
−I limit should be obtained �Levy et al., 1984; Perdew
and Levy, 1997�. However, the L�S�DA or GGA aver-
ages over the discontinuity �Perdew and Levy, 1983;
Tozer, 1998�. Thus, the highest occupied Kohn-Sham ei-
genvalue given in the L�S�DA or GGA, even when they
approximate the exchange-correlation hole well, differs
from −I by approximately half the derivative discontinu-
ity �Allen and Tozer, 2002�. As explained in the preced-
ing section, Kohn-Sham eigenvalue differences are ap-
proximations to excitation energies. Therefore, even
when computed L�S�DA or GGA spectra agree quite
well with experimental photoelectron spectra �i.e., self-
interaction is not a major issue�, they only do so to
within a rigid shift �Akola et al., 2000; Kronik et al., 2002;
Moseler et al., 2003�. For finite systems, I, and therefore
the shift, can be assessed from a simple total energy dif-
ference between the N- and �N−1�-electron systems. In
an extended system, one cannot simply add or remove a
single electron. Thus, one often has to go outside the
realm of DFT and resort to GW calculations �Hybertsen
and Louie, 1986� or to direct comparison with experi-
ment �Segev et al., 2006� to assess the rigid shift.

From a unified perspective, freedom from self-
interaction and the existence of derivative discontinui-
ties are related requirements. Both are a manifestation
of the principle of integer preference �Perdew, 1990�.
According to this principle, in collections of separated
objects, there is a preference for locating an integer
number of electrons on each object. In a sense, the de-
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rivative discontinuities lead to the manifestation of this
principle in the potential, and freedom from self-
interaction is its manifestation in the energy.

C. The promise of orbital-dependent functionals

In the preceding section, we showed that approximate
forms for exchange correlation that are explicit density
functionals have turned out to be useful for a wide vari-
ety of problems in chemistry and physics. Nevertheless,
they still possess formal deficiencies that can be linked
directly to specific failures for many systems of practical
interest. How is further progress to be made? One natu-
ral and potentially highly advantageous idea is to use
Kohn-Sham orbitals, themselves being functionals of the
density, as ingredients in approximate exchange-
correlation functionals that are implicit density function-
als �Grabo et al., 2000; Engel, 2003�.

Four strong arguments can be made in favor of such
constructs. First, use of orbitals is precisely what made
DFT so successful to begin with. It is the definition of a
noninteracting kinetic energy density functional, written
in terms of one-electron orbitals, that leads to the Kohn-
Sham equations �Kohn and Sham, 1965�. Without these
equations, DFT ceases to be a practical tool, at least at
present.

Second, using orbitals allows for much more flexibility
in the construction of functionals and thus for more ac-
curate functionals. This is best seen in terms of the Ja-
cob’s ladder for exchange-correlation functionals �Per-
dew and Schmidt, 2001�. In this picture, the ladder of
DFT reaches up to the heaven of ultimate accuracy. But
in order to ascend the ladder, both developers and users
of DFT need to climb its rungs. The lowest one is given
by the simplest functional, the LDA, which depends on
the density alone. The next rung, corresponding to the
more accurate GGA functionals, is reached by using not
only the density but also its gradient as ingredients in
the construction of the functional. A yet higher rung is
reached by also making use of the Laplacian of the den-
sity. Within this philosophy, each additional ingredient
should lead to a better functional. By employing the or-
bitals themselves, the set of ingredients is extended
enormously, with corresponding high hopes for a far
more accurate exchange-correlation approximation.

Third, functionals that are orbital dependent can be
used to compensate for self-interaction on a per orbital
basis �Perdew and Zunger, 1981�. Moreover, because the
addition of an infinitesimal charge can occupy a previ-
ously empty orbital, orbital-dependent functionals pos-
sess a natural mechanism that allows for derivative dis-
continuities, i.e., particle number discontinuities in the
exchange-correlation potential. Thus, both major defi-
ciencies emphasized above can be eliminated, or at least
greatly reduced.

Last, but far from least, a fundamental piece of many-
electron physics, namely, the exchange energy, is formu-
lated naturally in terms of orbitals. It is therefore hoped
that, in addition to the Hartree term, the exchange term
will also be an explicit ingredient in the total energy

expression of Eq. �5�. Any approximation would then be
only in the correlation term. This would be very impor-
tant, given that an unsatisfactory description of the ex-
change energy was previously pointed out as a major
source of errors in explicit density functionals �Gunnar-
son and Jones, 1985�. This is most easily seen for the H2

+

molecule discussed above, which having only one elec-
tron is correlation-free. In this case, an exact-exchange
term in place of Exc in Eq. �5� leads to the exact energy
functional, removing both self-interaction and derivative
discontinuity errors in one fell swoop.

This review article is dedicated to a survey of the suc-
cesses, pitfalls, and remaining challenges in the develop-
ment and applications of such orbital-dependent
exchange-correlation functionals. It is arranged as fol-
lows. In the next section, we discuss the difficulties asso-
ciated with determining a Kohn-Sham potential consis-
tent with an exchange-correlation functional that is an
explicit functional of the Kohn-Sham orbitals and thus
only an implicit functional of the density. Next, we re-
view the principles, successes, and failures of four classes
of orbital-dependent functionals. Last, we discuss the
role of orbital-dependent functionals in the computation
of excited-state properties in general and in time-
dependent DFT in particular.

II. THE OPTIMIZED EFFECTIVE POTENTIAL

A. Optimized effective potential formalism

The above discussion suggests that using the Kohn-
Sham orbitals explicitly in the expression for Exc is an
attractive idea. However, in attempting to use such func-
tionals, one is immediately confronted with a difficulty.
How does one actually evaluate the functional deriva-
tive of Eq. �11�, which is needed to obtain vxc,��r��? This
is a trivial task for explicit functionals, but what should
one do in the absence of explicit expressions for either
the dependence of Exc on the density or the mapping
between orbitals and density?

The first step toward solving this problem was taken
even before DFT in its modern form had come into ex-
istence. Sharp and Horton �1953� minimized a Hartree-
Fock-like expression for the total energy under the con-
straint that the potential appearing in the single-particle
equations be a local one. They found an integral equa-
tion for the potential and interpreted their result as de-
fining an approximation to Hartree-Fock theory. There-
fore, they called their potential the optimized effective
potential �OEP�.

It took 23 years �Talman and Shadwick, 1976� for the
OEP equation to be solved numerically for the first
time, and it took another six years to conclude that the
Sharp-Horton potential is actually the exact-exchange
potential of Kohn-Sham theory �Sahni et al., 1982�. From
this perspective, “Optimized Effective Potential,” or the
synonymously used term “Optimized Potential Method”
may appear as somewhat superfluous special names.
However, it is instructive to convince oneself that the
Sharp-Horton condition
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�Etot/�vKS�r�� = 0 �16�

is equivalent to the Hohenberg-Kohn variational prin-
ciple �Sahni et al., 1982�. By virtue of the chain rule for
functional derivatives,

0 =
�Etot

�vKS�r��
=� �Etot

�n�r���
�n�r���

�vKS�r��
d3r�. �17�

The second factor under the integral is the static Kohn-
Sham �i.e., noninteracting� response function

�KS�r�,r��� = �n�r��/�vKS�r��� . �18�

Multiplying by �KS
−1 and integrating, i.e., acting with the

inverse response operator on Eq. �17�, yields

0 = �Etot/�n�r�� , �19�

which is the Hohenberg-Kohn variational principle.
Note that here, unlike in Eq. �15�, the functional deriva-
tive is defined on the domain of densities with fixed par-
ticle number and, therefore, Eqs. �15� and �19� are con-
sistent with each other �Perdew et al., 1982�.

Today, the term OEP is used in a broad sense to de-
note generally the exchange-correlation potential of any
orbital-dependent functional. Derivations of the OEP
equation that directly make use of Eq. �11�, and, in that
sense, are in the spirit of modern DFT, were published
in the early 1990s �Shaginyan, 1993; Görling and Levy,
1994� elaborated in later works, e.g., by Grabo and
Gross �1995� and Grabo et al. �1997, 2000� and by Engel
�2003� and recently extended to noncollinear spin-
polarized DFT �Sharma et al., 2007� and current-spin-
density-functional theory �Pittalis et al., 2006; Rohra and
Görling, 2006�. The central idea behind the derivation of
the �standard� OEP equation is that �11� can be rewrit-
ten by applying the chain rule for functional derivatives
twice,

vxc,��r�� =
�Exc���j,��

�n��r��

= �
�=↑,↓

�
i=1

N� � �Exc���j,��
��i,��r���

��i,��r���
�n��r��

d3r� + c.c.

= �
�,�=↑,↓

�
i=1

N� � � �Exc���j,��
��i,��r���

��i,��r���
�vKS,��r���

�
�vKS,��r���

�n��r��
d3r�d3r� + c.c., �20�

where greek indices denote spin polarization and c.c.
denotes the complex conjugate of the preceding term.
�Note that, in order to keep the notation as general as
possible, we allow for complex orbitals.� The second
chain rule is required because obviously one cannot
evaluate ��i,��r��� /�n��r�� by calculating �n��r�� /��i,��r���
=�i,�

* �r��� and taking the inverse.
Equation �20� can be simplified by noting that the

third factor under the integral is the inverse �KS,�
−1 �r� ,r���

of �the spin-dependent version of� Eq. �18�,

�KS,���r�,r��� = ��,�
�n��r��

�vKS,��r���
. �21�

The index � on the left-hand side of Eq. �21� is omitted
henceforth because the noninteracting response function
is diagonal with respect to the spin index. The second
factor under the integral in Eq. �20� can be evaluated by
first-order perturbation theory,

��i,��r���
�vKS,��r��

= ��,��
j=1

j�i

�
�j,��r����j,�

* �r��
�i,� − �j,�

�i,��r�� . �22�

The same argument can be used to write the response
function as

�KS,��r�,r��� = �
k=1

N�

�
j=1

j�i

�
�k,�

* �r���k,��r����j,��r���j,�
* �r���

�k,� − �j,�
+ c.c.

�23�

Finally, the functional derivative �Exc���j,�� /��i,��r���
can be evaluated straightforwardly for a given orbital-
dependent functional Exc���j,���. Thus, by multiplying
Eq. �20� with �KS,��r�� ,r�� from the right, integrating over
r��, and making use of Eqs. �21�–�23�, one obtains the
OEP equation in its celebrated form,

�
i=1

N� � �i,�
* �r����vxc,��r��� − uxci,��r����

� GKSi,��r��,r���i,��r��d3r� + c.c. = 0, �24�

where GKSi,��r�� ,r�� denotes the Kohn-Sham Green’s
function,

GKSi,��r��,r�� = �
j=1

j�i

�
�j,��r����j,�

* �r��
�i,� − �j,�

�25�

and

uxci,��r�� =
1

�i,�
* �r��

�Exc���j,��
��i,��r��

. �26�

An alternative derivation of the OEP equation from a
somewhat different point of view is based on the obser-
vation �first made by Krieger et al. �1992b� and further
explained by Grabo et al. �1997, 2000�� that the OEP
integral equation �24� can formally be written in the
simple form

�
i=1

N�

�i,�
* �r���i,��r�� + c.c. = 0, �27�

with the orbital shift
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�i,�
* �r�� = − �

j=1

j�i

� 
�i��uxci,� − vxc,���j��
�i,� − �j,�

�j,�
* �r�� . �28�

�Krieger et al. did not use the �i defined above, but the
diverging functions pi=−�i /�i.� Obviously, �i,�

* �r�� has a
structure well known from first-order perturbation
theory: It is the �negative of the� first-order change that
the ith Kohn-Sham orbital undergoes when the Kohn-
Sham potential in Eq. �3� is replaced by uxci,��r��. As
elaborated in Sec. II.B, uxci,��r�� can be interpreted as
an orbital-specific potential corresponding to a given
orbital-dependent expression for the exchange-
correlation energy. The OEP equation states that to first
order the density does not change when the Kohn-Sham
equations are subjected to perturbations �vi,��r��
=uxci,��r��−vxc,��r��. Thus, an alternative derivation �Küm-
mel and Perdew, 2003b� of the OEP equation �27� can be
based directly on perturbation theory arguments, mak-
ing use of the fact that the Kohn-Sham energy functional
and the energy functional defined using the orbital-
specific potentials �cf. Sec. II.B� agree to first order.

At first sight, this second derivation may be thought of
as having little merit apart from the fact that its argu-
ments stay closer to the spirit of DFT because they focus
on the density. However, the perturbation theory argu-
ments link OEP theory to theories using orbital-specific
potentials �see Sec. II.B�, and the orbital shifts �i,�

* �r��
play a prominent role in computational schemes that are
used for actual OEP calculations �see Sec. II.D�. There-
fore, this alternative perspective on the OEP equation is
also of practical importance.

The usefulness of the orbital shifts defined in Eq. �28�
is made clear by the following line of argument �Krieger
et al., 1992b; Grabo et al., 1997, 2000�. Because the
Kohn-Sham orbitals form a complete set, i.e.,

��r� − r��� = �
j=1

�

�j,��r����j,�
* �r�� , �29�

straightforward evaluation shows that GKSi,��r�� ,r�� satis-
fies

�hKS,��r�� − �i,��GKSi,��r��,r�� = − ���r�� − r�� − �i,��r����i,�
* �r��� ,

�30�

where hKS,��r�� is the Kohn-Sham Hamiltonian, i.e., the
operator on the left-hand side of Eq. �3�. Thus, rewriting
the right-hand side of Eq. �28� in terms of the Green’s
function Eq. �25� and then applying the operator
�hKS,��r��−�i,�� to both sides, one obtains

�hKS,��r�� − �i,���i,�
* �r�� = − �vxc,��r�� − uxci,��r��

− �v̄xc,� − ūxci,����i,�
* �r�� , �31�

where

v̄xci,� =� �i,�
* �r��vxc,��r���i,��r��d3r �32�

and

ūxci,� =� �i,�
* �r��uxci,��r���i,��r��d3r �33�

are orbital averages. Equation �31� can also be obtained
as a direct consequence of the perturbation theory argu-
ments mentioned above �Kümmel and Perdew, 2003b�.

The orbital shifts satisfy partial differential equations
that look like Kohn-Sham equations with an additional
inhomogeneity on the right-hand side. From the defini-
tion of �i,�

* , it follows that each orbital is orthogonal to
its orbital shift, ��i,�

* �r���i,��r��d3r=0, or, in the case of
degeneracies, ��i,�

* �r���j,��r��d3r=0 for all pairs �i , j� with
�i,�=�j,�. Together with appropriate boundary condi-
tions �e.g., for finite systems �i,��r�� must vanish for large
distances from the system’s center�, Eq. �31� uniquely
determines the orbital shifts. Solving Eq. �31� for
vKS,��r���i,�

* �r��, inserting the result into Eq. �27� multi-
plied by vKS,��r��, and solving for vxc,��r�� yields

vxc,��r�� =
1

2n��r���i=1

N� ���i,��r���2�uxci,��r�� + �v̄xci,� − ūxci,���

+ �i,��r���� �2

2m
�2 + �i,�	�i,�

* �r���� + c.c. �34�

Using the Kohn-Sham equation to replace �i,��i,�
* �r�� in

the last term on the right-hand side of Eq. �34�, followed
by using Eq. �27� to get rid of the ensuing vKS-containing

term and �� · ��� ��i=1
N��i,��r���i,�

* �r��+c.c.��=0, Eq. �34� sim-
plifies further to

vxc,��r�� =
1

2n��r���i=1

N� ���i,��r���2�uxci,��r�� + �v̄xci,� − ūxci,���

−
�2

m
�� · ��i,�

* �r���� �i,��r���� + c.c. �35�

At first sight, this expression does not look simpler
than Eq. �24� or Eq. �27�. It is still an integral equation
because of the v̄xci,� terms appearing on the right-hand
side. The complications that arise due to the sum over
all orbitals, which enter into Eq. �24� via GKSi,��r�� ,r��, are
also still there. They are simply “buried” in the orbital-
shift terms. However, as elaborated below, the OEP
equation in its rewritten form, Eq. �35�, is of great prac-
tical usefulness for deriving approximations to the OEP
as well as for numerical solution schemes.

Exchange-correlation potentials determined from Eq.
�35� are not just harder to obtain mathematically than
those determined from explicit functionals. They also
possess a peculiar feature in their long-range asymptotic
behavior. Because any potential, including vxc,��r��, is
fixed only up to an additive constant, one is at liberty to
choose one of the constants v̄xci,�− ūxci,� freely. A reason-
able choice is to make the potential vanish at infinity.
Because in a local potential each orbital decays expo-
nentially, with the exponent being proportional to the
orbital’s corresponding eigenvalue, the density and sum
over orbitals on the right-hand side of Eq. �35� are domi-
nated in the long-range limit by the term corresponding

12 Stephan Kümmel and Leeor Kronik: Orbital-dependent density functionals: Theory …

Rev. Mod. Phys., Vol. 80, No. 1, January–March 2008



to the highest occupied orbital. �For a detailed discus-
sion of the asymptotic behavior, see, e.g., Kreibich et al.,
1999; Della Sala and Görling, 2002a.� If uxcN�,��r�� van-
ishes asymptotically—a condition that is satisfied for all
functionals for which the OEP has been constructed so
far—then the value of vxc,��r�� for large distances will be
the difference of v̄xcN�,� and ūxcN�,�. Thus, the condition
that the potential vanish asymptotically requires that

v̄xcN�,� − ūxcN�,� = 0. �36�

However, the highest occupied orbitals in open-shell sys-
tems typically have nodal surfaces extending to infinity.
On such a nodal surface, the density is never dominated
by the highest occupied orbital. Thus, the arguments of
the preceding paragraph apply to all regions of space
except the nodal surfaces of the highest occupied orbital.
On the nodal surface �which is a set of zero measure�,
the potential asymptotically goes to v̄xcN�−1,�− ūxcN�−1,�,
where N�−1 is the index of the highest occupied orbital
that does not vanish on the nodal surface. As a conse-
quence, the exchange-correlation potential can tend to a
nonzero value on the nodal surface even if Eq. �36� is
satisfied �Della Sala and Görling, 2002a�. In other words,
the Kohn-Sham potential can go to different asymptotic
values in different regions of space. This has been con-
firmed numerically for the bare exchange potential in
both the localized Hartree-Fock approximation �see Sec.
II.C� to the OEP �Della Sala and Görling, 2002a� and in
full OEP calculations �Kümmel and Perdew, 2003b�.

Figure 3 shows an example of how the nonvanishing
asymptotic constant manifests itself in an actual calcula-
tion. A neutral cluster of four sodium atoms in its
ground state has two valence orbitals, each occupied by
two electrons. The lower valence orbital is of s charac-
ter; the higher one is the highest occupied one and is of
p character. Therefore, it has a nodal plane extending to

infinity. In the figure, this is the x-y plane. If one looks at
the potential in the y-z plane, the potential asymptoti-
cally tends to zero everywhere except for points on the y
axis. On this axis, the potential takes a nonvanishing,
positive asymptotic value, which appears as a ridge in
the potential landscape. This ridge can have quite a no-
ticeable influence on Kohn-Sham eigenvalues �Della
Sala and Görling, 2002a, 2002b�, in particular unoccu-
pied ones, and thus may influence, e.g., the calculation
of excited states in time-dependent DFT.

One may be tempted to call this counterintuitive fea-
ture “nonphysical.” One may also argue that, so far, the
nonvanishing constants have been shown to exist only in
exchange-only calculations and that inclusion of correla-
tion may change the picture. However, based on the
form of the presently used self-energy expressions, Della
Sala and Görling �2002b� have argued that the sum of
the exchange and correlation potentials will also show
nonvanishing asymptotic constants. Furthermore, one
can argue on general grounds that the Kohn-Sham po-
tential leads to a physical observable—the density—and
to quantities that can physically be interpreted in an ap-
proximate way—the Kohn-Sham eigenvalues. However,
it is not an observable itself. It is a mathematical con-
struct tailored to capture many-body physics in a single-
particle picture. Therefore, it can have features that a
physical potential cannot have �Kümmel and Perdew,
2003b�.

B. Kohn-Sham versus orbital-specific potentials

The preceding section has shown that, from a math-
ematical point of view, orbital-dependent functionals are
well within Kohn-Sham theory. However, from a practi-
cal point of view one may doubt the utility of the con-
cept, as employing the OEP requires considerable addi-
tional effort compared to the use of explicit density
functionals like those obtained within the L�S�DA or
GGA framework. It is therefore a natural idea to try to
avoid the need for the OEP. This is especially so given
that this goal appears to be readily achieved naturally by
minimizing the total energy with respect to the orbitals
rather than the density. We elucidate this by an example.

The exact exchange energy is defined in terms of the
Fock integral,

Ex = −
e2

2 �
�=↑,↓

�
i,j=1

N� � � �i,�
* �r���j,�

* �r����j,��r���i,��r���
�r� − r���

�d3r�d3r . �37�

In Hartree-Fock theory, this integral is one part of the
ground-state energy. The latter is found by uncon-
strained minimization of the total energy with respect to
a Slater determinant built from single-particle orbitals.
The minimizing orbitals are obtained by self-consistently
solving a set of single-particle equations in which the
potential is the orbital-specific integral operator corre-
sponding to Eq. �26�. Inserting the Hartree-Fock orbitals
into Eq. �37� yields the Hartree-Fock exchange energy

FIG. 3. �Color online� Evidence for a counterintuitive prop-
erty of the exchange-only OEP. Left: Schematic depiction of
the nuclear positions and the structure of the two valence or-
bitals in a cluster of four sodium atoms. In the pseudopotential
approximation �see Sec. II.E� used here, the lower and higher
orbitals are of s and p character, respectively. Right: Exchange-
only OEP potential landscape for this cluster in the y-z plane,
showing vx�r�� �in hartrees� as the height at each spatial point
�y ,z� for a fixed x=0. The pronounced ridge in the OEP po-
tential reflects the nonvanishing asymptotic constant on the
nodal plane of the p orbital.
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and defines exact exchange in wave-function-based ap-
proaches.

In Kohn-Sham theory, exact exchange is defined dif-
ferently. As discussed above Eq. �7�, the Kohn-Sham po-
tential must be local for the Hohenberg-Kohn theorem
to apply to the system of noninteracting electrons. With-
out this locality, the Kohn-Sham framework breaks
down. Therefore, the natural definition of the exchange
energy within the Kohn-Sham framework also uses Eq.
�37�, but with a different set of orbitals. The orbitals
used to evaluate the expression must by definition be
Kohn-Sham orbitals, i.e., they must stem from a local,
multiplicative potential that is the same for all orbitals.
Since these orbitals are, in general, different from the
Hartree-Fock orbitals, the exact exchange energy in
Kohn-Sham theory is different from the Hartree-Fock
exchange energy. Consequently, the correlation energy,
defined as the difference between the total energy
�which is the same in all exact theories� and the total
energy in the exchange-only approximation, must also
be different in the two approaches. See Gross, Peter-
silka, and Grabo �1996� for a detailed discussion, and
note that the exact exchange energy of Kohn-Sham
theory is often defined by evaluating the Fock integral of
Eq. �37� with the Kohn-Sham orbitals yielding the exact
density. Both definitions of exchange and correlation are
consistent and rigorously defined concepts. They do not
contradict each other because the value of the total en-
ergy is the same in both. In a nutshell, an orbital-
dependent expression for the exchange-correlation en-
ergy is well defined only if one specifies exactly what
orbitals are to be used to evaluate the expression in ad-
dition to specifying the expression itself.

It is important to note that analogs of the procedures
outlined above for the exchange energy can be defined
for any �approximate� orbital-dependent expression for
the exchange-correlation energy: For any given orbital-
dependent expression, one can define two functionals.
The first is obtained by direct variation with respect to
single-particle orbitals. It leads, in general, to single-
particle equations in which the potential is different for
each orbital and can be nonmultiplicative. The energy
obtained in this way is the lowest possible one. In con-
trast, the Kohn-Sham potential corresponding to an
orbital-dependent expression for Exc is a local multipli-
cative potential. It defines a different, second functional:
the Kohn-Sham functional.

In general, this difference has important conse-
quences. By virtue of the Hohenberg-Kohn theorem, the
Kohn-Sham orbitals are functionals of the density �see
Sec. I�. This is not only an abstract statement—
numerical procedures for constructing the Kohn-Sham
orbitals from a given density have been developed �Ar-
yasetiawan and Stott, 1988; Görling, 1992; Wang and
Parr, 1993; Umrigar and Gonze, 1994; van Leeuwen and
Baerends, 1994; Zhao et al., 1994; Peirs et al., 2003�.
Thus, for a given density, the Kohn-Sham orbitals are
uniquely fixed and any functional depending on them is
a density functional. But the orbitals that are obtained
from the equations with the orbital-specific potentials

are not uniquely fixed by the density: To find them, one
must additionally specify an orbital-dependent expres-
sion for the energy that is to be minimized. Therefore,
expressions depending on the latter type of orbital in
general, and the expression for the noninteracting ki-
netic energy Ts �cf. Eq. �5�� in particular, are not
uniquely defined by the density in the orbital-specific
framework. The Kohn-Sham theorem, which provides a
safe mathematical foundation as outlined in Sec. I, does
not apply when one is using orbital-specific potentials.

For completeness, we note that the above differences
have led to some confusion and erroneous statements in
the literature, e.g., by Nesbet �1998, 2001, 2004�. These
articles should be seen in light of subsequent publica-
tions �e.g., Gal, 2000; Holas and March, 2001, 2002;
Kümmel and Perdew, 2003b; Lindgren and Salomonson,
2003; Liu and Ayers, 2004�.

Despite possible formal difficulties associated with
orbital-specific potentials, the idea of using them is actu-
ally as old as DFT itself �Kohn and Sham, 1965�. For
self-interaction-corrected functionals �see Sec. III.B�, it
was proposed by Perdew and Zunger �1981�; for hybrid
functionals �cf. Sec. III.C� by Becke �1993a, 1993b�; for
meta-GGA functionals �cf. Sec. III.A� by Neumann et al.
�1996�; etc. From a practical point of view, the important
question is whether using orbital-specific potentials or
the Kohn-Sham potential makes a physically meaningful
difference in actual calculations.

The answer depends on which quantities are of inter-
est. Generally speaking, there is hope that ground-state
total energies and total densities can be expected to be
similar in the two approaches. This statement is based
on the observation that the corresponding energy func-
tionals agree to first order in the density, as discussed in
Sec. II.A in the context of Eq. �27�. A more rigorous
statement is that, when the second- and higher-order
contributions in the perturbation expansion discussed in
the paragraph following Eqs. �27� and �28� are small, the
total energies and densities obtained from the two ap-
proaches are expected to be similar �Kümmel and Per-
dew, 2003b�. For the exchange-only case, this statement
has also been discussed by Ivanov and Levy �2003� and
numerous calculations have confirmed the closeness of
the energies obtained numerically �see, e.g., Talman and
Shadwick, 1976; Krieger et al., 1992a; Görling, 1999�.
Therefore, many ground-state properties are very simi-
lar in OEP and orbital-dependent potential calculations
if the orbital-dependent component of the employed
functional is just the Fock integral. However, one can
also find quantities where clear differences are seen, as
discussed below.

Whether the closeness of ground-state energies that
has been observed in the comparison of Hartree-Fock
and exchange-only OEP calculations will also hold for
correlation functionals with possibly rather involved de-
pendencies on the orbitals is an open question, as there
is no rigorous way to estimate whether agreement to
first order implies sufficiently close agreement. The OEP
approach is the conceptually rigorous way to stay within
the Kohn-Sham scheme. But since the orbital-specific
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potentials can be easier to handle computationally, can
have advantages for the description of localized states,
as discussed above and below, and can still be seen as
protected by the Hohenberg-Kohn theorem �see, e.g.,
the discussions by Levy �1979� and Perdew and Zunger
�1981��, they are frequently employed. How large the
differences between the two approaches are should be
checked for each new class of orbital-dependent func-
tionals by comparing the respective results for a number
of characteristic systems.

Turning to quantities other than the total energy, one
classical example of profound differences between the
orbital-specific potential and the Kohn-Sham approach
is the unoccupied eigenvalues. Referring once more to
the prominent example of exchange-only theory, it is
well known that only very few, if any, bound unoccupied
states are found in Hartree-Fock calculations for finite
systems. On the other hand, the exchange-only Kohn-
Sham potential leads to a Rydberg series and, therefore,
yields a single-particle spectrum that is accessible to a
much larger extent to physical interpretation �see, e.g.,
Grabo et al., 2000, for a detailed discussion�. Here it is
the eigenvalues and orbitals coming from the local
Kohn-Sham potential that lend themselves to physical
interpretation, and not the ones from orbital-specific po-
tentials. Another example of the importance of the
choice of potential is afforded by the calculation of
nuclear magnetic resonance �NMR� shielding constants,
chemical shifts, magnetizabilities, and rotational g ten-
sors of main group molecules. Using several hybrid func-
tionals, discussed in Sec. III.C �Wilson and Tozer, 2001;
Arbuznikov and Kaupp, 2004; Hieringer et al., 2004;
Lutnaes et al., 2006; Teale et al., 2007�, as well as a meta-
GGA functional, discussed in Sec. III.A �Arbuznikov
and Kaupp, 2003�, it was consistently found that results
obtained with a local potential are a significant improve-
ment over those obtained with orbital-specific poten-
tials. However, there are also examples in which the use
of orbital-specific potentials can be beneficial. As
pointed out by Rinke �2007�, it is not unusual that the
Hartree-Fock and exchange only OEP eigenvalues ob-
tained for d electrons in solids are quite different. For
example, the Hartree-Fock d-electron binding energy in
ZnO is 7.8 eV �Fuchs et al., 2007�, whereas the corre-
sponding exchange-only OEP energy is 5.12 eV �Rinke
et al., 2005�. But here it is the eigenvalue from the
orbital-specific potentials, i.e., Hartree-Fock, that is in
better agreement with available experimental data. It
seems that, when localization phenomena play a role,
orbital-specific potentials are advantageous. Other ex-
amples of this are discussed in greater detail in the con-
text of the self-interaction correction �see Sec. III.B�.

On a more technical level, further differences be-
tween orbital-specific and local potentials can be found.
Some of them can be seen as advantages of the orbital-
specific approach and some as advantages of the OEP.
For example, a major advantage of the orbital-specific
potential approach is simplicity, in the sense that only
the uxci,� need to be calculated, without further worries
about the OEP equation. However, orbital-specific po-

tentials can have the disadvantage of leading to nonor-
thogonality of the orbitals, thus requiring the use of off-
diagonal Lagrangian multipliers to enforce orbital
orthogonality �Perdew and Zunger, 1981; Harrison et al.,
1983; Svane and Gunnarsson, 1990; Goedecker and Um-
rigar, 1997�. In terms of understanding computational re-
sults, a local potential can be advantageous because it
can easily be plotted, analyzed, and used to gain a
deeper understanding of the observed effects �see, e.g.,
van Gisbergen et al., 1999; Kümmel et al., 2004�. Also, it
is easier to take advantage of parallel programming
techniques when the potential is local �Stathopoulos et
al., 2000; Kronik et al., 2006�. To propagate the Kohn-
Sham orbitals in time as in nonperturbative time-
dependent calculations �see Sec. IV.B.2�, a local poten-
tial can have advantages because it allows for more
efficient propagator splitting schemes. Because the pros
and cons of the two approaches are typically weighted
differently for different Exc functionals, we discuss typi-
cal potential choices further in the context of each of the
functionals in Sec. III.

The discussion of Kohn-Sham versus orbital-specific
potentials has been presented so far entirely in black
and white—either one did an OEP calculation and was
within the Kohn-Sham framework or one did not and
was not. Before concluding this discussion, it is impor-
tant to paint a few shades of gray. As discussed in Sec.
I.A, the essence of the Kohn-Sham scheme is in finding
a noninteracting model system, where a single Slater de-
terminant yields the same ground-state density as that of
the real system. Seidl et al. �1996� pointed out that one
may also attempt to map the real system to an interact-
ing model system that can still be represented by a single
Slater determinant. This may be beneficial because a ju-
diciously chosen interacting model system may already
include many of the exchange and correlation effects,
resulting in a smaller energy component that still needs
to be approximated.

Such an alternate mapping is achieved in practice by
defining an energy functional of the orbitals that com-
prise the Slater determinant S���i��, and defining an as-
sociated energy density functional Fs�n�, obtained from
the Slater determinant that minimizes S�·� while yielding
the density n, i.e.,

Fs�n� � min
��i�→n�r��

S���i�� . �38�

The minimizing orbitals ��i� comprise the model system
and play a role similar to those of Kohn-Sham orbitals.
One can then recast the Hohenberg-Kohn total energy
expression of Eq. �2� in the form

Etot =� vext�r��n�r��d3r + Fs�n� + Rs�n� , �39�

where Rs�n� is a remainder energy functional. In a man-
ner entirely analogous to the transition from Eq. �5� to
the Kohn-Sham equation, one obtains the generalized
Kohn-Sham equation �Seidl et al., 1996�
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„ÔS���i�� + vext�r�� + vR�r��…�j�r�� = �j�j�r�� , �40�

where

vR�r�� �
�Rs�n�
�n�r��

�41�

is the remainder potential and ÔS���i�� is a generally
orbital-specific operator that depends on the choice of
S�·�, but not on vext�r�� or vR�r��.

Two special cases help in clarifying the physical con-
tent of the generalized Kohn-Sham equation �Seidl et al.,
1996�. If S���i�� is chosen as the Slater-determinant ex-
pectation value of the kinetic energy operator �i.e., the

first term on the right side of Eq. �5��, then ÔS���i�� is
the single-particle kinetic energy operator and Eq. �40�
reduces to the usual Kohn-Sham equation. If, however,
S���i�� is chosen as the operator corresponding to the
Slater-determinant expectation value of the sum of the
kinetic energy and electron-repulsion energy operators,

then ÔS���i�� is the sum of the single-particle kinetic
energy operator and the Hartree-Fock operator. Equa-
tion �40� then becomes a Hartree-Fock-Kohn-Sham
equation. Unlike the original Hartree-Fock equation, it
is in principle exact. The Hartree-Fock approximation is
obtained from it by �crudely� approximating the remain-
der potential as zero. A third choice for S���i��, the
screened exchange approach, is discussed in Sec. IV.A.

The possibility of bringing the Hartree-Fock scheme
�and other orbital-specific potentials� under the DFT
umbrella within a generalized Kohn-Sham scheme may
naively seem to make superfluous the distinction empha-
sized above between the OEP and orbital-specific poten-
tials. This is not the case. Each choice of S���i�� implies
a different remainder energy functional Rs�n�, which is
as unknown and likely to be as complicated as the
Kohn-Sham exchange-correlation functional Exc�n�. It is
important to note that Rs�n� is not equal to the portion
of Exc�n� left outside the interacting model system. An
obvious example is that Rs�n� for the Hartree-Fock-
Kohn-Sham scheme is not the same as the Kohn-Sham
correlation energy Ec�n�. Practical orbital-dependent
functionals, e.g., meta-GGA, self-interaction-corrected
and hybrid functionals, to name a few of the approaches
discussed in Sec. III, are all based on different approxi-
mations developed explicitly for Exc�n�, not for Rs�n�.
Viewing the use of an orbital-specific potential as
equivalent to employing the generalized Kohn-Sham
equation does not remove the fact that one left the con-
ventional Kohn-Sham world by not using the OEP. In-
stead, one merely recasts the problem in terms of differ-
ences between Rs�n� and Exc�n�.

C. Approximate forms

In the preceding sections, we have explained why the
OEP is attractive conceptually. However, actually solv-
ing the OEP equation is a highly nontrivial task. Inspec-
tion of Eq. �24� immediately reveals some of the compli-

cations. It is an integral equation involving the full set of
occupied and unoccupied Kohn-Sham orbitals and ei-
genvalues, which has to be solved self-consistently with
the Kohn-Sham equation, resulting in a complicated
integro-differential set of equations. Since this is a for-
midable task, the first paper on the OEP by Sharp and
Horton �1953� already proposed solving the equation in
an approximate way. Following their reasoning, a series
of approximations based on the Kohn-Sham Green’s
function, Eq. �25�, has been developed over the years.

Sharp and Horton �1953� observed that, if the differ-
ent eigenvalues �j,� appearing in the denominator of the
sum in Eq. �25� are replaced by just one number �̃�

�which in some vague way is interpreted as a mean
value�, then one obtains an approximate Green’s func-
tion

G̃KSi,��r��,r�� =
1

�i,� − �̃�
�
j=1

j�i

�

�j,��r����j,�
* �r�� �42�

=
1

�i,� − �̃�

���r� − r��� − �i,��r����i,�
* �r��� . �43�

In the second step, the closure relation Eq. �29� has been
used.

If one neglects the second term in the brackets involv-
ing �i,� and makes the further approximation that �i,�

− �̃� is replaced by yet another vaguely defined mean
value ���, then the resulting approximate Green’s func-
tion reduces the OEP equation �24� to the simple form

�
i=1

N� � �i,�
* �r����vxc,��r��� − uxci,��r����

��r� − r���
���

�i,��r��d3r�

+ c.c. = 0. �44�

This can readily be solved for vxc,� by making use of Eq.
�10�. The result is an approximation that represents the
OEP as an orbital-weighted average of the orbital-
dependent potentials,

vxc,�
Sl �r�� =

1

2n��r���i=1

N�

��i,��r���2�uxci,��r�� + uxci,�
* �r��� . �45�

This approximation is commonly referred to as the
Slater potential �Slater, 1951�. It is appealing because of
its simplicity, but, since the terms that have been ne-
glected turn out to be quite important, it is hardly ever
used in calculations today. It should also be noted that,
although the literature refers mostly to the exchange en-
ergy, the procedures outlined above and below are
equally valid for any other orbital-dependent functional.

Krieger et al. �1990� were the first to point out that a
better approximation than the Slater potential can be
derived from Eq. �43� by making the same approxima-
tions for the energy denominators as above, but without
neglecting the second term in the brackets on the right-
hand side of Eq. �43�. The calculation is analogous to the
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previous one with just one additional term. It yields
what has become known as the Krieger-Li-Iafrate �KLI�
approximation,

vxc,�
KLI�r�� =

1

2n��r���i=1

N�

��i,��r���2�uxci,��r�� + �v̄xci,�
KLI − ūxci,���

+ c.c. �46�

Obviously, Eq. �46� is still an integral equation because
of the orbital-averaged terms v̄xci,�

KLI on its right-hand side.
However, Krieger et al. �1990� pointed out that this inte-
gral equation can be solved with moderate effort. Mul-
tiplying Eq. �46� by ��j,��r���2 and integrating over all
space yields

v̄xcj,�
KLI = v̄xcj,�

Sl + �
i=1

N�−1

mji,��v̄xci,�
KLI − 1

2 �ūxci,� + ūxci,�
* �� , �47�

where

v̄xcj,�
Sl =� ��j,��r���2

2n��r�� �
i=1

N�

��i,��r���2�uxci,��r�� + uxci,�
* �r���d3r

�48�

is the orbital average of the Slater potential, and

mji,� =� ��j,��r���2��i,��r���2

n��r��
d3r . �49�

Thus, Eq. �47� can be recast as the set of linear equations

�
i=1

N�−1

��ji − mji,���v̄xci,�
KLI − 1

2 �ūxci,� + ūxci,�
* ��

= �v̄xcj,�
Sl − 1

2 �ūxcj,� + ūxcj,�
* �� �50�

for the unknowns v̄xci,�
KLI − 1

2 �ūxci,�+ ūxci,�
* �, which can be

solved either as a matrix equation, as written, or implic-
itly by iterating Eqs. �46� and �32� to self-consistency.
Note that the term corresponding to the highest occu-
pied orbital can be omitted in Eq. �50� because of Eq.
�36�.

Thus, the KLI potential is considerably simpler to cal-
culate than the full OEP, and as shown below yields total
energies and Kohn-Sham eigenvalues that are in close
agreement with the OEP values in many cases. It can in
fact be shown to be exact for one-orbital systems and for
the homogeneous electron gas. However, in the above
derivation, replacing the eigenvalue differences by one
global constant seems unmotivated, and therefore the
success of the KLI approximation comes as a surprise.

Krieger et al. �1992b� have pointed out a reason for
the success of the KLI approximation that amounts to
an alternative derivation of Eq. �46�. Its starting point is
the observation that the only difference between Eq.
�46� and the true OEP, Eq. �35�, is that the orbital-shift
term has been neglected in the KLI potential. But if one
multiplies this difference term by n��r�� and integrates
over all space, then the Gauss divergence theorem
shows that the integral will vanish for all finite systems
since the orbitals vanish at infinity,

−� n��r��
1

2n��r��
�2

m
�� · ��i,�

* �r���� �i,��r���d3r + c.c. = 0.

�51�

Grabo et al. �2000� have generalized this argument by
showing that the density-averaged integral of the differ-
ence term vanishes even without the assumption of as-
ymptotically decaying orbitals. From this point of view,
the KLI potential appears as a kind of mean-field ap-
proximation to the full OEP and its success becomes
understandable. However, it must be noted that this ar-
gument implicitly assumes that the other terms, i.e., all
contributions to the potential other than the one that is
being averaged over in Eq. �51�, are similar in the OEP
and KLI potential. This generally is the case when the
orbitals that are used to evaluate Eqs. �35� and �46� are
similar. But in self-consistent OEP and KLI calculations,
the missing term can lead to substantial differences
�Körzdörfer and Kümmel, 2006; also see Sec. III.B�. As
an aside, we mention that Krieger et al. �1992b� pointed
out an approximation that is even more accurate than
Eq. �46�, but which has never come into widespread use
�see Sec. IV.B�.

The KLI approximation has been interpreted in yet
another way by relating it to Hartree-Fock theory �Nagy,
1997�. By relating Hartree-Fock and Kohn-Sham
exchange-only theory, one can also derive a different ap-
proximation to the OEP, the so-called localized Hartree-
Fock potential �Della Sala and Görling, 2001�. This same
approximation to the OEP has been deduced indepen-
dently in a different way under the name common en-
ergy denominator approximation �CEDA� by Gritsenko
and Baerends �2001�. Their derivation follows the sys-
tematics of making approximations to the Kohn-Sham
Green’s function. Its central idea is that the replacement
of all energy denominators �i,�−�j,� in Eq. �25� seems
poorly justified for at least two reasons. First, the differ-
ence between two occupied eigenvalues is in general
much smaller than the difference between an occupied
eigenvalue and an unoccupied one. Therefore, instead of
replacing all eigenvalue differences by one common con-
stant ���, at least a distinction between occupied-
occupied and occupied-unoccupied pairs should be
made. Second, since the index i in Eq. �24� refers to an
occupied eigenvalue, �i,�−�j,� is always negative when j
denotes an unoccupied orbital, but can have a positive
or negative sign for j occupied. Again, this suggests
treating occupied-occupied and occupied-unoccupied
pairs on a different footing. Thus, the CEDA only ap-
proximates the occupied-unoccupied eigenvalue differ-
ences by a common constant ��� and keeps the exact
differences for occupied-occupied pairs. Inserting this
approximation for the Green’s function into Eq. �24�
leads, after some algebra, to
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vxc,�
CEDA�r�� = vxc,�

Sl �r�� +
1

2n��r�� �
i,j=1

N�

�i,��r���j,�
* �r���v̄xcij,�

CEDA

− ūxcij,�� + c.c., �52�

where v̄xcij,�
CEDA and ūxcij,� are matrix elements taken with

the ith and jth Kohn-Sham orbitals. This equation can
be solved in a similar way to that outlined above for the
KLI potential �Grüning et al., 2002�.

As pointed out by Della Sala and Görling �2001�, the
CEDA for the exchange-only functional is invariant un-
der unitary transformations of the occupied orbitals,
whereas the KLI approximation is not. Comparing Eqs.
�45�, �46�, and �52� further shows a “Russian doll” hier-
archy in which the Slater potential terms are contained
within those of the KLI potential, which are, in turn,
contained within those of the CEDA potential. One may
therefore expect that accuracy with respect to the true
OEP improves upon going from the Slater to the KLI to
the CEDA approximation.

Recently, another approximation to the OEP, dubbed
the effective local potential by its developers, was put
forward �Staroverov et al., 2006b�. This approximation
has been reported to allow for efficient numerical imple-
mentation, and its relation to the CEDA was discussed
by Izmaylov et al. �2007�.

The above approximate forms of the OEP have been
used in calculations ranging from atoms through mol-
ecules to solids, employing different numerical tech-
niques ranging from localized basis sets to plane waves
to discretizations on real-space grids. In the following,
we discuss examples and summarize the main conclu-
sions emerging from these calculations.

The KLI approximation was first extensively tested by
Krieger et al. themselves �1990, 1992a, 1992b� for atoms
and the bare exchange functional �x-KLI�. The equa-
tions were discretized on a one-dimensional radial grid
where angular components were averaged over analyti-
cally to obtain spherical densities. Comparison to
exchange-only OEP results �x-OEP� obtained by Talman
and Shadwick �1976� with the same technique showed
that total energies typically agreed within millihartrees
and eigenvalues within several 10−2 hartrees. As a typi-
cal example, we report in Table I the total energies and
eigenvalues obtained with four different approaches for
the argon atom. The total energies of all three exchange-
only theories are close to each other, whereas larger dif-

ferences are seen for all eigenvalues except for the high-
est occupied one �5. The closeness of the highest
occupied eigenvalues is once more a consequence of Eq.
�27� �Kümmel and Perdew, 2003b�. Comparing x-KLI ei-
genvalues to LDA eigenvalues shows that the x-KLI ei-
genvalues correspond much better to binding energies,
as discussed in the Introduction. Similar calculations
were performed by Grabo and Gross �1995, 1997�, who
combined the exact exchange energy with a correlation
functional based on work by Colle and Salvetti �1975,
1979�; see Sec. III.D.3. For an extensive overview of
atomic calculations, including relativistic ones, see
Grabo et al. �2000�. KLI calculations exploiting spherical
symmetry were also reported for jellium clusters �Ullrich
et al., 2000� using a self-interaction-corrected LDA �see
Sec. III.B�.

Molecular calculations were performed by Grabo and
Gross �1995, 1997� and Grabo et al. �1997� using the KLI
approximation for exact exchange with the Colle-
Salvetti functional and a fully numerical approach suit-
able for closed-shell diatomics, by Kim et al. �1999� using
a three-dimensional real-space approach combining
LDA pseudopotentials �cf. Sec. II.E� with an x-KLI
treatment of the valence electrons, by Engel et al.
�2000a, 2000b� using a Hylleraas-basis expansion for di-
atomics and the x-KLI potential, and by Della Sala and
Görling �2001� and Grüning et al. �2002� using x-KLI and
x-CEDA with Gaussian basis sets. A few typical all-
electron exchange-only results are compiled in Table II.
They confirm that the x-KLI approximation yields ener-
gies and eigenvalues close to the x-OEP values and they
show that the CEDA and KLI approximations are of
comparable accuracy for these quantities. The fact that
CEDA and KLI ground-state energies are close is plau-
sible since the off-diagonal matrix elements that make
the difference between the two potentials �see Eqs. �46�
and �52�� will contribute less than the diagonal matrix
elements: the spatial overlap between orbitals i and j is
smaller for i� j than for i= j �Della Sala and Görling,
2001�. Small differences between different methods
might be due to numerical inaccuracies and differences
in the molecular geometries.

The KLI approximation has also been employed in
several calculations for solids. Li et al. �1991� studied the
band structure of noble-gas solids and NaCl in self-
interaction-corrected LDA with the OEP and KLI ap-
proximation, using the orbital-dependent functionals

TABLE I. Total energy and eigenvalues �absolute values� in hartrees for the Ar atom. First line,
LDA, using the parametrization of Perdew and Wang �1992�; second line, OEP values from the
exchange-only functional; third line, exchange-only KLI approximation �both from Kümmel and
Perdew, 2003a�; fourth line, Hartree-Fock values �from Heinemann et al., 1990; Li et al., 1993�.

vxc E �1 �2 �3 �4 �5

xc-LDA 525.9398 113.8001 10.7940 8.4433 0.8832 0.3822
x-OEP 526.8122 114.4522 11.1532 8.7338 1.0993 0.5908
x-KLI 526.8105 114.4279 11.1820 8.7911 1.0942 0.5893
HF 526.8175 118.6104 12.3222 9.5715 1.2774 0.5910

18 Stephan Kümmel and Leeor Kronik: Orbital-dependent density functionals: Theory …

Rev. Mod. Phys., Vol. 80, No. 1, January–March 2008



only within a muffin-tin sphere and the LDA in the in-
terstitial region. Bylander and Kleinman �1995a, 1995b,
1996, 1997� investigated sp semiconductors in the x-KLI
approximation with a plane-wave pseudopotential ap-
proach. Süle et al. �1999, 2000� calculated the band struc-
ture of polyethylene using x-KLI and approximations
thereof. As far as comparisons with OEP results are
available, the KLI approximation seems to be rather ac-
curate for these systems.

A discussion on the physical meaning of the result
obtained naturally depends crucially on the Exc function-
als employed. It is thus beyond the scope of this section
and is addressed in Sec. III. Here we focus on the extent
to which employing approximations such as KLI and
CEDA in the calculation of vxc can influence the com-
puted results. To that end, we return to two of the cen-
tral motivations for the use of orbital functionals: elimi-
nating self-interaction errors and incorporating
derivative discontinuities. Eliminating self-interaction
errors is predominantly a question of Exc and not vxc,
because it is determined by the cancellation of self-
interaction in the Hartree term by the Exc term. There-
fore, as long as the same orbitals are used to evaluate
both, an approximate potential �e.g., KLI or CEDA� can
neither harm nor improve freedom from self-interaction.

Whether the particle number discontinuities in vxc�r��
that were introduced in Sec. I.B are correctly captured
by the approximations is a more involved question that
deserves careful analysis. Krieger et al. �1990� pointed
out that the KLI approximation does include an integer
discontinuity. It is instructive to convince oneself of the
mechanism through which this is achieved. The relevant
equations in this context are Eqs. �35�, �36�, and �46�.
From the discussion of the OEP’s long-range asymptotic
behavior in Sec. II.A, it is clear that, for both the OEP
and the KLI approximation, Eq. �36� is crucial for ensur-
ing that the potential decays to zero. Now assume that
we have calculated the OEP or KLI potential for a finite
system with N� electrons and have properly obeyed Eq.
�36�. Further, assume that we calculate the potential for
a second system that is identical to the first one save for
the fact that an infinitesimal amount of charge, de-
scribed by an infinitesimal fractional occupancy of the
previously lowest unoccupied orbital, has been added to
the system. �See, e.g., Krieger et al. �1992a, 1992b� or
Grüning et al. �2002� for the KLI and CEDA equations,
respectively, with occupation numbers given explicitly.�

Clearly, the infinitesimal charge will have a negligible
influence on the self-consistent solution of the equa-
tions, so the shape of the potential will be practically the
same in the first and second calculation. However, the
highest occupied orbital in the second calculation is the
orbital which in the first calculation was the lowest un-
occupied one. Therefore, the value of ūxcN�,� in the sec-
ond calculation is different from that in the first one,
because N� now refers to the newly occupied orbital.
Correspondingly, in order to keep obeying Eq. �36�, the
exchange-correlation potential must change by a con-
stant. Thus, it changes discontinuously as the particle
number goes through an integer value.

We further consider what happens if instead of an in-
finitesimal charge we add a very small but finite one,
corresponding to a small but finite ��, to the N�-electron
system, namely, n��r��=�i=1

N�fi��i,��r���2 with fi=1 for i
�N� and fN�

=��. In the center of the system, �� has a
negligible influence since the density is dominated by
the fully occupied orbitals. Therefore, in this region the
potential of the N�+�� system will have the same shape
as the potential of the N� system, but for the reason
given above it will be upshifted by a constant. However,
no matter how tiny �� is, far away from the system’s
center the density will eventually be dominated by the
highest �fractionally� occupied orbital because the high-
est occupied orbital is the slowest to decay. The smaller
�� is, the further out �i.e., closer to infinity� is the point
where the highest occupied orbital takes over, i.e., where
n��r�������N�,��r���2 begins to hold. But once the latter
relation is close to an equality, Eq. �36� ensures for both
Eqs. �35� and �46� that vxc,��r�� tends to zero �provided
uxcN�,��r�� does�. In the region where the highest occu-
pied orbital takes over, a step occurs in the potential that
smoothly connects the inner and outer regions. An ex-
plicit example of this behavior is shown in Fig. 4.

The above discussion shows that the mechanism re-
sponsible for the particle number discontinuity is the
same for the OEP and the KLI potential. Equation �52�
shows that it appears in a similar way for the CEDA
potential. However, the value of the discontinuity is gen-
erally not the same in the different approaches. Because
the potentials differ, so do the orbital-averaged terms,
and thus the discontinuities differ. Whether the discon-
tinuity of the potential corresponds to the true, physical
discontinuity depends on the Exc employed. But even

TABLE II. Total energies �absolute values� for three small molecules, in hartrees.

Molecule EHF Ex-OEP Ex-CEDA Ex-KLI

CO 112.7894c/112.7893d 112.7850a,c 112.7817c,d 112.7817c,d/112.7834b

H2O 76.0665c/76.0571d 76.0646a,c 76.0631c/76.0535d 76.0628c/76.0532d

LiH 7.9874c 7.9870c 7.9870c 7.9870c/7.9868b

aFrom Görling �1999�.
bFrom Engel et al. �2000b�.
cFrom Della Sala and Görling �2001�.
dFrom Grüning et al. �2002�.
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given the hypothetical ultimate Exc, only the OEP will
yield the correct discontinuity.

The orbital-averaged terms that are responsible for
the discontinuity in Eq. �35� also generate a step struc-
ture in the exchange-correlation potential at electronic
shell closings. These steps have been analyzed �Grit-
senko et al., 1994; van Leeuwen et al., 1995� by decom-
posing the exchange-correlation potential into screening
and response parts �Gunnarsson et al., 1979; Gritsenko et
al., 1993�. In terms of Eq. �35�, the long-ranged Slater
term of Eq. �45� is the screening potential, and the
orbital-average and orbital-shift terms together yield the
short-ranged response potential. The steps at shell clos-
ings can be traced to the response part of the potential
�Gritsenko et al., 1994; van Leeuwen et al., 1995�. There-
fore, approximations like the KLI and CEDA qualita-
tively capture the step structure, but the Slater approxi-
mation does not. This is a major deficiency of the Slater
approximation, because the terms that cause the steplike
features of the exchange-correlation potential also play
an important role in a system’s response to external per-
turbations. This has been demonstrated for the linear
and nonlinear responses of extended molecular systems
�van Gisbergen et al., 1999�. Because this type of appli-
cation is also a major area where approximate potentials
like the KLI and CEDA do not yield reliable results
�NMR shieldings being another such area �Teale and
Tozer, 2005��, we discuss this point in detail.

It is well known �Champagne et al., 1998� that both
the LDA and GGA dramatically overestimate the di-
pole polarizability, and even more so the hyperpolariz-
ability, of conjugated, extended molecular systems �oli-
gomers and polymers�. Because such systems are
potentially useful for nonlinear optics devices �Kanis

et al., 1994�, efforts have been made to understand this
particularly egregious failure of semilocal functionals.
To this end, model systems consisting of “hydrogen
chains,” i.e., one-dimensional arrangements of hydrogen
atoms �Champagne et al., 1995a, 1995b�, proved to be
very useful. They mimic the important electronic fea-
tures of true molecular chains, such as bond-length al-
ternation, high and directional electron mobility along
the backbone of the chain, and large response coeffi-
cients, but are much easier to handle computationally.
Therefore, benchmark wave-function-based calculations
for the response coefficients were possible �Champagne
et al., 1995a, 1995b�. For development and insight pur-
poses, these calculations are ideal for comparing with
DFT results, because the uncertainties that plague com-
parison with experimental data �such as incomplete ori-
entation of the chains in an experimental sample, etc.�
are avoided. The wave-function-based calculations re-
vealed that Hartree-Fock theory already provides for
quite reasonable response coefficients, whereas the
GGA and LDA hyperpolarizabilities are off by orders
of magnitude. This may be seen as a major surprise,
because for most other observables even the LDA is
more reliable than Hartree-Fock theory.

van Gisbergen et al. �1999� calculated the response co-
efficients of hydrogen chains employing the exchange-
only KLI potential. They found that, compared to the
LDA and GGA, the x-KLI approximation greatly re-
duces the overestimation of the response coefficients.
They were able to trace this reduction back to a quali-
tative difference in the behavior of the exchange-
correlation potential of semilocal functionals and the
x-KLI potential. When an external electrical field is ap-
plied along the backbone of the chain, the electron den-
sity is polarized, i.e., it shifts with the field. The
exchange-correlation potential of the LDA simply fol-
lows the density, thereby magnifying the effect of the
externally applied field by working with it. However, the
studies of van Gisbergen et al. revealed that the x-KLI
potential shows the opposite behavior. It works against
the externally applied field, thus leading to a smaller
polarization, i.e., smaller response coefficients. By de-
composing the potential into the above-mentioned
screening and response parts, they showed further that
the field-counteracting term is due to the response po-
tential. Therefore, the latter is a crucial part of Eqs. �27�,
�46�, and �52�, and its omission is a serious deficiency of
the Slater approximation, Eq. �45�.

Although a major improvement over the LDA and
GGA, the difference between the �hyper�polarizabilities
calculated with the x-KLI approximation and the wave-
function-based results was still much larger than that
found for Hartree-Fock theory. For example, for H18,
the x-KLI second hyperpolarizability is about twice as
large as the corresponding Hartree-Fock value. This re-
sult raised an important question. Is this difference �a�
due to the KLI approximation to the OEP, or �b� a re-
flection of a fundamental difference between Kohn-
Sham and Hartree-Fock exchange? The latter answer
would have implied that the “tiny piece” of correlation

FIG. 4. Spin-up component of the exchange-only potential of
the Mg cation in the KLI approximation. Solid curve, potential
for Mg+. Dashed curve, potential for Mg+ plus a fractional
�spin-up� charge of �=10−8. For this value of �, the density
starts to become dominated by the highest occupied orbital
around r=7a0. Thus, addition of the minute charge shifts the
potential up by a constant in the region r�7a0 and the up-shift
gradually disappears around r=7a0 �see text�. The result is a
steplike structure in the potential. For a smaller added charge
�, the step would appear further out, i.e., at a larger value of r.
In the limit �→0, the step reaches infinity and the derivative-
discontinuity limit is reached. This type of figure was first
shown by Krieger et al. �1992a�.
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energy that, from the Kohn-Sham point of view, makes
the difference between Hartree-Fock and x-OEP results
plays a major role in charge-transfer problems—a dis-
concerting thought.

Analytical arguments and numerical calculations
based on the x-CEDA potential �Gritsenko and Baer-
ends, 2001; Grüning et al., 2002� indicated that the KLI
potential misses non-negligible parts of the response po-
tential. Calculations also demonstrated that x-CEDA
�hyper�polarizabilities are more accurate than x-KLI
ones. However, they were still considerably less accurate
than the Hartree-Fock values. The question was finally
resolved by calculating the response coefficients from a
numerical solution of the x-OEP equation �see Sec.
II.D� without further approximations �Kümmel et al.,
2004; Kümmel and Kronik, 2006�. The response coeffi-
cients obtained from the x-OEP calculations were found
to be very close to the Hartree-Fock values, thus indi-
cating that the answer to the question posed above is �a�
and not �b�. This is very reassuring from a conceptual
point of view. At the same time, it serves as a warning
because it shows that approximate potentials like KLI
and CEDA do not yield reliable results for all observ-
ables. The origin of the differences can be seen in Fig. 5:
The field-counteracting term is noticeably larger with
x-OEP than with x-KLI, and this itself has its origin in
noticeable differences in the v̄xci,�− ūxci,� terms. We
stress that, contrary to earlier belief �see, e.g., Dreuw
et al., 2003�, using a local Kohn-Sham potential does not
hinder a correct description of long-range charge-
transfer situations. The reason that Kohn-Sham DFT
and time-dependent DFT can capture charge transfer
correctly, as explicitly demonstrated, e.g., in the above-
mentioned example and others �Tozer, 2003; Mori-

Sánchez et al., 2003; Maitra, 2005; Champagne et al.,
2006�, are the step structures and discontinuities in the
potential just discussed.

In summary, it can be said that the KLI and CEDA
approximations, according to all experience so far, are
accurate for total energies and not as �but still quite�
accurate for occupied eigenvalues. However, they can
fail poorly in predicting response properties. This also
has important consequences for the use of orbital-
dependent functionals in time-dependent DFT, where
effects similar to the ones discussed above play an im-
portant role �see Sec. IV.B�. Finally, it should be men-
tioned that recently an idea has been put forward to
mimic OEP behavior with semilocal ingredients �Becke
and Johnson, 2006�. Whether approaches of this type
can be a useful alternative to approximations like KLI
and CEDA remains to be seen.

D. Numerical construction

The above discussion shows that the ability to calcu-
late the exact OEP for a given orbital-dependent func-
tional is needed. The first technique for solving the OEP
equation was developed by Talman and Shadwick �1976�
for the exact exchange functional and spherically sym-
metric, effectively one-dimensional systems. With this
technique, they were able to show that the numerical
value for the OEP energy of spherical atoms is close to
the Hartree-Fock energy. Their numerical technique and
computer code were later refined �Engel and Vosko,
1993� and used in many investigations of spherically
symmetric systems �e.g., Krieger et al., 1992a; Engel and
Vosko, 1994; Grabo et al., 1997, 2000�. The first OEP
calculations for solids were also based on an effectively
one-dimensional approximation �Kotani, 1994, 1995;
Kotani and Akai, 1996�.

The breakthrough that made calculations for three-
dimensional systems possible came with the realization
that the OEP can be calculated by numerically inverting
the Kohn-Sham response function �Görling and Levy,
1994, 1995a�. The basic idea of the approach is straight-
forward: Evaluate the right-hand side of Eq. �20� explic-
itly via Eq. �22� and the inversion of Eq. �23�. But the
practical realization of this idea is quite involved. The
first obstacle is that, in principle, the full spectrum of
occupied and unoccupied Kohn-Sham orbitals and ei-
genvalues must be calculated to obtain the response
function. The second and yet larger obstacle is that the
response function is, strictly speaking, not invertible:
Any change of the potential by just a constant will leave
the density unaffected. Thus, in Eq. �21�, a zero numera-
tor can be associated with a nonzero denominator.
Therefore, in order to make possible an inversion one
must explicitly exclude a constant shift of the potential
in the numerical representation of the response func-
tion. In a plane-wave basis representation, this can be
achieved easily since a constant is part of the basis set.
The resulting inversion scheme was employed to calcu-
late, e.g., the exact-exchange OEP band structure of
semiconductors and insulators �Städele et al., 1997, 1999;

FIG. 5. Difference between the exchange potential with and
without an external electric field applied to a chain of eight
hydrogen atoms placed at alternating distances of 2a0 and 3a0.
Atomic positions are indicated by small circles at the lower
boundary. Solid line, difference between vx

OEP�0,0 ,z� with an
electric field F=0.005e /a0

2 and with F=0. Dashed and double-
dotted lines, corresponding differences for vx

KLI and vxc
LDA.

Straight dotted line, potential corresponding to the external
electric field F. Note that vx

OEP and vx
KLI are biased against the

external field, whereas vxc
LDA is aligned with it. The field-

counteracting effect is noticeably larger for the OEP that for
the KLI potential. From Kümmel et al., 2004.
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Magyar et al., 2004� and of molecular hydrogen under
pressure �Städele and Martin, 2000�. Schemes that use
the inversion have also been developed for the localized
orbitals typically used in quantum chemistry �Görling,
1999; Ivanov et al., 1999; Fernandez et al., 2003a, 2003b�
and other all-electron approaches �Sharma et al., 2005�,
and successful calculations have been reported for at-
oms, molecules, and solids. However, excluding the con-
stant shift is considerably more difficult with a localized
basis, and finite-basis-set calculations can suffer from
non-negligible basis-set errors, as discussed by Della
Sala and Görling �2001�, Hirata et al. �2001�, and Hamel
et al. �2002�. In the calculations of Ivanov et al. �1999�,
these errors were large enough to make the OEP ener-
gies larger than those obtained from accurate KLI cal-
culations �see Engel et al., 2000b, for a detailed discus-
sion�, contradicting the variational character of the OEP.

A direct approach to calculating the OEP is to imple-
ment Eq. �16� itself numerically: The Kohn-Sham poten-
tial is expanded in a basis set and then the total energy is
minimized with respect to the coefficients of the expan-
sion. This idea was first used by Rose and Shore �1975�
to calculate the Kohn-Sham potential. In the modern
OEP context, it was first employed by Fritsche and Yuan
�1998� in calculations for spherical atoms and by Yang
and Wu �2002� and Mori-Sánchez et al. �2003� in calcu-
lations for atoms and molecules of various sizes. The
appealing aspect of this approach is its directness. It
completely avoids the complications that are associated
with the inversion of the response function. A drawback
is that the numerical burden is quite high for three-
dimensional systems �Yang and Wu, 2002� and that ei-
genvalues are hard to determine accurately �Rohr et al.,
2006�. In order to keep the expansion tractable, local-
ized basis sets have been used. With these, the
asymptotic behavior of the potential cannot be captured.
A natural idea is then to enforce the correct asymptotics
by constructing the potential as a sum of a fixed long-
ranged term that is asymptotically correct and a short-
ranged term that is optimized as just described. Using
the Fermi-Amaldi �1934� approximation �see Sec. III.B�
for the long-ranged part, it was believed that essentially
the exact OEP would be obtained �Yang and Wu, 2002�.
However, due to the nonvanishing asymptotic constants
discussed in Sec. II.A, the Fermi-Amaldi potential’s iso-
tropic asymptotic −1/r decay does not correspond ex-
actly to the correct asymptotic behavior of the OEP.
Similar conclusions hold for other approaches �see, e.g.,
Görling, 1999; Izmaylov et al., 2007� that enforce
−1/r asymptotics.

The direct approach of numerically constructing the
OEP by expanding both the potential and orbitals in
finite Gaussian basis sets and then minimizing the total
energy with respect to the potential expansion has re-
cently become the subject of a discussion. Staroverov
et al. �2006a, 2006b� observed that by increasing the size
of the basis set in which the potential is expanded, while
keeping the basis set for the expansion of the orbitals
fixed �and possibly smaller�, they could find, within the
chosen basis-set representation, local, multiplicative po-

tentials that yield not the OEP energy but the corre-
sponding orbital-specific potential energy. The latter is
lower than the OEP energy. For example, for the exact-
exchange functional they were able to obtain, within the
chosen finite-basis representation, the Hartree-Fock en-
ergy from local potentials. This has been seen as a para-
dox, casting doubt on the OEP approach as such. How-
ever, we believe that this does not expose a fundamental
problem with the OEP approach, because the OEP
equation as such has a well-defined, unique solution. In
our opinion, the problem observed by Staroverov et al.
with their finite basis sets is a consequence of inconsis-
tent basis-set expansions. A consistent expansion would
converge the basis using the same �orthogonal� basis set
for all quantities, thus avoiding the definition of differ-
ent quantities in different spaces. By choosing different
basis representations for potential and orbitals and a
larger basis set for the potential than for the orbitals, an
originally well-defined mathematical problem can be
turned into an ill-defined one: When the potential is de-
fined on a larger space than the orbitals, there are varia-
tional degrees of freedom that are not properly con-
strained, leading to spurious effects. These arguments
are supported by calculations that solve the OEP equa-
tion on numerical grids �see, e.g., Talman and Shadwick,
1976; Engel and Vosko, 1993; Kümmel and Perdew,
2003a, 2003b�. Such numerical grids can be viewed �see,
e.g., Beck �2000� and Kronik et al. �2001�� as basis sets
comprising Dirac delta functions. In such calculations,
orbitals and potential are represented on the same grid,
i.e., consistent expansions are used. The grids can be
made as large and as tight as one desires �corresponding
to the systematic, consistent use of large basis sets�,
without observing numerical instabilities. The calcula-
tions are accurate and do not show multiple solutions,
and systematic convergence to the OEP energy is ob-
tained. The same reliability is to be expected from other
consistent basis sets. Observations related to this subject
have also been made by others �Hirata et al., 2001; Gör-
ling, 2006; Teale et al., 2007�, and schemes have been
discussed to circumvent the problem in practice by con-
verging the orbital basis set for a fixed potential basis
set.

The possibility of using the same basis set for both
expansions as a consistent strategy has also been consid-
ered by Staroverov et al. �2006b�. However, as they ex-
plain, this is hardly an option in quantum chemistry pro-
gram packages using Gaussian expansions since “a
shared basis set is hard to balance because tight and
diffuse basis functions needed for many molecular prop-
erties are bad for the potential.” Therefore, what we
referred to above as an inconsistent basis-set expansion
is, from their perspective, not just a little nuisance that
can easily be avoided, but rather a problem typical of
quantum chemistry program packages when one tries to
find the OEP by energy minimization: First, a basis-set
representation for the orbitals is chosen and then one
needs to find the Kohn-Sham potential represented in
some other basis set. This observation makes clear the
great practical importance of the work of Staroverov
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et al. �2006a, 2006b� and Izmaylov et al. �2007�. Their
work pointed out that great care has to be exercised in
such procedures. Furthermore, they devised a strategy
for obtaining approximations to the true OEP in the
form of effective local potentials, as mentioned in Sec.
II.C.

Yet another and completely different way of con-
structing the OEP is based on solving Eq. �31� numeri-
cally for the orbital shifts and using these to calculate
the OEP �Krieger et al., 1992b; Grabo et al., 2000; Küm-
mel and Perdew, 2003a, 2003b�. This amounts to itera-
tively solving a set of coupled partial differential equa-
tions instead of an integral equation. The most direct
approach of this kind combines Eq. �31� with Eq. �35�
and the Kohn-Sham equations into a self-consistent it-
eration for orbitals and orbital shifts. However, for most
applications this is not the most practical way to use the
orbital shifts, because in Eq. �35� one has to divide the
divergence term on the right-hand side by the density,
which leads to problems, e.g., in the asymptotic region of
finite systems where the density practically vanishes.
This problem can be avoided �at the cost of losing accu-
racy in the asymptotic region� by rewriting the iteration
such that division by the density is not necessary �Küm-
mel and Perdew, 2003a, 2003b�. The resulting scheme is
stable and accurate and in principle is suitable for either
a real-space- or a basis-set-based calculation. It has been
applied, e.g., to atoms, clusters �Kümmel and Perdew,
2003a, 2003b; Mundt et al., 2006; Payami, 2006�, hydro-
gen chains �Kümmel, 2004; Kümmel et al., 2004�, and the
metal-vacuum interface problem �Horowitz et al., 2006�.

For completeness, we note that additional strategies
for solving the OEP equation have also been suggested.
Examples include studies of the Kohn-Sham exact ex-
change potential as a function of sub-band filling in a
quasi-two-dimensional electron gas �Goñi et al., 2002;
Reboredo and Proetto, 2003; Rigamonti et al., 2005�, a
gradient search method that is related to the iterative
method discussed above �Hyman et al., 2000� and an ex-
tension thereof �Kosaka, 2006�, and a finite-temperature
formalism �Lippert et al., 2006�.

In summary, OEP calculations are still far more te-
dious and time consuming than calculations based on
explicit density functionals, but they are possible and
already have been used to investigate a great variety of
systems. We expect that performing ground-state OEP
calculations will become an increasingly routine task in
the near future, even though they probably will never
become as computationally inexpensive as LDA calcu-
lations.

E. Pseudopotentials

The numerical solution of the Kohn-Sham equations
is a nontrivial affair even when semilocal functionals are
used, and certainly when the OEP method �or any of its
approximate forms� is used. One popular and successful
approach for simplifying the solution of Kohn-Sham
equations considerably is to employ them in conjunction
with pseudopotentials �see, e.g., Cohen and Che-

likowsky, 1988; Pickett, 1989; Chelikowsky and Cohen,
1992; Singh and Nordstrom, 2005�. In fact, many of the
plane-wave and real-space calculations discussed in the
preceding sections were facilitated by the pseudopoten-
tial approximation.

The pseudopotential concept, first suggested by Fermi
�1934�, is based on the same reasoning that is behind the
Periodic Table of elements: core electrons are chemi-
cally inert �see also Goedecker and Maschke, 1992�.
Thus, it is sufficient to consider valence electrons that
are subject to an effective potential �i.e., the pseudopo-
tential� that describes the screening of the nucleus by
core electrons. Because of this screening, the pseudopo-
tential �unlike the nuclear potential� is weak and binds
only the valence electrons �Philips and Kleinman, 1959�.
Furthermore, use of appropriately constructed pseudo-
potentials can allow for the consideration of relativistic
effects near the core, within an otherwise nonrelativistic
framework �Kleinman, 1980�.

To demonstrate how pseudopotentials can be con-
structed and employed in practice within DFT, we focus
on a particularly important class of pseudopotentials
known as norm-conserving pseudopotentials �Hamman
et al., 1979�. Other constructs, notably ultrasoft pseudo-
potentials �Blöchl, 1990; Vanderbilt, 1990�, are not dis-
cussed here because we are not aware of their use in
conjunction with the OEP method.

The chemically uninteresting core region of the va-
lence orbitals is highly oscillatory and complicates the
numerical treatment of the Kohn-Sham equations
greatly. We therefore construct atomic pseudo-valence-
orbitals �ps,i

a �where the superscript a denotes atomic and
the subscript ps denotes pseudo�. These should be iden-
tical to the atomic all-electron valence orbitals �i

a �ob-
tained from a complete solution of the Kohn-Sham
equation�, outside some prescribed core radius rc, but
should be slowly varying functions inside the core re-
gion. If both �ps,i

a and �i
a are normalized, and given their

identity outside the core region, the integral of the
square of the pseudo- and all-electron orbitals within the
core region should be equal—a norm-conservation con-
dition. One can choose the core-region slowly varying
function in many different ways, all of which obey norm
conservation. Some popular recipes are, e.g., those of
Bachelet et al. �1982�, Rappe et al. �1990�, Troullier and
Martins �1991�, and variants thereof. As an example,
LDA all-electron orbitals for the valence 3s and 3p
states of sodium, together with their ensuing norm-
conserving Troullier-Martins pseudo-orbitals, are given
in Fig. 6�a� �Chelikowsky, Kronik, Vasiliev, Jain, et al.,
2003�.

Unlike the all-electron valence orbitals, the atomic
pseudo-orbitals are not solutions of the Kohn-Sham
equations with the true nuclear potential. However,
one can seek a fictitious nuclear potential—the
pseudopotential—that, when screened by the pseudo-
valence-electrons, would yield the all-electron Kohn-
Sham eigenvalues together with the Kohn-Sham
pseudo-wave-functions. This process is typically per-
formed in two steps. First, a modified Kohn-Sham po-
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tential vps
a,scr corresponding to a screened pseudopoten-

tial, is obtained by inverting the Kohn-Sham equation
�3�, i.e.,

vps
a,scr = �i + �2�2�ps,i

a /�2m�ps,i
a � . �53�

Second, the bare pseudopotential is obtained by un-
screening the screened pseudopotential using only the
valence pseudodensity nv,ps

a ��i,occup��ps,i
a �r���2, where the

summation is restricted to filled pseudo-orbitals. Explic-
itly,

vps
a = vps

a,scr − e2� nv,ps
a �r���

�r� − r���
d3r� − vxc��nv,ps

a � ;r�� . �54�

Equation �54� is reasonable only if the exchange-
correlation screening can be considered as a linear com-
bination of core and valence screening. Given the non-
linear nature of the exchange-correlation functional, this
will be the case only if overlap between core and valence
orbitals is negligible. If not, one can include a version of
the core charge, nc,NLCC

a �where NLCC indicates the
nonlinear core correction�, itself typically smoothed in

the vicinity of the nucleus, in �and only in� the exchange-
correlation term of Eq. �54� �Louie et al., 1982�. Explic-
itly,

vps
a = vps,i

a,scr − e2� nv,ps
a �r���

�r� − r���
d3r� − vxc��nc,NLCC

a + nv,ps
a � ;r�� .

�55�

As an example, pseudopotentials corresponding to the
3s, 3p, and 3d pseudo-orbitals of sodium are shown in
Fig. 6�b�. They are indeed nonsingular and much weaker
than the original nuclear potential.

Replacing the ionic potential in Eq. �3� by the pseudo-
potential leads to the pseudopotential Kohn-Sham equa-
tion in the form

�−
�2�2

2m
+ v̂ps + e2� nv,ps�r���

�r� − r���
d3r�

+ vxc��nc,NLCC
a + nv,ps

a � ;r��	�ps,i = �i�ps,i. �56�

Using Eq. �56� instead of Eq. �3� simplifies the computa-
tion in two major ways: First, core electrons are no
longer computed explicitly so the number of eigenvalues
and eigenfunctions that need to be determined is signifi-
cantly reduced. Second, all potentials and wave func-
tions are now soft, i.e., slowly varying functions that re-
quire a much smaller numerical effort �e.g., fewer plane
waves in a Fourier expansion, or fewer grid points in a
real-space approach� even for the remaining valence
electrons.

A price to be paid for this numerical simplification is
that the pseudopotential operator must depend on the
angular momentum because, as shown in Fig. 6�b�, the
pseudopotential vps

a , generated using Eq. �54� or Eq. �55�
from orbitals with different angular momenta, is differ-
ent. Thus, the pseudopotential operator v̂ps in Eq. �56� is
generally of the form

v̂ps = �
a

vps
a,l��r� − R� a��Pl�r� − R� a� , �57�

where l is the angular momentum and Pl is the projec-
tion operator corresponding to that angular momentum.
Importantly, this means that the pseudopotential is not a
local potential.

The nonlocality of the pseudopotential raises an ap-
parent formal difficulty. A nonlocal potential is not de-
termined uniquely by the density, but rather by the den-
sity matrix �Gilbert, 1975�. Consequently, Eq. �56�,
unlike Eq. �3�, is not formally grounded within the
Hohenberg-Kohn theorem because the pseudodensity
does not uniquely define a pseudopotential. In our opin-
ion, this is actually a nonissue. The purpose of a good
pseudopotential is not to recast the original many-body
system in a different form, as this task has already been
achieved by the Kohn-Sham construct. Instead, a good
pseudopotential should merely mimic the Kohn-Sham
construct. This means that, when screened with the same
Hartree and exchange-correlation expressions as in the
original Kohn-Sham potential, but with pseudo-orbitals

FIG. 6. An example of pseudopotential generation. �a� All-
electron orbitals �dashed lines� and pseudo-orbitals �solid
lines� for the sodium atom. �b� Pseudopotentials for the so-
dium atom �solid lines�, compared to the electrostatic potential
of the ionic core, −Zps/r �dashed line�. From Chelikowsky,
Kronik, Vasiliev, et al., 2003.
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only �possibly with NLCC�, a good pseudopotential
should yield �i� a valence electron eigenvalue spectrum
as close as possible to the true Kohn-Sham one, �ii�
pseudo-orbitals as close as possible to the true Kohn-
Sham orbitals outside the core radius of each atom. As
long as these two conditions are met, one-to-one corre-
spondence between the pseudodensity and the pseudo-
potential, or lack thereof, is irrelevant because neither
quantity is physical anyway.

For isolated atoms, the pseudopotential clearly meets
both of the above demands rigorously, by construction.
The beauty of the norm-conserving pseudopotential is
that, to a large extent, these demands can be met in a
controllable approximate way even when pseudopoten-
tials generated from an atomic configuration are used in
a molecular or condensed matter system. In other
words, these pseudopotentials, if well constructed, are
transferable. Norm conservation assists transferability in
two ways �Hamman et al., 1979�: It produces the correct
electrostatic behavior outside the core region, and it
produces scattering properties that remain correct to
first order as bonding shifts energy levels from their
atomic values. In practice, construction of a pseudopo-
tential is always a tradeoff between transferability
�which improves with decreasing rc� and softness �which
improves with increasing rc�. The above-mentioned ex-
amples of popular pseudopotential recipes are all clever
schemes that utilize the nonuniqueness of the pseudo-
orbital and pseudopotential in the core region to opti-
mize this tradeoff for various scenarios.

Naively, it would seem that generating norm-
conserving pseudopotentials for OEP calculations is, in
principle, no different from generating them for LDA or
GGA calculations. It simply requires that the evaluation
of the exchange-correlation term in the all-electron
atomic calculations, as well as in the subsequent un-
screening of the pseudopotential, be performed using
the OEP equation �24�, or any of its approximate forms
discussed above. This was first attempted by Bylander
and Kleinman �1995a, 1995b�, who constructed norm-
conserving pseudopotentials within the KLI approxima-
tion for the exact-exchange functional. They found that
pseudopotential construction for OEP calculations in-
volves an additional difficulty: For well-constructed
norm-conserving pseudopotentials within a semilocal
functional �e.g., Fig. 6�b��, a trivial outcome of the Gauss
theorem is that for r�rc all pseudopotential components
converge rapidly to −Zps/r, where Zps is the difference
between the nuclear charge Za and the core-electron
charge Zc. �The very small residual difference is due to
Coulomb multipoles in the core region.� For norm-
conserving pseudopotentials within OEP, this is, unfor-
tunately, no longer the case. This is demonstrated in Fig.
7, which shows vps+Zps/r for the p component of an Al
pseudopotential with exact-exchange OEP �Engel et al.,
2001�. Clearly, a small, but non-negligible, spurious tail is
apparent. The tail arises because, whenever an orbital-
dependent functional is used, changes in the core-
electron density affect the Kohn-Sham potential not
only electrostatically through the Hartree term, but also

quantum mechanically through the exchange-correlation
term. Because the latter term can be highly nonlocal,
equal valence wave functions outside the core region
need not imply equal potentials outside it. The spurious
tail is problematic because it implies spurious inter-
atomic potentials and forces. These may result in very
significant and uncontrolled errors for, e.g., bond lengths
and binding energies. Worse, the spurious forces can be
either attractive or repulsive, depending on the circum-
stances.

The spurious tail problem has been handled in many
ways. The simplest and also earliest approach �Bylander
and Kleinman, 1995a� is to live with it, with the under-
standing that some error is introduced. According to the
studies of Engel et al. �2001�, there are cases, e.g., the HF
molecule, where the error introduced with respect to the
all-electron solution really is negligible. In other cases,
however �e.g., O2�, the error can be far too large to ig-
nore �0.365 eV in the binding energy, for example�. A
different option is to use LDA pseudopotentials even
when performing OEP calculations �Kim et al., 1999;
Fleszar, 2001�. Clearly, this avoids spurious tails, but the
price one has to pay is an inconsistency, i.e., a different
screening of core and valence electrons. The detailed
studies of Engel et al. �2001� show that, while the aver-
age error obtained with this approach is somewhat
smaller than that obtained with the as-is OEP potential,
large uncontrolled errors are still possible. Similarly,
significant differences between LDA pseudopotentials
and the pseudopotentials discussed in the following
paragraph were found by Rinke et al. �2005�. In fact,
Fuchs et al. �1998� have shown that serious errors can
arise even when using LDA pseudopotentials within a
GGA calculation. That this is so even though the LDA
and GGA are much closer conceptually than the LDA
and exact exchange should warn against using different
exchange-correlation functionals for pseudopotential
generation and application.

A third option, first suggested by Bylander and Klein-
man �1995b�, is to filter out the spurious tail a posteriori
using a smooth dampening function. This approach has

FIG. 7. Sum of the pseudopotential and ionic core potential
�vps+Zps/r� for the p component of an Al pseudopotential,
with exact-exchange OEP and with an exact exchange self-
consistent OEP �sc-OEP� procedure elaborated below. From
Engel et al., 2001.
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often been used since �see, e.g., Bylander and Kleinman,
1996; Städele et al., 1999; Moukara et al., 2000�, with
various flavors of dampening functions. A conceptual
difficulty with this approach is that the final, filtered
pseudopotential is no longer truly self-consistent, i.e., it
will not exactly yield the valence pseudo-orbitals of a
single atom. This is not necessarily a serious issue in
practice. For anything other than the configuration for
which it was created, the pseudopotential does not yield
the exact Kohn-Sham orbitals outside the core radius of
each atom, but rather an approximation thereof. The
practical question, then, is the quantitative extent of the
approximation made by the filtering step. This aspect
has also been studied by Engel et al. �2001�. They con-
cluded that, in principle, this approach may yield values
in good agreement with the all-electron ones. However,
in practice the values obtained can be very sensitive to
the exact form of the dampening function, requiring
careful testing of the pseudopotential in various chemi-
cal environments.

Engel et al. �2001� have suggested a fourth approach
to avoiding the spurious tail. They set out to retain the
advantage of the a posteriori tail elimination while
avoiding its disadvantages, namely, lack of consistency
between the pseudopotential and pseudo-orbitals and
introduction of additional parameters. In their ap-
proach, one begins by solving the all-electron atomic
problem and using it to generate a set of norm-
conserving pseudo-orbitals. But then, instead of using
Eq. �53� followed by Eq. �54� or Eq. �55�, one constructs
a modified potential in the form

vmod�r�� = vKS
a �r�� − e2� nv,ae

a �r���
�r� − r���

d3r�

− vxc��nc,ae
a + nv,ae

a � ;r� + e2� nv,ps
a �r���

�r� − r���
d3r�

+ vxc��nv,ps
a � ;r�� . �58�

In the first three terms of vmod�r��, all of the exchange-
correlation term and the valence part of the Hartree
term are removed from the all-electron Kohn potential.
The nuclear potential is then screened only by core elec-
trostatics and so must have the correct −Zps/r
asymptotic behavior. The next two terms then screen
this potential by the pseudo-Hartree and exchange-
correlation terms to create vmod�r��. However, because its
construction avoided Eq. �53�, vmod�r�� is not a screened
pseudopotential, in the sense that it will not generate the
pseudo-orbitals from which it was created. Therefore, in
the next step one solves for the atomic Kohn-Sham or-
bitals outside rc, using vmod�r�� as the Kohn-Sham poten-
tial, while demanding that the all-electron eigenvalues
are retained. Asymptotic decay of the all-electron or-
bital is used as a boundary condition at infinity and
norm conservation outside rc is required. Because
vmod�r�� is different from vKS

a �r��, the orbitals obtained are
not identical to the all-electron ones outside rc, but the
asymptotic and norm-conservation conditions usually
dictate that they are very close. One can then use these

orbitals to generate pseudo-orbitals and a pseudodensity
yet again. These are used to update vmod�r��, find new
all-electron-like orbitals outside rc, use those to generate
pseudo-orbitals and a pseudodensity, and so on until
convergence. The screened pseudopotential generated
from the converged pseudo-orbitals, found using Eq.
�53�, will then be equal to vmod�r�� outside rc by construc-
tion. Furthermore, Eq. �58� guarantees that the un-
screened pseudopotential found using Eq. �54� or Eq.
�55� will be devoid of a spurious tail. This is demon-
strated in Fig. 7, which also shows the p component of
an Al self-consistent OEP pseudopotential.

Pseudopotentials generated using the scheme of En-
gel et al. �2001� are known as self-consistent norm-
conserving OEP pseudopotentials. They succeed in
eliminating the spurious tail without adjustable param-
eters, while retaining the consistency between pseudo-
potential and pseudo-orbital, by sacrificing a different
property: the exact equality between the all-electron and
pseudo-orbitals outside rc. While this certainly intro-
duces some error, numerical experimentation shows that
it provides results that are at least on par with those of a
posteriori smoothed pseudopotentials with much less un-
certainty in the pseudopotential construction.

If we compare the construction of a high-quality
norm-conserving pseudopotential within the OEP
framework and within a semilocal functional, the follow-
ing picture emerges. Most importantly, pseudopotentials
can be used for accurate total energy calculations in con-
junction with orbital-dependent functionals. Further-
more, like their semilocal counterparts, OEP pseudopo-
tentials can be �and have been� constructed within a
relativistic framework �Moukara et al., 2000; Engel et al.,
2001�. The bad news is that, if a spurious pseudopoten-
tial tail is to be avoided, at least one extra assumption is
required and a more elaborate procedure needs to be
performed. The good news, however, is that once this
effort has been undertaken and an adequate OEP
atomic pseudopotential is generated, it tends to be much
more robust than its semilocal counterpart �Höck and
Engel, 1998; Moukara et al., 2000�. First, due to the ex-
plicit treatment of orbitals, OEP pseudopotentials tend
to be significantly less sensitive to the exact chemical
configuration in which they were generated, i.e., they are
more transferable. Second, because the exact-exchange
term is linear in the density matrix, OEP pseudopoten-
tials are usually sufficiently accurate even without
NLCC �although that could depend, of course, on the
nature of the correlation functional�. Thus, although not
yet in widespread use, pseudopotentials can be expected
to play an important role in OEP studies of real materi-
als.

III. FOUR CLASSES OF ORBITAL-DEPENDENT
FUNCTIONALS

So far, we have discussed general aspects of using
orbital-dependent functionals in density-functional
theory. In the following, we discuss specific examples of
orbital-dependent functionals. The particular functionals
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were chosen because they either reveal major funda-
mental concepts or have been proven to be of general
practical usefulness.

A. The meta-generalized-gradient approximation

The meta-generalized-gradient-approximation
�MGGA� functionals represent our first class of orbital-
dependent functionals. A functional is called a MGGA
if it uses the kinetic energy densities

��r�� = �
j=1

N� �2

2m
��� �j,��r���2 �59�

and/or the Laplacians �2n� in the construction of Exc�n�.
These quantities appear rather naturally in expansions
of the exchange-correlation energy �see, e.g., Negele and
Vautherin, 1972; Becke, 1998� and can be used in differ-
ent ways. A popular route for MGGA development has
been to devise an ansatz based on guiding principles
such as hole properties, supplement it with a possibly
large set of parameters, and then use the additional de-
grees of freedom �with respect to the GGA form� for
fitting the functional to empirical data sets �see, e.g.,
Proynov et al., 1994; Becke, 1998; Filatov and Thiel,
1998a, 1998b; Van Voorhis and Scuseria, 1998�. An alter-
native approach has been to restrict the functional form
as much as possible through enforcing known con-
straints on Exc and related quantities �Tao et al., 2007�.
The PKZB and TPSS functionals �named for the initials
of their developers �Perdew et al., 1999; Tao et al., 2003��,
which are mentioned in Sec. III.C.2, belong in this cat-
egory.

The orbital dependence of the kinetic energy density
in Eq. �59� makes the MGGA orbital dependent by defi-
nition. Yet they are close in spirit to the traditional
semilocal, explicit density functionals as they use the or-
bitals in a mostly semilocal way. One may argue that a
functional that is semilocal in the orbitals need not be
semilocal in the density, as the link between orbitals and
density is established by solving the Kohn-Sham equa-
tions. This link may be interpreted as introducing full
nonlocality in terms of the density. Thus, a functional
that is semilocal in the orbitals may be viewed as being
fully nonlocal in the density from this perspective. How-
ever, experience so far seems to show that, in practice,
semilocality in the orbitals is similar to semilocality in
the density. Because of this similarity, MGGAs are ad-
dressed only briefly here.

An important feature of MGGA functionals is that
they can achieve freedom from self-correlation errors.
This means that their correlation functional is con-
structed such that the correlation energy vanishes for
any one-electron density, and this property is typically
achieved by employing iso-orbital indicators �Becke,
1998; Van Voorhis and Scuseria, 1998; Perdew et al.,
1999�. An iso-orbital indicator is a functional expression
that goes to a known, well-defined value in regions of
space in which the density is dominated by one orbital.
Such a functional expression usually depends on ingre-

dients that are commonly used in density functionals,
such as the density, its derivatives, and/or kinetic energy
densities. Typically used iso-orbital indicators are com-
binations of the von Weizsäcker kinetic energy density

�
W�r�� =

�2

8m

��� n��r���2

n��r��
�60�

and the orbital kinetic energy density of Eq. �59�. For
example, the ratio �

W�r�� /��r�� has been shown to equal
unity in any iso-orbital region and be otherwise bounded
between 0 and 1 �Kurth et al., 1999�. Thus, it is an iso-
orbital indicator and, together with the condition that
the density is fully spin polarized in a one-electron re-
gion, can be used as a “detector” for one-electron den-
sities. With the help of these indicators, the condition
that the correlation energy must vanish for any one-
electron system can be built into MGGAs. Thus,
MGGAs can satisfy the constraint of freedom from self-
correlation that the LDA or GGAs do not. But the cru-
cial problem of self-interaction is only slightly reduced
in this way, because a major contribution to the self-
interaction energy comes from the Hartree energy. This
contribution must be canceled by the exchange part of
the functional, i.e., whereas the correlation energy must
vanish in a one-electron system, the exchange energy
must not. Therefore, setting exchange to zero with the
help of iso-orbital indicators is not an option. With re-
spect to the question of which potential to employ in
self-consistent calculations, a decision to use either
orbital-specific potentials �Neumann et al., 1996� or the
OEP �Arbuznikov and Kaupp, 2003� must be made.

We will not go into a discussion of the performance of
various MGGA functionals. However, we believe it is
fair to say that, although the course of MGGA develop-
ment was not a straight one, by now MGGA functionals
are among or are even the most accurate semilocal func-
tionals. Still, MGGAs are in spirit semilocal functionals
in the following sense: their behavior in terms of free-
dom from self-interaction and the related issue of incor-
porating a derivative discontinuity, which were identified
as two important aspects driving the development of or-
bital functionals, may be quantitatively different from
the one of traditional �semi�local functionals—but typi-
cally it is similar qualitatively. Therefore, other classes of
orbital-dependent functionals must be investigated.

B. Self-interaction correction

One of the oldest orbital-dependent functionals is the
self-interaction-correction �SIC� scheme �Perdew, 1979;
Perdew and Zunger, 1981�. The idea behind this type of
functional is straightforward. The exchange-correlation
energy of the density corresponding to a single, fully
occupied orbital �i,��r�� must exactly cancel that orbital’s
self-Hartree energy, i.e.,

EH�ni,�� + Exc�ni,�,0� = 0, �61�

where ni,��r��= ��i,��2 is the orbital density. This is because
the orbital density is a special case of a one-electron
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density, for which self-interaction is impossible. With the
definition of the exact exchange energy of Eq. �37�, the
above equation �61� can be separated into the two con-
ditions

EH�ni,�� + Ex�ni,�,0� = 0 �62�

and

Ec�ni,�,0� = 0, �63�

i.e., in one-electron systems the Hartree self-interaction
error must be canceled by the exchange part of the func-
tional and the correlation energy must vanish. Given an
approximate functional Exc

app that is not free from self-
interaction in the spirit of Eq. �61�, one can define a new,
self-interaction-corrected functional by

Exc
SIC,app�n↑,n↓� = Exc

app�n↑,n↓� − �
i=1

N↑

�Exc
app�ni,↑,0�

+ EH�ni,↑�� − �
i=1

N↓

�Exc
app�0,ni,↓�

+ EH�ni,↓�� . �64�

The idea behind this expression is that the self-
interaction energy terms are subtracted on an orbital-by-
orbital basis. If applied to the “ultimate functional,” the
correction of Eq. �64� vanishes as required. The intuitive
plausibility of the SIC scheme is one of its most favor-
able features but also one of its major drawbacks: you
can love it or leave it, but you cannot improve it system-
atically since it is an ad hoc scheme.

The SIC scheme can be applied to any given func-
tional approximation, but it has predominantly been
used to correct LSDA. One aspect, recognized early on
�Harrison et al., 1983�, that makes the SIC scheme at-
tractive is that it yields orbital energies that correspond
more closely to binding energies and can be used to cal-
culate excitations �Perdew and Zunger, 1981; Pederson
et al., 1985�. In this context it should be noted, however,
that one has to be careful about which of the quantities
appearing in the SIC scheme are interpreted as orbital
energies. Quantities that have been used for that pur-
pose are, e.g., the eigenvalues of the matrix of Lagrang-
ian multipliers that enforce orbital orthogonality �see
Sec. II.B� or approximations thereof. But recently, Vy-
drov et al. �2007� have argued that it is not the eigenval-
ues of that matrix but rather its diagonal elements that
are most suitable for physical interpretation.

One reason why the SIC orbital energies can be more
physical than LSDA eigenvalues is that, with the re-
moval of the self-energy error, the SIC potential shows
the correct asymptotic decay −e2 /r �cf. Sec. I.B�. An-
other major improvement of SIC over LSDA is that,
being explicitly orbital dependent, the SIC functional
exhibits a derivative discontinuity. For a more detailed
discussion of these features of the SIC scheme, see Per-
dew �1990� and Perdew and Ernzerhof �1998�.

A significant difficulty with the SIC scheme is that the
total SIC energy is not invariant under transformation of

the orbitals, i.e., a unitary transformation in the space of
occupied orbitals can change the energy even though the
total density remains unchanged. This is a consequence
of the SIC energy expression depending explicitly on the
individual orbital densities. The lowest energy is typi-
cally found for the maximally localized orbitals because
these maximize the correction terms on the right-hand
side of Eq. �64�. As an example, consider a periodic
solid. The eigenfunctions of a periodic Hamiltonian are
Bloch orbitals, and for these, the SIC vanishes �Perdew
and Zunger, 1981�. But when the Bloch orbitals are
transformed to Wannier orbitals and the latter are used
to evaluate Eq. �64�, the SIC can have a major effect
�Perdew and Zunger, 1981; Heaton et al., 1982, 1983�.

Because it makes such a big difference which orbitals
are used to evaluate the SIC energy, it is important
which potential�s� are used in self-consistent SIC calcu-
lations and how the relation between potential, orbitals,
and energy is set up. The idea of Perdew and Zunger
�1981� was to find the absolute minimum of the SIC en-
ergy using orbital-specific potentials. Since each orbital
is subjected to a different Hamiltonian, the orbitals that
are obtained in this way are generally not orthogonal.
Orbital orthogonality can be enforced by using off-
diagonal Lagrangian multipliers. However, Perdew and
Zunger noted that, in their atomic calculations, the
orbital-specific potentials lead to only slightly nonor-
thogonal orbitals and results changed little when an ad-
ditional Gram-Schmidt orthogonalization was per-
formed after each iteration. Recently, the effect of the
orbital-specific potentials has been mimicked by effec-
tively including SIC-like terms into a pseudopotential
scheme �Vogel et al., 1996; Stampfl et al., 2000; Filippetti
and Spaldin, 2003; Filippetti et al., 2004�.

Shortly after the SIC procedure was suggested, SIC
calculations for molecules were performed �Pederson
et al., 1984, 1985�. But, as discussed below, these calcu-
lations deviated from the original Perdew and Zunger
concept. It was many years before schemes that followed
the approach of direct minimization of energy—under
the additional constraint of orbital orthogonality—were
implemented and used for molecules �Goedecker and
Umrigar, 1997; Polo et al., 2002a, 2002b; Vydrov and
Scuseria, 2004�. One reason for this may be that, from a
computational point of view, the orbital-specific poten-
tials were frequently considered to be a drawback. They
yield localized SIC valence orbitals that correspond to
the localized bonds and lone pairs of chemical intuition
�Goedecker and Umrigar, 1997�, which is good in terms
of interpreting results, but hinders the use of symmetry
arguments to facilitate calculations. Typically, it is easier
to calculate the �delocalized� orbitals that are consistent
with the symmetry of the Hamiltonian �Pederson et al.,
1984�.

One may therefore consider using the orbitals that are
obtained from an OEP calculation to evaluate Eq. �64�.
However, it has been argued �Perdew and Zunger, 1981;
Kümmel and Perdew, 2003c� that the resulting scheme is
not size consistent. Size consistency is a universal prin-
ciple in electronic-structure theory. Expressed simply, it
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means that if a large system consists of two subsystems
that do not interact with each other, it must not make a
difference whether the total energy is calculated for the
whole system or as the sum of the energies of the two
subsystems. The paradigm example for a non-size-
consistent functional is that of Fermi and Amaldi �1934�,
which in DFT terms may be written as

Exc
FA�n� = − NEH� n

N
� , �65�

where N is the total number of electrons. Equation �65�
can be viewed as the earliest attempt at a self-interaction
correction. On evaluating it, e.g., for a density that is the
sum of two well-separated one-electron densities, the
size consistency violation becomes evident: When Eq.
�65� is applied to each of the one-electron systems sepa-
rately, Exc

FA+EH vanishes, as it should. But when it is
applied to the combined system, i.e., when the total den-
sity is inserted into Eq. �65�, it does not vanish. Size
consistency is typically violated by functionals that de-
pend on integrated properties such as the total number
of electrons. Therefore, it is violated in SIC approaches
that stress computational simplicity, such as the Fermi-
Amaldi approach or the averaged density SIC �Legrand
et al., 2002�. As discussed, e.g., in the latter paper, such
approaches can work reliably when all orbitals are delo-
calized over a common global scale, as encountered, e.g.,
in electronically simple systems like sodium clusters.
But, as demonstrated by Ciofini et al. �2003�, they fail
when localization effects are non-negligible. Similarly,
the SIC scheme using Kohn-Sham orbitals from the ex-
act SIC OEP directly has been considered to be non-
size-consistent, because when applied to one atom,
where all Kohn-Sham orbitals are localized, it delivers a
properly self-interaction-corrected energy. But, applied
to a periodic lattice of atoms separated by large lattice
constants, where all Kohn-Sham orbitals are delocalized
�Bloch-like�, it produces no self-interaction correction to
the energy of an atom, since the correction given by the
sum in Eq. �64� will then vanish on a per atom basis
�Perdew and Zunger, 1981; and see Körzdörfer and
Kümmel, 2006, for a discussion of a subtlety in this ar-
gument�.

An explicit manifestation of the differences that result
from using localized or delocalized orbitals can be seen
in the work of Garza et al. �2000�. They calculated the

KLI potential corresponding to the LSDA SIC energy
expression for several atoms and molecules. Their calcu-
lations showed that the KLI orbitals are delocalized mo-
lecular orbitals, and that in some cases, the energy from
the SIC scheme that directly used the KLI orbitals was
considerably higher than the energy obtained with local-
ized orbitals. Table III shows that, for instance, it makes
no difference which orbitals are used to calculate the
total energy and orbital energies of LiH, but it makes a
noticeable difference for CH4.

Steps to merge the two, quite different, above-
mentioned approaches of orbital-specific potentials and
OEP—and to combine their respective benefits—were
taken rather early. Harrison et al. �1983� and Pederson
et al. �1984, 1985� proposed calculating orbitals from a
common, unified Hamiltonian in a first step, and then
subjecting these orbitals to a specific localizing transfor-
mation in a second step. Thus, a SIC calculation of this
type works with two sets of orbitals: The molecular or-
bitals �or Bloch-like orbitals in solids� that have the full
symmetry of the Hamiltonian, and a second set of local-
ized orbitals that are used to evaluate the SIC energy
expression. Garza et al. �2000� suggested identifying the
symmetric orbitals with the Kohn-Sham orbitals; effec-
tively, this concept brings the SIC scheme back under
the umbrella of Kohn-Sham theory. The computational
procedure—calculate the molecular or Bloch orbitals
from the OEP, perform the unitary transformation that
achieves maximal localization of these orbitals, then use
the obtained maximally localized orbitals to evaluate the
SIC expressions—corresponds to a legitimate way of de-
fining an implicit density functional using the Kohn-
Sham orbitals �Sec. II.B�. The studies of Garza et al.
�2000�, Patchkovskii et al. �2001�, and Patchkovskii and
Ziegler �2002� are close in spirit to this approach. How-
ever, they make additional approximations by using the
KLI form for the OEP and a localization procedure that
is not necessarily the maximally localizing one, but is
established and reasonable �Foster and Boys, 1960�. In
the context of SIC, localization transformations have
been discussed, for example by Edmiston and Rueden-
berg �1963� and Fois et al. �1993�.

There is an extensive body of literature on applica-
tions of the SIC scheme, and we focus here on some
hallmark examples. In the solid-state community, SIC
has successfully been used for describing systems that

TABLE III. Comparison of self-consistent SIC calculations evaluating Eq. �64� directly with KLI
orbitals �KLI� and with localized orbitals �loc�. Shown are the total energy E, the lowest unoccupied
orbital energy �N+1, the highest occupied one �N, and their difference �, in hartrees. Note that for Be
and LiH there is no difference within the computed numerical accuracy, whereas noticeable differ-
ences are seen for CH4 and H2O, where localized orbitals are found. From Garza et al. �2000�.

System Eloc �N+1
loc �N

loc �loc EKLI �N+1
KLI �N

KLI �KLI

Be −14.5783 −0.308 −0.179 0.130 −14.5783 −0.308 −0.179 0.130
LiH −7.9911 −0.301 −0.151 0.150 −7.9911 −0.301 −0.151 0.150
CH4 −40.3624 −0.564 −0.174 0.390 −40.1426 −0.480 −0.146 0.334
H2O −76.2816 −0.518 −0.216 0.302 −76.1154 −0.466 −0.196 0.269
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can be characterized as strongly correlated, where
semilocal functionals almost invariably fail; see Sec. I.B.
This important feature of the scheme is related to its
ability to localize orbitals, as demonstrated, for example,
in the pioneering band-structure calculations of
transition-metal oxides by Svane and Gunnarsson
�1990�. Later solid-state investigations included studies
of the energy differences between divalent and trivalent
states in the rare earths �Strange et al., 1999�, studies of
the electronic structure of high-Tc superconductors
�Temmerman et al., 2001�, and studies of dilute magnetic
semiconductors �Filippetti et al., 2004; Schulthess et al.,
2005�. These successes of the SIC scheme in solid-state
applications are pitted against less favorable results for
molecules. Goedecker and Umrigar �1997� confirmed
the Perdew and Zunger result that, for atoms, the LDA
with SIC yields more realistic results than the LDA, but
showed that, for a set of small organic molecules, the
bond lengths obtained from the LDA with SIC are con-
siderably less realistic than the ones obtained from the
pure LDA. Furthermore, while the SIC significantly im-
proves orbital energies �Pederson et al., 1985�, the en-
ergy barriers to chemical reactions �Johnson et al., 1994;
Csonka and Johnson, 1998; Patchkovskii and Ziegler,
2002�, the description of molecular transport �Toher
et al., 2005�, and many nuclear magnetic resonance prop-
erties �Patchkovskii and Ziegler, 2002�, net reaction en-
ergies are not much improved relative to the LSDA
�Patchkovskii and Ziegler, 2002�. Finally, a systematic
study �Vydrov and Scuseria, 2004� of thermochemical
properties such as enthalpies of formation for a test set
of small organic molecules showed that the LDA with
SIC is an improvement over the LDA, but still consid-
erably less accurate than a typical GGA. Yet more dis-
comforting, if the SIC is applied to any other functional
than the LDA, e.g., to typical GGAs, the agreement
with experimental data can be improved in certain cases
�Blake and Metiu, 1999�, but on average is worse in
comparison to the uncorrected functional �Vydrov and
Scuseria, 2004�.

From these findings one can conclude that, on the one
hand, the SIC scheme shows features that are quite de-
sirable in a functional, but, on the other hand, it is again
a functional that is far from being a panacea. A clue to
the less-than-perfect performance of SIC schemes in
questions of energetics is the observation that part of the
self-interaction error of semilocal exchange functionals
is needed to model correlation effects, in particular
static correlation �Cremer, 2001; Cremer et al., 2002;
Polo et al., 2002a, 2002b; Gräfenstein et al., 2004�. The
connection between semilocal exchange and static corre-
lation is explored in greater detail in Sec. III.C. How-
ever, we note that the improved reaction barriers that
SIC yields can be rationalized by this observation: Be-
cause transition states typically involve less static corre-
lation than ground states, taking static correlation out
via the SIC can improve their description. But at the
same time it can worsen the ground-state description.

At first glance one may be puzzled that Eq. �64�,
which appears to be intuitively plausible and correct, can

actually introduce something wrong into the theory.
However, one must be aware of the fact that, while one
can easily quantify the self-interaction error of a given
density-functional approximation in a one-electron sys-
tem, there is no similarly easy way of doing the same in
a many-electron system �Ruzsinszky et al., 2007; Vydrov
et al., 2007�. This observation is at the bottom of why the
self-interaction problem for many-electron systems, de-
spite appearing so simple at first, is so hard to solve in
practice. By defining the SIC of Eq. �64�, one implicitly
has also defined one particular way of turning the one-
electron equations �61�–�63� into a definition of a self-
interaction error in a many-electron system. This is by
no means the only way to define a SIC, and alternatives
have been proposed �Cortona, 1986; Whitehead, 1997;
Lundin and Eriksson, 2001; Unger, 2001; Novàk et al.,
2003; Perdew et al., 2005; Vydrov, Scuseria, Perdew, et
al., 2006�. While a detailed discussion of these different
schemes is beyond the scope of the present paper, the
conclusion which seems to emerge from these studies is
that one must take into account the fact that the self-
interaction of semilocal functionals mimics static corre-
lation. Thus, it has been suggested that, in order to ob-
tain a SIC scheme that yields more realistic results for
equilibrium properties, the self-interaction error in a
many-electron system should be scaled down instead of
removed completely �Vydrov, Scuseria, Perdew, et al.,
2006�. Of course, any modified version of the SIC
scheme must still obey the one-electron equations
�61�–�63�. One possible way to achieve this may be the
use of iso-orbital indicators �Perdew et al., 2005; Vydrov,
Scuseria, Perdew, et al., 2006�, discussed in Sec. III.A.
However, the practical success of such schemes is un-
clear �Ruzsinszky et al., 2006, 2007�, and it should not be
forgotten that the ultimate self-interaction correction
could be the use of energy density functionals that em-
ploy exact exchange with compatible correlation �see
Sec. III.D�.

Referring to the Jacob’s ladder of density functionals
once more, one may conclude that the SIC scheme does
not fit into the successive rungs picture. It is more akin
to an additional rope of unpredictable strength dangling
besides the ladder. Depending on the problem one
wishes to solve, this rope may be a clever way up, or it
may fail, leading to a bad fall.

C. Hybrid functionals

The physical principles upon which hybrid functionals
are based are best understood within the framework of a
fundamental DFT concept known as the adiabatic con-
nection theorem �Harris and Jones, 1974; Gunnarson
and Lundqvist, 1976; Langreth and Perdew, 1977; Levy,
1983; Harris, 1984�. We therefore begin our review of
hybrid functionals with a brief overview of this impor-
tant theorem.
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1. Adiabatic connection and coupling-constant integration

As explained in Sec. I.A, the Kohn-Sham equations
stem from an exact mapping between the physical
interacting-electron system and a fictitious
noninteracting-electron system. This mapping can also
be viewed in terms of an “adiabatic” turn-on of the
electron-electron repulsion, as follows. Consider a
many-electron Hamiltonian in the form

Ĥ� = T̂ + V̂ext,� + �V̂ee, �66�

where T̂�−�� /2m��i�i
2 and V̂ee��i�je

2 / �r�i−r�j� are the
usual many-electron kinetic and electron-electron en-

ergy operators, respectively, V̂ext,���ivext,��r�i� is an ex-
ternal potential operator, and 0���1. We choose

vext,1�r�� to be vion�r�� of Eq. �1�, so that Ĥ1 is the exact,
physical many-electron Hamiltonian. For any other �,
we choose vext,��r�� such that it yields the same ground-
state density as that of the physical system. The Kohn-
Sham Hamiltonian is then a special case of Eq. �66� with
�=0, i.e., vext,0�r��=vKS�r��.

The Hohenberg-Kohn theorem guarantees that for
any choice of � one can extend Eq. �2� in the form

Etot,� =� vext,��r��n�r��d3r + F��n� . �67�

If we denote by �� the normalized, antisymmetric
many-electron wave function that minimizes the expec-

tation value of T̂+�V̂ee while yielding a given n�r��, then
�Levy, 1982, 1983�

F��n� = 
���T̂ + �V̂ee���� . �68�

Using Eq. �68�, we note that the first term on the right-
hand side of Eq. �6� is simply F1�n�. The second term is
exactly F0�n�, because by construction the Kohn-Sham
orbitals minimize the noninteracting kinetic energy den-
sity. Taken together,

Exc�n� = F1�n� − F0�n� − EH�n�

= �
0

1 �F��n�
��

d� − EH�n�

� �
0

1

Exc,��n�d� , �69�

where the last step serves as the definition of a new
functional, namely, the coupling-constant integrand
Exc,��n�. Using the Hellmann-Feynman theorem to
evaluate the derivative of Eq. �68�, we readily obtain

Exc,��n� = 
���V̂ee���� − EH�n� . �70�

Exc,��n� does not involve a kinetic energy term. Thus,
expressing Exc�n� via Eq. �69� can be viewed as circum-
venting the problem of an explicit evaluation of the ki-
netic energy contribution, at the cost of having to evalu-
ate the potential energy contributions of all adiabatic

connection states between the Kohn-Sham system and
the physical one.

Several exact properties of Exc,��n� that are important
for the functional construction arguments below are
known. First, at the noninteracting Kohn-Sham limit �
=0, correlation is zero by definition and �� reduces to
�0, the Slater determinant composed of the ground-
state Kohn-Sham orbitals. Thus, the exchange part of
Exc,��n� of Eq. �70� is

Ex�n� = Exc,0�n� = 
�0�V̂ee��0� − EH�n� �71�

and does not depend on �. This reflects the fact that
exchange is a consequence of the antisymmetry require-
ment, which is independent of the coupling strength.
Ex�n� sets the lower end of the coupling-constant inte-
grand �or adiabatic connection curve� Exc,� and is given
by the Kohn-Sham exact-exchange energy; see Eq. �37�
and Sec. II.B.

Second, at the physical system limit �=1, �� is the
true many-electron wave function. Thus, Exc,1�n� is simi-
lar to Exc�n� of Eq. �6� in the sense of accounting for all
electron-repulsion interactions beyond simple electro-
statics, but unlike Exc�n� it does not include kinetic en-
ergy corrections. Third, using variational arguments one
can show that Exc,��n� is a monotonically decreasing
function of � �Levy and Perdew, 1985�. Fourth, scaling
arguments show that Exc,��n� is related to Exc�n� by
�Levy et al., 1996�

Exc,��n� =
d

d�
��2Exc�n�r�/��/�3�� . �72�

To gain more insight into Exc,��n�, consider the ex-
ample of the N2 molecule �Ernzerhof et al., 1997�. The
dependence of �Exc,��n���Exc,��n��N2

−2�Exc,��n��N on �
is shown in Fig. 8. This is the exchange-correlation con-
tribution to the binding energy. Recall that, in light of
Eq. �69�, the physically interesting �Exc�n� is simply the
area under the �Exc,��n� curve between �=0 and 1.
Comparison of the LSDA and the �Perdew-Wang� GGA
approximations for �Exc,��n�, both obtained using Eq.
�72�, shows that the GGA compensates for the overbind-

FIG. 8. �Exc,���Exc,��N2
−2�Exc,��N, in hartrees, as a function of

�. The three curves shown are a sketch of the trend expected
for the exact functional and the results of the LSDA and GGA
calculations. Adapted from Ernzerhof et al., 1997. Reprinted
with permission of Wiley & Sons, Inc.
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ing of the LDA �see Sec. I.B� by an essentially uniform
shift of the �Exc,��n� curve. However, the GGA curve
must still be wrong. While it is expected to be a reason-
able approximation at the physical limit of �=1, the
semilocal exchange of the GGA does not approximate
well the nonlocal exact exchange at �=0. Evaluation of
the exact-exchange integrals using the GGA Kohn-
Sham orbitals �under the assumption that they do not
differ drastically from the exact ones� shows that the
GGA-calculated �Exc,0�n� is far too negative. This im-
mediately explains why the GGA still overbinds the N2
molecule.

2. The hybrid approach

Becke �1993a� realized that the adiabatic connection
formalism can serve as a practical tool for functional
construction. He suggested that the area under the
Exc,��n� curve, namely, Exc�n�, can be approximated by a
trapezoidal rule integration between �=0 and 1, with
exact exchange used for the former and the LSDA for
the latter, i.e.,

Exc = 0.5Ex
exact + 0.5Exc,1

LSDA�n� . �73�

The improvement in accuracy afforded by Eq. �73�, if
any, with respect to modern GGAs is usually too modest
to warrant its practical use. The significance of this equa-
tion lies in drawing attention to the potential benefits of
functionals that combine a fixed fraction of exact ex-
change with a fixed fraction of semilocal exchange and
correlation. Becke �1993a� has dubbed such functionals
hybrid functionals, viewing them as a true mixture of the
Hartree-Fock and DFT approaches. We emphasize,
however, that, as also recognized by Becke �1993a�, a
functional with a fractional contribution of exact ex-
change is just a special case of an orbital-dependent
functional. As such, it is well within DFT and there is
nothing inherently hybrid about it. The term is still ap-
propriate because, in the context of hybrid functionals,
one does not use the OEP equation for the Kohn-Sham
potential. Instead, one uses a sum of the Kohn-Sham
potential stemming from the semilocal portion of the
functional and a fraction of the orbital-specific Fock po-
tential operator coming from the fractional exact-
exchange part. In general, this usually works partly be-
cause of the first-order similarity in densities between
the orbital-specific and OEP potentials �cf. Sec. II.B, but
also note the differences discussed there� and partly be-
cause any remaining error can be buried in the coeffi-
cients of the exchange and semilocal terms, which are
determined empirically in many cases �see below�.

A significant improvement over the simple half-and-
half approach of Eq. �73� can be obtained by improving
the approximate integration of Exc,��n�. Given the
monotonic decrease of Exc,��n�, the mean-value theorem
guarantees that for any system one can always find a
coefficient b such that

Exc = bEx
exact + �1 − b�Exc,1. �74�

Practical use of Eq. �74� requires an approximate semilo-
cal form for Exc,1, but using an approximation for Exc is
more convenient. This can be achieved by using Exc,1

=Ex
exact+Ec,1 in Eq. �74�, which leads to the identity Ec

= �1−b�Ec,1. Thus, the practically useful form of Eq. �74�
is

Exc
hyb = bEx

exact + �1 − b�Ex
app + Ec

app, �75�

where the superscripts hyb and app denote the hybrid
functional and the approximate �typically semilocal�
functional from which it is constructed.

Interestingly, Eq. �75� mixes the approximate and ex-
act exchange linearly, but the approximate correlation is
taken as is. This can also be motivated physically. In
quantum chemistry, it is common to distinguish between
two types of correlation �Sinanoğlu, 1964�. Dynamical
correlation is essentially due to the reduction expected
in the many-electron wave function when two electrons
approach one another. Because of screening, it is inher-
ently a short-range effect. From a wave-function per-
spective, dynamical correlation is related to the cusp
condition and results from linear combinations of many
Slater determinants. Static correlation arises from de-
generacies or near degeneracies of several Slater deter-
minants, i.e., it is an effect driven by just a few Slater
determinants. In molecules, an important special case of
static correlation is the left-right correlation, which ac-
counts for the degeneracy of electrons localized on
equivalent atoms, and which is needed if electrons are to
localize on separate atoms as the molecule dissociates.

Semilocal correlation is inherently short range and
cannot account for long-range static correlation. Indeed,
by comparing LDA or GGA correlation energies to
wave-function-based calculations for first-row dimers,
Mok et al. �1996� concluded that semilocal correlation
agrees closely with dynamical correlation. For several
first-row dimers, Gritsenko et al. �1997� compared wave-
function-based calculations with both exact Kohn-Sham
solutions reconstructed from the wave-function calcula-
tions and LDA and GGA calculations. They reached
similar conclusions, but further showed that the differ-
ence between the semilocal GGA exchange and the ex-
act Kohn-Sham exchange arises from the effective inclu-
sion of static correlation in the GGA exchange. Static
correlation is known to be significant in multiply bonded
molecules such as the triply bonded N2 molecule of Fig.
8. The extra contribution from static correlation ex-
plains, then, why the GGA value for Exc,0 in Fig. 8 is
much more negative than the exact one.

The above argument can be rationalized further using
exchange-hole considerations. If a reference electron is
placed close to one nucleus of a dimer, the exchange
hole is delocalized over both nuclear centers, irrespec-
tive of their separation. This delocalization at large dis-
tances is not physical and is canceled by a similar non-
physical delocalization in the exact-correlation hole.
Together, the two holes construct a localized exchange-
correlation hole near the reference position. In semilo-

32 Stephan Kümmel and Leeor Kronik: Orbital-dependent density functionals: Theory …

Rev. Mod. Phys., Vol. 80, No. 1, January–March 2008



cal functionals, this localization is inherent, so that the
semilocal exchange must contain much of the static cor-
relation �in fact, an empirical semilocal exchange form,
parametrized against static correlation, has been sug-
gested �Handy and Cohen, 2001; Molawi et al., 2002��.
Thus, dynamical correlation is well modeled by semilo-
cal correlation and is better left alone. But semilocal
exchange differs from exact exchange by static correla-
tion, and therefore a linear mix of the two, as in Eq. �75�
for the approximation of the adiabatic connection inte-
gral of Eq. �69�, is reasonable.

What value of mixing parameter b should one choose
and what improvement over the LSDA or GGA, if any,
is obtained? Becke �1996�, who suggested the practical
usage of Eq. �75�, determined b empirically by least-
squares fitting to the atomization energies, ionization
potentials, and proton affinities of a canonical set of
mostly organic molecules, based on first- and second-
row atoms, known as the �modified� G2 set. This is one
of several such sets, known as Gn �n=1–3, where a
larger index n implies a richer set of data�, used fre-
quently in the quantum chemistry community for testing
the performance of first-principles approaches and pa-
rametrizing semiempirical methods �Pople et al., 1989;
Curtiss et al., 1990, 1997, 1999, 2000�. Becke found the
optimal value of b to be 0.16 or 0.28, depending on the
type of semiempirical correlation functional used for the
fit. These values resulted in mean atomization errors of
only 0.13 or 0.09 eV, respectively, for the G2 set, proving
that Eq. �75� is in principle a useful form.

Perdew, Ernzerhof, and Burke �1996� rationalized the
empirical values found for b by proposing a simple
model for Exc,� in the form

Exc,�
hyb = Exc,�

app + �Ex
exact − Ex

app��1 − ��n−1. �76�

If used for evaluating the adiabatic connection integral
of Eq. �69�, this yields b=1/n. Perdew et al. conjectured
that, because for typical molecules in the data sets used
for fitting b, post-Hartree-Fock fourth-order Møller-
Plesset perturbation theory yields atomization errors
with a small mean value, n=4 would be an adequate
value for Eq. �76�. This yields b=0.25, in reasonable
agreement with Becke’s work.

As already hinted by Becke’s results, whether or not
b=0.25 is a practically useful value has been found to be
a strong function of the type of GGA used �Adamo and
Barone, 1997, 1998, 1999�. Fortunately, for the nonem-
pirical PBE GGA, b=0.25 is found to be an excellent
value �Adamo and Barone, 1999; Ernzerhof and Scuse-
ria, 1999�. For example, for the largest G3 set, the mean
error obtained for the enthalpies of formation �which
are closely related to the atomization energies� with the
PBE GGA is 0.94 eV, whereas it is only 0.20 eV if Eq.
�75� is used with the PBE GGA and b=0.25 �Staroverov
et al., 2003�. Interestingly, such remarkable improvement
is not achieved if the earlier nonempirical GGA of Per-
dew and Wang is used instead �Adamo and Barone,
1999�.

Leaving fundamental arguments behind and turning
to practical issues, the most common hybrid functionals
in use are, in fact, not of the one-parameter form sug-
gested by Eq. �75�. Rather, they are of the following
three-parameter form:

Exc
hyb = Exc

LSDA + a0�Ex
exact − Ex

LSDA� + ax�Ex
GGA

+ ac�Ec
GGA, �77�

where �Ex
GGA and �Ec

GGA are the exchange and corre-
lation gradient-containing correction terms to the LSDA
exchange and correlation, respectively, and a0, ax, and ac
are constant parameters. This hybrid functional form
was suggested by Becke �1993b� shortly after his half-
and-half hybrid �and, in fact, before the one-parameter
functionals discussed above, which were presented first
for pedagogical reasons�. For two special cases—�a0
=b ,ax=0,ac=0�, �a0=b ,ax=1−b ,ac=1�—Eq. �77� re-
duces to Eq. �75� with Exc

app given by Exc
LSDA �Moreira et

al., 2002� or Exc
GGA �Becke, 1996�, respectively. More gen-

erally, it allows for “optimum admixtures of exchange
and correlation gradient corrections” �Becke, 1993b�,
i.e., one can use the greater variational freedom offered
by Eq. �77� to further reduce mean errors. With a spe-
cific choice for the GGA exchange �Becke, 1988� and
correlation �Perdew, 1991� gradient corrections, and fit-
ting to the G1 data set, Becke found the optimal param-
eters to be a0=0.2, ax=0.72, and ac=0.81. This functional
is usually dubbed B3PW91 �Becke three-parameter
Perdew-Wang 1991�.

Stephens et al. �1994� also used Eq. �77�, but with the
Lee, Yang, and Parr �LYP� GGA correlation functional
�Lee et al., 1988�, to create a functional called B3LYP.
Instead of separating the LYP functional into a LSDA
part and an additive gradient correction, they multiplied
the entire LYP correlation by ac and added a compen-
sating LSDA correlation term multiplied by 1−ac. Fur-
thermore, they used Becke’s values for a0, ax, and ac
without parameter reoptimization. Both the B3PW91
and B3LYP functionals result in formation enthalpies
for the G2 that are smaller than those obtained with the
PBE hybrid, 0.06 and 0.05 eV, respectively �Staroverov
et al., 2003�.

Because of its slightly better performance, B3LYP has
rapidly become the de facto “workhorse,” or default
choice, for practical applications of hybrid functionals, at
least within the organic chemistry community, despite its
ad hoc construction. Its disadvantages, however, also
need to be noted. First, for the larger G3 set, the
B3PW91 functional actually outperforms B3LYP, with a
mean formation enthalpy error of 0.09 eV versus
0.15 eV for B3LYP �Staroverov et al., 2003�. More seri-
ously, the use of the LYP correlation results in a func-
tional that does not reduce to the LSDA in the limit of a
uniform electron gas. This formal deficiency—violation
of one of the known limits for the exact functional—is
absent with either the B3PW91 functional or with the
one-parameter functionals based on either the LSDA or
PBE GGA. This may translate into a very practical de-
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ficiency, i.e., errors in applications to solids and surfaces
�Perdew et al., 2005�.

Importantly, three-parameter functionals based on
Eq. �77� are still philosophically inspired by the adiabatic
connection theorem, but, unlike the one-parameter
functionals of Eq. �75�, they are no longer rigorously
rooted within it. Thus, they are best viewed as semi-
empirical functionals. Because they typically contain
semiempirical GGA expressions for the correlation
�B3LYP� and exchange �both B3PW91 and B3LYP�, the
effective number of fitting parameters in them is larger
than three �four for B3PW91, eight for B3LYP�. An ob-
vious question, then, is whether these parameters really
need to be optimized separately, or whether one can
gain additional accuracy by optimizing all semiempirical
parameters simultaneously within a physically reason-
able approximate form, using one of the Gn sets �Becke,
1997; Adamson et al., 1998�. There are serious argu-
ments against such an approach. First, it strays even fur-
ther from the spirit of the adiabatic connection theorem.
Second, from a purist point of view, this actually defeats
the logic of DFT as a first-principles approach that does
not rely on experimental data. There also exist, however,
strong arguments in favor of this approach. First, from a
practical point of view, the real issue is whether these
functionals possess predictive power, rather than the na-
ture of their derivation. Second, because the exchange-
correlation energy is a unique functional of the density,
one can argue that the method through which this uni-
versal functional is approached is irrelevant �Becke,
1997�.

Practical hybrid functionals based on simultaneous
parameter optimization of fractional exact exchange and
empirical GGA components were explored by Becke
�1997� and have been further developed with increas-
ingly sophisticated functional forms and parameter opti-
mization procedures, richer experimental training sets,
and training sets based additionally on computational
results obtained using wave-function-based methods
�see, e.g., Hamprecht et al., 1998; Cohen and Handy,
2001; Wilson et al., 2001; Xu and Goddard, 2004; Lynch
et al., 2004; Keal and Tozer, 2005�. Such functionals can
reduce mean errors further and may be useful for spe-
cific systems. Unfortunately, they do not result in signifi-
cant breakthroughs in accuracy with respect to that of
the one-parameter and three-parameter hybrids. Indeed,
Becke �1997� concluded that accuracies of the order re-
ported above for, e.g., B3LYP, are the most that can be
expected by mixing a fraction of exact exchange with the
LSDA and GGA components. At the same time, highly
parametrized functionals run the risk of overfitting,
which may result in poor performance outside the train-
ing set. For example, highly parametrized functionals,
on average, perform nearly as poorly as Hartree-Fock
theory in predicting 4s-3d interconfigurational excitation
energies for 3d cations, whereas one- and three-
parameter hybrids still provide for an accuracy that ex-
ceeds that of the LSDA or GGA �Holthausen, 2005�.

Most of the numbers provided so far were in the con-
text of formation energies, because the hybrid function-

als surveyed so far were developed based largely on
thermochemical data. Obviously, there is more to DFT
than thermochemistry. The importance of hybrid func-
tionals is that, at the very least for molecules involving
first- and second-row atoms and often for other systems
as well, they additionally exhibit an accuracy superior to
that of the LSDA or GGA for a wide range of proper-
ties for which they were not fitted. Examples include
molecular structures, vibration frequencies, electrical
properties �e.g., dipole moments, polarizabilities�, mag-
netic properties �e.g., chemical shifts in nuclear magnetic
resonance experiments, hyperfine coupling constants�,
and more �see Koch and Holthausen �2001� for a com-
prehensive performance evaluation�.

It is important to recognize that, although clearly of
value and use, hybrid functionals are no panacea. One
obvious caveat is that their performance for scenarios
that are sufficiently different from those used in their
original training or validation data should be assessed
critically against experiment and/or wave-function-based
methods before they are used for prediction. For ex-
ample, B3LYP has been shown to do poorly in predict-
ing the ground-state geometry of Jahn-Teller-distorted
cations �Baboul et al., 1999�. For solids, it is often found
that a different fraction of exact exchange is needed to
reproduce experimental values of different properties,
and in general a larger fraction than that typically used
in molecular applications is necessary �see Corá et al.
�2004� for a comprehensive evaluation of the perfor-
mance of hybrid functionals for solid-state properties�.
Furthermore, hybrid functionals often perform worse
than the GGA for metals in general and for transition
metals in particular �Corá et al., 2004; Paier et al., 2006�.
However, hybrid functionals are no panacea even for
systems that are chemically similar to those used for fit-
ting their parameters. Specifically, because they contain
only a fraction of exact exchange, they are not self-
interaction-free nor do they generally possess the cor-
rect derivative discontinuity. This, in principle, exposes
them to many of the difficulties described for semilocal
functionals in Sec. I.B. For example, they possess a spu-
rious maximum for the dissociation curve of H2

+ just
like the LSDA or GGA �Bally and Sastry, 1997� and are
unsuccessful at the description of charge-transfer sys-
tems, e.g., in the prediction of bond lengths for oligo-
mers exhibiting large bond-length alterations �Jac-
quemin et al., 2006�.

Interestingly, because hybrid functionals do contain a
certain fraction of exact exchange, together with an em-
pirical amount of correlation, they often handle local-
ized states well despite not being rigorously self-
interaction-free. For example, a correct description of
the geometry relaxation leading to localized defect
states on reduced and hydroxylated TiO2�110� is
achieved with the B3LYP, but not with the PBE func-
tional �di Valentin et al., 2006�. In a similar vein, the
eigenvalue spectrum of the PTCDA molecule of Fig. 2,
already shown above to be inadequate if the LDA or
GGA is used, agrees remarkably well with the GW cal-
culation shown in Fig. 2 if B3LYP is used—at a fraction
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of the computational cost of the GW calculation �Dori
et al., 2006�. As a different example, the one-parameter
PBE hybrid, as is or in its screened hybrid version ex-
plained below, often provides for a good description of
the electronic structure of solids with localized f elec-
trons, e.g., CeO2 and Ce2O3 �Hay et al., 2006�, actinide
oxides �Kudin et al., 2002; Prodan et al., 2006�, and ura-
nium fluorides and chlorides �Peralta et al., 2005�.

An important arena where the hybrid functionals sur-
veyed so far offer consistently insufficient improvement
over semilocal forms is the description of transition bar-
riers, which are crucial for predicting the kinetics of
chemical reactions. This is the case even for molecules
well within the original training set. Because the amount
of static correlation is reduced in transition states, the
percentage of semilocal exchange used to mimic it is
now too large. Therefore, semilocal functionals grossly
underestimate transition barriers, to the point where
they often erroneously predict barrier-free reactions
�Baker et al., 1995�. Conventional hybrid functionals in-
crease the barrier height, but not nearly to experimental
values. The reduction of static correlation in transition
states means that the fraction of exact exchange needed
for quantitative prediction of transition barrier heights is
higher than that needed for thermochemistry—typically
40–50 % �see, e.g., Orlova and Goddard, 2002; Lynch et
al., 2004�. Similarly, a need for a larger fraction of exact
exchange has been observed in, for example, the deter-
mination of torsional potentials in �-conjugated mol-
ecules �Sancho-García et al., 2003� and in the description
of self-trapped holes in NaCl �Gavartin et al., 2003�.

Obviously, increasing the exact-exchange fraction
means that the accuracy for thermochemical and other
ground-state properties is diminished. Functional pa-
rametrization against a training set consisting of both
thermochemical and transition-state data mitigates the
errors �Lynch et al., 2004; Keal and Tozer, 2005�. Never-
theless, one cannot truly negotiate the inherently contra-
dictory need for different fractions of exact exchange in
different situations without introducing additional de-
grees of freedom.

A natural additional degree of freedom is afforded by
using the kinetic energy density , as in meta-GGA func-
tionals �see Sec. III.A�. Indeed, this idea was suggested
in the development of hybrid functionals �Becke, 1996,
1998; Schmider and Becke, 1998�. A one-parameter
MGGA hybrid, based on Eq. �75�, using either the
PKZB �Adamo et al., 2000� or the TPSS �Staroverov
et al., 2003� nonempirical MGGA functional as the ap-
proximate functional in that equation, was suggested as
a straightforward way of combining the MGGA and hy-
brid approaches. The optimal exact-exchange fraction
turns out to be only 4.1% and 10% for PKZB and TPSS,
respectively. On the one hand, this can be taken as an
indication that MGGAs are already doing something
right in terms of mimicking the adiabatic connection
curve �Staroverov et al., 2003�. On the other hand, per-
formance gain, as compared to the pure MGGA func-
tional, is minimal �see, e.g., Zhao and Truhlar, 2006�.
Semiempirical hybrid meta-GGA functionals, where  is

used as an ingredient in the expression for the exchange,
the correlation, or both, are a very active area of current
research. Balancing the thermochemistry and transition-
barrier performance of such functionals, especially for
transition metal chemistry, is still difficult, but steady
progress is being made �Boese and Handy, 2002; Boese
and Martin, 2004; Zhao and Truhlar, 2004, 2005a, 2005b,
2006; Zhao et al., 2004, 2005, 2006; Boese et al., 2005;
Proynov and Thakkar, 2006; Hemelsoet et al., 2006�.

A different interesting approach to gaining additional
flexibility is to partition the exchange term into short-
range �SR� and long-range �LR� parts, by means of split-
ting the Coulomb repulsion into a short-range and a
long-range component �see Sec. III.D.3 for practical par-
tition schemes�. One can then generalize the hybridiza-
tion scheme by invoking different weights for the short-
and long-range exact exchange �Yanai et al., 2004; Peach,
Cohen, and Tozer, 2006; Peach, Helgaker, Sałek, et al.,
2006; Vydrov, Heyd, Krukau, et al., 2006�. Such generali-
zation of, e.g., the one-parameter hybridization scheme
of Eq. �75� yields

Exc
hyb = aEx

SR exact + �1 − a�Ex
SR app + bEx

LR exact

+ �1 − b�Ex
LR app + Ec

app. �78�

One useful limit of Eq. �78� is obtained by setting b=0,
i.e., excluding the long-range portion of the exact ex-
change altogether �Heyd et al., 2003�. This is important
because an accurate treatment of the long-range ex-
change interaction in a periodic system is possible but
nontrivial. In fact, this issue was at least partly respon-
sible for the delay between the introduction of hybrid
functionals and their first applications to solid-state
problems �see, e.g., Bredow and Gerson, 2000; Dovesi
et al., 2000; Muscat et al., 2001�. The PBE-based
screened hybrid obtained with b=0 �denoted HSE after
the initials of its developers� greatly facilitates calcula-
tions of solids with hybrid functionals, with an accuracy
that is usually on par with or better than that obtained
with the usual PBE hybrid �Heyd et al., 2003; Heyd and
Scuseria, 2004a, 2004b; Krukau et al., 2006; Batista et al.,
2006; Paier et al., 2006�. Specifically, it has been found to
provide an excellent description of the electronic struc-
ture of both semiconducting and metallic single-wall
nanotubes and of graphene nanoribbons �Barone, Per-
alta, and Scuseria, 2005; Barone, Peralta, Wert, et al.,
2005; Barone et al., 2006�. Because treating the long-
range exchange is particularly difficult for metals, where
a dense sampling of the Brillouin zone is needed, HSE
facilitates the study of metals in particular �Paier et al.,
2006�. For example, a recent study of total energy differ-
ences between the semiconducting cubic diamond and
the metallic �-tin phases of silicon showed that HSE
outperforms any other functional and agrees quite well
with diffusion Monte Carlo calculations �Batista et al.,
2006�. Note, however, that the HSE results are not on
par with standard GGA calculations for many other
metals �Paier et al., 2006�.

In the opposite limit of Eq. �78�, b=1, the correct
asymptotic exchange behavior is recovered, and this is
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discussed further in Sec. III.D.3, in the context of exact
exchange with compatible correlation. But generally, op-
timizing both a and b, as well as the nature of the short-
range–long-range separation, may result in a compro-
mise functional that allows for a different, and
appropriate, effective fraction of exact exchange to
emerge in different situations. Recent work �Vydrov and
Scuseria, 2006; Livshits and Baer, 2007� suggests that
cleverly constructed compromise hybrid functionals
based on short-range–long-range partitions have made
significant progress toward becoming practical tools that
alleviate some of the remaining difficulties with hybrid
functionals.

Finally, we note the recent work of Grimme �2006�,
who proposed hybridization of a perturbation theory ap-
proach, presented in Sec. III.D.2, as a practical means
for obtaining accurate predictions for a wide range of
properties and molecules. This demonstrates what ap-
pears to be a general theme: as new functionals emerge,
their quantitative performance may be aided by deriving
and optimizing a hybrid functional associated with them.

D. Exact exchange with compatible correlation

The above heading may seem puzzling and begs an
obvious question: In what sense should correlation be
“compatible” with exchange? From a wave-function
point of view, the two are usually considered to be inde-
pendent of each other and thus compatibility should not
be an issue. The answer is that compatibility of exchange
and correlation refers to the exchange-correlation hole
properties discussed in Sec. III.C. This compatibility is
most easily understood by an example of noncompatibil-
ity. Consider combining the exact exchange energy of
Eq. �37� with the LSDA functional for correlation. Na-
ively, one might expect that with a major part of the
functional—the exchange part—now taken into account
exactly, this functional should be better than the LSDA,
in which both exchange and correlation are approxi-
mated. However, this is not the case. The crucial obser-
vation here is that, as discussed above, the exchange
hole in a molecule or solid typically has a long-range
component that, in equilibrium situations, is canceled to
a large extent by a long-range component of the corre-
lation hole, i.e., the combined exchange-and-correlation
hole is rather local. But in the combination of exact ex-
change and LSDA correlation, any long-range compo-
nent of the exchange-hole can never be canceled be-
cause the LSDA correlation hole is intrinsically local. In
this sense, the LSDA correlation is not compatible with
exact exchange. The same argument holds if the LSDA
correlation is replaced by more advanced semilocal cor-
relation functionals. For example, a combination of ex-
act exchange with the PKZB-MGGA correlation func-
tional �Perdew et al., 1999� satisfies all known exact
constraints on Exc�n�, yet the atomization energies of
typical small organic molecules are considerably less ac-
curate than the ones obtained from a typical GGA �Per-
dew and Schmidt, 2001�.

Yet another functional that is incompatible with exact
exchange is the one derived from the work of Colle and
Salvetti �1975, 1979, 1990�, which also underlies the LYP
functional �Lee et al., 1988�. Colle and Salvetti devised a
model wave function consisting of a Slater determinant
correlated with a Jastrow-type factor building in the in-
terelectronic cusp condition. Making a series of approxi-
mations, they derived an energy functional from this
wave function and fitted a parameter related to the ra-
dius of the correlation hole against the correlation en-
ergy of the helium atom. The so-obtained Colle-Salvetti
functional describes short-range correlation effects well
�which is understandable to some extent because the
cusp has been taken into account�, but it misses impor-
tant long-range correlation effects �Tao
et al., 2001; also see Perdew and Ernzerhof, 1998; Singh
et al., 1999; and Caratzoulas and Knowles, 2000 for com-
ments on the shortcomings of the Colle-Salvetti ap-
proach�.

Quite generally, a combination of exact exchange and
�semi�local correlation can at best describe systems of a
spatial extension so limited that a priori no long-range
hole components can exist, such as atoms. But generally
speaking it cannot describe more extended systems such
as molecules or solids. Having thus explained what we
understand to be a compatible correlation functional, we
discuss which functionals meet, or at least in principle
may meet, this requirement. As we do so, it should be
realized that we are approaching the forefront of
present-day density-functional research, so applications
tend to be relatively few and the final word about the
new functionals is far from having been spoken.

1. The hyper-generalized-gradient approximation

There are still not many functionals of the class that
has been dubbed the hypergeneralized gradient approxi-
mation �HGGA� �Perdew and Schmidt, 2001� or local
hybrid �Jaramillo et al., 2003�, and, therefore, one might
debate whether a separate class is even justified, and if
so, what is the most appropriate name for it. Semantics
aside, there is a more important question: What physical
principle do the functionals in this category have in com-
mon? In our definition, the term HGGA comprises all
functionals that use a density-dependent combination of
nonlocal Fock exchange and �semi�local exchange to
model the effects of static correlation. This approach is
generally reasonable because the long-range static cor-
relation appears to be exchangelike in terms of its hole.
While the fundamental idea of the HGGA is simple—
combine exact exchange with an �existing� semi-local
functional that models dynamical correlation and an ex-
changelike functional �to be developed� to model static
correlation—actually deriving the functional that models
the static correlation is far from easy. One major chal-
lenge is to devise the functional such that, at equilibrium
geometries, the long-range parts of exchange and corre-
lation mostly cancel each other, i.e., the functional must
reduce to something that is GGA-like, whereas in
stretched geometries as encountered, for example, in
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dissociation or transition states, true nonlocality must be
achieved. If such a functional can be conceived, it will
solve many of the previously discussed qualitative prob-
lems that plague �semi�local functionals—so that per-
haps a panacea may come into sight on this particular
horizon.

Promising attempts to derive an accurate HGGA
have been made. Perdew and Schmidt �2001� sketched a
concept for a HGGA that is based on a combination of
MGGA ingredients and the exact exchange energy per
particle. The approach can satisfy many of the con-
straints required for Exc, but the details remain to be
worked out. Jaramillo et al. �2003� derived a functional
they called a local hybrid, because formally it resembles
a hybrid functional in which the constant mixing coeffi-
cient has been replaced by a functional of the density,

Exc
lochyb =� n�r���f��n� ;r��ex

sloc��n� ;r�� + �1

− f��n� ;r���ex
exact��n� ;r�� + ec

sloc��n� ;r���d3r . �79�

Here ex
sloc is the energy per particle of a semilocal ex-

change functional, ex
exact that of the Fock exchange func-

tional, and ec
sloc that of a semilocal correlation functional.

When written as in Eq. �79�, the similarity to hybrid
functionals is stressed �cf. Eq. �75��. But by rearranging
terms, the exchange-correlation energy per particle of
the local hybrid can also be written as

exc
lochyb = ex

exact + f�ex
sloc − ex

exact� + ec
sloc, �80�

where we have dropped the functional arguments for
clarity of notation. In Eq. �80�, the fundamental logic of
the HGGA becomes visible: The first term on the right-
hand side introduces the full-exact exchange energy into
the functional, the second term models the exchangelike
static correlation as a combination of nonlocal and local
exchange, and the third term takes into account dynami-
cal correlation. With an appropriate �and possibly spin-
dependent� choice of f, this functional form can satisfy
many or all desired constraints.

In the original local hybrid functional, f=1−W / was
chosen �see Sec. III.A for the definition of W /�. Thus,
the local hybrid reduces to exact exchange plus semilo-
cal correlation in iso-orbital regions, and this results in
qualitatively correct dissociation curves for H2

+ and
similar systems where semilocal functionals fail badly.
However, atomization energies obtained from the local
hybrid underestimate considerably the experimental re-
sults and are less accurate than those from standard
GGAs �Jaramillo et al., 2003�. This can be traced back to
the fact that, on average, f is too small, i.e., in terms of
Eq. �79�, the local hybrid introduces too much exact ex-
change, or, more importantly, in terms of Eq. �80�, the
local hybrid does not introduce enough static correla-
tion. This is a limitation of the exchange-correlation
functional itself and therefore independent of whether
an orbital-specific �Jaramillo et al., 2003� or a multiplica-
tive local �Arbuznikov et al., 2006� potential is used. Re-
cent work of Bahmann et al. �2007� supports the conclu-

sion that the local hybrid with f=1−W / misses
important effects of static correlation. They have shown
that, if 0.48W / is used instead of W / �albeit with a
weighted sum of the exchange-correlation energies,
rather than the per-particle exchange-correlation ener-
gies as in Eq. �79��, with the LDA as the semilocal func-
tional, the performance of the resulting functional in
terms of thermochemistry is competitive with, e.g.,
B3LYP. However, in this way full exact exchange is not
incorporated, so that this approach likely suffers from
the limitations of standard hybrid functionals that moti-
vate HGGAs in the first place �Bahmann et al., 2007�.
Therefore, Eq. �79� lays out an interesting concept, but
better functionals f have to be developed to make the
concept successful in practice. Arbuznikov and Kaupp
�2007� recently suggested that the weighting function for
the exchange-correlation energies be chosen as a simple
analytical function of the reduced density gradient

s��r������ 	��r��� /2�3�2�1/3	�
4/3�r��, such that f tends to 0 and

1 in the homogeneous and vanishing density limits, re-
spectively. They have shown that the performance of the
resulting functional in terms of thermochemistry is also
competitive with B3LYP, with the added benefit of at-
tainment of the exact-exchange limit in asymptotic re-
gions where the density approaches zero. However, the
resulting functional is still not truly self-interaction-free
everywhere, and its performance for other properties,
such as reaction barriers, has yet to be evaluated.

A different route to obtain a HGGA has been fol-
lowed by Mori-Sánchez et al. �2006�, similar to ideas that
were originally put forward in the context of construct-
ing hybrid functionals—which we now see as early at-
tempts to construct HGGAs �Ernzerhof, 1996; Burke,
Ernzerhof, and Perdew, 1997�. They based the form of
their HGGA on the following approximation to the
coupling-constant integrand �cf. Eq. �69��:

Exc,��n� = f1�n� +
�f2�n�

1 + �f3�n�
, �81�

where f1�n�, f2�n�, and f3�n� are functionals of the density
that must be chosen appropriately. By identifying f1�n�
with the exact-exchange energy, this ansatz correctly
takes into account that, in the high-density limit �corre-
sponding to �→0�, the exchange-correlation energy
must be dominated by exact exchange and Exc,0=Ex, as
discussed in Sec. III.C. The slope dExc,� /d� at �=0 is
twice the second-order correlation energy of Görling-
Levy perturbation theory, and this condition can be used
to fix f2�n�. �See Sec. III.D.2 for the precise definition of
the high-density limit and a discussion of perturbation
theory.� Information from the homogeneous electron gas
can be used to derive a condition for f3�n�, and thus one
can define a nonempirical functional based on Eq. �81�.
Mori-Sánchez et al. �2006� made further approximations,
e.g., by replacing the true slope from the second-order
correlation energy by the approximate slope obtained
from semilocal functionals. Furthermore, because their
unfitted functional turned out to be less accurate than
standard functionals, they introduced some empirical
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parameters. After fitting these to molecular data, they
were able to accurately predict atomic and molecular
energies, atomization energies, and reaction barriers,
thus correctly describing properties whose accurate pre-
diction within DFT is typically mutually exclusive. Un-
fortunately, this suggested functional is not size consis-
tent and its usage can therefore be problematic �cf. the
discussion of size consistency in Sec. III.B�.

Finally, another noteworthy HGGA was put forward
by Becke �2003, 2005� under the name real-space corre-
lation model. His functional derives from a combination
of �a� modeling the above-discussed exchange-
correlation hole physics with stretched H2 as a guiding
paradigm problem, and �b� theoretically guided empiri-
cism. A key concept in his approach is to measure the
extent to which the exchange hole is delocalized by re-
verse engineering of the Becke-Roussel �1989�
exchange-hole model. This concept is used to define an
exchange-correlation hole as a combination of an ex-
change hole and an exchange-modeled nondynamical
correlation hole that is maximally deepened under the
constraint of preserving elementary hole properties, like
hole normalization. Taking spin dependence into ac-
count in the hole models proved to be essential �Becke,
2005�. With a few empirical fit parameters, this func-
tional yields atomization energies for the G3 set with an
accuracy that is comparable to that of the best-
performing hybrid functionals, and without refitting the
parameters, the functional also yields very accurate re-
action barriers �Dickson and Becke, 2005�. So, again,
quantities that so far have been hard to bring under the
umbrella of a single density functional seem to be cov-
ered by a HGGA.

There are still open questions with these new func-
tionals. For example, in the work of Becke �2003, 2005�,
the calculations were not done self-consistently but were
based on B3LYP geometries and LSDA orbitals. An-
other topic needing clarification is how far the fitting to
molecular data limits the usefulness of the functionals
for solid-state theory. It would also be interesting to see
how the HGGAs perform for response properties such
as the ones discussed in Sec. II.C. But, independent of
the outcome of such tests, we believe that it is already
fair to say that the HGGA concept may well represent a
major step forward in density-functional development.

2. Perturbation theory

While the HGGA approach is an attempt to develop
models that capture the exchange-correlation effects,
the orbital-dependent functionals that are based on per-
turbation theory follow a different philosophy. To a
large extent, they are inspired by traditional many-body
methods and follow the governing principle that, start-
ing from a noninteracting zeroth-order system, the
exchange-correlation energy is expanded in a Rayleigh-
Schrödinger-like perturbation series, with the electron-
electron interaction acting as the perturbation. In this
sense, the quest for the ultimate functional takes a very
different direction: The true hurdle is no longer to de-

velop a functional �this follows more or less automati-
cally from the perturbation theory expressions�, but to
evaluate it.

All perturbative schemes discussed below make use of
not only the occupied Kohn-Sham orbitals but also the
unoccupied ones. In terms of the Jacob’s ladder picture,
this is a still higher rung than the previously discussed
HGGAs, and it has to be paid for by a substantial in-
crease in computational expense. The advantages and
drawbacks of perturbative approaches, if regarded as
tools for application-oriented computations, can be sum-
marized quite generally: Their main advantage is that
they can achieve systematic convergence to the exact
result. Their main disadvantage is that they do so by
sacrificing an essential part of what made DFT attractive
in the first place, namely, modest computational cost
gained through insightful modeling of physical quanti-
ties such as the exchange-correlation hole or physical
principles such as the adiabatic connection curve.

However, there is also another aspect to perturbation
theory: In addition to �or instead of� using it for actual
applications, it can serve as a tool to gain insight into
properties of the exchange-correlation functional and to
access special limiting cases such as the high-density
limit. This point of view is stressed in the first DFT-
based perturbation theory approach, the Görling-Levy
perturbation theory �Görling and Levy, 1993, 1994,
1995a�, which therefore is reviewed in greater detail in
the following. Görling-Levy theory exploits the close
connection between uniform coordinate scaling and the
adiabatic connection theorem. Consider an N-particle
wave function in which the spatial coordinates are uni-
formly scaled by a factor ��0 while normalization is
conserved, i.e.,

���r�1, . . . ,r�N� = �3N/2���r�1, . . . ,�r�N� . �82�

The density corresponding to the scaled wave function
thus defined is the scaled density

n��r�� = �3n��r�� . �83�

Scaling with ��1 yields densities that are contracted
and on average higher than the unscaled density,
whereas scaling with ��1 yields densities that are
spread out and on average lower than the unscaled den-
sity. The limit �→� defines the high-density limit. By
straightforward evaluation of the functionals, one can
show that under this scaling the components of the
Kohn-Sham energy obey the following scaling relations
�for detailed discussions of coordinate scaling see, e.g.,
Levy and Perdew, 1985; Levy, 1991; Perdew and Kurth,
2003�:

Ts�n�� = �2Ts�n� , �84�

EH�n�� = �EH�n� , �85�

Ex�n�� = �Ex�n� , �86�

38 Stephan Kümmel and Leeor Kronik: Orbital-dependent density functionals: Theory …

Rev. Mod. Phys., Vol. 80, No. 1, January–March 2008



Ec�n�� = �2Ec,1/��n� . �87�

Equation �86� can be used to separate a functional
into its exchange and correlation parts via coordinate
scaling: Ex�n�=lim�→�Exc�n�� /� and Ec�n�=Exc�n�
−lim�→�Exc�n�� /�. Equation �87� reveals a central aspect
of Görling-Levy theory. It relates the correlation energy
functional evaluated with the scaled density to the
coupling-constant-dependent correlation energy func-
tional �cf. Eq. �69�� evaluated with the unscaled density,
but with a coupling constant given by the inverse of the
coordinate scaling factor. Thus, the high-density limit
corresponds to the weak-coupling regime of the adia-
batic connection.

Görling-Levy perturbation theory proceeds by em-
ploying the coupling-constant dependent Schrödinger
equation �cf. Eq. �66��,

�T̂ + �V̂ee + V̂ext,���� = E���, �88�

to define a perturbation expansion in the coupling con-
stant �. Here �� is the ground-state wave function of the

scaled Hamiltonian Ĥ�, V̂ext,�=�i=1
N vext,���n� ;r�i�, and

vext,���n� ;r�� = vKS��n� ;r�� − �vH��n� ;r�� − �vx��n� ;r��

− vc,���n� ;r�� . �89�

The coupling-constant-dependent potential of Eq. �89�
reflects the scaling relations of Eqs. �85�–�87�: Whereas
the classical Coulomb and the exchange potentials de-
pend on the coupling constant linearly, the correlation
potential depends on the coupling constant in an a priori
unknown, more complicated way. For �=0, the potential
vext,� is just the Kohn-Sham potential. For �=1, it is the
true external potential of the interacting system that has
n�r�� as its ground-state density �as discussed previously
below Eq. �66��. For a given value of the coupling con-
stant �, the coupling-constant-dependent correlation en-
ergy defined by

Ec����n� = 
���T̂ + �V̂ee���� − 
�0�T̂ + �V̂ee��0� , �90�

the wave function ���n�, the total energy E��n�, and the
correlation potential vc,���n� ;r��=�Ec����n� /�n�r�� are then
expanded in powers of � around �=0. This amounts to a
perturbation expansion that starts from the noninteract-
ing Kohn-Sham system and takes the electron-electron
interaction into account in successive orders of pertur-
bation theory, leading to the fully interacting many-
electron system. It should be noted that this perturba-
tion expansion is similar but not identical to standard
Rayleigh-Schrödinger perturbation theory, because the
perturbing potential itself depends, via the correlation
potential vc,���n� ;r��, on the coupling constant in a non-
linear way. From the expansion one obtains expressions
that are formally similar to Møller-Plesset perturbation
theory. The zeroth-order term is the energy of the non-
interacting Kohn-Sham system obtained from the sum of
the occupied eigenvalues, the first-order term corre-
sponds to the exact Kohn-Sham exchange energy, and
the second-order term can be written as

Ec
�GL2� = �

k=1

� �
�0�V̂ee − �
i=1

N

�vH�r�i� + vx�r�i����0,k��2

E0 − E0,k
,

�91�

where �0 is the ground-state wave function of the �=0
noninteracting system, i.e., the Kohn-Sham ground-state
Slater determinant �see Sec. III.C.1�, and E0 is the cor-
responding noninteracting ground-state energy. �0,k are
the excited Kohn-Sham Slater determinants, i.e., the en-
ergetically higher-lying eigenfunctions of the Kohn-
Sham Hamiltonian having energies E0,k. Combining
Eqs. �70�, �71�, and �90�, and invoking the Hellmann-
Feynman theorem, one finds that the correlation part of
the coupling-constant integrand Ec,��n�, and Ec����n� of
Eq. �90� are related to each other by

Ec,��n� =
d

d�
Ec����n� . �92�

Because Ex is independent of � and because Eq. �91�
defines the quadratic coefficient, i.e., to lowest order in
�, Ec����n�=�2Ec

�GL2�, one further finds

�dExc,�

d�
�

�=0
= �dEc,�

d�
�

�=0
= �d2Ec���

d�2 �
�=0

= 2Ec
�GL2�,

�93�

that is, the starting slope of the adiabatic connection
curve is given by twice the second-order Görling-Levy
energy. This relation can be used as input in functional
construction �cf. Secs. III.D.1 and III.D.3�, and to check
functional approximations.

From what has been said so far, it is clear that, by
going to successively higher orders, Görling-Levy per-
turbation theory can also be interpreted as defining a
formally exact Kohn-Sham scheme �Görling and Levy,
1994�. As with any perturbation expansion, it is then an
important question whether the expansion converges
and is well behaved. The LDA expression diverges in
the limit �→� �Görling and Levy, 1993�, but the ques-
tion of convergence in general has sparked quite some
interest in recent years. Facco Bonetti et al. �2001, 2003�
argued that the second-order correlation potential di-
verges for finite systems for r→� even if the system has
a sizable gap, and this finding has been supported by
Ivanov and Levy �2002�. Niquet et al. �2003a, 2003b� dis-
agreed with this conclusion and provided counterargu-
ments based on the Sham-Schlüter equation. This appar-
ent contradiction has been solved in recent work �Engel
et al., 2005�, which pointed out that a nondiverging solu-
tion of the second-order correlation potential equation
exists for finite systems with a countable spectrum �such
as an atom in a cavity�, but not if continuum states are
present. The latter were also identified as the source of
divergence in earlier work by Ivanov and Levy �2002�.
Suggestions have been made to overcome these difficul-
ties �Niquet et al., 2005; Engel and Jiang, 2006; Jiang and
Engel, 2006�, but, in any case, the evaluation of pertur-
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bation theory potentials involving unoccupied orbitals
requires great care. It should also be noted that prob-
lems with divergences are not only found in the Görling-
Levy expansion, but have also been reported in another
DFT-based perturbative approach �Mori-Sánchez et al.,
2005�.

Other perturbative approaches that are not necessar-
ily as closely tied to the adiabatic connection idea as
Görling-Levy theory, but also make use of Kohn-Sham
orbitals, have been suggested. Typically, they stress the
use of perturbation theory as a computational tool to
achieve high-quality results for small systems, in the
spirit of the introductory remarks at the beginning of
this section. For example, Grabowski et al. �2002� calcu-
lated the correlation potentials for the helium isoelec-
tronic atom series and the neon atom and demonstrated
that their second-order potential is much closer to the
exact correlation potential than the potentials from con-
ventional density functionals. Grimme �2006� showed
that an empirical combination of traditional second-
order perturbation theory and a hybridlike functional,
evaluated non-self-consistently with the Kohn-Sham or-
bitals, can yield accurate results for a wide range of mol-
ecules. Other studies �Bou1, 2000; Gutlé et al., 2002;
Hupp et al., 2003; Bartlett et al., 2005; Schweigert et al.,
2006� focused on the rapidity with which convergence of
quantum-chemistry-like approaches can be achieved by
a clever choice of the zeroth-order system �orbitals� or
reference Hamiltonian, respectively. The relation be-
tween different DFT-based perturbation theories has
been discussed by Ivanov et al. �2003�.

With new functionals still being developed and tested
�see examples above�, and some theoretically proposed
schemes not yet having been tested at all �Grabo et al.,
2000�, it is at present hard to predict which direction this
subfield of orbital-dependent functional theory will take.
The possible benefits are large. In addition to high accu-
racy and systematic convergence to the correct result,
the perturbative approaches offer the chance to reliably
describe situations that are notoriously difficult for tra-
ditional density functionals, such as van der Waals inter-
actions �Engel and Dreizler, 1999; Ivanov and Bartlett,
2001�. This may be part of the reason that, quite gener-
ally, one sees a tendency in the field to seek an increas-
ing overlap between DFT and quantum chemistry. This
direction has also been followed, for example, in the
work of Leininger et al. �1997� and Goll et al. �2006�.
They separated the Coulomb interaction into short- and
long-ranged parts, with the hope of combining the
strength of semilocal density functionals—inexpensive
description of short-range dynamical correlation—with
the strength of configuration-interaction or coupled-
cluster theory—accurate description of long-range static
correlation effects �see Sec. III.D.3�. Thus, the bound-
aries between DFT and many-body perturbation theory
start to blur. But the possible benefits of these ap-
proaches come at a heavy price, because the boundaries
blur not only in terms of methodology and quality of
results, but also in terms of computational expense.
Much of the original attractiveness of DFT, which

stemmed from the chance to gain insight into electronic
structure from first principles without having to suffer
through the pains of solving the many-body Schrödinger
equation, is lost. So DFT-based perturbation theory ap-
pears to be a path toward merging the methods of DFT
and traditional quantum chemistry both for better and
for worse.

3. Range-separated functionals and other approaches

Not all orbital-dependent functionals can be catego-
rized into one of the major classes presented above, and
this section is devoted to discussing some of the func-
tionals that have been omitted so far. It is beyond the
limits of this review to go into detail and to provide
coverage of all orbital-dependent functionals developed
over the years. For example, we do not discuss the
LDA+U �Anisimov et al., 1997� and the LDA+ dynami-
cal mean-field theory �Held et al., 2003; Kotliar et al.,
2006�, since these methods have been the topic of the
just-cited recent review articles and are at or beyond the
verge of what typically is considered DFT. Quite gener-
ally, we make no effort to cross the boundary to other
many-body methods in this paper. However, one should
note that these boundaries have become less rigid over
the years, and fruitful stimulation can come from visiting
the other side of the fence �see, e.g., the review by Onida
et al., 2002�. For the sake of focus, here we shed light on
only a few approaches that are of true density-functional
character and either provide insight into general con-
cepts of DFT or may serve as starting points for future
density-functional development, or both.

A common theme in many approaches that go beyond
the semilocal approximations by using orbitals is the
concept of separating the electron-electron interaction
into long- and short-range parts. This idea underlies,
e.g., several approaches based on the random-phase ap-
proximation �RPA�, or, more precisely, its density-
functional version. The RPA was originally put forward
�Nozières and Pines, 1958� and used �von Barth and He-
din, 1972; Vosko et al., 1980� in studies of the homoge-
neous electron gas. The RPA density functional can be
defined by starting from an exact representation of the
exchange-correlation energy in the form of the
adiabatic-connection fluctuation-dissipation theorem
�Langreth and Perdew, 1975, 1977�,

Exc =
1
2 � d3r� d3r�

e2

�r� − r���
�

0

1

d�

��−
1

�
�

0

�

d� Im ���r�,r��,�� − n�r����r� − r���	 , �94�

where ���r� ,r�� ,�� is the coupling-constant-dependent dy-
namic response function of the system, which can be
expressed within time-dependent density-functional
theory �Runge and Gross, 1984; Gross et al., 1999�,
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���r�,r��,�� = �KS�r�,r��,�� +� d3x� d3y�KS�r�,x� ,��

�� �e2

�x� − y� �
+ fxc,����x� ,y� ,��	���y� ,r��,�� ,

�95�

and fxc,����x� ,y� ,�� is the coupling-constant-dependent
exchange-correlation kernel �see Sec. IV.B�. For �=0, ��

is identical to the Kohn-Sham �i.e., noninteracting� dy-
namic response function,

�KS�r�,r��,�� = lim
�→0

�
�=↑,↓

�
j,k

�fk,� − fj,��

�
�j,��r���k,�

* �r���j,�
* �r����k,��r���

� − ��j,� − �k,�� + i�
, �96�

where fk,� and fj,� are the orbital occupation numbers �0
or 1�, and j and k sum over the full spectrum of occupied
and unoccupied orbitals. Different approximations to fxc
lead to different approximations for Exc via Eqs. �94�
and �95�. A detailed analysis of the relation between fxc
and other many-body approaches has been given in the
review by Onida et al. �2002�; thus we do not discuss it
here. Instead, we focus on the RPA functional, which
follows from the crudest possible approximation fxc,���
=0. �Note, however, that based on Eq. �94�, studies be-
yond the RPA have been reported. See, e.g., Dobson
and Dinte, 1996; Fuchs and Gonze, 2002; and Pitarke
and Perdew, 2003.�

The RPA functional has been used successfully to
study jellium slabs and surfaces �Pitarke and Eguiluz,
1998, 2001; Dobson and Wang, 1999�; it has been applied
to atoms and molecules �Furche, 2001; Fuchs and
Gonze, 2002; Fuchs et al., 2003� and solids �Kotani, 1998;
Niquet and Gonze, 2004�. The RPA functional can de-
scribe van der Waals interactions �Dobson and Wang,
1999; Fuchs and Gonze, 2002� and generally captures
long-range correlation well. However, it misses impor-
tant short-range correlation effects. Therefore, it can, to
some extent, be regarded as the complement of semilo-
cal correlation functionals, which mainly capture short-
range correlation. It is then a natural idea to try to
merge the two approaches in order to combine the ben-
eficial aspects of both. To this end, �semi�local function-
als have been constructed with the aim of avoiding
double counting of correlation effects in the combined
functional �Kurth and Perdew, 1999; Yan, Perdew, and
Kurth, 2000�. But the results that were obtained for mol-
ecules with this approach were not encouraging �Furche,
2001�, and indicate that matching the two rather differ-
ent approaches is not easy.

The idea of treating the long- and short-range compo-
nents of the electron-electron interaction on a different
footing has also been followed under a different per-
spective. Leininger et al. �1997� split the Coulomb inter-
action according to

1

�r�i − r�j�
=

erf�
�r�i − r�j��
�r�i − r�j�

+
1 − erf�
�r�i − r�j��

�r�i − r�j�
, �97�

where erf�·� denotes the standard error function and 
 is
an empirical parameter. Their central idea was to take
the long-range part of the Coulomb interaction, given by
the first term on the right-hand side of Eq. �97�, into
account through a configuration-interaction �CI� calcula-
tion, but to model the short-range part of the electron-
electron interaction, represented by the second term, by
a density functional �cf. Sec. III.D.2�. The underlying
logic is that Eq. �97� splits up the interaction in such a
way that the part that is covered by the CI calculation
does not diverge, i.e., it does not lead to a cusp in the
wave function. Therefore, the CI calculation converges
faster than for the unmodified interaction, and the short-
range correlation effects, which are thus missing in the
CI calculation, are brought in via the density functional.
From an application point of view, the attractiveness of
mixing CI with DFT is, once more, that the long-range
correlation effects, which are hard to model with explicit
density functionals, are rigorously taken into account.
The fundamental idea of splitting up the interaction ac-
cording to Eq. �97� has been developed further in subse-
quent work with the definition of density functionals for
both components and the derivation of scaling relations
and approximate density functionals, in particular for
the short-range part �Toulouse et al., 2004, 2005, 2006;
Gori-Giorgi and Savin, 2006; Toulouse and Savin, 2006�.

The splitting of Eq. �97� has also proven to be a valu-
able concept without quantum chemistry modeling of
the long-range part. This is because it can be used to
construct functionals that take the long-range part of
only the exchange into account nonlocally while model-
ing other interaction effects with semilocal functionals.
The long-range exchange is then given by a Fock inte-
gral with erf�
�r�i−r�j�� / �r�i−r�j� as the interaction. �See
Iikura et al., 2001; Yanai et al., 2004. Also compare Eq.
�102� and references given there for a different but re-
lated approach.� Such functionals have been interpreted
as generalized hybrid functionals �Ángyán et al., 2005;
Gerber and Ángyán, 2005�. The inclusion of the long-
range exchange has been reported to improve the de-
scription of s-d transfer energies �Iikura et al., 2001�, the
longitudinal polarizabilities of molecular chains �Iikura
et al., 2001; Sekino et al., 2005�, and charge-transfer ex-
citations �Tawada et al., 2004; Yanai et al., 2004�. Com-
bined with the van der Waals functional by Andersson et
al. �1996�, the approach has also been reported to pro-
vide a reasonable description of van der Waals interac-
tions �Kamiya et al., 2002; Sato et al., 2005a, 2005b�. But,
in addition to these encouraging results, it must be noted
that, based on a systematic study of molecular proper-
ties, Peach, Cohen, and Tozer �2006� have cautioned that
parameters that have been introduced into the function-
als have a great influence on the functional performance,
and parameters that lead to good results for one observ-
able can deteriorate accuracy for others. One may
speculate that a way to overcome these problems could
be to turn the parameters into density functionals them-
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selves, and then, apparently, the boundaries between the
hybrid functional, HGGA, and the just-defined range-
separation functional classes begin to blur. A step in this
direction has been taken, for example, by Baer and Neu-
hauser �2005� with a functional that is motivated by a
coupling-constant argument and based on the combina-
tion of nonlocal, Fock-like exchange and a local
exchange-correlation functional for a range-separated
interaction of the form �1−exp�−
r�� /r.

Finally, we mention two functionals that do not fall
into the range-separation category. The correlation fac-
tor model �Burke, Perdew, and Ernzerhof, 1997; Perdew
and Schmidt, 2001� is an attempt to directly model the
coupling-constant-averaged exchange-correlation hole.
The basic idea is to multiply the exact-exchange hole by
a function chosen appropriately to satisfy the hole sum
rule �cf. Sec. I.B� and other constraints. Such a func-
tional can, in principle, achieve everything a HGGA
does. Whether it is possible to work out the necessary
details and whether it will be computationally feasible
remains to be seen. Another approach that is charming
as a theoretical concept is the interaction-strength inter-
polation �Seidl et al., 2000�. Its idea is to model the
coupling-constant integrand of Eq. �69� as an interpola-
tion between the �=0, i.e., the exact-exchange limit, and
the limit of infinite coupling strength �→�, which can
be well approximated by explicit density functionals
�Seidl et al., 1999�. However, the interaction-strength in-
terpolation needs the starting slope �i.e., the slope at �
=0� of the coupling-constant integrand curve as an input
to its interpolation. As seen in Eq. �93�, this means its
use requires knowledge of the second-order Görling-
Levy correlation energy. Therefore, the scheme is com-
putationally demanding and has not come into wide-
spread use.

In conclusion, it should be stressed once more that,
quite generally, most of the functionals discussed in Sec.
III.D are computationally much more demanding than
the semilocal functionals. Thus, the compatible correla-
tion functionals also pose computational challenges in
addition to the fundamental ones that we discussed.

IV. ORBITAL-DEPENDENT FUNCTIONALS AND
EXCITED STATES

A. The gap problem

All discussion and analysis presented so far have been
limited to ground-state properties. This is because DFT
is inherently a ground-state theory. Proof of the
Hohenberg-Kohn theorem relies explicitly on the varia-
tional principle, which applies only to the ground state.
In principle, because the ground-state density uniquely
determines the many-body Hamiltonian, information
about excited-state properties is also encoded within the
ground-state density �Görling, 1996, 2005�. However, in
the absence of any explicit link between excited-state
quantities and ground-state densities, predictions as to
the former cannot be made based on the ground-state
functional.

One property that is frequently related to questions
about excited states is the gap of a molecule or solid.
However, here it is important to distinguish between two
different gaps that are relevant in this context. The fun-
damental gap is defined as the difference between the
first ionization potential I and the first electron affinity
A. In a solid, it is usually referred to as the band gap. It
can be measured, for example, by using photoemission
and inverse photoemission for determining I and A, re-
spectively. The optical gap is defined as the difference
between the energies of the lowest excited many-particle
state and the ground state. It can be measured, for ex-
ample, by determining the optical-absorption spectrum.
In many solids, the fundamental and optical gaps are
within 0.1 eV. From a many-body perturbation theory
perspective, this can be rationalized as being due to
strong screening of the Coulomb attraction between the
quasielectron and the quasihole. The quantitative simi-
larity �but not identity� of the two gaps often results in a
confusion between them. However, they are by no
means the same, and in the absence of strong screening
the fundamental and the optical gap can and usually will
differ considerably, an issue elaborated below. The gap
problem addressed in this section is the relation between
the Kohn-Sham gap, defined as the difference between
the lowest unoccupied and highest occupied Kohn-Sham
eigenvalues, and the fundamental and optical gaps.

We first consider the fundamental gap in solids. As
already hinted in Sec. I.B, I and A can be assessed from
total energy differences between the �N−1�- or the �N
+1�-electron systems, respectively, and the N-electron
system. Thus, meaningful values for the fundamental
gap can be computed rigorously within an all-ground-
state theoretical framework. However, whereas these
energy differences are easily calculated for finite sys-
tems, one cannot simply add or remove a single electron
from an infinite system such as a solid with periodic
boundary conditions. Thus, the temptation to consider
Kohn-Sham gaps as an alternative in the latter case is
great. This is all the more so given that, for many solids,
valence- and conduction-band structure calculations
based on filled and empty Kohn-Sham orbitals, respec-
tively, often provide for surprisingly accurate agreement
with experiment, to within a rigid shift �see, e.g., Che-
likowsky and Cohen, 1992, and references therein�.
Thus, the Kohn-Sham gap has also frequently been com-
pared to the fundamental gap. However, this compari-
son leads to difficult questions of its own.

It is routinely found that DFT calculations with
semilocal functionals yield a Kohn-Sham gap that under-
estimates the fundamental one, often considerably. For
example, for Si, the LSDA underestimates the funda-
mental gap by more than 50%. For Ge, the LSDA does
not find a gap at all, misidentifying this semiconductor as
a semimetal instead �see, e.g., Hybertsen and Louie,
1986�. These significant differences between the Kohn-
Sham and fundamental gaps are often attributed to a
failure of semilocal functionals. As this appears to be a
frequent source of confusion in the literature, we em-
phasize that in fact this difference has its source in the
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Kohn-Sham approach itself. By virtue of Janak’s theo-
rem �Janak, 1978�, and taking into account the deriva-
tive discontinuity of Exc introduced in Sec. I.B, we know
that, for an N-electron system, I and A are related to the
Nth and �N+1�th Kohn-Sham eigenvalues via �Perdew
and Levy, 1983; Sham and Schlüter, 1983�

I�N� = − �N�N − �� , �98�

A�N� = − �N+1�N + �� , �99�

where � is infinitesimal. In other words, the ionization
potential can be equated with the highest occupied
Kohn-Sham eigenvalue for a system approaching the in-
teger particle number from below, whereas the electron
affinity can be equated with the highest �infinitesimally�
occupied eigenvalue for a system approaching the inte-
ger particle number from above. The latter value, how-
ever, will differ from that obtained for the lowest unoc-
cupied eigenvalue of a system approaching the integer
particle number from below by exactly the derivative
discontinuity in Exc. A standard Kohn-Sham calculation,
i.e., one with an integer particle number and an asymp-
totically vanishing exchange-correlation potential, is
known to be equivalent to approaching the integer par-
ticle number from below �Levy et al., 1984; Perdew and
Levy, 1997�. We must therefore conclude that for this
standard calculation

I − A = �N+1 − �N + �xc, �100�

where �xc is the magnitude of the derivative discontinu-
ity in Exc. We stress that this gap problem is not a failure
of semilocal functionals, which do not possess a deriva-
tive discontinuity. Even for the ultimate functional, the
Kohn-Sham gap obtained from the integer-particle-
number system may well differ from the fundamental
gap. This is because the derivative discontinuity, even if
present in the functional, is not incorporated into the
Kohn-Sham gap. This analytical conclusion has been re-
peatedly confirmed in a variety of systems by numerical
studies that reconstructed �what is believed to be� the
exact Kohn-Sham potential from quantities computed in
other ways �Godby et al., 1986; Chan, 1999; Allen and
Tozer, 2002; Grüning et al., 2006a, 2006b�. It is also
strongly supported by a detailed analysis of the differ-
ence between the fundamental gap and the Kohn-Sham
gap in terms of a GW correction �Niquet and Gonze,
2004�.

The above consideration shows that a comparison of
Kohn-Sham gaps to fundamental ones is inherently a
comparison of apples and oranges. Thus, we believe that
a search for an ultimate functional that would accurately
predict fundamental gaps in addition to all ground-state
properties, within the time-independent Kohn-Sham
framework, is inherently doomed. It is nevertheless of-
ten hoped that orbital-dependent functionals can yield
realistic fundamental gap values, perhaps via systematic
cancellation of errors. In the following, we review criti-
cally the performance of the various orbital-dependent
functionals discussed in the preceding section in predict-
ing fundamental gap values.

We have already explained in Sec. III.A that MGGA
functionals, although orbital dependent, are actually
closer in spirit to semilocal functionals. Thus, it comes as
no surprise that the hope for improved gap values does
not reside with them. Indeed, Kohn-Sham gaps deter-
mined using, e.g., the TPSS MGGA functional, are
found to be very similar to those obtained with other
semilocal functionals �see, e.g., Barone, Peralta, Wert, et
al., 2005; Litimein et al., 2006; Prodan et al., 2006�.

The hope for improved prediction of gap values via
systematic error cancellation is perhaps best expressed
by the example of hybrid functionals. LSDA and GGA
Kohn-Sham gaps are consistently far too small and
Hartree-Fock gaps are consistently far too large. Per-
haps, then, a weighted sum of LSDA or GGA and Fock
potentials, as in hybrid functionals, can produce reason-
able gaps? This hope is further assisted by the fact that
the gap predicted by hybrid functionals is not the Kohn-
Sham gap because of the use of orbital-specific poten-
tials. Therefore, the above derivative discontinuity argu-
ment does not directly apply �an issue elaborated
below�.

Because fundamental gaps are by no means part of
the rationale and/or training set of popular hybrid func-
tionals, the hope for quantitative gap prediction may ap-
pear unrealistic. Remarkably, however, the B3LYP func-
tional appears to predict band gap energies that are
within 10% at most of experimental values for a wide
range of solids—from standard semiconductors, e.g., Si
and GaAs, to wide-gap insulators, e.g., MgO and Al2O3
�Muscat et al., 2001�. For silicon, in particular, the de-
tailed band structure predicted by B3LYP is in outstand-
ing agreement with that obtained from much more so-
phisticated and computationally intensive �GW and
quantum Monte Carlo� calculations �Muscat et al., 2001�.
One should bear in mind, however, that this merry state
of affairs is not universal. While the derivative disconti-
nuity can be �and often is� substantial, there is no reason
why it must be large. If it happens to be small, Eq. �100�
suggests that the Kohn-Sham gap obtained with a
semilocal functional can be in excellent, albeit fortu-
itous, agreement with experiment. For some materials,
this is indeed the case. For example, both the LDA and
experimental band gaps of pyrite �FeS2� are 1 eV �Ey-
ert et al., 1998�. Use of the B3LYP functional, however,
introduces a sizable and unnecessary Fock correction,
resulting in a band gap of 2 eV �Muscat et al., 2001�,
i.e., twice the experimental value.

The practical performance of hybrid functionals with
respect to the fundamental gap also depends on the type
of hybrid functional used. For example, the PBE hybrid
tends to overestimate band gaps for semiconductors and
underestimate them for insulators �Paier et al., 2006�.
The HSE screened hybrid does significantly better for
small- and medium-gap solids �Heyd et al., 2005; Paier et
al., 2006; Peralta et al., 2006; Uddin and Scuseria, 2006�.
However, it still underestimates, possibly considerably,
the gap of large-gap insulators �Paier et al., 2006�. This
again indicates a subtle cancellation of errors that is dif-
ferent for different functionals.
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A different kind of error cancellation is encountered
in OEP calculations that employ the exact-exchange ex-
pression of Eq. �37�, usually with LSDA correlation. In
Sec. III.D we argued that this cannot be a useful general
strategy for computing ground-state properties. Never-
theless, it has been consistently found that, for a variety
of semiconductors, the Kohn-Sham gap obtained from
such calculations is within only 0.1–0.3 eV from the ex-
perimental gap �Bylander and Kleinman, 1995a, 1995b,
1996, 1997; Städele et al., 1997, 1999; Fleszar, 2001;
Fernández et al., 2003b; Grüning et al., 2006a�.

A first step toward explaining these results is to un-
derstand why the addition of 100% of the Fock ex-
change energy in the above-cited OEP studies has essen-
tially the same effect on the band gap as the addition of
only 20% of exact exchange in the B3LYP calculations
of Muscat et al. �2001�. Recall that in the limit of a hy-
pothetical correlation-free electron system, the Hartree-
Fock approximation is exact. The exact-exchange OEP
is equally exact for the ground state of this hypothetical
system. But due to the derivative discontinuity term in
Eq. �100�, which is �x in the absence of correlation, the
OEP band gap could be much smaller than the Hartree-
Fock one. Such an effect was observed by Städele et al.
�1997�, who performed both a Hartree-Fock and an
OEP exact-exchange calculation for Si. Additionally,
they evaluated �x directly, which is relatively simple for
the correlation-free case �Görling and Levy, 1995b�.
They then found that the exact-exchange Kohn-Sham
gap was 1.43 eV, the derivative discontinuity �x was
5.48 eV, and their sum was equal to the Hartree-Fock
band gap to within less than 3%. This immediately ex-
plains why, unlike in the hybrid functional case, adding
100% of exact exchange does not result in large band
gaps. With the Kohn-Sham potential, which is local,
most of the Hartree-Fock gap is reflected in the deriva-
tive discontinuity and not in the Kohn-Sham gap. The
cancellation of errors here, then, is that the influence of
the exact-exchange term on the Kohn-Sham gap is simi-
lar in magnitude to the unknown �xc term that one
would like to add to the exact Kohn-Sham gap �which is
believed to be close to the semilocal one for standard
semiconductors �Godby et al., 1986��.

Alas, this cancellation is essentially fortuitous. Calcu-
lations for systems sufficiently different from standard
semiconductors, such as large gap semiconductors and
insulators �see, e.g., Kotani, 1995; Aulbur et al., 2000;
Rinke et al., 2005; Grüning et al., 2006a, 2006b�, noble-
atom solids �e.g., Magyar et al., 2004; Grüning et al.,
2006a, 2006b� or trans-polyacetylene �Rohra et al., 2006�,
reveal that the gap obtained from adding exact exchange
to the LSDA within the OEP scheme is substantially
larger than the LSDA gap, but falls increasingly short of
the true band gap. Interestingly, for materials with very
large gaps, such as GaN or ZnO, or for materials where
the LSDA gap is negative, such as InN or ScN, exact-
exchange calculations, while not yielding sufficiently ac-
curate gap values themselves, were found to provide a
much better starting point than the LSDA for a pertur-

bative GW correction to the gap �Rinke et al., 2005,
2006, 2007; Qteish et al., 2006�.

We note that there is a dissenting voice to this consen-
sus on the computational facts. Sharma et al. �2005�, us-
ing all-electron full-potential linearized augmented-
plane-wave calculations �see Ambrosch-Draxl �2004� for
more details of the computational approach�, found
Kohn-Sham gaps that were not as close to experiment as
those obtained from the previous calculations, all of
which were based on pseudopotentials. They interpreted
this result as indicating that an explicit description of
core-valence interaction is necessary for accurate deter-
mination of the Kohn-Sham band structures—a conclu-
sion that is controversial �see, e.g., Qteish et al., 2005�.
More work is needed to determine whether this is in-
deed a serious and insufficiently understood limitation
of the pseudopotential approximation, or rather a reflec-
tion of limitations in the numerical approach of Sharma
et al.

Even when use of exact-exchange OEP produces gaps
in excellent agreement with experiment, recall that a
correlation that is either zero or semilocal is intrinsically
incompatible with the exact exchange, in the sense de-
fined in Sec. III. The increased accuracy for gap values,
then, comes at a significant cost—sacrificing, to a large
extent, the predictive power for other properties such as
bond lengths, binding energies, etc.

An approach that allows for prediction of gap values
in solids with an accuracy that is at least on par with that
of the exact-exchange OEP approach, while still offering
a reasonable compromise for other properties, is the
screened-exchange approach. This method was first sug-
gested by Bylander and Kleinman �1990� on a heuristic
basis. It was later placed on a rigorous footing by Seidl et
al. �1996�, who showed that it can be viewed as a special
case of the generalized Kohn-Sham scheme described in
Sec. II.B. In a certain sense, it can even be viewed as an
approximation of GW theory �Yasuhara and Takada,
1991; Seidl et al., 1996; van Schilfgaarde et al., 1997�, but
here we naturally adopt the generalized Kohn-Sham
point of view for introducing the approach.

In the screened exchange �sx� approach, the orbital-
dependent functional S���i��, defined in Sec. II.B, is cho-
sen as

S���i�� = 
��T̂��� + EH���i�� + Ex
sx���i�� , �101�

where � is the Slater determinant constructed from ��i�,
and

Ex
sx���i�� = −

e2

2 �
�=↑,↓

�
i,j=1

N� � � d3r�d3r

�
�i,�

* �r���j,�
* �r���e−kTF�r�−r����j,��r���i,��r���

�r� − r���
.

�102�

Equation �102� is similar to the exact exchange of Eq.
�37�, but the bare Coulomb potential has been replaced
with a Yukawa potential, i.e., the bare potential has
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been screened semiclassically, with kTF being the semi-
classical Thomas-Fermi screening factor �other static
screening expressions are also possible—see Seidl et al.
�1996� and Engel �1997� for details�. Comparison of Eqs.
�5� and �39� shows that for this choice of S���i��, the
remainder functional Rs�n� is given by

Rs�n� = Ex�n� − Ex
sx�n� + T�n� − Ts�n� + Ec�n� , �103�

where Ex
sx�n� is the Fs�n� functional �cf. Eq. �38�� related

to the choice of S���i�� made in Eq. �101�. For practical
applications of the screened exchange approach, one
usually employs the sx-LDA approximation. In this ap-
proximation, one �i� uses the usual LDA form for Ex�n�
and Ec�n�, �ii� neglects the difference between T�n� and
Ts�n�, and �iii� uses the LDA form stemming from a
Yukawa electron interaction for Ex

sx�n�, with a Thomas-
Fermi wave vector corresponding to the average density.
Adopting these approximations, we obtain the sx-LDA
form of the generalized Kohn-Sham equation �40�,

�−
�2�2

2m
+ vext�r�� + e2� d3r�

n�r���
�r� − r���

+ vxc
sx��n� ;r��	�i�r��

− e2�
j=1

N� � �j�r��e−kTF�r�−r����j
*�r����i�r���

�r� − r���
d3r� = �i�i�r�� ,

�104�

where vxc
sx��n� ;r�� is the functional derivative of the

screened-exchange remainder functional with respect to
the density.

Physically, the sx-LDA approximation is motivated by
the observation that the gaps obtained from the
Hartree-Fock equation are far too large because they
correspond to bare exchange. The semiclassical screen-
ing of the exchange in the sx-LDA equation �104� is
assumed to serve as a much better starting point for gap
evaluation, with the orbital-specific nature of Eq. �104�
hopefully transferring much of the fundamental gap
from the derivative discontinuity of Rs�n� to the
generalized-Kohn-Sham gap. At the same time, the
long-range properties of the exchange and correlation
hole are still reasonably compatible �see also Engel,
1997�, because the screened-exchange term decays at
long range, giving hope for a reasonable ground-state
description.

For silicon, good values for the fundamental gap
�1.32 eV, versus an experimental 1.17 eV� and other
principal gaps were obtained by Bylander and Kleinman
�1990� using sx-LDA. Seidl et al. �1996� obtained simi-
larly good values for principal gaps of Ge, GaAs, InP,
and InSb, while still getting good values for the lattice
constant and reasonable values for the bulk moduli. The
sx-LDA approach has since been employed for deter-
mining gaps for a great variety of semiconductors and
semiconductor structures �see, e.g., Asahi et al., 2000;
Picozzi et al., 2000; Geller et al., 2001; Lee and Wang,
2006; and references therein�. sx-LDA has also afforded
considerable improvement over the LDA in the calcula-
tion of other band-structure-related properties, such as

optical properties �see, e.g., Asahi et al., 1999; Rhim et
al., 2005� and effective masses �see, e.g., Geller et al.,
2001�. The sx-LDA-computed fundamental gap, com-
pared to experiment, for 24 elemental and binary semi-
conductors, is shown in Fig. 9 �Geller et al., 2001�. It is
observed that the sx-LDA offers, overall, much im-
provement over the LDA, with substantially less scatter.
Of particular note is that small-gap semiconductors are
correctly described as such within the sx-LDA, whereas
they are typically erroneously described as semimetals
within the LDA. the sx-LDA has also been applied suc-
cessfully to gap predictions in oxides �see, e.g., Asahi et
al., 2002; Robertson et al., 2006� and nitrides �Stampfl et
al., 2001� and has been reported to offer a significant
improvement over semilocal functionals for the energy
position of vacancy levels in high-dielectric-constant ox-
ides �see, e.g., Robertson et al., 2005; Xiong et al., 2005�.

Despite the many successes of the sx-LDA, there is, as
always, room for caution as well. There are cases in
which accuracy is clearly insufficient. Examples are ZnO
and AlN �see Fig. 9�, where the experimental value is
overestimated or underestimated by 1 eV, respec-
tively. This indicates yet again that, while the shift of
weight from the derivative discontinuity to the general-
ized Kohn-Sham gap is indeed systematic, at least for
semiconductors and some oxides, it is not universal.
Once again, accuracy in a new chemical environment
needs to be ascertained before predictions can be made.
It should also be borne in mind that, because the orbital-
dependent exchange term is a short-range one, the
asymptotic exchange-correlation is still governed by the
LDA and thus the sx-LDA is probably far better suited
for solids �where it has indeed been mostly used� than
for molecules �Toulouse and Savin, 2006�. Indeed, the
sx-LDA has been used occasionally for atoms �see, e.g.,
Vukajlovic et al., 1991; Yamagami et al., 1994�, but we
are not aware of it being used for molecules. Finally, it is
important to recall that the sx-LDA represents a com-

FIG. 9. Calculated vs experimental band gaps for 24 elemental
and binary semiconductors. Circles, sx-LDA. Stars, LDA. Re-
printed with permission from Geller et al., 2001. Copyright
2001, American Institute of Physics.

45Stephan Kümmel and Leeor Kronik: Orbital-dependent density functionals: Theory …

Rev. Mod. Phys., Vol. 80, No. 1, January–March 2008



promise between the accuracy of the LDA for the
ground state and the accurate prediction of gaps. Thus,
there are cases in which the sx-LDA can differ from the
LDA substantially. For example, the LDA predicts
Jahn-Teller distortions and so-called negative-U effects
for charged vacancies in Si, in qualitative agreement
with experiment. In contrast, sx-LDA calculations erro-
neously predict an outward relaxation and an sp2 hy-
bridization for the ions surrounding the vacancy �Lento
and Nieminen, 2003�.

The self-interaction-corrected functionals discussed in
Sec. III.B represent a different route to improving fun-
damental gap values. Unlike the previous approaches,
SIC functionals are not based on the inclusion of an
explicit Fock exchange integral in some form or other.
Nevertheless, a consistent observation, already noted
early on �see, e.g., Perdew and Zunger, 1981; Heaton et
al., 1982, 1983�, is that, whenever SIC calculations im-
prove the eigenvalue spectrum in general, they also
greatly improve gap values. One example is LiCl, where
the LDA gap is 5.8 eV, but the SIC-LDA gap is 10.1 eV,
as compared to an experimental gap value of 9.4–9.9 eV
�Heaton et al., 1983�. This improvement is usually ratio-
nalized as the pull-down of valence orbitals by the elimi-
nation of the self-interaction and the correct asymptotic
potential “felt” by conduction orbitals. While this is un-
doubtedly true, it is not the whole story. As emphasized
throughout, the gap of the self-interaction-free ultimate
functional may still differ substantially from the correct
gap. Clearly, then, the fact that practical SIC calculations
employ an orbital-specific potential again has to do with
mitigating the derivative discontinuity issue. Once more,
there are two main concerns for practical applications.
One is the possible sacrifice of accuracy in predicting
ground-state properties, which was discussed in Sec.
III.B. The other is the issue of systematics in gap predic-
tions, given that the rationale behind the SIC functional
does not involve gap calculations as such. Indeed, a
study of various transition-metal oxides �Svane and
Gunnarson, 1990� has shown that SIC LDA gaps are
consistently a significant improvement over LDA ones,
but for, e.g., NiO, the SIC-LDA gap still severely under-
estimates the experimental one.

We now turn our attention to the optical gap. One
proper way of computing excited-state properties in gen-
eral, and optical gaps in particular, is to use time-
dependent DFT �TDDFT�. This approach is discussed in
the next section. However, TDDFT calculations are
more complicated than DFT ones and raise difficult new
questions as to the appropriate choice of functional. It is
therefore tempting to invoke the concept of Görling’s
density-functional theory for excited states and rely on
the interpretation of Kohn-Sham eigenvalues as zeroth-
order excitation energies �Görling, 1996; Filippi et al.,
1997�. Indeed, Baerends and Gritsenko �2005� pointed
out that the unoccupied Kohn-Sham eigenvalues “repre-
sent an ‘excited’ electron interacting with N−1 elec-
trons, rather than an extra electron interacting with N
electrons.” This is because the unoccupied orbitals are
obtained from the same local potential as the occupied

ones and thus both experience the effective field of N
−1 electrons. By definition, the fundamental excitation
of one electron in the presence of the other N−1 elec-
trons corresponds to the optical gap. We also note that
the exact Kohn-Sham gap has been conjectured to
mimic the optical gap in atoms �Al-Sharif et al., 1998;
Savin et al., 1998�. In this sense, the Kohn-Sham gap may
be seen as linked to the optical gap. However, calcula-
tions with the LSDA or GGA routinely find Kohn-Sham
gap values that are substantially smaller than excitation
gaps found experimentally �see, e.g., Hybertsen and
Louie, 1986�. Once again, this is not merely a conse-
quence of using a semilocal functional because in, e.g.,
Si, the Kohn-Sham gap found with the exact functional
�Godby et al., 1986; Grüning et al., 2006a� is not only
well below the fundamental gap, but also well below the
optical one. This shows that the zeroth-order approxi-
mation obtained by employing eigenvalue differences is
generally not sufficient to predict the optical gap reli-
ably.

Most predictions of optical gap values from ground-
state DFT theory in practice are performed with hybrid
functionals. Just as with fundamental gaps, optical gaps
are also not part of the rationale and/or training set of
popular hybrid functionals, and once again there seems
to be little hope a priori for quantitative gap prediction
with hybrid functionals. Nevertheless, results are once
again often surprisingly accurate. A systematic study of
20 small- and medium-sized �-system molecules has re-
vealed that the difference between the B3LYP and ex-
perimental absorption gap was never larger than
0.5–0.7 eV �as compared to optical gaps of 3–7.5 eV�,
and often much better than that �Salzner et al., 1997�. As
a second example, absorption spectra of semiconducting
single-walled carbon nanotubes �SWNTs� can exhibit
significant excitonic effects �Spataru et al., 2004�. Never-
theless, the one-parameter hybrid based on the TPSS
MGGA yielded the first and second excitation energies
of 21 semiconducting SWNTs with unusually small mean
absolute errors of only 0.024 and 0.065 eV, respectively
�Barone, Peralta, Wert, et al., 2005�.

More insight into the role of the fractional Fock ex-
change in obtaining accurate optical gap values is ob-
tained from detailed comparison of the gap, calculated
using a variety of functionals, with the experimental op-
tical gap for all semiconducting nanotubes studied by
Barone et al. This is shown in Fig. 10. The LSDA, PBE
GGA, and TPSS MGGA underestimate the gap, al-
though in this case not as badly as one might expect. The
B3LYP and PBE hybrid functionals, on the other hand,
overestimate the optical gap just as badly as “semilocal”
functionals �including MGGA� underestimate it, be-
cause the fraction of Fock exchange in them is too large.
The TPSS hybrid, as well as the HSE screened PBE
hybrid, however, agree with experiment quite well. This
can be rationalized by realizing that, although not con-
structed with optical gaps in mind, the TPSS hybrid has
a smaller fraction of exact exchange �cf. Sec. III.C� and,
likewise, HSE also possesses an effectively smaller frac-
tion of exact exchange due to the screening. It is this
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reduced fraction that allows these functionals to avoid
the optical gap overestimate found with the B3LYP and
hybrid PBE functionals for these systems.

It is important to realize that, if hybrid functionals are
to yield the optical gap in molecules well, they cannot
generally be expected to also yield the fundamental gap
well. This is simply because the optical gap is smaller
than the fundamental one by the exciton binding energy,
� �see, e.g., Rohlfing and Louie, 1998�, i.e., by the net
attraction energy between the quasielectron and the
quasihole. Unlike in many solids, in molecules � is often
appreciable. Detailed numerical examples confirm this
reasoning. In one example, the PTCDA molecule of Fig.
2 �Dori et al., 2006�, the fundamental gap �computed us-
ing either GW or a direct calculation of I and A within
DFT based on total energy differences between the neu-
tral species, anion, and cation� is 5 eV. The LDA gap
is only 1.5 eV. The B3LYP value is a larger 2.6 eV. This
value is less than impressive with respect to the funda-
mental gap, but is reasonably close to the experimental
optical gap of PTCDA �2.75 eV�. In a second example,
the �8,0� carbon nanotube �Spataru et al., 2004; Barone,
Peralta, Wert, et al., 2005�, the fundamental gap com-
puted using GW is 2.54 eV, whereas the LDA gap is
only 1.39 eV. The TPSS hybrid value for the fundamen-
tal gap is 1.67 eV. This is again unimpressive compared
to the fundamental gap, but is in excellent agreement
with both the experimental optical gap �1.60 eV� and the
optical gap deduced from a correction of the GW gap
based on a two-particle Green’s function calculation of
� �1.55 eV�. This practical capability of hybrid function-
als to predict optical gap trends in some classes of or-
ganic compounds is also demonstrated, for example, in
recent work on gap trends in graphene nanoribbons �see

Barone et al. �2006� and Han et al. �2007� for theory and
experiment, respectively�.

From this perspective, the successful prediction of
fundamental gaps in solids by hybrid functionals may be
seen as a reflection of the fact that in many solids the
fundamental gaps simply do not differ substantially from
the optical ones. The remaining mystery, however, is
why optical gaps are well reproduced at all by hybrid
functionals. We have argued above that the Kohn-Sham
gap is, in a sense, a zero-order approximation of the
optical gap, but clearly this does not offer a satisfactory
explanation. First, we have already seen that the Kohn-
Sham gap may differ substantially from the optical gap
in practice. Second, the gap obtained with a hybrid func-
tional is typically not the Kohn-Sham gap anyway, due
the orbital-specific potential. Part of the story is likely
that, in practice, the Kohn-Sham gap obtained with
semilocal functionals still underestimates even the opti-
cal gap systematically �see, e.g., Chelikowsky, Kronik,
and Vasilev 2003, as well as Fig. 10�. Because mixing in a
Fock potential invariably increases the gap, the semilo-
cal functional can still serve as a reasonable starting
point for non-Kohn-Sham gap “corrections” via a frac-
tion of Fock exchange. We do caution, however, that we
are not aware of any rigorous argument for systematics
in quantitative agreement. Indeed, a survey of all hybrid
functional results presented in this section, as well as
others in the literature, shows that the degree of quan-
titative agreement is a strong function of both the hybrid
functional�s� used and the chemical nature of the sys-
tem�s� studied. And so, here also, in the absence of rig-
orous arguments, it is good practice to validate actual
performance in a particular chemical environment, using
a particular hybrid functional, before true prediction is
attempted.

Finally, we note that computations of optical gaps in
molecules with the SIC LDA often improve the pre-
dicted gap values with respect to the LDA for essentially
the same reasons discussed above with respect to com-
puting fundamental gaps with SIC. But once again sys-
tematics can be a serious problem. One example for the
lack of systematics is found if one compares the compu-
tational results of Garza et al. �2000�, given in Table III,
with experimental optical gaps. For H2O, it is the SIC
Kohn-Sham gap �i.e., computed with the KLI approxi-
mation for the SIC OEP� that compares well with ex-
periment. But for CH4 it is the gap computed from lo-
calized orbitals that agrees well with experiment.

In summary, the Kohn-Sham gap does not usually
compare well with experimental values for either the
fundamental or the optical gap. Importantly, this is actu-
ally expected on general theoretical grounds. Neverthe-
less, a range of Kohn-Sham-related techniques alleviates
the discrepancy between theoretical and experimental
gaps, often to the point where meaningful practical pre-
dictions for gap values can be made. The rigor of the
rationale behind these different approaches, the system-
atics of their performance, and the extent to which ac-
curacy in ground-state properties is sacrificed, however,
vary very strongly between these different approaches.

FIG. 10. Theoretical optical gap calculated from eigenvalue
differences using LDA, GGA �PBE�, MGGA �TPSS�, PBE
hybrid �PBEh�, screened PBE hybrid �HSE�, MGGA hybrid
�TPSSh�, and B3LYP, as compared to the experimental funda-
mental optical threshold for 21 semiconducting single-wall car-
bon nanotubes. Reprinted with permission from Barone, Per-
alta, Wert, et al., 2005. Copyright 2005, American Chemical
Society.
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Therefore, their prudent application and judicious
analysis require that these different factors be taken into
account carefully.

B. The optimized effective potential in time-dependent
density-functional theory

Much of the discussion in the preceding section con-
cerned extracting, in approximate ways, excited-state in-
formation from ground-state calculations. However,
there is also a rigorous way of computing excited-state
properties in a density-functional framework—time-
dependent DFT. Runge and Gross �1984� have shown
that the densities n�r� , t� and n��r� , t� evolving from a com-
mon initial state under the influence of two potentials
v�r� , t� and v��r� , t� are always different provided that the
potentials differ by more than a purely time-dependent
function. This Runge-Gross theorem is the fundamental
theorem of TDDFT and it has been shown to be valid
on rather general grounds �van Leeuwen, 1999�. Actual
TDDFT calculations are almost invariably based on the
time-dependent Kohn-Sham equations

i�
�

�t
�j,��r�,t� = �−

�2

2m
�2 + vKS,��r�,t�	�j,��r�,t� , �105�

where the definition of the time-dependent Kohn-Sham
potential

vKS,��r�,t� = vext�r�,t� + vH�r�,t� + vxc,��r�,t� �106�

and the logic of mapping to a noninteracting system are
in close analogy to Eq. �7� and the static Kohn-Sham
approach. With the first formal difficulties �v represent-
ability� addressed �van Leeuwen, 1999�, one may be
tempted to believe that the time-dependent Kohn-Sham
scheme in all of its aspects will be similar to the static
case and calculations can proceed straightforwardly.
However, this is not the case. The time dependence
brings in new subtlety and raises questions that were of
no concern in ground-state, i.e., static, DFT. We will not
attempt to discuss the beauties and woes of TDDFT in
general, since these have been the topic of numerous
articles and reviews �see, e.g., Casida, 1996; Gross, Dob-
son, and Petersilka, 1996; van Leeuwen, 2001; Maitra,
Burke, Appel, et al., 2002; Marques and Gross, 2004;
Burke et al., 2005; Marques et al., 2006; Botti et al., 2007;
Elliot et al., 2007�. Also, we do not systematically
present details of how the functionals that were dis-
cussed perform if they are used in a time-dependent
context. This would lead to an uninspiring shopping list
of results. Instead, the focus of this section is on how
orbital-dependent functionals can or cannot help to an-
swer fundamental questions in TDDFT, and thus may
improve the performance of TDDFT in typical applica-
tions.

A first obvious difference between the time-
dependent and the ground-state case is the appearance
of the initial-state dependence in the Runge-Gross theo-
rem. This initial-state dependence is intricately related
�Maitra, Burke, Appel, et al., 2002; Maitra, Burke, and

Woodward, 2002� to memory effects, i.e., to the fact that
the exchange-correlation potential at time t depends not
only on the density at time t, but also on the density at
all prior times t�� t �see, e.g., Dobson and Dinte, 1996;
Gross, Dobson, and Petersilka, 1996; Hessler et al., 2002;
Kurzweil and Baer, 2006�. In the frequency domain, this
nonlocality in time of the exchange-correlation kernel
defined in Eq. �107� translates into a frequency depen-
dence. A second difference is that the potential plays a
more prominent role in the time-dependent case than in
the static case. This statement requires elaboration. In
ground-state DFT, one typically thinks about Exc first
and vxc just follows as its functional derivative. This is a
consequence of the Ritz variational principle on which
the proof of the Hohenberg-Kohn theorem rests. There
is no direct analog of this principle in the time-
dependent case. The first derivation of the time-
dependent Kohn-Sham equations �Runge and Gross,
1984� employed the stationary action principle to derive
the time-dependent exchange correlation potential as a
functional derivative � /�n�r� , t� of an exchange-
correlation action functional as one would naturally de-
fine it. But it was later realized that this definition leads
to the following inconsistency �see, e.g., the discussion in
Gross, Dobson, and Petersilka, 1996�. The exchange-
correlation kernel, which plays a prominent role in the
linear-response version of TDDFT �see below�, is de-
fined as the functional derivative

fxc,���n0� ;r�,t,r��,t�� = � �vxc,���n� ;r�,t�
�n��r��,t��

�
n0

�107�

and is directly related to the response function �cf. Eq.
�95��. �Note that here we are only concerned with the
“real” interaction, i.e., �=1. Therefore, in contrast to
Eq. �95�, there is no index for the coupling constant in
Eq. �107�.� Because of causality, a response function
must vanish for t�� t, and by virtue of Eq. �95�, the same
must then hold for the kernel. But with both the
exchange-correlation potential and the kernel defined as
functional derivatives with respect to the time-
dependent density, one concludes from Schwarz’s lemma
that the kernel must be symmetric in t and t�, which
contradicts causality. This paradox was resolved by van
Leeuwen �1998� by defining a different action functional
within the Keldysh formalism. However, comparing now
with the ground-state case, one notes that �a� the action
is typically less accessible to intuition than the energy
and �b� observables that are typically of interest in TD-
DFT calculations �e.g., the time-dependent dipole mo-
ment, which leads to the frequency-dependent polariz-
ability and thus the photoabsorption spectrum� are not
calculated from the action, but from the time-dependent
density itself. Therefore, one may argue that in TDDFT
it is really the potential that plays the central role.

The natural next question then is how vxc��n� ;r� , t� is
calculated, for example, for a simple case such as nonin-
teracting fermions, i.e., the exchange-only situation. The
corresponding action functional is
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N�

fi,�fj,��
C

dt� d3r� d3r�

�
�i,�

* �r��,��j,��r��,��i,��r�,��j,�
* �r�,�

�r� − r���
, �108�

where the integration is along the Keldysh contour C
�van Leeuwen, 1998�. This, obviously, is an orbital-
dependent functional closely related to the Fock integral
of Eq. �37�. Thus we arrive at the general question of
how the time-dependent exchange-correlation potential
can be calculated for an orbital-dependent action func-
tional such as that of Eq. �108�. The answer has been
given by van Leeuwen �1998�, who showed that by tak-
ing the appropriate functional derivative one arrives at
the following integro-differential equation for the
exchange-correlation potential:

0 = �
j=1

N� i

�
� � �j,�

* �r��,t���vxc,��r��,t�� − uxcj,��r��,t���

� �
k=1

�

�k,�
* �r�,t��k,��r��,t����t − t���j,��r�,t�dt�d3r�

+ c.c., �109�

where

uxcj,��r�,t� = � 1

�j,�
* �r�,t�

�Axc���i,��
��j,��r�,�

�
�i,=�i,�r�,t�

. �110�

Equation �109� is the famous time-dependent optimized
effective potential equation �TDOEP�, which was first
derived by Ullrich et al. �1995� in a somewhat different
way.

In analogy to procedures discussed for the static OEP
equation in Sec. II.A, the TDOEP of Eq. �109� can be
cast into the simpler form �Ullrich et al. 1995; Mundt and
Kümmel, 2006�

�
j=1

N�

�j,�
* �r�,t��j,��r�,t� + c.c. = g��r�,t� , �111�

where

g��r�,t� =
i

�
�
j=1

N�

��j,��r�,t��2�
−�

t

�ūxcj,��t�� − ūxcj,�
* �t���dt�

�112�

vanishes for functionals depending on ��i,�� only
through the combination �i,��r� , t��i,�

* �r� , t�, like the exact-
exchange functional �Gross, Petersilka, and Grabo,
1996�. The orbital average ūxcj,��t� is defined by

ūxcj,��t� =� �j,�
* �r�,t�uxcj,��r�,t��j,��r�,t�d3r �113�

and

�j,��r�,t� = −
i

�
� � �j,��r��,t��vxc,��r��,t� − uxcj,�

* �r��,t��

� �
k=1

k�j

�

�k,�
* �r��,t��k,��r�,t���t − t��dt�d3r�

�114�

is the time-dependent orbital shift �in analogy to Eq.
�28��, obeying the orthogonality relation

� �j,�
* �r�,t��j,��r�,t�d3r = 0 �115�

and the inhomogenous time-dependent Kohn-Sham
equation

�i�
�

�t
− hKS,��r�,t�	�j,��r�,t�

= �vxc,��r�,t� − uxcj,�
* �r�,t� − �v̄xcj,��t� − ūxcj,�

* �t����j,��r�,t� .

�116�

The time-dependent orbital average v̄xcj,��t� is defined in
analogy to Eqs. �113� and �32�. Multiplying Eq. �111� by
vKS and using Eqs. �116� and �105�, one can derive

vxc,��r�,t� =
1

2n��r�,t��j=1

N� ���j,��r�,t��2�uxcj,��r�,t�

+ �v̄xcj,��t� − ūxcj,��t��

−
�2

m
�� · ��j,�

* �r�,t��� �j,��r�,t��	� + c.c. − f�r�,t� ,

�117�

where

f�r�,t� =
1

2n��r�,t��−
�2

2m
�2g�r�,t�

+ i�
�

�t�j=1

N�

��j,�
* �r�,t��j,��r�,t� − c.c.�� . �118�

In this shorter form, the TDOEP equation naturally
lends itself to numerical solution attempts, discussed be-
low.

Comparing Eqs. �109� and �110� to Eqs. �24� and �26�,
or alternatively, Eq. �111� to Eq. �27�, or Eq. �117� to Eq.
�35�, one notes a close analogy between the static and
time-dependent equations. Since the static OEP equa-
tion was already hard to solve, one can expect—and all
evidence so far indicates that this expectation is
justified—that solving the TDOEP equation will be a
still harder problem. So why should one attempt to do
it? We believe that the answer to this question must be
given in two parts. The first part is that, indeed, maybe
one does not need to solve the TDOEP equation in each
and every TDDFT calculation. Instead, the problem can
be sidestepped in a manner similar to that pursued in
the static case, i.e., by using �time-dependent� orbital-
specific potentials. Orbital-specific potentials are used,

49Stephan Kümmel and Leeor Kronik: Orbital-dependent density functionals: Theory …

Rev. Mod. Phys., Vol. 80, No. 1, January–March 2008



for example, in time-dependent Hartree-Fock theory.
However, the analog to the static case is a far-reaching
one, in the sense that the possible drawbacks of using
orbital-specific potentials that were mentioned in Sec.
II.B �e.g., not being on the safe grounds of Kohn-Sham
theory, interpretability, computational disadvantages,
etc.� also carry over to the time-dependent case. There-
fore, as the second part of the answer, we argue that at
the very least one needs the possibility to do TDOEP
calculations for a few pertinent systems and for each
new type of orbital-dependent functional. This will allow
us to examine whether straying from Kohn-Sham terri-
tory by using orbital-specific potentials introduces major
differences.

Understanding the question posed above in a broader
sense leads one to wonder what benefits are gained from
using orbital-dependent functionals in TDDFT. There
are clear answers to this question. First, orbital-
dependent functionals are attractive in TDDFT for
some of the same reasons that they are attractive in
DFT and which have been repeatedly addressed above:
First, the possibility of achieving freedom from self-
interaction, the related beneficial properties of the
Kohn-Sham potential, and the inclusion of a derivative
discontinuity. Second, orbital-dependent functionals in-
clude memory effects �Ullrich et al., 1995�, because the
orbitals at time t depend on the density at all prior times
t�� t �Maitra and Burke, 2001; Maitra, Burke, Appel, et
al., 2002�. Third, orbital-dependent functionals are part
of a systematic method formally leading to the exact
exchange-correlation potential via the time-dependent
generalization of the Görling-Levy perturbation expan-
sion �Görling, 1997� or the Keldysh diagrammatic
method �van Leeuwen, 1996, 1998�. Why and how some
of these possible benefits are helpful in actual calcula-
tions is discussed in the final part of this section. In ac-
cordance with the two different domains in which TD-
DFT is used, we split this discussion into the linear-
response and the nonperturbative regime.

1. Linear-response regime

In the typical linear-response formulation of TDDFT
�Casida, 1996; Gross, Dobson, and Petersilka, 1996; Pe-
tersilka et al., 1996�, the true excitation energies of an
interacting system can be viewed as being built from two
parts: �a� the excitations of the noninteracting Kohn-
Sham system, which correspond to the differences of
Kohn-Sham eigenvalues; and �b� a term involving the
exchange-correlation kernel that takes the interaction
effects into account. Correspondingly, the exchange-
correlation approximation used in an actual calculation
has an influence on the results in two ways. First, the
quality of the exchange-correlation potential determines
how physically meaningful the Kohn-Sham eigenvalue
differences are. In other words, the potential determines
how far the excitations of the noninteracting system can
serve as reasonable approximations to the excitations of
the interacting system. The beneficial effects of orbital-
dependent functionals in this respect have been dis-

cussed in the previous sections. Therefore, here we do
not elaborate on them further. We do note, however,
that, for example, van Gisbergen et al. �1998� have
shown that, with eigenvalue differences calculated from
highly accurate potentials reconstructed from ab initio
densities, one can get very close to the true excitation
energies �of some systems� even if the exchange-
correlation kernel is still computed with one of the
simple approximations.

The second way in which orbital-dependent function-
als can improve TDDFT calculations is via the
exchange-correlation kernel. In fact, they can have a
major impact on the kernel because of their above-
mentioned inherent nonlocality in time, leading to a
frequency-dependent kernel. Correctly modeling or cap-
turing the frequency dependence is an important task.
While even simple, non-frequency-dependent kernels
like that of the adiabatic local density approximation
can provide for a realistic description of excitations in
many cases �for historical examples, see, e.g., Peuckert
�1978� and Zangwill and Soven �1980�; for an overview
including more recent results, see, e.g., Chelikowsky
Kronik, and Vasiliev �2003� and the above-mentioned
TDDFT review articles�, the lack of frequency depen-
dence impedes the use of TDDFT for many problems of
practical interest. For example, frequency dependence is
needed quite generally for describing atomic and mo-
lecular excitations accurately �Tozer and Handy, 2000�,
but in particular for double excitations �Maitra et al.,
2004� and long-range charge-transfer excitations �Mai-
tra, 2005�. It is crucial for correct excitation energies of
dissociating molecules �Gritsenko et al., 2000� and also
relevant for excitations in solids �Lein et al., 2000;
Tokatly and Pankratov, 2001�. �But it should also be
noted that, for solids, the spatial nonlocality �Tatarczyk
et al., 2001� is crucial, for example, for describing exci-
tonic effects �Kim and Görling, 2002a; Onida et al., 2002;
Reining et al., 2002; Marini et al., 2003��.

While much insight has been gained in these studies,
the use of orbital-dependent functionals for calculating
excitations is still not easy. Many of the studies just men-
tioned employed kernels derived from linking TDDFT
with other many-body methods, i.e., they are not as
computationally easy to apply as one would wish. But
even for functionals where an explicit expression in
terms of the orbitals is known, such as the exact-
exchange energy, deriving the kernel is not easy. This is
intuitively clear because calculating the functional de-
rivative to obtain the TDOEP is not easy and for the
kernel, a second functional derivative needs to be evalu-
ated. For the exact-exchange case, the kernel has been
derived �Görling, 1998; Kim and Görling, 2002b� and
employed successfully �Kim and Görling, 2002a; Shigeta
et al., 2006�. But without a compatible correlation func-
tional to go with it, it will be of limited usefulness. Thus,
as in the ground-state case, the construction of correla-
tion functionals that are compatible with exact exchange
and yet computationally feasible for general applications
continues to be an important task for future work.
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2. Nonperturbative excitations

Whereas most applications of TDDFT belong in the
linear-response regime, it was realized early �Saalmann
and Schmidt, 1996; Ullrich et al., 1996; Yabana and
Bertsch, 1996; Tong and Chu, 1997; Reinhard et al.,
1999� that TDDFT also allows us to study nonlinear,
nonperturbative excitations. This is a very attractive fea-
ture of TDDFT because nonperturbative excitations as
triggered, for example, by the fields of intense lasers, are
of great interest due to the rapid progress in laser tech-
nology. Because the time-dependent many-electron
Schrödinger equation is even harder to solve than the
ground-state Schrödinger equation �and solving the lat-
ter is not particularly easy�, TDDFT is highly attractive
as an alternative first-principles approach allowing for
the quantum-mechanical investigation of strong elec-
tronic excitations. The attractiveness of TDDFT in the
nonperturbative regime can be exemplified by the obser-
vation that, even for a two-electron system, calculating
from the wave function the long-ranged nonperturbative
dynamics that is triggered by the low-frequency lasers
typically used in strong-field experiments is a serious
computational challenge �van der Hart et al., 2005�. In
TDDFT, the computational hurdle is much lower, be-
cause the time-dependent Kohn-Sham orbitals can be
propagated according to Eq. �105�, i.e., within a single-
particle framework. Thus, the time-dependent density
that results from a nonlinear, nonperturbative excitation
can be calculated via orbital propagation and summation
over the time-dependent orbitals. In this way, any ob-
servable that can readily be calculated from the density,
e.g., the time-dependent dipole moment, is easily acces-
sible. �We will not go into the difficulties one encounters
with observables that are not easily calculated from the
density, like ionization probabilities, but we refer the
reader to Lappas and van Leeuwen �1998�, Petersilka
and Gross �1999�, and de Wijn et al. �2007� for a discus-
sion of this problem.� It should be noted that orbital
propagation has become a well-established technique
�see, e.g., Calvayrac et al. �2000� and Marques et al.
�2001, 2003� for reviews� and it does not require evalua-
tion of the exchange-correlation kernel. This is an ad-
vantage when calculating the kernel is cumbersome, as it
is for orbital-dependent functionals.

The use of orbital-dependent functionals is highly de-
sirable in the nonperturbative regime for at least two
reasons. First, if long-ranged dynamics or ionization is
investigated, the potential, and in particular its long-
range asymptotics, plays an even more important role
than in the linear-response regime. Therefore, studying
such processes requires functionals that are free from
self-interaction error. As one such functional, the time-
dependent exact-exchange energy has been employed
�Ullrich et al., 1996�; as another, the time-dependent SIC
scheme has been used �Tong and Chu, 1997, 1998, 2001;
Ullrich et al., 1998, 2000; Calvayrac et al., 2000; Pohl et
al., 2000; Chu, 2005�. The latter has become popular be-
cause of its relatively low computational demands.

A second aspect that makes orbital-dependent func-
tionals attractive for nonperturbative TDDFT is the fact
that they incorporate particle-number discontinuities.
The importance of such discontinuities for the proper
description of nonperturbative dynamics has recently
been demonstrated by calculating the exact time-
dependent exchange-correlation potential associated
with an ionization process �Lein and Kümmel �2005��.
The potential was obtained by feeding the exact �within
numerical limits� time-dependent density, coming out of
the time-dependent two-electron Schrödinger equation,
into the inverted time-dependent Kohn-Sham proce-
dure. The exchange-correlation potential corresponding
to the ionization process shows a pronounced steplike
structure that resembles the steplike structure seen in
Fig. 4. These numerical findings were put into perspec-
tive in further work showing on analytical grounds that
discontinuities must show up in the TDOEP �Mundt and
Kümmel, 2005�. The relation between the steplike struc-
tures and the derivate discontniuity is stressed by the
fact that the height of the step in the exact time-
dependent exchange-correlation potential was shown to
be close to the value of the derivative discontinuity. A
similar finding was also made in exchange-only calcula-
tions. Part of one such calculation is shown in Fig. 11.
Depicted are snapshots of the exchange potential during
an ionization process in which an electron leaves a
model lithium atom by escaping to the left. �The escape
is driven by an external electrical field.� One clearly sees
the buildup of steplike structures in the potential that
can be interpreted as a hallmark of the particle-number
discontinuity �see Fig. 4 and the discussion there�.

Orbital-dependent functionals thus show very attrac-
tive features that promise to increase the accuracy of
nonperturbative TDDFT calculations enormously. But
these benefits come at the price of having to solve the

FIG. 11. An electron escapes from a �one-dimensional� Li
atom. The atom is subjected to a strong, ionizing external field
F=0.06 a.u., which draws electrons to the left. The time-
dependent exchange potential �KLI approximation� of two
spin-up electrons at different times as labeled �in a.u.�. At time
t=0, the atom was in its ground state. The external field was
linearly ramped up over 40 a.u. and finally held constant. Note
the buildup of the steplike structure that is a hallmark of the
particle-number discontinuity. t�111 denotes an extrapolation
to very large times. This figure should be compared to Fig. 4.
From Mundt and Kümmel, 2005.
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TDOEP equation, and here we reach the limits of
present capabilities. All orbital propagation calculations
that were mentioned above and that employed orbital-
dependent functionals, be they SIC or exact exchange,
were based on the time-dependent KLI �TDKLI� ap-
proximation �Ullrich et al., 1995� and not on the true
TDOEP. The TDKLI potential is obtained from Eq.
�117� by neglecting the divergence term and the f�r� , t�
term. One may hope that, just as the KLI approximation
of ground-state DFT is a good approximation to the
OEP in many cases, the TDKLI approximation may be
a good approximation to the TDOEP in many cases.
However, the response calculations for the molecular
chains discussed in Sec. II.C with their pronounced dif-
ferences between the KLI approximation and OEP
show that TDKLI will definitely not be a useful approxi-
mation for all systems. Therefore, a scheme to solve the
time-dependent OEP equation beyond the linear-
response regime is highly desirable. This need is further
stressed by numerical studies indicating that the TDKLI
approximation violates the fundamental zero force theo-
rem �Mundt et al., 2007�. As one natural candidate for a
numerical TDOEP approach, a scheme has been tested
in which the TDOEP is calculated from propagation of
the time-dependent orbitals and orbital shifts based on
Eqs. �114�–�117� �Mundt and Kümmel, 2006�. However,
numerical instabilities severely limit the usefulness of
this scheme, at least in its present version. Therefore,
only approximations to the TDOEP and not the true
TDOEP itself can be employed at present in propaga-
tion calculations. This limitation defines another task for
future research.

V. SUMMARY

In this paper, we have attempted to provide a broad
perspective and a critical review of the use of orbital-
dependent functionals within density-functional theory.

In the first section, we presented a short summary of
the rationale behind and the successes of semilocal,
orbital-independent functionals. We then identified two
major shortcomings of such functionals, namely, the
presence of spurious self-interaction and the absence of
a functional derivative discontinuity. These two prob-
lems are related to each other, and we explained why
both may, in principle, be solved or at least significantly
ameliorated using orbital-dependent functionals.

In the second section, we presented the optimized ef-
fective potential as the rigorous approach to evaluating
the functional derivative of the orbital-dependent
exchange-correlation energy, which is needed for incor-
porating orbital-dependent functionals within the usual
Kohn-Sham framework. We also discussed the differ-
ences and similarities between the OEP and the orbital-
specific nonlocal potentials often employed, which arise
from energy minimization with respect to orbitals rather
than density. The OEP equation is, in general, a compli-
cated integro-differential equation. We have therefore
provided an in-depth discussion of popular approximate
forms of it, numerical approaches for its solution, and

proper pseudopotential construction within the OEP
framework.

In the third section, we surveyed popular and promis-
ing practical orbital-dependent functionals. We started
with the meta-GGA class of functionals, which is for-
mally orbital dependent, but in practice close in spirit to
semilocal functionals. We then discussed self-
interaction-corrected functionals and hybrid functionals
as two very different pragmatic approaches to overcom-
ing the limitations of semilocal functionals. Finally, we
discussed the relatively young but highly promising field
of orbital-dependent functionals based on correlation
that is compatible with exact exchange.

In the fourth and final section, we turned our atten-
tion to excited-state properties. First, we explained why
experimental gaps differ in principle from the Kohn-
Sham one. We then reviewed how and why various
orbital-dependent functionals provide a partial remedy
to this issue. Finally, we discussed the emerging field of
orbital-dependent functionals within time-dependent
Kohn-Sham theory, with an emphasis on the time-
dependent optimized effective potential.

Throughout this review, we have attempted to provide
a balanced perspective, in which both formal and prac-
tical aspects are presented. In particular, we tried to em-
phasize the practical manifestations of formal approxi-
mations, as well as the formal justification, if any, of
practical shortcuts. In modification of a well known
proverb, one can say that to some extent, developing
density functionals is like searching for a black cat in a
dark room �and with eyes blindfolded in the case of TD-
DFT�. But due to Hohenberg and Kohn and Runge and
Gross, we at least have the assurance that we are not
searching in an empty room—the cat is actually there.
Time and again, the developers and users of DFT and
TDDFT find torches—tools to make the hunt more ef-
ficient. We strongly believe that orbital-dependent func-
tionals represent such a torch, and that this one may
keep burning for quite some time.
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