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Instabilities in semiconductor heterostructure growth can be exploited for the self-organized
formation of nanostructures, allowing for carrier confinement in all three spatial dimensions. Beside
the description of various growth modes, the experimental characterization of structural properties,
such as size and shape, chemical composition, and strain distribution is presented. The authors discuss
the calculation of strain fields, which play an important role in the formation of such nanostructures
and also influence their structural and optoelectronic properties. Several specific materials systems are
surveyed together with important applications.
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I. INTRODUCTION

Two main factors have driven the increasing attention
received by semiconductor nanostructures in the last de-
cade: first, they are attractive from a scientific point of
view, since they provide a means to create artificial po-
tentials for carriers, electrons, and holes in semiconduc-
tors, at length scales comparable to or smaller than the
de Broglie wavelength. Consequently, quantum confine-
ment effects become not only important, but also de-
signable to a large degree. Many concepts that previ-
ously existed merely as simplifying theoretical models
can now be practically realized in semiconductor nano-
structures, so their properties can be investigated. The
second important factor is that quantum mechanics be-
comes applicable not only in systems of academic inter-
est, but also to systems of practical impact. Using con-
finement effects, new device concepts become feasible,
which receive additional degrees of freedom in design.
Restrictions due to material properties are shifted or
lifted. In particular, semiconductor nanostructures have
a large potential for applications in nano- and optoelec-
tronics.

The first systems resembling a simple theoretical
model, namely, that of a one-dimensional potential
variation, e.g., a quantum well, were epitaxially grown
heterostructures, stacks of planar layers of different
semiconductors, which formed a potential variation
along the growth direction. The ultimate limit of low-
dimensional structures is, however, the quantum dot, in
which the carriers are confined in all three dimensions.
Numerous attempts have therefore been made to inves-
tigate the possibility of lateral patterning of layered sys-
tems in order to achieve confinement in all three spatial
dimensions. The required structure sizes are on the or-
der of 10 nm in most semiconductor systems, which is
challenging to fabricate with conventional techniques.
Methods to achieve sufficiently small structures do exist,
e.g., electron-beam lithography, and it has been success-
fully demonstrated that in principle the concepts work.
But another important issue for devices is that the dot
interfaces must be kept free of defects in order to obtain
the desired electronic properties. The development of
fabrication methods that avoid such defects remains dif-
ficult.

On the other hand, ways to fabricate small structures
in large numbers and without interface defects have
been known for a long time, only they have been re-
garded as a failure of growth rather than as a chance to
fabricate quantum dots: Spontaneous undulations and a
“roughening” of the growing surface have been per-
ceived as a problem in semiconductor epitaxy, degrading
the interfaces between different materials. Around 1990
it became gradually accepted that such a “rough” sur-
face may well be considered as a surface containing
nanostructures. It was discovered that the undulations
were formed as a way to reduce the stress in the growing
film. Obviously, a rough surface is rather far from the
conventional idea of a surface of quantum dots of cer-
tain, predictable properties. In many cases, the size dis-
tribution of self-organized islands is fairly broad, and
due to the fact that the island nucleation process is sta-
tistical in nature, lateral ordering is typically absent.

A rapidly increasing number of studies has sought to
understand, and hence control, self-organizing growth
processes, and progress has been made towards produc-
ing islands with a narrow size distribution for various
combinations of materials. Ways to achieve laterally cor-
related islands have been discovered, as well, and in
some cases self-assembled islands have already made
their way from objects of interest in basic science to key
components in devices.

A. Historical overview

In the original paper by Stranski and Krastanow
s1938d island formation in heteroepitaxial ionic crystals
was investigated. Nowadays this growth mode describes
island formation on a wetting layer in heteroepitaxial
systems with different lattice constants. In InAs/GaAs
superlattices, Goldstein et al. s1985d, observed for the
first time island formation in a semiconductor system.
Originally, this instability leading to island growth was
considered detrimental for the growth of quantum well
systems in strained heteroepitaxy, and efforts were un-
dertaken to avoid it. However, from 1990 onwards this
topic has gained considerable attention, as it was real-
ized that such islands may represent zero-dimensional
semiconductor nanostructures sEaglesham and Cerullo,
1990; Guha et al., 1990; Mo et al., 1990d. It was found
that, for suitable growth conditions, the size distribution
sheight and lateral sized could be substantially narrowed,
which reduced inhomogeneous line broadening and thus
made the determination of optical properties of quan-
tum dots much more reliable. It was soon established
that the quasi-zero-dimensional density of states in InAs
islands embedded in GaAs could be used to realize de-
vices such as injection lasers, which exhibit properties in
some respects superior to strained III-V quantum well
systems.

B. Growth mechanisms

Several methods for the self-organized growth of
semiconductor nanostructures have been suggested.
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Among them are rather exotic ones, such as, for in-
stance, the growth of Ge on amorphous nitride films
with small holes, through which an epitaxial relation be-
tween Ge islands and the Si substrate is mediated. There
are, however, phenomena that are rather universal and
can be exploited for a large variety of semiconductor
materials. Those phenomena will be discussed in the fol-
lowing sections, reviewing the achievements made and
the problems frequently encountered so far. The most
prominent growth method is certainly Stranski-
Krastanow growth, already mentioned above. This
mode, leading to the formation of nanoscale islands on
top of a two-dimensional s2Dd wetting layer, occurs for
almost any semiconductor heterostructure with a certain
lattice mismatch between the constituent materials. But
even in a mode in which no islands form, in layer-by-
layer epitaxy, nanostructures may evolve. If 2D layers
grow in a step-flow regime, i.e., by an effective move-
ment of monolayer or bimonolayer steps across the sur-
face, the interaction of those steps can form step
bunches. In a multilayer, for instance of SiGe and Si,
preferential agglomeration of Ge at these step bunches
can form one-dimensional nanowires. Depending on the
direction of the misorientation of the substrate surface
with respect to the ideal crystallographic surface orien-
tation, the step bunches may also break up into a zigzag
pattern, and even in homoepitaxy small zero-
dimensional structures may arise.

The strain distribution in a growing sample is one of
the main driving forces leading to the formation of
nanostructures, and it also influences the particularities
of their growth and mutual arrangement. This can lead
to very regular ensembles of nanostructures, with nar-
row size distribution, lined up in more or less perfect
one-, two-, or even three-dimensional lattices. A main
effect here is that the strain field of, say, a small buried
island influences the nucleation of islands at the growth
surface, even if the surface undulations due to the bur-
ied structure have already vanished.

This article is intended to give a comprehensive over-
view of the mentioned growth modes, and of the meth-
ods that are employed to investigate and characterize
semiconductor nanostructures. It is understood that such
a review cannot be complete. Rather, we intend to give
an introduction stressing several points that we believe
have not been discussed in great detail in existing re-
views. Electronic and optical properties, as well as de-
vices, will be mentioned, but are not the focus of this
review. For reviews mainly on the growth of nanostruc-
tures, the reader is referred to Notzel s1996d, Petroff and
Medeiros-Ribeiro s1996d, Seifert et al. s1996d, and Brun-
ner s2002d. Recently, a monograph by Shchukin et al.
s2003d dealt extensively with growth, self-organization
phenomena, and devices based on nanostructures.

Theoretical calculations of the elastic properties of
nanostructures are reviewed by Gao s1994d, Zunger
s1994d, and Shchukin and Bimberg s1999d. For optical
and electronic properties, see Seifert et al. s1996d,
Grundmann et al. s1998d, Lueth s1998d, Bimberg et al.
s1999d, Moriarty s2001d and Brunner s2002d. Reviews on

the structural properties of SiGe nanostructures, with
the main emphasis on characterization by atomic force
microscopy, were presented by Liu and Lagally s1997d
and Teichert et al. s2002d. Two issues of the Materials
Research Society Bulletin, Vol. 21/4 s1996d and Vol. 23/2
s1998d, are devoted to issues of heteroepitaxy, strain,
growth, spectroscopy, laser applications, and band-
structure calculations of quantum dots. Petroff et al.
s2001d, Gammon and Steele s2002d, and Grundmann
s2002d review the potential applications in optical and
optoelectronic devices exploiting the atomlike electronic
properties of quantum dots.

This review will focus on the structural properties of
nanostructures fabricated by various techniques, from
molecular-beam epitaxy to various chemical vapor depo-
sition techniques to liquid-phase epitaxy. The different
growth models are discussed in some detail, and we
present the most important characterization techniques,
such as atomic force microscopy sAFMd, scanning tun-
neling microscopy sSTMd, transmission electron micros-
copy sTEMd, x-ray scattering, Raman scattering, and
photoluminescence, particularly stressing x-ray scatter-
ing methods. As strain fields in and around nanostruc-
tures are a driving force in their growth and important
for the interpretation of experimental results, a full sec-
tion is devoted to methods of calculating them.

In order to achieve a consistent description of growth
modes and characterization techniques, we shall focus
mainly on the SiGe and InGaAs systems as the most
prominent ones. Other important materials systems will
be described and their similarities and differences, high-
lighted. We shall also discuss the main applications of
each model system.

II. DESCRIPTION OF GROWTH PHENOMENA

A. Step-flow growth

The driving force for the self-organization processes
during heteroepitaxial growth is the misfit between the
crystal lattice of the growing layer and that of the sub-
strate, which creates strain in the growing layer. In the
very first stage of growth, a pseudomorphic thin layer is
created, which is elastically distorted. During growth the
elastic energy stored in this layer increases. In the linear
continuum model, the volume density of this energy is
proportional to the square of the elastic tensor «jk as
Eel=

1
2cjkmn«jk«mn.

In general, either plastic or elastic relaxation of this
internal elastic energy is possible. During plastic relax-
ation, the elastic energy is reduced by misfit dislocations
at the substrate/layer interface sMatthews and
Blakeslee, 1974; Dodson and Tsao, 1987d; this process
competes with elastic relaxation in leading to self-
organized nanostructures. The latter mechanism is the
topic of this review.
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1. Surface reconstruction

Elastic energy relief is important for the formation of
self-assembled nanostructures, and this in turn depends
substantially on layer thickness: For layer thicknesses
below and about 1 monolayer sMLd, the elastic energy is
reduced by surface reconstruction ssee, for instance,
Zangwill, 1988d. On the Sis001d surface, a 231 surface
reconstruction is observed, as shown in Fig. 1. The re-
constructed dimer bonds are oriented parallel to the
k110l direction. In practice, a surface normal will not be
aligned perfectly along a crystallographic direction, e.g.,
f001g, but will have a finite misorientation or miscut,
with a magnitude of typically 0.1° –4°. Consequently the
surface consists of a sequence of atomically flat s001d
terraces separated by monolayer steps. The dimer orien-
tation at neighboring terraces is mutually perpendicular.

If a 231-reconstructed Sis001d surface is covered by a
Ge layer of submonolayer thickness, the incorporation
of Ge leads first to the formation of so-called “buckled
dimers,” as shown in Fig. 2 sQin et al., 2000bd. For in-
creasing Ge coverage, the surface reconstruction type

changes to 23N, which can be described as a periodic
sequence, in which every Nth dimer is missing. The pe-
riod N of the dimer vacancies decreases with increasing
Ge coverage sTeichert et al., 2002d, for a coverage of one
monolayer, N<13. If the Ge coverage exceeds two
monolayers, the 23N reconstruction further develops,
creating a periodic sequence of 2D “patches” sM3N
reconstruction: Voigtländer, 2001; Rastelli, von Kaenel,
Albini, et al., 2003d. Detailed experimental and theoret-
ical studies of the movement of Si-Ge dimers at a 231
reconstructed Sis001d surface have shown that an ex-
change of Ge adatoms with Si atoms in the substrate is
possible, since the corresponding energy barrier is rather
low sLu et al., 2000; Qin et al., 2000a, 2000bd.

Rastelli, von Kaenel, Albini, et al. s2003d studied the
behavior of this structure during an overgrowth by a thin
Si layer by STM and ab initio molecular-dynamics calcu-
lations. The surface structure M3N evolves back to 2
3N and eventually 231, which is explained by the dif-
fusion of Si adatoms through the Ge layer.

For the submonolayer deposition of InAs on As-rich
GaAss001d, a change in the surface reconstruction from
234 to 432 or 632 also occurs sXue et al., 1997; Xue
and Sakurai, 1998; Krzyzewski et al., 2002ad.

The step-flow growth model describes epitaxial
growth as a lateral movement of monolayer steps via
attachment of adatoms at the steps and their kinks fsee
the Burton-Cabrera-Frank model after Burton et al.
s1951d and Villain s1991dg. This growth mode prevails if
the mean free path for adatom diffusion across the steps
is larger than the mean step distance. During step move-
ment, there is also a certain probability of nucleating
monolayer islands at the terraces between the steps. If
those 2D islands coalesce, a smooth monolayer is
formed again, called layer-by-layer growth sTersoff et al.,
1994d.

Most theoretical simulations of step-flow growth are
based on continuum calculations or an atomistic Monte
Carlo method ssee Villain, 1991; Rost et al., 1996; and
references thereind. The former approach is based on a
continuum growth equation expressing mass conserva-
tion and taking into account a surface diffusion inhomo-

FIG. 1. The 231 surface reconstruction of Sis001d: top panel,
side view; lower panel, top view. In the lower panel, SA and SB
steps are sketched parallel and perpendicular to the dimer
rows, respectively. After Voigtländer, 2001 with permission
from Elsevier. Copyright 2001.

FIG. 2. Scanning tunneling microscope sSTMd images of
Sis001d with 4° miscut in the f110g direction prior and after Ge
deposition: sad filled state of pure Si; sbd filled state after depo-
sition of 0.02 ML’s of Ge; scd empty-state image of the area
shown in sbd. Ge incorporation leads to the formation of buck-
led dimer rows sindicated by boxes and ovalsd. From Qin et al.,
2000b.
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geneity due to the local surface curvature and a modifi-
cation of the adatom flux due to the presence of steps
sBurton et al., 1951d Both approaches yield very similar
numerical results.

The step-flow growth mode can also be used for the
fabrication of one-dimensional Ge or Si quantum wires
sKawamura et al., 2003d. Alternating deposition of Si
and Ge atoms in the step-flow regime results in the cre-
ation of a one-monolayer-thick periodic array of Si and
Ge wires oriented parallel to the surface steps.

Ge/Sis001d and SiGe/Sis001d systems with 231 or 2
3N surface reconstructions serve as a model system for
step-flow growth. The resulting surface morphology de-
pends substantially on both the starting density of
monolayer steps si.e., the crystallographic miscut of the
surfaced and on the azimuthal miscut direction. The
macroscopic step direction has to be perpendicular to
the miscut azimuth. A simple case is a miscut parallel to

f1̄10g, i.e., steps along the f110g direction. Since the
dimers of the 231 reconstructed surface are along the
k110l directions, two types of monolayer steps exist,
namely, SA and SB, oriented parallel to the dimer rows
on the upper terrace and perpendicular to them. The
lateral mobilities of the SA and SB steps are different
due to the anisotropy of adatom diffusion across the ter-
races as well as to different sticking coefficients for ada-
toms at SA and SB steps. Adatoms move about 1000
times faster along the dimer rows than across to them.
Therefore, on a TA terrace, the atoms move mainly
along the steps, while on a TB terrace the adatoms move
preferably perpendicular to the steps. In addition, the
adatoms are much better trapped at the ends of dimer
rows on SB steps than at the sides of dimer rows on SA
steps sVoigtländer, 2001d. Consequently SB steps move
much faster than SA steps and exhibit a different mor-
phology: SA steps are straight, while SB steps are ran-
domly undulating fsee Fig. 3sadg. The equilibrium mor-
phology of a vicinal Sis001d surface consists therefore of
a sequence of close SA-SB pairs. Depending on tempera-
ture and miscut values, the SA-SB pairs may also create
double steps DB dividing two adjacent TB terraces
sPehlke and Tersoff, 1990; Poon et al., 1990d. However,
the final surface coverage by TB terraces is never 100%
ssee Fig. 3d, mainly due to the pinning of SA steps at

structural defects. A completely different surface mor-
phology is observed if the azimuthal direction of the
miscut differs from k110l. As the macroscopic direction
of the steps is always perpendicular to the miscut direc-
tion, for a general miscut orientation the monolayer
steps consist of microscopic SA and SB segments. If the
miscut direction is close to k100l, the resulting step mor-
phology can be described as a zigzag pattern of SA, SB,
and double steps. In a narrow range of growth param-
eters s480,Tg,550 °C for a growth rate of 0.8 Å/sd,
growth kinetics leads to a nearly periodic sequence of
tiny crests elongated parallel to the miscut direction; for
Tg.550 °C, these crests merge and form a ripple pat-
tern parallel to the miscut azimuth sSchelling et al.,
1999d. If the step-flow growth of a SiGe alloy can be
described as a movement of closely spaced SA-SB pairs
si.e., as a bilayer step flowd, compositional ordering is
observed sJesson, Pennycook, et al., 1993bd.

Sutter et al. s2003d investigated in detail by STM the
interaction of the dimer vacancy lines with the SA steps
around a 2D island deposited on a terrace. The authors
demonstrated that the dimer vacancy lines are repulsed
from the steps. This interaction limits the step-flow
growth and causes an increase of the nucleation rate of
2D islands, therefore contributing to the onset of the
nucleation of 3D islands.

2. Step bunching

During Si homoepitaxy as well as in SiGe/Si het-
eroepitaxy, the step-flow growth mode is unstable
against the bunching of SA, SB, or DB steps. In general,
this effect can be explained by two different mechanisms
ssee Duport et al., 1995d namely, by coalescence of steps
due to the elastic strain in the growing layer sthe strain
modeld, or by purely kinetic phenomena connected with
diffusion anisotropy and step-edge detachment of the
adatoms sthe broken-bond modeld. The strain model is
based on an interplay of effective step repulsion and
step attraction during growth sTersoff et al., 1995d. The
repulsive interaction between the steps depends on sur-
face energy and arises from the intrinsic stress field of
the steps, the force dipole sMarchenko and Parshin,
1980; Marchenko, 1981; Alerhand et al., 1988; Poon et
al., 1990d. The corresponding interaction energy drops
with step distance L as L−2 and it is independent of the
lattice mismatch. The attractive attraction between two
steps results from the elastic stress in the growing epi-
taxial layer; its interaction energy is proportional to
s2lnsLd, where s is the lateral elastic mismatch stress
sTersoff et al., 1995d. The effective attractive step inter-
action can be explained qualitatively by local elastic
stress relaxation. Xie et al. s1994d used atomistic simula-
tions to calculate the energy of monoatomic steps on a
strained surface. They found that a compressive stress
reduces the step free energy, leading to step bunching.

Liu et al. s1998d found in numerical simulations that
the strain model of step bunching leads to an increase of
the average bunch size with growth time t as tn. Here n
depends mainly on the adatom flux. The simulations

FIG. 3. STM pictures s3503350 nm2d demonstrating the
movement of steps during step-flow growth of Sis001d: panel
sad the starting morphology before growth; panels sbd and scd
steps at Si coverages of 1.2 and 3.5 ML’s, respectively. From
Voigtländer, 2001, reprinted with permission from Elsevier.
Copyright 2001.
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yield n<0.25 for zero flux ssee Fig. 4d. With increasing
flux n decreases, and for larger flux values even a step
debunching is predicted by Tersoff et al. s1995d. Patri-
arche et al. s2000d successfully explained the interface
morphology of short-period InGaAsP/InP superlattices
grown on InPs001d using the strain model of step bunch-
ing. The strain in InGaAsP layers was tuned from com-
pressive to tensile by changing their chemical composi-
tion. In compressively strained layers, step bunching
at the InGaAsP surface was observed for all miscut
values up to several degrees, creating a quasi-
periodic sequence of step bunches and flat terraces,
while the surfaces of InP spacer layers remained nearly
atomically flat. This finding supports the strain model of
step bunching, from which a planarization of spacer lay-
ers without stress follows. For tensile strained layers, dif-
ferent mechanisms set in, in addition to step bunching.

During deposition of an alloy, decomposition of the
alloy can occur, which screens out the inhomogeneous
strain and partially suppresses step bunching sTischler et
al., 1995; Tersoff, 1996; Venezuela et al., 1999d.

While the concept of stress-induced attractive step-
step interaction successfully explains step bunching dur-
ing heteroepitaxy, it fails to explain step bunching during
homoepitaxy. In this case, the resulting surface morphol-
ogy depends sensitively on temperature and on the mis-
cut azimuth. The microscopic Burton-Cabrera-Frank
model of step movement was used for kinetic Monte
Carlo simulations of step bunching during homoepitaxy
by Kandel and Weeks s1995d. The step movement could
be described as the simultaneous bunching of monolayer
steps and debunching of the step bunches. During
growth, relatively straight, slow-moving step bunches co-
existed with fast-moving, meandering single steps.

Another possible reason for the bunching of SA and
SB steps or double steps is purely geometric, and can be
explained by the energy of broken bonds at the surface
sDuport et al., 1995d. During growth, a larger terrace
between the steps collects a large number of adatoms. If
the net diffusion current of these adatoms is oriented
downwards, the adatoms prefer to stick to the step
“downstairs” and larger terraces tend to grow at the ex-
pense of smaller ones. If, on the contrary, the adatoms
flow upwards and stick preferably to the upper step of
the terrace, a larger terrace will shrink and the surface
structure is stabilized. The difference between upward

and downward adatom fluxes might be caused by the
so-called Ehrlich-Schwoebel barrier, which prevents
adatoms from hopping downstairs sSchwoebel and Ship-
sey, 1966d. Therefore this barrier stabilizes the growing
surface against bunching. While its existence can be jus-
tified by simple physical arguments, an “inverse Ehrlich-
Schwoebel barrier” is purely phenomenological sChalm-
ers et al., 1993d Several theoretical sShilkrot and
Srolovitz, 1997d and experimental investigations have
been devoted to an experimental search for the Ehrlich-
Schwoebel barrier in Si. It is generally believed that this
barrier is very small for SA and SB steps on Si. As for the
double steps DB, there is a discrepancy between theo-
retical predictions of a significant barrier and experi-
mental results indicating that it is rather small. In GaAs,
the Ehrlich-Schwoebel barrier is very small as well;
Robey s2002d investigated kinetic roughening during
plasma etching of GaAs and estimated the height of this
barrier to be about 0.05 eV. Such a small barrier indeed
would have no influence on the growth of InAs islands
on GaAs sKratzer, 2004d.

Myslivecek et al. s2002d showed in kinetic Monte
Carlo simulations that, on a 231 reconstructed Si sur-
face, step bunching during homoepitaxy could be ex-
plained by anisotropic 2D adatom diffusion and by dif-
ferent adatom sticking coefficients at SA and SB steps,
rather than by assuming energetic barriers.

Recently, step bunching during SiGe heteroepitaxy on
Sis001d was investigated for several Ge concentrations in
the growing layer, various orientations of the Si sub-
strate, and various growth temperatures ssee Ronda et
al., 2000; Schelling et al., 2001; Mühlberger et al., 2003d.
As shown in Fig. 5, the resulting bunch morphology de-
pends mainly on growth temperature and is nearly inde-
pendent of mismatch stress. This finding favors a kinetic
step bunching model and contradicts stress-mediated
models. For larger miscuts of about 4° from s001d and
strained SiGe layers, the step bunches are not straight
and they exhibit a zigzag pattern. In this pattern, the
bunch decomposes into a sequence of h105j facets; this
structure represents a first stage of the growth of h105j
pyramids sTeichert, 2002, Lichtenberger et al., 2004d.

3. Step meandering

Beside step bunching, other instability mechanisms
can lead to quasiperiodic structures during step-flow
growth. Step meandering sBales-Zangwill instability;
Bahr et al., 1990d is caused by the mutual influence of
adatom density at a growing terrace and the step mor-
phology. From a surface diffusion equation it follows
that a protrusion of an upper terrace increases the local
adatom density at the lower terrace and decreases the
density at the upper terrace. If the adatom mobilities
towards the step are different at upper and lower ter-
races sas is the case on TA and TB terracesd, this density
inhomogeneity enlarges the protrusion, resulting in a
wavy step morphology. Alternatively, for Si homoepi-
taxy and a miscut azimuth along the k100l direction, such
a wavy morphology can be explained by bunching of

FIG. 4. Evolution of a stepped surface calculated using the
strain model for step bunching: sad time evolution of the aver-
age bunch size; sbd growth time expressed in arbitrary units.
Adapted from Tersoff et al., 1995.
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monoatomic kinks at monolayer steps, leading to a zig-
zag morphology of the Sis001d surface.

The wavy shape of monolayer steps is strongly af-
fected by the intrinsic misfit stress in the growing layer.
Both a theoretical analysis and an experimental study
sTromp and Reuter, 1992; Chen et al., 1995d demonstrate
that compressive misfit stress causes a triangular-like
long-range waviness of the SA steps with a period of
several hundred nm. Similar to homoepitaxy, the SB
steps exhibit only random undulations, with much
shorter characteristic wavelengths. As shown in Fig. 6,
the triangle apexes at the SA steps serve as nucleation
centers for quantum dots. Interestingly, a tensile misfit
stress has the opposite effect—SA steps remain straight
whereas SB steps exhibit long-range triangular waviness.
This behavior has been observed by STM on a thin
strained Si film grown on a thick graded Si1−xGex buffer
layer sxP f0,0.3gd by Jones et al. s1995d.

If the miscut direction of a vicinal GaAss001d surface
is close to k100l, a zigzag step pattern similar to Si ho-
moepitaxy appears. If such a GaAs surface is overgrown
by a fraction of a monolayer of InAs, 2D InAs islands
nucleate preferably at the corners of the zigzag pattern
sBrandt et al., 1991d.

4. Lateral segregation in short-period superlattices

In short-period superlattices, the step-flow growth
mode described above gives rise to a spontaneous lateral

modulation of the thicknesses of individual layers. This
effect has been observed in III-V superlattices, mainly in
InAs/AlAs structures nearly lattice matched to InPs001d
substrates ssee Ahrenkiel et al., 1998; Follstaedt et al.,
1998, 2000; Twesten et al., 1999d.

The modulation amplitude depends on the average
strain of the superlattice with respect to the substrate,
which can be tuned by changing the relative average
thicknesses of the superlattice layers. The modulation
was observed only for relatively small strains u« u ,0.01
sFollstaedt et al., 1998d. Its direction depends sensitively
both on the average strain and on the substrate miscut.
For tensile net strain, modulation along f310g and f130g
directions is observed, while compressive strain leads to
modulations along f100g and f010g. If the substrate has
no significant miscut, both modulation directions are
present simultaneously, and the resulting structure con-
sists of very short quantum wires with both orientations
sFollstaedt et al., 2000d.

A theoretical descriptions of the modulation effect
can be found in Guyer and Voorhees s1996d, Glas s2000d,
Shilkrot et al. s2000d, and Spencer et al. s2001d, based on
the growth equation in the continuum approximation

] h

] t
= F +

D̃VsatdQ

kBT
¹surf

2 msurf, s1d

where hsx ,y , td is the height function of the growing sur-
face in time t, while x ,y are the coordinates along the

FIG. 5. Atomic force microscope sAFMd images of the sur-
faces of 103 s3-nm Si/30 nm Si1−xGexd superlattices grown at
various temperatures and with various Ge content. The direc-
tion of the substrate miscut is denoted by the arrow. The step
bunch structure is not affected by the misfit stress spropor-
tional to xGed but depends only on growth temperature. From
Mühlberger et al., 2003.

FIG. 6. Si/Ge layers: sad–scd STM images at different magnifi-
cations of a tensile strained Si layer deposited on a graded
SiGe buffer layer. From Jones et al., 1995. sdd AFM image of a
Ge/Si surface ssize 160031600 nm2d showing a triangular in-
stability of SA steps caused by the compressive stress in the Ge
layer. The white spots are 3D Ge islands nucleated at the
apexes of the SA triangles. From Chen et al., 1995.
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mean surface, F is the incoming adatom flux, D̃ is the
surface diffusivity, and Vsatd and Q are the atomic vol-
ume and atomic surface density. The operator ¹surf acts
along the surface and msurf is the chemical potential of an
atom at the surface, which is affected via curvature by
the surface energy density and by the elastic lattice de-
formation energy close to the surface,

msurf = m0 + gVsatdk + ŝsurfŜŝsurfVsatd/2. s2d

Here m0 is the chemical potential of an atom in nonde-
formed bulk material, g is the surface tension, k is the

surface curvature, ŝsurf is the surface stress tensor, and Ŝ
is the elasticity compliance matrix.

The structure of laterally modulated superlattices has
been investigated with plan-view and cross-sectional
transmission electron microscopy by Ahrenkiel et al.
s1998d, Follstaedt et al. s1998, 2000d, and Twesten et al.
s1999d, and with high-resolution x-ray scattering by Li,
Holy, et al. s2001, 2002d.

5. Nucleation and growth of two-dimensional islands

If the mean free path of the adatoms moving at the
growing surface is smaller than the mean distance of
monolayer steps, 2D islands grow at terraces. In ho-
moepitaxy, the nucleation and growth of 2D islands is
entirely determined by the difference in free energies
between a single adatom at the surface and an atom
incorporated in an island. From the thermodynamics of
nucleation, the critical radius Rcrit of an island is ex-
pressed as sShchukin et al., 2003d

Rcrit =
a

2
w

w + kBT ln q
, s3d

where a denotes the lattice parameter, w the binding
energy per atom, and q the adatom density normalized
to unity. For the usual growth temperatures between 300
and 700 °C and a binding energy of the order of 1 eV, a
large critical island radius can be obtained only if the
adatom density does not exceed the equilibrium value
qeq=expf−w / skBTdg by more than two orders of magni-
tude. After nucleation of islands exceeding the critical
size, further growth occurs by incorporating adatoms.
The adatom density decreases until qeq is reached. In the
last stage of growth, a ripening process occurs in which
the larger islands grow and the smaller ones dissolve.

In heteroepitaxy, the mismatch between the growing
layer and substrate substantially affects the nucleation
and growth of 2D islands. The growing surface consists
of stress domains. Their shape results from the interplay
of the surface energy sdepending both on surface energy
of the adsorbed layer and the bare substrated, the energy
of the domain boundaries, and the elastic energy stored
in the domain. The simplest structure is realized by par-
allel stripe domains sAlerhand et al., 1981; Marchenko,
1981d; another type of domain is that of circular 2D
droplets periodically distributed at the surface sVander-
bilt, 1986d. Most studies on 2D islands concern metallic
surfaces fsee Shchukin et al. s2003d for detailsg; in semi-

conductors, InAs sShchukin et al., 2001d and CdSe
sStrassburg et al., 1998d submonolayer islands have been
studied.

B. Stranski-Krastanow growth

In the previous section we discussed the relief of the
elastic energy stored in a growing heteroepitaxial layer
by the creation of one-dimensional straight or wavy
bunches of monolayer steps or 2D monolayer islands.
The efficiency of energy relief is increased in a two-
dimensional self-organization process creating a wavy
surface morphology in both directions. This relief of
elastic energy is always accompanied by an increase of
the surface energy, which depends sensitively on the for-
mation of various crystallographic facets.

For SiGe on Si, two types of island structures may be
observed, namely, shallow mounds with lateral dimen-
sions over 100 nm and islands with well-developed crys-
tallographic facets.

1. Asaro-Tiller-Grinfeld instability

Shallow mounds appear during heteroepitaxy with
low lattice misfit sSutter and Lagally, 2000; Tersoff et al.,
2000; Tromp et al., 2000d. Their origin lies in the Asaro-
Tiller-Grinfeld sATGd morphological instability of a
stressed film sAsaro and Tiller, 1972; Grinfeld, 1986;
Srolovitz, 1989; Spencer et al., 1993d. A growing stressed
surface is unstable against perturbations with wave-
lengths longer than a critical wavelength

lcrit =
1 − n

2Gs1 + nd2

pg

«0
2 , s4d

where n is the Poisson ratio of the material, G is its
shear modulus, g is the surface tension, and «0 is the
misfit strain of the growing layer with respect to the sub-
strate.

The numerical solution of the ATG problem based on
growth equation s1d in the continuum approximation
was achieved by Spencer and Meiron s1994d and Gao
s1994d. The solution has the form of a periodic cycloidal
surface with deep cusps with a period lcrit. The local
stress below this surface is highly inhomogeneous; below
the cusps it can exceed the plasticity limit of the mate-
rial, which can lead to misfit dislocation formation. The
creation of such dislocations in the cusps has been dis-
cussed theoretically by Jesson, Pennycook, et al. s1993ad
and observed by a combination of AFM and TEM by
Jesson et al. s1995d. From the microscopic point of view,
the ATG instability corresponds to a strain-driven step-
bunching process.

A direct method has been suggested by Jesson, Pen-
nycook, et al. s1993ad for the observation of cusps and
their development during growth. The method was used
for SiGe layers on Si substrates and it consists in the
incorporation of a sequence of very thin Ge marker lay-
ers placed at different depths in the SiGe layer. The
form of the marker layers was visualized by Z-contrast
cross-sectional transmission electron microscopy. The
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experimentally established form of the marker layers
scorresponding to the instantaneous profile of the grow-
ing SiGe surfaced agrees well with the numerical solu-
tion of Eq. s1d.

During SiGe growth on Sis001d, mounds evolve due to
the ATG instability, and the slope of their side walls
increases gradually until an angle of about 11° is reached
ssee Jesson et al., 2000; Sutter and Lagally, 2000; Tromp
et al., 2000; Vailionis et al., 2000d, which corresponds to
h105j facets. Beyond this thickness, the facet angle re-
mains unchanged and h105j facetted pyramids develop.
The gradual mound evolution and transition to pyramids
is documented in Fig. 7. Tersoff et al. s2002d investigated
the creation of shallow mounds and their shape transfor-
mation by a numerical simulation in the continuum ap-
proximation. Tersoff et al. s2002d assumed that the sur-
face energy density g exhibits a minimum for the h100j
surface orientation, but no deep cusp in the polar dia-
gram gsud, i.e., h100j is not a true facet. Under this as-
sumption Eqs. s1d and s2d were solved, applying the nu-
merical strain calculation method of Spencer and
Meiron s1994d. For a certain range of island volumes,
two metastable shapes were found, namely, facetless
prepyramids and facetted pyramids. This is shown in
Fig. 8, where the shapes of SiGe island cross sections are
plotted for various volumes along with the size depen-
dence of the island energy. The growing prepyramids
remain stable up to the volume V2. At this size, a first-
order shape transition takes place and facetted pyramids
represent the stable shape. There is an activation energy
for this shape transition, so that the prepyramids may
grow up to the volume V3. The energy barrier between
the metastable nonfacetted and the stable facetted shape

is represented by the distance between the solid line and
the dotted line sfor V.V2d. Rastelli and von Känel
s2003d and Rastelli, von Känel, Spencer, and Tersoff
s2003d investigated by STM the transition of prepyra-
mids to facetted h105j pyramids via an intermediate
shape, namely, T pyramids sh015j pyramids with a
rounded topd. These T pyramids exhibit the onset of
h105j facets. The experimental findings agree well with
theoretical considerations by Tersoff et al. s2002d.

The barrierless formation of prepyramids in the case
of low misfit also follows from a microscopic kinetic
model sKaganer and Ploog, 2001d based on the Burton-
Cabrera-Frank model of monolayer step movement.
This model, however, does not include the shape transi-
tion from the unfacetted mounds to facetted pyramids
and domes for higher island volumes.

For the deposition of SiGe alloys containing less than
20% Ge and at temperatures below 600°C, Koch et al.
s2001d observed a growth mode in which no wetting
layer formed, but very small 3D islands s4–6 nmd were
formed directly.

2. Island nucleation

Island growth via the Asaro-Tiller-Grinfeld instability
occurs only for small misfits and does not exhibit any
energetic barrier for island growth. For larger misfit val-
ues, a different process sets in, namely, the nucleation of
3D islands on a smooth surface of the wetting layer,
termed the Stranski-Krastanow growth mode sStranski
and Krastanow, 1938; Eaglesham and Cerullo, 1990; Mo
et al., 1990d. In contrast to the ATG process, island
nucleation in the Stranski-Krastanow growth mode has a
certain activation energy that must be overcome. This
follows from simple energetic considerations ssee, for in-
stance, Tersoff and Le Goues, 1994; Brunner, 2002d. The
creation of an island with volume V having facets in-
clined by an angle u with respect to the surface requires
an energy

DE = 4GV2/3tan1/3u − 6AV tan u , s5d

where G=ge / sin u−gscot u, and gs and ge are the surface
free energy per unit area of the facet oriented parallel to
the mean surface and inclined by u, respectively; A
=si

2s1−nd / s2pGd, and si is the in-plane misfit stress in

FIG. 7. STM images of the surface evolution during growth of
a Ge layer on Sis001d. In panels sad–sdd, the Ge coverage grows
from 2.8 to 4.0 ML’s. During growth sad–scd first mounds
sprepyramidsd develop, then these convert sdd to h105j facetted
pyramids. From Vailionis et al., 2000.

FIG. 8. Dependence of the island energy on volume sad and
the corresponding cross sections of SiGe islands calculated for
various island volumes sbd. For volumes between V1 and V3
two smetadstable shapes exist—a shallow prepyramid without
facets and a facetted pyramid. The pairs of solid circles in sbd
denote the side facet. From Tersoff et al., 2002.
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the growing layer. Figure 9 shows how this energy de-
pends on island volume. Below a critical volume Vc, the
energy of the island increases with volume up to a maxi-
mum energy Ec. This energy represents an activation
barrier for island nucleation. In an in situ STM study
during molecular-beam epitaxy at 300°C by Jesson et al.
s2000d, the temporary existence of sub critical nuclei
near pits in the surface was confirmed. If the nucleus size
exceeded Vc<1500 atoms, the energy of the island de-
creased with volume due to the second term in Eq. s5d.
This behavior corresponds to an Ostwald ripening pro-
cess, where larger islands grow at the cost of smaller
ones.

Budiman and Ruda s2000d presented a detailed theo-
retical description of island nucleation, based on the cal-
culation of the free energy of an island and the Landau
theory of phase transitions. The nucleation is also af-
fected by the elemental segregation in the originally flat
wetting layer. Cullis et al. s2002d demonstrated this effect
in InGaAs/GaAs systems by atomistic simulations.
They showed that the concentration of In atoms was
highly enhanced in the uppermost monolayer, from
nominally 25% up to 80%. This enhancement increases
the local misfit stress and makes it possible to overcome
the energetic nucleation barrier. Furthermore, both In
and Ge segregation influence island nucleation sBrun-
ner, 2002; Cullis et al., 2002d.

The essence of Stranski-Krastanow growth lies in the
transition from planar growth of the wetting layer to 3D
island growth. The continuum growth equation s1d with
the chemical potential of the adatoms in Eq. s2d cannot
account for this transition, since it predicts an onset of
undulation already at the very beginning of deposition.
In order to explain planar growth for low coverages,
Eisenberg and Kandel s2002d considered the elastic an-
isotropy of the growing layer. This leads to a depen-
dence of the elastic energy density, which influences the
chemical potential in Eq. s2d, as well as the total thick-
ness of the deposited layer, suppressing the onset of the

ATG instability for thicknesses below a critical value hc.
A numerical analysis reveals that hc decreases with in-
creasing mismatch and for a mismatch of 4% sGe on Sid
equals approximately four monolayers.

The continuum description of Stranski-Krastanow
growth based on Eqs. s1d and s2d can give only qualita-
tive results, since the microscopic nature of adatom dif-
fusion and incorporation is not accounted for. This can
be done only by atomistic calculations, using for instance
kinetic Monte Carlo simulations based on interaction
potentials obtained by ab initio calculations. For
InAs/GaAs, this method was employed by Penev et al.
s2001d and Kratzer et al. s2002d. The Ge/Si system was
investigated by Montalenti s2003d. The simulations
yielded the influence of surface strain both on the
heights of the energetic hopping barriers and on the
depths of the binding energy minima between the barri-
ers.

For SiGe islands grown on Si, the most important pa-
rameter controlling island nucleation is the Ge content
in the wetting layer sSullivan et al., 1999d. Around each
island, the local strain creates a Ge-depleted zone,
where the nucleation of another island is less favorable.
Hence the density of the resulting SiGe islands is in-
versely proportional to the Ge content in the wetting
layer. Capping of a thin Ge wetting layer by a Si layer at
higher temperatures decreases the critical thickness and
leads to island nucleation even if the amount of Ge
alone is below the critical thickness for Stranski-
Krastanow growth sUsami et al., 2000bd. While island
nucleation is generally a statistical process, monoatomic
steps or step bunches on a vicinal surface represent pre-
ferred nucleation sites sLeon et al., 1997d.

3. Island shapes

Growth and postgrowth annealing studies have shown
that Stranski-Krastanow-grown islands are usually stable
against ripening. Under given growth conditions they
have well-defined sizes and shapes. In SiGe/Si, essen-
tially four forms of islands are observed: shallow
mounds sprepyramidsd, square pyramids with h105j fac-
ets, “hut clusters”—elongated pyramids with h105j
facets—and large domes with facets in several orienta-
tions sEaglesham and Cerullo, 1990; Mo et al., 1990;
Medeiros-Ribeiro, Bratkowski, et al., 1998d Figure 10
shows the size distribution of these island types as well
as their evolution during growth sinsetd, determined by
AFM and STM during Ge deposition on Sis001d. In the
first stage of growth, shallow prepyramids appear that
later convert via T pyramids to pyramids. Large domes
form for Ge coverages above five monolayers, finally
plastically relaxed superdomes are formed with misfit
dislocations at their bases. Pyramids and domes are ob-
served during growth at higher temperatures, while the
much smaller hut clusters form at lower growth tem-
peratures.

The facet structure of self-assembled islands has been
studied by in situ STM with atomic resolution. A h105j
facet consists of s100d terraces with steps along the k100l

FIG. 9. The volume dependence of the energy necessary to
create a pyramidal island, calculated for three different orien-
tations of the facets. Energy and volume are normalized to the
critical values of h105j facetted pyramids. Adapted from Ter-
soff and LeGoues, 1994; Brunner et al., 2000.
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direction and a terrace width of only two atoms. The
dangling bonds on the terrace create k110l dimers, which
are consequently oriented 45° with respect to the steps
sRaiteri et al., 2002d. A detailed study of facet growth
based on an atomistic simulation and in situ STM by
Kastner and Voigtländer s1999d showed that there is an
energetic barrier for the nucleation of every atomic
h105j layer. Although a square shape corresponds to
thermodynamic equilibrium, kinetic growth limits lead
to elongated huts for growth temperatures lower than
about 530 °C. The observed island shapes are explained
by a nucleation barrier for steps on completed facets
which becomes higher for larger facets. This leads to
elongated islands, as islands grow faster in the direction
of a small facet than of a large facet. The same model
explains the observed deceleration of island growth with
island size, stabilizing the pyramid sizes and narrowing
the island size distribution. The model predicts the
growth of the h105j facet in the layer-by-layer regime,
with an energetic barrier for the nucleation of each h105j
monoatomic layer. The layer growth proceeds from the
bottom of the island to the apex.

Kinetic Monte Carlo simulations of the growth of re-
constructed h105j terraces have demonstrated a pro-
nounced strain dependence. In contrast to the findings
of Kastner and Voigtländer s1999d, if the pyramid apex is
largely elastically relaxed, monolayer steps move from
the apex towards the pyramid base in a step-flow growth
mode sMontalenti, 2003d. This was confirmed recently

by STM observations of the transition from pyramids to
domes by Rastelli s1999d, who observed a top-to-bottom
movement of the h105j steps and their bunching, leading
to a steepening of the facet. This attachment of the ada-
toms from the island apex leads finally to the pyramid-
to-dome transition. A similar conclusion was reported
by Johansson and Seifert s2002d.

The structure of Ge domes on Si is more complicated.
In addition to the h113j facets following from the energy
considerations sFig. 9d, other crystallographic facets are
observed, namely h105j, h15 3 23j, and a top s001d facet
parallel to the substrate surface sRastelli et al., 2001;
Rastelli, Kummer, and von Kaenel, 2002; Rastelli, Muel-
ler, and von Kaenel, 2002d. In Fig. 11, typical shapes of
sad,sbd Ge domes, scd pyramids, and sdd,sed,sfd shallow
mounds sprepyramidsd are presented, obtained by STM
with atomic resolution. This sequence of shapes was ob-
tained during Si overgrowth sRastelli, Kummer, and von
Kaenel, 2002d.

The shape of the superdomes was investigated by
STM by Rastelli and von Känel s2002d, who observed in
addition to the h113j and h15 3 23j also h111j, h126j facets
and steeper h4 20 23j ones. The top h001j facet of a su-
perdome exhibits the 231 reconstruction, indicating the

FIG. 10. The size distribution of several island types occurring
during deposition of Ge on Sis001d. The inset shows the time
evolution of the island density for different types. Adapted
from Vailionis et al., 2000.

FIG. 11. Typical Ge island shapes obtained by STM during Si
capping of Ge domes grown on Sis001d: sad,sbd, domes; scd
pyramids; sdd–sfd prepyramids. The Si coverages are 0, 1, 2, 4,
8, and 16 ML’s for panels sad–sfd. From Rastelli et al., 2001.
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full relaxation of the superdome lattice. Remarkably, the
dislocated superdomes grew almost vertically, except for
a sudden periodic lateral dilatation each time a new mis-
fit dislocation was formed sLeGoues et al., 1994d.

The equilibrium shape of InAs islands on GaAss001d
has been investigated theoretically by Moll et al. s1998d
who calculated the total island energy due to strain, sur-
face, and edge contributions. The islands were h110j
pyramids or h110jh111js001d hut clusters, depending on
island volume and the reconstruction type of the
GaAss001d surface. An in situ STM study by Marquez et
al. s2001d showed InAs islands with h137j facets ssee Fig.
12d. These facets are thermodynamically stable only up
to a certain island volume. For larger volumes, the shape
evolves into islands with steeper h101j and finally h111j
facets, in analogy to the pyramid-to-dome transition in
the Ge/Si system sRastelli, 2004d.

During postgrowth annealing, pyramids and domes
are stable, whereas hut clusters disappear sMedeiros-
Ribeiro, Kamins, et al., 1998; Kamins et al., 1999d. In
several works, however, a ripening process was reported,
in which small pyramidal islands grew and transformed
into domes and the larger domes partially dissolved and
adopted pyramidal shapes. The coarsening process dur-
ing growth is affected by the elastic interaction between
neighboring islands. This interaction leads to an increase
of the mean island size, which is faster than in the case
of Ostwald ripening sFloro et al., 2000d. In addition to
the Ostwald ripening mechanism, based on adatom dif-
fusion between the islands, another ripening process
may occur caused by the coalescence of touching islands.

This process, however, is suppressed due to the elastic
strains in favor of Ostwald ripening, which affects the
positions and the island size distribution of densely
packed island arrays sJesson et al., 2004d.

The transition from pyramids to domes during growth
leads to a bimodal island size distribution ssee, for ex-
ample, Ross et al., 1998, 1999d. The pyramid-to-dome
transition is of thermodynamic nature and represents a
first-order phase transition sMedeiros-Ribeiro, Brat-
kowski, et al., 1998; Liu, Gibson, et al., 2000d, as was
demonstrated by postgrowth annealing of domes. While
in the first stage of annealing an intermixing between
dome and wetting layer takes place, reducing the strain
energy, in the second stage the domes evolve back into
pyramids sHenstrom et al., 2000d.

Island coarsening happens only in a specific tempera-
ture window. Outside this window, the islands are rela-
tively stable due to the suppression of strain energy re-
laxation by strong surface-energy anisotropy and strong
film-substrate interaction sShchukin et al., 1995; Chiu,
1999; Shchukin and Bimberg, 1999d.

The thermodynamics of the formation and transfor-
mation of the different island families was studied by
Daruka and Barabasi s1997, 1998d, Daruka, Tersoff, and
Barabasi s1999d, and Daruka and Tersoff s2002d. A de-
pendence of the equilibrium shape on coverage and mis-
fit stress was found in the form of a phase diagram.
Equation s5d describing the energy of a facetted island
has been improved by Rudd et al. s2003d who also in-
cluded the energy of the island edges and island-island
interaction. Rudd et al. simulated the equilibrium distri-
bution of island shapes and sizes. They established a
phase diagram of the equilibrium relative population of
pyramids and domes as a function of Ge coverage on
Sis001d and of the growth temperature. At low tempera-
tures sdown to 450 °Cd and low coverages of about 2
ML’s, the relative number of pyramids reached 96%,
while for larger growth temperatures and larger cover-
ages sup to 15 ML’sd it decreased down to a few percent.
The equilibrium simulations were confirmed by AFM.
Figure 13 shows two simulation examples for different
Ge coverages. The increase in the number of domes at
the cost of pyramids is clearly visible.

Vandervelde et al. s2003d observed a completely differ-
ent shape of SiGe islands: under kinetically controlled
conditions of molecular-beam epitaxial growth sgrowth
temperature of 550 °C, growth rate 1 Å/sd, a sequence
of shapes appeared as Ge content was increased, starting
from square pits in the wetting layer. For larger Ge con-
tent, four small hut clusters were created at the edges of
a pit. If the Ge content was further increased, the hut
clusters elongated creating a square “quantum fortress”
structure with a central depression.

4. Interdiffusion and segregation

With increasing growth temperature, Si-Ge intermix-
ing becomes more important. This alloying effect in-
creases the critical size Vc of island nucleation sLiao et
al., 2000; Capellini et al., 2001d. Chaparro et al. s1999d

FIG. 12. sColor in online editiond Facetting of InAs islands sad
sketch of facets of an InAs islands on GaAss001d obtained by
STM; sbd and scd zoom of the reconstructed h1̄3̄7j facet; sdd
structure model of facet reconstruction. From Marquez et al.,
2003.
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and Sonnet and Kelires s2002d found with an atomistic
elastic model that the intermixing is driven by strain en-
ergy enhancement near the island perimeter, where the
strain has a maximum. An effective strain relief mecha-
nism is based on the diffusion from this region towards
the island apex. This results in the creation of trenches
in the wetting layer around pyramid-and dome-shaped
islands sLiao et al., 1999; Chaparro et al., 2000a, 2000bd
Rastelli and von Känel s2000d observed this trench cre-
ation already in the pyramid phase of growth and pos-
tulated that the shallow mounds at the island base trans-
formed into trenches. With increasing island size, these
trenches follow the expansion of the island base and
move outwards.

Similar phenomena have also been observed for the
deposition of SiGe alloys on Si by Floro et al. s1997d and
in InAs/InP by Yoon et al. s1999d. Recent experimental
results by Denker et al. s2003ad indicate that strain en-
ergy relief is not the only driving force for
Si-Ge intermixing in Ge pyramids. Ge-selective etching
reveals that the island corners are highly intermixed,
whereas the edges, the centers, and the apexes of the
pyramids remain Ge rich. The observed Si enrichment
of the corners can be reproduced by numerical simula-
tions based on surface diffusion, whereas volume inter-
diffusion turns out to be rather insignificant at Tg

=550 °C. During postgrowth annealing, higher tempera-
tures give rise to Si-Ge intermixing of substrate and is-

land atoms that stabilizes dome-shaped islands sKamins
et al., 1999d.

The opposite of intermixing, atomic segregation lead-
ing to an In enrichment of the island apex, has been
observed in InGaAs alloy growth by TEM sWalther et
al., 2001d. Segregation has been studied theoretically by
Tersoff s1998d, who calculated the free mixing energy of
an island. From these calculations, self-capping of a
growing InGaAs alloy island creates an In-depleted
layer at the island surface, and, in contrast to the results
of Walther et al. s2001d an In-rich island core is located
close to the island base.

Tersoff s2001d investigated the atomic segregation dur-
ing the smoothing of a surface ripple, theoretically solv-
ing the surface transport equation for each element con-
stituting an alloy. Kinetic surface segregation, caused by
the difference in the diffusivity of the alloy components,
also affects the rate of the evolution of the surface mor-
phology.

5. Scaling of the island sizes

For a submonolayer 2D growth, the size scaling law
for 2D islands can be derived from nucleation theory
sAmar and Family, 1995d. The size distribution of 2D
islands obeys the scaling formula

Nssd =
Q

ksl2 fS s

ksl
D , s6d

where s is the number of atoms constituting an island,
Nssd is the number of islands containing s atoms, Q is
the coverage, and f is a general scaling function depend-
ing on the critical number of atoms constituting a stable
island. This scaling behavior was confirmed for sub-
monolayer growth of InAs on GaAs sBell et al., 2000;
Krzyzewski et al., 2001, 2002ad and it is similar to the
scaling of monolayer islands in homoepitaxy.

Ebiko et al. s1998d also investigated the scaling of the
island sizes for the 3D case and found a scaling function
similar to the one for homoepitaxy. Thus the misfit strain
is irrelevant for the island size distribution. On the other
hand, Krzyzewski et al. s2002bd reported no uniform
scaling behavior of island sizes during the nucleation
and evolution of InAs islands. Consequently it was
claimed that the strain has a significant influence for
nucleation but is unimportant in later stages.

6. Dislocations

A competing strain relief mechanism is based on the
creation of misfit dislocations at the substrate surface
without any roughening of the wetting layer. The critical
nucleus size for Stranski-Krastanow growth scales with
the lattice misfit «0 as «0

−2, while the critical size for plas-
tic relaxation via misfit dislocations scales as «0

−1. There-
fore the unfavorable plastic relaxation occurs only below
a certain stress value sTersoff and LeGoues, 1994;
Tillmann and Foerster, 2000; Seta et al., 2002d. Hence the
ATG instability and the insertion of misfit dislocations
are competing strain relaxation mechanisms for low «0.

FIG. 13. Size distributions of domes and pyramids calculated
by means of equilibrium statistics slinesd for two different Ge
coverages Q, and obtained from AFM sblack dotsd. From
Rudd et al., 2003, reproduced courtesy of University of Cali-
fornia, Lawrence Livermore National Laboratory, and the U.S.
Department of Energy.
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The resulting layer morphology depends on growth ki-
netics; at lower temperatures the surface diffusion is
suppressed and the creation of misfit dislocations is
more probable sTersoff and LeGoues, 1994d. The equi-
librium dislocation configuration within an island has
been studied theoretically and experimentally by Spen-
cer and Tersoff s2000, 2001d and Ovidko s2002d. Most
dislocations are created at the island-layer interface, and
a tendency towards segregation of dislocations with dif-
ferent Burgers vectors is reported.

7. Changes of shape, strain, and composition during
overgrowth

An important problem connected with the growth of
self-assembled islands is the change of their shape and
chemical composition during overgrowth by a cap layer.
Changes of an island’s strain state due to a cap layer, as
well as interdiffusion of island and cap layers sBrunner,
2002d, trigger shape changes.

In SiGe on Sis001d, the overgrowth of Ge domes with
Si causes a sequence of shape transitions nearly the re-
verse of those during island growth. During overgrowth,
the Ge content in the islands gradually decreases and
the Ge domes convert to h105j facetted pyramids and
finally to the shallow mounds mentioned above as the
very first step of island growth sUsami et al., 2000b; Ras-
telli et al., 2001; Rastelli, Kummer, and von Kaenel,
2002d. The sequence of island shapes is shown schemati-
cally in Fig. 14. Note that the volume of the islands in-
creases during capping, hence no very small hut clusters
can be found, but rather prepyramids as in island growth
for low misfit. The explanation of the shape transitions is
similar to that for growth: the equilibrium shape de-
pends on the average strain, which is a function of the
island composition and volume. While during growth
the strain increases as the island volume is increasing at

smore or lessd constant composition, during capping the
composition drops due to intermixing, while the volume
still grows, resulting in a strain reduction and finally a
reversal of the shape sequence as compared to island
growth. During the transition from h105j pyramids to
mounds, first a top s001d facet appears. This process can
be explained by the embedding of Si atoms in the is-
lands, a detachment of Ge atoms from the island apex,
and their transport to the side facets, so that their orien-
tation is preserved ssee Sutter and Lagally, 1998d. When
intermixing during overgrowth is suppressed, for in-
stance by applying a low growth temperature stypically
below 450 °Cd, the shape of the islands is also preserved
sSchmidt, Denker, et al., 2000; Rastelli, Mueller, and von
Kaenel, 2002; Stangl, Hesse, et al., 2003d. However, the
capping layer causes additional strain in the islands
sHesse et al., 2002d. If this low-temperature capping is
followed by Si growth at higher temperatures, a smooth
Si surface can be recovered sSullivan et al., 1999; Ras-
telli, Mueller, and von Kaenel, 2002d. A very similar be-
havior was found for InAs islands covered by GaAs or
Ga-rich InGaAs capping layers sLian et al., 1998; Saito et
al., 1998d. If InAs islands are covered by a Ga-rich
InGaAs overlayer, the inhomogeneous strain around the
islands causes a partial decomposition of this layer, so
that the effective size of the island increases sGuffarth et
al., 2001d.The intermixing between the islands and their
neighborhood during growth sWiebach et al., 2000; Ke-
gel et al., 2001; Schülli et al., 2003d and overgrowth has
been investigated using ex situ high-resolution x-ray dif-
fraction sHesse et al., 2002d, determining the vertical
composition profile of uncapped and buried islands. Ob-
viously, nominally pure Ge domes on Sis001d are inter-
mixed already after growth, with a Ge content increas-
ing from island base to apex. Depending on growth
temperature, the maximum Ge concentration can reach
70% to 100%, while the Ge content at the island’s base
is usually around 30–50 %. During overgrowth at tem-
peratures above 600 °C, the maximum value is drasti-
cally decreased down to about 40%. If domes are cov-
ered by a low-Ge concentration layer, their shape and a
high Ge content can be preserved sMateeva et al., 1999d.

C. Correlation of quantum dot positions

An important parameter affecting the optical perfor-
mance of self-organized semiconductor islands is the ho-
mogeneity of their size and shape. The size of a growing
island is affected by the area from which the island is
“collecting” adatoms. Therefore island homogeneity is
always improved if the islands are periodically distrib-
uted at the growth surface.

In general, the nucleation positions of islands are af-
fected via the chemical potential for adatoms by two
factors: sid the morphology of the growing surface and
siid inhomogeneous surface stress originating from is-
lands buried below the surface or from neighboring is-
lands at the same surface.

FIG. 14. Shape transition of Ge or SiGe islands grown on
Sis001d during growth ssolid arrowd, postgrowth annealing
sdotted arrowd, and Si capping sdashed arrowd. The solid
curves represent the critical volumes for pyramids and domes.
From Rastelli, Kummer, and von Kaenel, 2002, reprinted with
permission from Elsevier. Copyright 2002.
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The wavy morphology of a step-bunched surface can
act as a template, inducing a nearly periodic island ar-
rangement sLeon et al., 1997; Sakamoto et al., 1998;
Brunner et al., 2000d. This enables the mean island dis-
tance to be tuned via the substrate miscut. However, the
periodic arrangement can be achieved mainly across the
bunches, and hardly at all in the direction along the
bunches.

1. Lateral island correlation

The mutual influence of islands at the same surface is
rather weak and can be observed experimentally only
for growth at very small rates and close to thermody-
namic equilibrium, for instance in liquid-phase epitaxy
sDorsch et al., 1998d. Using kinetic Monte-Carlo simula-
tion, Meixner et al. s2001d systematically studied the lat-
eral arrangement of SiGe islands on Sis001d. The results
agree well with AFM observations showing that the is-
lands are arranged in chains parallel to the elastically
soft k100l directions sHolý, Stangl, et al., 1999d.

The interaction between 2D islands at the same sur-
face can affect both the size distribution and the period-
icity of the island positions. The former is usually de-
scribed as island coarsening, while the latter can be
achieved only if the interaction is strong enough to in-
duce the migration of whole islands, as has been shown
theoretically by Liu, Li, and Lagally s2001d.

2. Vertical island correlation

In a multilayer, the local surface stress caused by is-
lands buried at various interfaces accumulates and may
result in the arrangement of islands in vertical columns,
observed in InAs/GaAs by Xie et al. s1995d. In general,
the critical thickness of the Stranski-Krastnow growth in
the second layer is reduced compared to the first one,
and this difference is ascribed to the influence of the
local strain fields propagated from buried islands
sSchmidt and Eberl, 2000; Dunbar, Halsall, et al., 2001;
Denker et al., 2003bd. In a similar study on SiGe islands,
Usami et al. s2000ad found that while the first layer con-
tains mainly dome-shaped islands, the second layer con-
tains more pyramids.

The modulation of surface strain energy due to buried
islands also leads to nearly periodic island arrangement
for certain growth conditions, as has been observed ex-
perimentally with TEM and AFM by Teichert et al.
s1996d in SiGe/Si superlattices. Increasing the number of
periods, the island array becomes more periodic and the
dispersion of the island sizes decreases, while the aver-
age size itself increases. This is shown in Fig. 15, with
AFM images of the first and twentieth period in a
SiGe/Si superlattice. Tersoff et al. s1996d gave a quite
simple theoretical explanation of this effect, based on
the assumption that the islands nucleate at the growing
surface in local minima of the chemical potential for
adatoms. These minima define a tessellation of the sur-
face. The size of an island is proportional to the area of
the corresponding Voronoi polygon, where the adatoms
building up the island are collected. Neglecting the sur-

face curvature in Eq. s2d, the profile of the chemical po-
tential at the surface is entirely determined by the elastic
energy density at the surface and consequently by the
surface stress due to the buried islands. In the case of
elastic isotropy, a local minimum of the chemical poten-
tial appears at the surface exactly above a buried island.
Therefore the islands are arranged in vertical columns.
The improvement of lateral periodicity can be qualita-
tively explained by the fact that an additional minimum
of the chemical potential occurs between the islands if
their distance is larger than the optimal one finset in Fig.
15sbdg. Monte Carlo simulations were carried out for a
one-dimensional model, indicating that during
multilayer growth the island array indeed becomes more
periodic and the dispersion of the island sizes decreases
with an increasing number of island layers. The model
has been extended to two dimensions and for islands of
finite sizes by Liu et al. s1999d and Lam and Tan s2001d.
Similar results have been obtained by Zhang et al.
s1999d, who simulated island growth in a multilayer us-
ing a growth equation similar to Eq. s1d, taking the sur-
face stress due to buried islands into account. Daruka,
Barabasi, et al. s1999d replaced the continuum approach
for the calculation of surface stress by an atomistic simu-
lation and obtained nearly the same results. Hence, for
the purpose of nucleation simulation, the continuum
model is sufficient.

Priester s2001d demonstrated that the potential
minima for single adatoms calculated by Tersoff are ac-
tually too shallow to represent nucleation sites. How-
ever, these minima are efficient for organizing large ada-
tom clusters, thus slightly enhancing the clustering
probability in the positions of potential minima.

The degree of the vertical correlation of island posi-
tions can be quantified introducing the vertical pairing
probability PP of islands ssee Xie et al., 1995; Kienzle et
al., 1999; Gonzalez et al., 2001d. Growth simulations pre-
sented by Xie et al. s1995d showed that PP decreases with

FIG. 15. AFM images of the surfaces of the Si0.25Ge0.75 layer in
a SiGes25 Åd /Sis100 Åd superlattice and their power spectra
sinsets in upper right cornersd: sad the first period sat the sub-
strated; sbd the 20th period of the superlattice. From Teichert et
al., 1996. The inset in the upper left corner of panel sbd shows
the distribution of the surface stress that affects the chemical
adatom potential. Buried islands give rise to deep stress
minima above them. In addition, shallow minima appear be-
tween the deep minima, if the island distance is large enough.
From Tersoff et al., 1996.
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increasing spacer thickness between the island layers
sFig. 16d. For thin spacers, PP approaches unity; how-
ever, very thin spacers cause unfavorable island coarsen-
ing sKienzle et al., 1999d, and an optimum between is-
land alignment and island size distribution has to be
found. Meixner and Schöll s2003d determined PP using a
kinetic Monte Carlo simulation of island nucleation,
considering the influence of local surface stress on the
hopping probability of adatoms. The results are plotted
in Fig. 17. The pairing probability increases with the
number of layers. Its dependence on layer thickness is
more complicated. For thin spacers the probability is
larger than 0.5, indicating a vertical island correlation.
For a certain thickness, a transition is observed from a
correlated to an anticorrelated growth sPP,0.5d and fi-
nally the vertical correlation disappears for thick spacers
sPP=0.5d. Anticorrelation is also observed for coverages
below 20%. The pairing probability has been deter-
mined from grazing incidence x-ray diffraction for Ge/Si
superlattices sKegel et al., 1999b; Stangl, Roch, et al.,
2000d as well as for InAs/GaAs multilayers sGonzalez et
al., 2001d. Migliorato et al. s2001d used photolumines-

cence to determine the vertical pairing of InAs islands
embedded in GaAs.

In a series of papers sYang, 2003; Yang and Tewary,
2003d another quantity has been used to describe the
correlation of the island positions at different interfaces,
namely, the elastic energy release rate. This quantity is
defined as the change in the elastic energy of the whole
system caused by a mass transport of a unit volume from
the wetting layer to the volume of growing island. The
maximum probability of the nucleation of an island cor-
responds to a local minimum of the elastic energy re-
lease rate Yang and Tewary s2003d used this approach to
describe the vertical and lateral correlations of the posi-
tions of InAs islands.

3. Oblique correlation

A nonvertical alignment of the islands in a superlat-
tice has been reported for the sCd,Znd Se system by
Strassburg et al. s1998d, and Krestnikov et al. s1999d as
well as in PbSe/PbEuTe superlattices sSpringholz, Holý,
et al., 1998, 2002; Springholz, Pinczolits, et al., 2000a,
2000b, 2001; Springholz, Stangl, et al., 2000d. This ar-
rangement can be explained by the elastic anisotropy of
the host lattice surrounding the buried islands. Due to
this anisotropy, the chemical potential of a migrating
adatom at the surface can exhibit several local minima,
where the probability of island nucleation is enhanced.

Holý, Springholz, et al. s1999d systematically investi-
gated the oblique alignment of islands for various mate-
rial systems. An island buried below the surface is a
stress source affecting the elastic energy density at the
surface. Depending on the elastic anisotropy of the host
lattice and on the orientation of the surface, different
patterns of the energy density distribution can be ob-
tained. The positions of the energy density minima at
the surface are determined mainly by the elastically soft
directions. Figure 18 shows the distribution of the elastic
energy density at the surface calculated for various ma-
terials and two surface orientations. For instance, at a

FIG. 16. InAs/GaAs island layers: sad cross-section TEM im-
ages of InAs/GaAs double layers with spacer thickness of
46 ML’s; sbd spacer thickness of 92 ML’s; scd perfectly corre-
lated InAs/GaAs superlattice with 36-ML-thick GaAs spacers.
From Xie et al., 1995.

FIG. 17. Vertical pairing probability PP calculated by a kinetic
Monte Carlo, method: sad dependence on the number of de-
posited layers for constant spacer thickness of 15 ML’s; sbd de-
pendence on coverage for constant spacer thickness of
10 ML’s; scd dependence on spacer thickness for a coverage of
0.35 and 20 periods. From Meixner and Schöll, 2003.

FIG. 18. sColor in online editiond Surface distribution of the
chemical potential of an adatom calculated for various materi-
als and surface orientations. The insets show the calculated 2D
distributions, the main graphs depict the calculated distribu-
tions along the arrows in the insets. Only the relative change in
the chemical potential with respect to the value for a homoge-
neously strained epitaxial layer is plotted. The light color in
the insets corresponds to a minimum of the chemical potential.
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s001d surface of a zinc-blende-type lattice, one central
minimum or four minima of the chemical potential can
be found, depending on the degree of elastic anisotropy.
The resulting island arrangement depends also on the
mean island size. If the distance between the minima is
larger than the island size and the minima are suffi-
ciently deep, an island buried below the surface induces
the nucleation of four islands at the surface. In a peri-
odic superlattice, this situation leads to a centered te-
tragonal lattice of islands, which corresponds to the type
of correlation reported for CdSe island superlattices by
Krestnikov et al. s1999d. Such a vertical anticorrelation
was also predicted for 2D islands by Shchukin et al.
s1995, 1998d and Shchukin and Bimberg s1999d.

If the distance between minima is smaller than the
mean island size or if the minima are not sufficiently
deep, the migrating adatoms do not “feel” the separa-
tion between these minima, but only one minimum in-
stead, which results in a vertical correlation of the island
positions. In this case, the lateral island correlation
within the same interface is much weaker and is caused
rather by maxima of the chemical potential in elastically
hard directions. This is the case for a SiGe/Si superlat-
tice on Sis001d, or InAs in GaAss001d, since the elastic
anisotropy of these materials is relatively small ssee Fig.
16d.

Another interesting case is the s111d surface of a
rocksalt-type lattice. Here, three local energy minima
can be observed at the surface, which may give rise to a
trigonal island stacking. This was observed for PbSe is-
lands in PbSe/PbEuTe superlattices, with a rather large
elastic anisotropy of the host lattice and three well-
pronounced minima. Figure 19 presents cross-sectional
TEM images of three PbSe/PbEuTe superlattices with
various PbEuTe spacer thicknesses. For thin spacers sad,
the distance between the three minima is smaller than
the average island size, which results in vertical island
stacking. For intermediate spacer thicknesses sbd, the
minima are well separated and a trigonal island stacking

appears. If the spacers are too thick scd, the distance
between the minima is large but the minima are too
shallow to affect island nucleation. In this case the island
positions are completely uncorrelated. The various or-
dering types are plotted as a function of spacer thickness
and lateral island size in Fig. 20. In the trigonal-stacking
regime, i.e., for spacer thicknesses between 40 and
60 nm, the island distances at a given interface scale lin-
early with the spacer thickness. Therefore it is possible
to create artificial PbSe island “crystals” and tune their
lattice parameter by varying the spacer thickness.

Under suitable conditions, the elastic anisotropy of
the host material can cause an oblique arrangement of
the dots even in systems where the dots are ordered
mainly vertically. This was demonstrated by Heidemeyer
et al. s2003d for a bilayer of InGaAs quantum dots grown
on a prepatterned GaAss001d surface. The distribution
of the surface elastic energy caused by a buried InGaAs
dot exhibits a deep central minimum and, in addition,
four much shallower side minima ssaddle pointsd in the
k110l directions. These minima occur due to the elastic
anisotropy of the GaAs spacer layer. If this layer is too
thin, the side minima play no role and the dots are per-
fectly vertically aligned due to the main minima. For
thicker GaAs spacers, however, the side minima give
rise to the nucleation of additional islands ssatellite is-
landsd obliquely correlated to the island underneath.

FIG. 19. Cross-sectional TEM images of PbSe/PbEuTe super-
lattices with different thicknesses of the PbEuTe spacers: sad
37 nm; sbd 45 nm; scd 60 nm. The inset in sbd shows the hex-
agonal in-plane arrangement of islands. From Springholz,
Pinczolit, et al., 2000a.

FIG. 20. Dependence of the stacking type on the PbSe island
size sad and on PbEuTe spacer layer thickness sbd. The insets
scd, sdd show the energy distribution on the surface for two
different spacer thicknesses. From Springholz, Pinczolits, et al.,
2000a.
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If an alloy material is used as a spacer between the
island layers, alloy decomposition due to the strain origi-
nating from a buried island may lead to an oblique rep-
lication of the island positions that cannot be explained
by elastic anisotropy sPriester and Grenet, 2001d.
Growth kinetics can also lead to deviations from vertical
correlation for materials with elastic properties that
would predict vertical pairing. In TEM images, Sutter et
al. s2001d observed a transition from vertical to oblique
correlation in a Ge/Si superlattice with Ge domes
formed by 8.5-ML Ge and 40-nm-thick Si spacers, grown
at 700°C. This transition is due to an interplay of surface
stress relaxation and surface curvature, influenced by
the dome shape.

Oblique replication is also observed in SiGe/Si multi-
layers exhibiting step bunching sPhang et al., 1994; Holý
et al., 1998a, 1998b; Brunner et al., 2000d. During growth,
the strain field due to a step bunch in a buried strained
layer influences the formation of step bunches in subse-
quent strained layers. As the strain fields associated with
step bunches are anisotropic, the resulting correlation
direction usually deviates from the growth direction.

4. Self-organization process on prepatterned
substrates

Although the lateral self-ordering of islands can yield
short-range ordered patterns with astonishing regularity,
it does not result in true long-range ordering. Conse-
quently, island nucleation on lithographically prepat-
terned substrates has been studied intensively. On pre-
patterned surfaces, similarly to nonpatterned substrates,
the nucleation of the islands is affected by the surface
curvature and the surface stress. If no mismatch stress is
present, islands nucleate preferentially in places with
negative curvature, i.e., in trenches or pits. If the local
lateral lattice parameter at the apexes of the surface cor-
rugation is closer to the intrinsic lattice parameter of the
capping layer, for instance due to a buried stressor layer,
the islands prefer to nucleate there sLee et al., 2000d,
provided the adatom diffusion length is at least compa-
rable to the trench or pit distance.

Various approaches have been followed so far:

sid Ge island deposition on mesas grown into prepat-
terned SiO2 windows on Si has been used by Ka-
mins and Williams s1997d and Jin et al. s2000d. By
properly adjusting the window size, a controlled
arrangement of Ge islands can be realized ssee,
for instance, Kim et al., 1998; Vescan and Stoica,
2002d. This local epitaxy works particularly well
for gas-source molecular-beam epitaxy sMBEd or
chemical vapor deposition.

siid Shallow etching of trenches in Si and subsequent
overgrowth with a Si/SiGe multilayer, followed
by Ge nucleation at the strain-modulated surface,
results in one-dimensional arrays of ordered is-
lands on an essentially flat surface sSchmidt, Jin-
Phillip, et al., 2000d.

siiid STM-induced pits were used by Yang et al. s2003d

to align InAs islands on GaAs/InAs heterostruc-
tures grown by MBE.

sivd Direct growth of Ge in 2D periodically etched pits
sZhong et al., 2003d results in long-range-ordered
island structures, as shown in Fig. 21. Nucleation
occurs at the intersection of the side facets within
the pits. This technique allows for a precise place-
ment of individual islands. Similarly, InAs islands
were grown on square-patterned GaAs sub-
strates. An InGaAs layer buried by a
GaAs/AlGaAs/GaAs spacer layer acts as a stres-
sor for subsequent InAs island nucleation sNötzel,
1996; Konkar et al., 1998; Lee et al., 2000, 2001d.
Recently, Heidemeyer et al. s2003d and Schmidt,
Kiravittaya, et al. s2002d succeeded in depositing
InAs islands in two-dimensionally arranged holes
with a separation of 200 nm on a GaAss001d sur-
face.

svd Laterally ordered Ge islands have also been
grown on graded SiGe buffer layers on Si sub-
strates. A regular array of buried misfit disloca-
tions produces a regular strain pattern on the
buffer surface which controls the nucleation of Ge
islands sShiryaev et al., 1997; Teichert et al., 2000d.
A drawback is the high density of threading dis-
locations sabove 106 cm−2d due to the graded
buffer.

svid Combining the techniques of molecular-beam ep-
itaxy growth on GaAs and in situ etching with
AsBr3, Songmuang et al. s2003d fabricated closely
spaced self-assembled InAs quantum dots, which
they named “quantum-dot molecules.” The num-

FIG. 21. AFM images of the surface of a Ge layer grown on
lithographically prepatterned Sis001d substrates. In the sample
shown at top left, the islands are arranged into a regular array
along two orthogonal ,110. directions. In the sample shown
at bottom right, the unit vectors of the 2D array of pits are
oriented along ,100. and ,110. directions, leading to a 45°
island alignment. Reprinted with permission from Zhong and
Bauer, 2004, © 2004 American Institute of Physics.
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ber of dots per nanohole can be varied between 2
and 6. These pits are formed above capped InAs
islands through strain-enhanced etching.

For Both Ge islands on Si and InAs islands on GaAs,
growth on prepatterned substrates allows for the fabri-
cation of both laterally and sin island multilayersd verti-
cally ordered islands, i.e., regularly spaced columns of
self-assembled islands. These represent artificial 3D is-
land “crystals” embedded in a matrix material, in which
the lateral distance is determined by the prepatterning
and the vertical one by the spacer layer.

Self-organized islands buried below a planar 2D quan-
tum well can also act as periodic stressors inducing pe-
riodic confinement of carriers in the quantum well.
Here, confinement is achieved only via strain fields,
without lateral material boundaries ssee Lundstrom et
al., 1999d.

Using organometallic chemical vapor deposition
sOMCVDd techniques for the growth of GaAs-based
nanostructures in e-beam lithographically defined
V-shaped grooves, Dwir et al. s2003d fabricated quantum
wires and quantum dots with an excellent uniformity.
These structures can serve as model systems for the
study of the optical properties of low-dimensional sys-
tems. The mechanisms of self-ordering in nonplanar ep-
itaxy of semiconductor nanostructures were studied
theoretically by Biasiol et al. s2002d. In this model the
size-dependent lateral diffusion arises from the gradi-
ents in the chemical potential, and capillarity fluxes de-
termine the different growth rates on the various facets
that constitute the grooves of different orientations.
These capillarity fluxes establish the self-limiting profiles
of the nanostructures, which evolve either at the bottom
of the grooves or on the tops of the mesas.

III. EXPERIMENTAL METHODS

In this section, we shall present an overview of tech-
niques routinely applied for the characterization of
semiconductor nanostructures. Each method has certain
strengths and limitations, thus a combination of methods
is usually required to obtain a rather complete structural
characterization. Here, “complete” means that the
shape, the distribution of chemical composition, and the
strain fields within and around self-assembled nano-
structures are determined in the analysis. Further, the
mutual positions in an ensemble of such structures are of
importance. Knowing all these, one can predict the elec-
tronic and optical properties, which are finally relevant
in applications. Correlating these properties with certain
growth conditions is the first step towards understanding
growth and hence being able to engineer structures with
desired properties. Because to our knowledge no exten-
sive review on x-ray scattering from semiconductor
nanostructures exists, in this section we put the main
emphasis on x-ray-based methods.

It might seem quite obvious which combination of
methods is appropriate. The questions of how big islands
are and what their shape is can be answered by AFM or

STM in the case of uncapped islands. Cross-sectional
STM sXSTMd and TEM are powerful tools for the in-
vestigation of buried islands. In many cases, either
method may be used and will yield similar results. X-ray
diffraction sXRDd or photoluminescence may also be
used to determine size and shape, but in general the
resolution of AFM, STM, and TEM is higher. On the
other hand, XRD and photoluminescence measure aver-
age properties of many islands. X-ray diffraction is very
powerful for measuring strain fields, and from photolu-
minescence ground-state transition energies are ob-
tained.

However, quantitatively determining the structural
properties of a sample often turns out to be rather de-
manding with either method. An important example is
the chemical composition. Using XRD or high-
resolution TEM with image analysis techniques, one can
determine the distances between atoms or unit cells, but
these depend not only on composition, but also on the
strain state. Cross-sectional STM has the same limitation
in evaluating the bulging of cleavage planes, as does
photoluminescence, in which the energy levels in nano-
structures depend on both composition and strain. A
clear separation of these quantities requires model as-
sumptions to interpret the results, and the calculation of
strain fields from such models is a common task in the
analysis of data obtained from very different methods.
Strain simulations are therefore very important and are
discussed separately in Sec. IV.

For the determination of statistically relevant proper-
ties, averaging over many individual nanostructures is
necessary. Here, STM and TEM often cannot investigate
large enough areas to yield quantitative data. With
AFM, comparatively large areas may be scanned, but
often increasing the scanning area means simultaneously
decreasing spatial resolution. Photoluminescence and
XRD investigate intrinsically large ensembles of islands,
so that a good statistical average is obtained automati-
cally, whereas the quantification of fluctuations is some-
times difficult.

In the investigation of correlations of the mutual po-
sitions of nanostructures, XRD is well suited to obtain
quantitative results. AFM and TEM have also proven
powerful for this purpose.

A. Atomic force microscopy

Atomic force microscope measures the force between
the sample surface and a fine tip with a typical radius of
less than 10 nm. The force is measured either by the
bending of a cantilever on which the tip is mounted
scontact moded, or by measuring the change in resonance
frequency due to the force stapping moded. With a typi-
cal resolution of several nm laterally and several Å ver-
tically, AFM is ideally suited to characterize the shape of
self-assembled islands. For large scan sizes up to 100
3100 mm2, the lateral arrangement and correlation of
island positions can also be obtained. With AFM any
surface can be investigated; almost no sample prepara-
tion is required. Even material and strain sensitivity can
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be achieved. A drawback of AFM is that only structures
on a surface can be investigated. Furthermore, most
semiconductor materials oxidize under ambient condi-
tions, so that, strictly speaking, the AFM images usually
show the surface of this oxide. When obtaining quanti-
tative data such as island diameter and height, this has to
be kept in mind, as well as the fact that the image is
actually a convolution of the sample’s surface morphol-
ogy with the shape of the microscope tip.

Examples of the quantitative analysis of AFM images
are shown in Figs. 22 and 23, showing the top surface of
PbSe/PbEuTe multilayers grown on BaF2s111d sub-
strates. PbSe forms triangular pyramids with h100j side
facets, as is shown in Fig. 22sad. In order to measure the
sidewall angle, a polar plot of the orientation distribu-

tion of normal vectors to surface elements has been cal-
culated sbd. The lateral ordering can also be analyzed by
AFM. In Fig. 23sad, a pronounced hexagonal in-plane
arrangement of PbSe pyramids is evident. The Fourier
transform of the image is shown in Fig. 23sbd; panel scd
displays a line scan through sbd along the f112̄g direction.
Well-resolved satellite peaks illustrate island ordering.
Fourier-transforming this image once more leads to the
autocorrelation function shown in panel sdd. Here short-
range island ordering is obvious, with a domain size in-
cluding islands up to six times the next-nearest-neighbor
distance sfor a certain cutoff in autocorrelation con-
trastd. Evaluating AFM images in such a way, a quanti-
tative comparison of samples becomes possible.

A method different from standard AFM has been pre-
sented by Kolosov et al. s1998d. Ultrasonic force micros-
copy uses a high frequency vibration of the sample,
which imposes an additional force on the AFM tip.
Hence in the associated image, besides the topographi-
cal information, the elastic response of the sample is also
measured, which yields material sensitivity. Therefore
ultrasonic force microscopy can distinguish between Si
and Ge and is also sensitive to the strain, as strain influ-
ences stiffness. For islands formed by the deposition of
11 ML’s of Ge on Sis001d, ultrasonic force microscopy
has detected the elastic relaxation of the island center,
whereas the island circumference consists of strained Ge
ssee Fig. 24d.

B. Scanning tunneling microscopy and cross-sectional
STM

Scanning tunneling microscopy is based on controlling
the tunnel current between a small tip and the sample
surface. It is more restricted in terms of sample environ-
ment than AFM: only conductive samples can be inves-
tigated, and measurements usually have to be performed
in ultrahigh vacuum. On the other hand, the tunnel cur-
rent is sensitive to material composition and strain.
Atomic resolution can be achieved laterally and verti-
cally, making STM an ideal tool for the investigation of

FIG. 23. Lateral island correlation: sad AFM image s3
33 mm2d of the top surface of a PbSe/PbEuTe island
multilayer; sbd Fourier transform of the image; the white line
indicates the f112̄g direction; scd the corresponding line profile
with maxima due to island position correlation; sdd the auto-
correlation function. Islands are arranged in a regular array up
to the sixth-nearest neighbor.

FIG. 22. PbSe islands with h001j facets: sad AFM image of the
top surface of a PbSe/PbEuTe island multilayer grown on
BaF2s111d; sbd polar plot, showing the angular distribution of
surface normals.

FIG. 24. Conventional topography sad and ultrasonic force mi-
croscopy scd images of SiGe islands on Sis001d. sbd and sdd are
the respective line profiles. The island height in sad, and scd is
about 15 nm. From Kolosov et al., 1998.

744 Stangl, Holý, and Bauer: Structural properties of self-organized semiconductor nanostructures

Rev. Mod. Phys., Vol. 76, No. 3, July 2004



growing surfaces and facets at this scale, which can give
insight into growth mechanisms. STM systems attached
to a growth chamber allow for measurements without
breaking the vacuum after growth. In some cases, STM
is even applied in situ during growth and has been em-
ployed for the study of the onset of island formation. It
is also used to monitor the transition between different
island shapes. In situ studies are usually conducted at
very small growth rates, and hence the results are not
representative of growth at higher rates. However,
growth at high rates is often studied at high temprature
as well, which partly compensate each other. For post-
growth STM, the importance of annealing during cool-
ing of the samples from the growth temperature has to
be considered sthe same is, of course, true for all other
ex situ analysis techniquesd.

Qin et al. s2000bd presented STM images sensitive to
the distribution of Ge on a Sis001d surface. While most
STM images are obtained in the filled-state mode, they
used empty-state imaging at low biases to detect inter-
mixing sites for Ge at the Si surface. In the in situ ex-
periment at rather low growth temperatures of 330 °C,
intermixing at very low Ge coverages between 0.02 and
0.2 ML’s i.e., in the very first stages of Ge deposition
and before islands form, was found to occur randomly
across the surface, without a preference of steps or point
defects as intermixing sites. So-called buckled dimers are
the fingerprint of Ge incorporation sites ssee also Fig. 2
in Sec. II.Ad.

The same authors applied a technique called atom-
tracking STM to investigate the diffusion of adsorbed
Si-Ge mixed dimers on Sis001d sQin et al., 2000ad. At
temperatures below 100 °C, the kinetics become slow
enough for the diffusion of a mixed Si-Ge dimer to be
traced with STM. Using a feedback loop over the x and
y position, Qin et al. kept the microscope tip at the lo-
cally highest point of the surface. In this way, its position
was monitored with time, recording the track of the
dimer with a resolution of about 5 ms. Si-Si, Si-Ge, and
Ge-Ge dimers exhibited quite different kinetic behavior.
While Si-Si dimers rotated between two orientations dif-
fering by 90° from each other, Si-Ge mixed dimers were
buckled, with one atom higher above the surface than
the other, and they rotated between two states differing
by 180°. Ge-Ge dimers were seen to quickly break up
into one Si-Ge dimer bound in the surface and one ad-
sorbed to the surface. The experiment showed the rota-
tion of the mixed dimers and the diffusion from one
lattice site to another at different time scales, corre-
sponding to activation barriers of 0.82 and 1.01 eV, re-
spectively. It could also be clearly seen when the Ge
atom in the mixed dimer exchanged with a Si atom of
the surface, resulting in a bound mixed dimer and a
Si-Si adsorbed dimer with different rotation kinetics.
Such an exchange was observed only in conjunction with
hopping of the dimer to a different site.

Apart from structural information, low-temperature
scanning tunneling spectroscopy has been used for a
wave-function mapping of single electron states in InAs

dots sMaltezopoulos et al., 2003d. The dI /dV curves re-
veal s- , p- , d-, and even f-type states, and an asymmetry
of the electronic structure, attributed to a shape asym-
metry of the islands, along the two perpendicular k110l
directions.

The tunnel current in STM is sensitive only to a thin
layer at a sample surface, and it therefore might seem
that buried structures are beyond the scope of STM
studies. Although the former is certainly true, the latter
is not: cleaving samples and performing STM at the
cleavage edge through the nanostructures scross-
sectional STMd can reveal details on the inner structure
of buried islands. Three effects have mainly been ex-
ploited in cross-sectional STM: first, using the element
sensitivity of the tunnel current to determine the el-
emental distribution within the cleavage edge, one can
measure the shape and composition of buried islands.
Second, measuring atom spacings yields information on
strain and composition. Third, due to elastic strain relax-
ation the cleavage face bulges, and the composition/
strain distribution in buried nanostructures is trans-
formed into a height profile accessible to STM. As the
position of an island relative to the cleavage plane influ-
ences the result, the measurement of many cleaved is-
lands is required, together with model calculations. Fur-
thermore, atomically smooth cleavage planes are
required for this technique, which so far have been
achieved only for III-V semiconductors.

The first applications of this method were by Lita et al.
s1999d, who found InAs segregation in island multilayers
in GaAss001d, and by Eisele et al. s1999d, who observed
that islands with trapezoidal cross sections are larger in
subsequent layers than in the first layer. Liu, Tersoff, et
al. s2000d determined the InAs composition profile in
similar samples and found an inverted-cone distribution
of InAs, deduced from atom spacings. The bulging of
the cleavage face fFig. 25sadg was measured to determine
the In distribution and the shape of InAs islands in
GaAs by Bruls et al. s2003d. The In content increased
towards the island apex, but In segregation was less pro-
nounced above the islands than above the wetting lay-
ers. The dots in the second and subsequent layers
formed at z positions slightly shifted to larger z values,
causing a deformation which became more pronounced
the higher the island was in the stack. While the InAs
growth rate in the islands seemed to remain constant
laterally, the deformations were enhanced by an inho-
mogeneous GaAs growth rate, lower above the island
center than in the outer regions, resulting in a wing-
shaped island cross section in the uppermost layers.
Moreover the GaAs spacer thickness was not uniform,
but decreased directly above the dot sless pronounced
for the first two islands in the stackd. Bruls et al. s2003d
propose that both the local strain and thermodynamics
play a role.

Figure 25sbd shows a comparison of the measured and
simulated cross-sectional STM profile for an InAs island
in GaAs sGrandidier et al., 2000d. Recording topo-
graphic images simultaneously with current-voltage
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characteristics, it is possible to measure the carrier dis-
tribution within an InAs island with STM. Simulations
of the conduction-band ground state and first excited
state of a pure InAs island correspond well with images
obtained at tip biases of +0.69 V and +0.82 V fFig.
25sddg, showing that the wave functions in such islands
are indeed atomlike. Only electrons between the Fermi
energies of the sample and the tip contribute to the im-
age. In the left panel, these are electrons in the ground
state; in the right panel, electrons from both the ground
state and the first excited state contribute to the mea-
sured distribution. At +0.69 V only s electrons contrib-
ute, for +0.82 V s and p electrons. From a careful com-
parison of the measured height profile of cleavage face
bulging with finite-element simulations of the elastic re-
laxation, Bruls, Vugs, et al. s2002d determined the strain
and composition distribution of InAs islands in GaAs
sBruls, Koenraad, et al., 2002d. The buried InAs islands
have the shape of truncated pyramids. Assuming differ-
ent InAs profiles in the finite-element simulations, island
intermixing was found with a GaAs composition de-
creasing linearly from 0.4 at the base to 0 at the top of
the islands. The corresponding lattice parameter distri-
bution in growth direction is shown in Fig. 26. It shows
directly the increase of compressive strain in the GaAs
matrix above and below the islands.

An interesting combination of STM and electrolumi-
nescence was used by Jacobs et al. s2003d, who injected
carriers via the microscope tip locally into the surface of
a GaAs p-i-n sample with InGaAs quantum dots and
were thus able to measure the electroluminescence of
individual islands with high spatial resolution.

C. Transmission electron microscopy and scanning
electron microscopy

Although the preparation of thin specimens is more
elaborate than for other techniques, which makes TEM
essentially an ex situ characterization technique, it is
widely used due to its very high spatial resolution and
sensitivity composition. Transmission electron micros-
copy can be performed either on thin slices parallel to
the sample surface splan-view TEMd or on cross-
sectional slices. Hence buried islands can be well exam-
ined by TEM, with some restrictions due to specimen
preparation: in many cases, the lateral island diameter is
comparable to the slice thickness. Then the observed
properties, which are averages over the slice thickness,
depend on the location of an island or the part of an
island within the slice. The image contrast depends on
different quantities, material scompositiond but also
strain, as TEM images are obtained from diffraction pat-
terns of high-energy electrons. Therefore image analysis
is often not straightforward but requires elaborate image
analysis techniques and/or model calculations. Com-
pared to other techniques, usually very small areas are
investigated, so that no statistically averaged values can
be obtained.

In the following, two kinds of TEM investigations are
discussed. First we consider the use of conventional
TEM to obtain, morphological information such as is-
land shape and correlation of island positions, as well as
some compositional information. Then atomically re-
solved images are analyzed, and from the position of
unit cells strain and composition information is derived.

FIG. 25. Cross-sectional scanning tunneling microscopy: sad
XSTM image of a stack of InAs islands in GaAs; sbd the thick-
ness of the GaAs spacers as a function of lateral position; scd
comparison between a measured and simulated height profile
for a similar sample; sdd the electronic wave function measured
at two different tip biases, compared to simulations for the
ground state and the first exited state. Panels sad and sbd from
Bruls et al., 2003. Panels scd and sdd from Grandidier et al.,
2000.

FIG. 26. Lattice parameter in growth direction in an InAs is-
land: j, obtained from cross-sectional STM; solid line, ob-
tained from a finite-element simulation assuming an In content
increasing from island base to island apex. From Bruls, Vugs,
et al., 2002.
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1. Morphology

From TEM and AFM images of SiGe islands on Si
deposited with different Ge coverages from 3.5 to
14 ML’s, and at growth temperatures Tg from 450 to
600 °C, Chaparro et al. s1999d found an increase of av-
erage island size with growth temperature. For low Tg,
larger islands were domes, whereas for high Tg they
were pyramids, due to enhanced interdiffusion. Energy-
dispersive x-ray analysis showed Si alloying into islands.
A similar result was obtained in a plan-view TEM study
yielding the shape and strain of annealed samples by
Henstrom et al. s2000d.

Kienzle et al. s1999d investigated the correlation of is-
land positions in multilayers using cross-sectional TEM.
Bright-field images exhibited material contrast, while
dark-field images were sensitive to the strain fields. For
Si spacers less than 40 nm thick, very good vertical align-
ment of island positions was observed, with an increase
of island sizes in subsequent layers. Thick spacers re-
sulted in poor or no alignment, but no coarsening. Both
effects were mediated by strain fields from islands in
previous layers.

While island alloying during deposition has often been
reported, the questions of how exactly this alloying takes
place and how material transport occurs have seldom
been addressed. Liao et al. s1999d investigated the MBE
growth of Ge on Sis001d at 700 °C. They observed that
trenches were formed around the islands. The Si re-
moved from the perimeter diffused into the growing is-
lands. This alloying reduced the overall strain energy,
which is believed to be the driving force for alloying. As
Si interdiffusion is mainly from below the growing is-
land, whereas the island apex can relax elastically, the
Ge composition in an island is not uniform, but in-
creases from bottom to top, as was found by an energy-
dispersive x-ray analysis sLiao et al., 2000d. Trench for-
mation seems to occur at higher substrate temperatures
of around 700 °C, whereas at a growth temperature of
below 600 °C interdiffusion leads to an extension of the
SiGe island below the original Si/Ge interface, but with-
out trenches being formed sLiao et al., 2002d.

2. Digital analysis of lattice images

In order to determine the strain and composition dis-
tribution, one can measure the unit-cell spacing and its
local variations: the lattice parameter changes with com-
position and is, of course, also sensitive to strain. Atomi-
cally resolved images of nanostructures are filtered to
enhance features with lattice periodicity and to suppress
slow intensity variations se.g., due to variations of slice
thicknessd and noise. In the digital analysis of lattice im-
ages, or DALI method, the unit cell positions are deter-
mined from these filtered images. Then the shifts of the
unit cells with respect to a reference lattice are obtained,
determined from the undisturbed lattice, in many cases
in the substrate. As these shifts are cumulative and in
most cases exceed the lattice parameter, it is necessary
to shift the reference lattice from unit cell to unit cell

and to determine the relative shift for each unit cell.
Adding the relative shifts gives the total displacement
field u, from which the strain with respect to the refer-
ence lattice is also calculated.

As the lattice spacing is a function of both composi-
tion and strain, the analysis requires model calculations.
Mostly, finite-element method calculations are used with
assumptions on composition gradients to calculate the
displacement fields. These are then compared to the ex-
perimentally obtained u; however, it has to be consid-
ered that TEM yields data averaged over the slice thick-
ness, so that the finite-element results need to be
averaged as well. As the slices are very thin, their elastic
relaxation needs to be considered, which requires a pre-
cise determination of slice dimensions.

Rosenauer et al. s1997d used the DALI method for the
determination of the In profile in InGaAs islands grown
on GaAs by MBE. Interdiffusion between InAs and
GaAs occurred at a growth temperature of 560 °C, lead-
ing to an In content increasing from island bottom to
top. For a sample in which pure InAs had been depos-
ited, the average InAs content was found to be as low as
48%. In a study of capped islands, additional dilution of
InAs was observed sRosenauer et al., 2000, 2001d. After
capping, a thick wetting layer with In-rich inclusions was
left rather than a wetting layer plus islands. Obviously,
the layers grew faster between the islands than on top of
them, because GaAs was incorporated mainly where no
elastic lattice relaxation took place. Together with a pro-
nounced InAs segregation, the islands were embedded
into a dilute InGaAs wetting layer.

Very detailed composition maps of InAs islands
grown with MBE on GaAss001d at a substrate tempera-
ture of 510 °C have been obtained by Kret et al. s1999;
see Fig. 27d.

In contrast, Carlsson et al. s1998d found no change in
shape during capping for InP islands on GaInP grown by
organometallic vapor-phase epitaxy. The island shape
was obtained from conventional TEM images, while the
strain was deduced by image analysis as above. Careful
comparison of TEM images obtained in two orthogonal

FIG. 27. sColor in online editiond Strain distributions «xx ob-
tained from TEM images of InGaAs islands in GaAs using the
method of digital analysis of lattice images sDALId. From Kret
et al., 1999.
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k110l sample azimuths with finite-element calculations
showed that also for very small structures linear elastic-
ity theory may be applied.

For SiGe, which crystallizes in the diamond lattice, a
different method for analyzing strain and hence the Ge
composition in TEM images has been presented by
Miller et al. s1999d. Ge islands grown on Sis001d by
chemical vapor deposition produce a moiré-like pattern
in plan-view TEM images due to the different lattice
parameters in the islands and the Si substrate. Record-
ing dark-field images at the two beam conditions for the
s220d and s400d diffracted beams, Miller et al. observed
intensity fringes where SiGe islands were located. The
fringe patterns were simulated, assuming an abrupt
change in the lattice parameter, with the Ge composition
and hence the in-plane strain as free parameters. With
this method it was possible to obtain the Ge composition
with a resolution of about 10%. For samples with Ge
deposited at 600 °C from GeH4 with H2 as the carrier
gas, the results are consistent with pure Ge in the is-
lands, which differs from results obtained by other
groups.

3. Composition evaluation by lattice fringe analysis

An alternative method of deriving the chemical com-
position profile is lattice fringe analysis, presented by
Rosenauer et al. s1998d and Rosenauer and Gerthsen
s1999d, which they demonstrated for InGaAs islands in
GaAs. It uses particular imaging conditions, in which the
sample is tilted by a few degrees off a low-index crystal-
lographic plane. In this way, the extinction depth for
electrons is increased from about 10 nm to over 100 nm,
and hence thickness variations do not play an important
role in image analysis. The image is recorded with the
f002g direction in the optical axis. Lattice fringes in the
image result from the interference of s000d, s002d, and
s004d diffracted beams. For the analysis, the amplitudes
and phases of these three beams need to be evaluated. It
turns out that only the amplitude of the s002d beam var-
ies significantly with In composition fs002d is a chemi-
cally sensitive reflection in zinc-blende structuresg, and
hence the ratio of intensities I002/I004 is a measure of the
In composition. In the evaluation, the unknown imaging
parameters such as defocus and sample thickness can be
evaluated from the fringe pattern in an area without In.
Then, the fringe pattern in the areas with In is fitted
sFig. 28d, and the In content derived. In the case of
InGaAs islands formed by the deposition of 2 ML
InGaAs with nominally 60% of InAs at 500 °C, and
capped with GaAs, an In-rich layer with a homogeneous
thickness of 3.4 ML, but with a laterally inhomogeneous
In profile is observed. In-rich regions with a maximum
In content of about 54% correspond to Stranski-
Krastanow-grown islands before capping with GaAs.
Between those regions, i.e., where only a wetting layer
existed prior to capping, the In content is only about
40%. Both values are lower than the In content of the
deposited material. A comparison between this method
and the DALI method performed on the same TEM

images reveals a very good correspondence.

4. Quantitative analysis of the information from transmission
electron micrographs

Under certain circumstances, a method sometimes
known as QUANTITEM can be used for the analysis of
chemical composition sKisielowski et al., 1995d. The par-
ticular advantage of this method is that the imaging con-
ditions may be widely unknown, as the obtained inten-
sity pattern is treated as an unknown function of the
projected potential of the sample, and this function is
determined during image analysis. Very simply, this
quantitative analysis of TEM images determines the de-
pendence of the measured intensity pattern on the pro-
jected potential. The latter is given mainly by the
material-sensitive extinction length of electrons in the
sample and by the sample thickness. The TEM image is
split into unit cells, and each cell is digitized into N=n
3m points. The intensity of these points is considered a
vector of length N. Three unit cells are selected as basis
vectors, and all other unit-cell vectors are expressed as
linear combinations of those vectors and can hence be
written as three-dimensional vectors. This holds exactly
for the two-wave case, i.e., for materials and imaging
conditions in which only two Bloch waves are excited
shaving an intensity larger than 5%d, which is the case
for many material systems in high-symmetry directions.
From the three-dimensional representation of the unit-
cell vectors, which form a plane ellipse, the rate of
change of projected potential with thickness can be de-
duced. This information can be exploited in various
ways. For example, the local thickness of a sample with
known composition can be extracted from TEM images.

FIG. 28. Lattice fringe analysis of a high-resolution TEM im-
age of an InGaAs layer embedded in GaAs. From Rosenauer
et al., 1998, reprinted with permission of Elsevier. Copyright
1998.
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If the thickness is known, on the other hand, the chemi-
cal composition can be obtained. In the application to
semiconductor islands, the specimen thickness is evalu-
ated in regions outside the islands and interpolated to
the islands themselves, and in this way the composition
can be evaluated. A major limitation of this method is
that the measured quantity is sas generally with TEMd
the projected potential. If the actual potential varies
along the electron-beam path, the relation between
thickness, chemical composition, and projected potential
cannot be obtained from the images directly.

5. Energy-selective imaging

In a study on the segregation of In during the deposi-
tion of In0.25Ga0.75As on GaAs, Walther et al. s2001d
used energy-selective imaging, i.e., the comparison of
TEM images taken at different electron energies below
and above the In M4,5 and Ga L2,3 edges, to obtain the
In and Ga distribution, as shown in Fig. 29. A series of
samples was grown by MBE at 540 °C. During growth,
In segregation increased the surface In concentration,
which triggered the formation of In-rich islands. The In
content in the island apexes was found to be about 60%,
which is a lower limit for the actual content, as TEM
always averages along the electron-beam direction. The
authors estimate that after about 3 nm of InGaAs depo-
sition, a stable surface forms with 85% InAs, which is
required to initiate islanding. For In compositions of the

deposited alloy below 25%, no islanding has been ob-
served.

6. Scanning transmission electron microscopy

In contrast to the conventional TEM technique, scan-
ning transmission electron microscopy sSTEMd uses a
highly focused electron beam with a diameter of a few
angstroms sJames and Browning, 1998; Browning et al.,
2001d. Since this diameter is comparable with or smaller
than the interatomic distance, the different atoms are
irradiated incoherently so that the resulting image is not
created by electron diffraction. Therefore the Z-specific
information that can be obtained using the STEM
method is not affected by the strain in the specimen.

The STEM method is frequently used for chemical
analysis of cross sections of individual quantum dots. It
has been applied to InAs/GaAs quantum dots sMurray
et al., 1999; Roh et al., 2001; Yamaguchi et al., 2002d, to
SiGe/Si dots sDunbar, Bangert, et al., 2001d, and to
CdSe/ZnSe systems sKim et al., 2000d. For the interpre-
tation of the results, the location of an island relative to
the slice is important. While the chemical composition
profile along the center axis of the islands is rather in-
sensitive to island shape fZhi et al. s2001d reported an
average In content between 63 and 71 % for InAs is-
lands in GaAs, depending on whether a pyramidal,
hemispherical, or conical island shape was assumed in
the data evaluationg, in the outer regions of an island the
assumed shape is of more importance. Here the quanti-
tative analysis by TEM has very similar limitations and
error bars to those of XRD ssee belowd, which also often
relies on model assumptions.

Usually, in TEM either plan-view or cross-section
specimens are prepared. It is, however, also possible to
prepare a very thin needlelike sample ssee, for example,
Ozasa et al., 2003d so that rotation of the specimen al-
lows for a continuous change from planview to cross
section TEM, and the properties obtained in either ge-
ometry can be compared for one specific island.

D. Low-energy electron microscopy

For the in situ analysis of self-assembled island forma-
tion during growth, low-energy electron microscopy
sLEEMd has been employed sBauer et al., 1991d. This is
a very surface-sensitive technique, as the low energy, in
the range of 10–100 eV, of electrons backscattered from
the surface, causes a penetration depth of only a few
atomic layers. Images are formed using electron lenses
from reflected and diffracted beams. The contrast in this
technique depends on many factors, including surface
material, electron energy, and local variations of the dif-
fraction conditions, or surface morphology. The reflec-
tivity is high for flat surfaces, and decreases with increas-
ing density of monolayer steps sfor steeper side facesd.
Hence flat terraces appear bright, while steep terraces
appear dark.

Sutter and Lagally s2000d studied the formation of is-
lands during deposition of SiGe with low Ge content to

FIG. 29. Energy-selective imaging sESId: sad conventional
TEM bright-field image of InAs islands in GaAs; sbd In con-
centration map obtained from ESI; scd line profiles of In con-
centration along the growth direction averaged over the stripes
indicated in sbd. From Walther et al., 2001.
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tackle the question of whether islands form continuously
fsee also Tersoff et al. s2002dg or in a nucleation process.
Very similar studies were performed by Tromp et al.
s2000d. For low Ge content s25%d, a roughening of the
surface was observed, presumably due to the formation
of a dense array of small 2D islands, followed by the
formation of a small “cell” array at the surface, where
the cell size varied inversely with the deposited alloy
composition. The regions between the cells became
bright, indicating a low step density, while the cells
themselves gradually became darker, due to an increas-
ing step density, corresponding to a mound or island
slope becoming gradually steeper. This process contin-
ued until the angle reached that of h105j facets. Beyond
this point the surface evolved as h105j faceted pyramids.
Thus for low Ge content, the barrierless formation of
islands could be confirmed using low-energy electron
microscopy. The transition between Ge pyramids and
domes through a series of states with an increasing num-
ber of highly inclined facets was investigated via this
technique by Ross et al. s1999d.

Using in situ low-energy electron microscopy, Sutter
and Lagally s1998d also monitored the shape transition
of self-assembled SiGe islands during capping with Si.
The formation of a top s001d facet was observed, visible
as bright spots in Fig. 30, as the island apex was dis-
solved by Si and the material transported to the side
facets. Consequently, the island height was decreasing
during overgrowth, while the base width was increasing.
The h105j facets were preserved at the sides. The shape
change occurred only under Si flux and was not a ripen-
ing process, but the growth temperature had an influ-
ence on the material redistribution rate. The authors ex-
plained this shape evolution with a simple model
including a dissolution rate of the topmost ML and an
incorporation rate of Si.

E. X-ray scattering

In x-ray scattering, intensity distributions in reciprocal
space are recorded instead of real-space images, and in
most cases the interpretation of experimental data re-
quires model assumptions and fitting routines. As in
electron microscopy, the incident beam is diffracted.
Due to the lack of x-ray lenses, however, it is not pos-
sible to form an image out of the diffraction pattern; the
pattern itself is recorded. As only intensities can be mea-
sured, the phase information on scattered x rays is lost,
which is certainly a drawback of XRD. The measure-

ments usually require no special sample environment or
preparation. The penetration depth of x rays between
several nm and several hundred nm allows for the non-
destructive investigation of both buried and surface
structures. Choosing the proper scattering geometry, one
can tune the penetration depth so that information is
gained either about the surface or about the bulk. Dif-
ferent means of contrast can be used, e.g., differences in
the refractive index are exploited in x-ray reflectivity
and grazing-incidence small-angle x-ray scattering, while
the strain fields are measured in coplanar x-ray diffrac-
tion and grazing-incidence diffraction. Differences in the
atomic scattering factors and their dependence on en-
ergy can also be used in anomalous scattering experi-
ments. The investigated sample areas are typically sev-
eral tenths to several mm2, hence very good statistics on
sample properties are reached. One particular strength
of XRD is its very high strain sensitivity.

Commonly, the intensity distribution of an x-ray scat-
tering experiment is plotted in reciprocal space, i.e., the
space spanned by the momentum transfer between inci-
dent radiation with wave vector ki and scattered radia-
tion with wave vector kf: Q=kf−ki sscattering vectord.
Here we consider mostly fexcept for extended x-ray ab-
sorption fine structure sEXAFSdg elastic scattering with
uki u = ukf u =k=2p /l, where l is the x-ray wavelength. A
sketch of a scattering experiment is shown in Fig. 31. As
the penetration depth is considerably smaller than the
sample dimensions, only radiation with positive incident
and exit angles ai,f can be used in the reflection geom-
etry, the so-called Bragg case. This puts restrictions on
the accessible range in reciprocal space, indicated by the
three half spheres in the figure. The outer half sphere,
with a radius of 2k, marks the limit due to the maximum
scattering angle of 2u=p sbackscatteringd. In the Bragg
case, only the region between the large half sphere and
the two small half spheres is accessible, as for Q within
the latter either ai or af becomes negative. These re-
gions, the so-called Laue zones, are accessible only in
transmission. Note that the orientation of the x axis is

FIG. 30. Sequence of low-energy electron microscope sLEEMd
images during capping of SiGe islands with Si: prior to Si depo-
sition, and at 4.6-, 9.2-, and 13.8-ML Si cap. The image size is
1.531.5 mm2. From Sutter and Lagally 1998.

FIG. 31. Reciprocal-space sketch of a general scattering ex-
periment. For a detailed description see the text.
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always along the projection of ki into the xy plane. A
review of especially surface-sensitive x-ray diffraction
techniques was presented by Robinson and Tweet
s1992d. The characterization of self-assembled nano-
structures by diffuse x-ray scattering has been reviewed
by Schmidbauer, Hanke, and Köhler s2002d, focusing on
Ge islands grown by liquid-phase epitaxy and InP is-
lands.

1. Scattering theory

The theoretical description of x-ray scattering pro-
cesses is briefly summarized in the following. The differ-
ential cross section of scattering into a certain solid
angle dV around kf is

ds

dV
=

1

16p2 ukkfuT̂ukilu2. s7d

This equals the flux of scattered photons into dV for unit

flux density of the incoming x-ray beam. In Eq. s7d, T̂

=V̂+V̂G0V̂+V̂G0V̂G0V̂+¯ is the scattering operator,

G0sr − r8d = −
1

4p

expsikur − r8ud
ur − r8u

is the Green’s function of a free particle, and V̂ is the
scattering potential, which is derived from the Maxwell
equations. We restrict ourselves to the scattering from
electron charges sand not from their spinsd, and, for sim-
plicity, we assume that the E field is also transversal in
the material. The scattering potential is then propor-
tional to the electron density rsrd:

V̂srd = 4prelrsrd = − k2xsrd . s8d

Here k=2p /l is the wave-vector length in vacuum, rel
<2.82310−13 cm is the classical electron radius, and xsrd
is the crystal polarizability. In a perfect crystal, the po-
larizability is a periodic function of the coordinates and
can be expressed by the Fourier series

xsrd = o
g

xgeigr s9d

over the reciprocal-lattice vectors g.
We always deal with ensembles of nanostructures,

which introduces statistical fluctuations. As the illumi-
nated area contains many islands and is usually much
larger than the coherently illuminated area, the scat-
tered intensity is averaged over a statistical ensemble of
island properties, which is denoted by kl below.

The scattered intensity is divided into coherent and
incoherent, or diffuse, parts. Abbreviating Tif

= kkf u T̂ ukil, we can write

Itotal = Icoh + Idiff,

Icoh ~ ukTiflu2,

Idiff ~ CovsTif,Tifd , s10d

where Covsa ,bd= kabpl− kalkblp is the covariance of ran-
dom quantities a ,b. In many cases, the coherent scatter-
ing is concentrated in small regions of reciprocal space,
e.g., along crystal truncation rods parallel to the sample
surface normal. The relevant information about strain
and composition is usually contained in the diffuse scat-
tering. Hence we concentrate on the calculation of the
latter.

In most cases, the exact solution is difficult or impos-
sible to calculate. On the other hand, calculating the
scattered intensity distributions within certain approxi-

mations is usually sufficient. Setting T̂=V̂, one obtains
the kinematical approximation, neglecting the effect of
scattering on the transmitted wave, which is therefore
identical to the incident wave E0. Hence extinction and
refraction of the primary wave, as well as any multiple
scattering processes, are neglected.

The simulations can be improved using the distorted-
wave Born approximation sDWBAd: the scattering po-

tential is divided into two parts V̂=V̂A+V̂B in such a

way that for the unperturbed potential V̂A the exact so-
lution EA of the scattering problem can be obtained. For

the perturbation V̂B, which usually contains the scatter-
ing potential of the nanostructures, a solution using the

kinematical approximation is calculated, with T̂=V̂. The
scattering cross section becomes

ds

dV
=

1

16p2 kukEA
s2duV̂Aukil + kEA

s2duV̂BuEA
s1dlu2l . s11d

Here EA
s1,2d are two independent solutions for the unper-

turbed potential, where the incident wave belonging to
EA

s1d is the actual incident wave ukil, and the incident
wave of the time-reversal of EA

s2d corresponds to the scat-
tered wave with wave vector kf. Multiple scattering pro-

cesses due to V̂B are neglected, which is justified if the

perturbing potential is small compared to V̂A. However,
the separation of a particular potential into an unper-
turbed part and a perturbation is often ambiguous, and
the choice usually depends on the scattering geometry.
For instance, in grazing-incidence small-angle x-ray scat-
tering or x-ray reflectivity, which are sensitive only to the
difference of the refractive index between islands and
substrate or matrix material, this difference Dx0 and the
shape of all islands Vsrd are used in

V̂Bsrd = − k2Dx0Vsrd , s12d

whereas V̂A contains the polarizability of the substrate
material x0.

For a statistical island distribution, the shape function
Vsrd is written as a convolution of the statistical island
positions with the shape function of an average island.
Then, the diffusely scattered intensity in x-ray reflectiv-
ity or grazing-incidence small-angle x-ray scattering is
proportional to the product of the Fourier transforma-
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tion of the averaged shape function Vsisdsrd with the cor-
relation function CsQd of the island positions

IdiffsQd ~ ufVsisdsQdgFTu2CsQd , s13d

whereFT denotes the Fourier transformation and the cor-
relation function CsQd contains the random position of
the mth island Rm:

CsQd = Ko
m,n

e−iQ·sRm−RndL . s14d

To consider strain for x-ray and grazing-incidence dif-
fraction with the diffraction vector g=h, the perturba-

tion potential V̂B is expressed by

V̂Bsrd = − k2fDxhVsrde−ih·usrd − xsmdg , s15d

where usrd is the displacement field in point r due to all
islands, the polarizability of which differs by Dxh from
the polarizability xh

smd of the surrounding matrix. For
completely uncorrelated islands, the resulting intensity
of diffuse scattering is

IdiffsQd ~ NUE d3r e−iqrfxh
smdse−ihusisdsrd − 1d

+ DxhVsisdsrde−ihusisdsrdgU2

, s16d

where N is the total number of irradiated islands and the
expression in uu2 denotes the island structure factor con-
taining the displacement field usisd around a single island
and its shape function Vsisdsrd. If the island positions are
correlated, similar expressions can be found only if one
assumes that the deformation fields of different islands
do not overlap. The diffusely scattered intensity is then
obtained from Eq. s16d by multiplying it by the correla-
tion function according to Eq. s14d. If the deformation
fields of different islands do overlap, no simple expres-
sions for the diffuse scattering exist. In this case, a pos-
sible snot completely exactd solution is to assume per-
fectly correlated island positions and to convolve the
resulting sharp-intensity maxima with a suitably chosen
function.

2. Grazing-incidence small-angle x-ray scattering

Grazing-incidence small-angle x-ray scattering
sGISAXSd and x-ray reflectivity ssee the following sec-
tiond are two scattering geometries probing the scattered
intensity in the forward direction, i.e., close to the s000d
reciprocal-lattice point. Consequently they are not sen-
sitive to the crystalline structure of the samples, but only
to the index of refraction n, which depends on the elec-
tron density averaged over a unit cell. Thus GISAXS
and x-ray reflectivity are well suited for the investigation
of the shape and the correlation of positions of self-
assembled nanostructures. In both techniques, the x-ray
beam falls onto the substrate under a small angle, typi-
cally several tenths of a degree up to several degrees,
and is partly specularly and partly diffusely reflected
from the surface and internal interfaces: as the refractive

index for matter is slightly smaller than unity s1−n
.10−5 typicallyd, total external reflection occurs for inci-
dence angles below the critical angle, which is in the
range of typically 0.1° –0.5°, depending on material and
x-ray energy. Surface roughness or corrugations, such as
self-assembled islands, lead to diffuse scattering beside
the specularly reflected beam. If the detector is placed at
higher or lower exit angle af than the incidence angle ai,
but within the same plane as the incident beam and the
sample’s surface normal x-ray reflectivity, a very high
resolution in reciprocal space in the direction parallel to
the sample surface is obtained. However, only a limited
range of in-plane momentum transfer Qi is accessible
due to the Laue zones ssee Fig. 31d. In GISAXS, by
contrast, the detector is rotated out of the plane of the
incident beam and surface normal ssee Fig. 32d. Thus
large values of Qi can be reached independent of ai and
af. The tradeoff is a lower resolution along Qi than can
be obtained with x-ray reflectivity.

For the investigation of self-assembled islands, mea-
surements up to high in-plane momentum transfer are
required. In addition, for the measurement of laterally
correlated islands, a lateral momentum-transfer range
sufficient to evaluate the envelopes of satellite peaks is
essential. Schmidbauer et al. s1998d investigated the cor-
relation in single layers of SiGe islands grown by liquid-
phase epitaxy using GISAXS and atomic force micros-
copy. At low densities, islands tended to form dimers or
clusters, where islands were aligned along k100l direc-
tions. At higher densities, islands arranged more regu-
larly, forming a strongly distorted 2D array sFig. 33d. In
addition to the position correlations, the island shape of
pyramids with h111j side facets and a s001d top facet can
also be seen in GISAXS: streaks perpendicular to each

FIG. 32. Scattering geometry in grazing-incidence small-angle
x-ray scattering sGISAXSd: ki is the incident beam with an
angle ai with respect to the sample surface, kf is a sdiffuselyd
scattered beam in the direction to the detector, ks denotes the
specularly reflected beam. The in-plane scattering angle is 2u
and af is the exit angle of kf with respect to the surface. Note
that kf does not lie in the plane spanned by ki, ks, and the
surface normal. The upper left inset depicts the accessible
range in reciprocal space.
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facet appear in reciprocal space, and from the direction
of these streaks, the facet angles can be determined,
whereas the width of a streak is inversely proportional
to the lateral size of the corresponding facet. The same
method was applied to InAs islands on GaAs by Zhang
et al. s2000d, who found a slightly anisotropic array of
island positions. SiGeC islands grown on Si s001d by
MBE at 600 °C show a different structure. Stangl, Holý,
et al. s1999d investigated a multilayer with 50 periods, in
which 0.2 ML’s of C were deposited in each period, fol-
lowed by 2.4 ML’s of Ge and a spacer of 9.6-nm Si
GISAXS scans revealed the absence of vertical island
correlations, nor was any regular lateral arrangement
observed but rather a 2D-gas-like distribution was seen,
with a preferred lateral distance between the islands and
a depletion region around each island, where no other
islands nucleated.

DWBA was used for the analysis of GISAXS data by
Rauscher et al. s1999d, who accounted for the reflection
of the primary wave at the sample surface between the
islands in the eigensolutions EA

s1,2d of the unperturbed

scattering potential V̂A:

EA
s1,2d =Heiki

s1,2dr + rs1,2deikR
s1,2dr for z . 0

ts1,2deikT
s1,2dr for z , 0,

s17d

where kR,T were the wave vectors of the reflected and
transmitted waves with relative amplitudes r and t, re-
spectively and the sample surface was z=0. For islands
on a sample surface sz.0d, both eigensolutions EA

s1,2d

had two components, and consequently four scattering
processes had to be considered: scattering of the primary
beam in the island; reflection of the primary beam and
scattering of the reflected beam; scattering of the pri-
mary beam and reflection of the scattered beam; and
finally scattering of the reflected beam and reflection of
the scattered beam. Using this approach, Rauscher et al.
studied the structure of SiGe islands grown on Sis111d
with the shape of a triangular pyramid. Figure 34 shows
an experimental curve together with simulations in the

kinematical approximation, i.e., taking only the first
terms on the right-hand side of Eq. s17d into account
sdashed lined and using the full DWBA ssolid lined. In
the former case, only scattering of the incident wave is
considered, and the side maximum at about qy

=−0.02 Å−1 cannot be reproduced. In DWBA, the re-
flection processes at the surface are also taken into ac-
count. Of these three processes, the scattering of the
reflected beam has a considerable amplitude sdotted
lined. The asymmetry of the GISAXS spectrum is due to
the asymmetric form factor of the triangular pyramids

for the chosen f1̄10g sample azimuth.
Simulations based on the DWBA have also been used

to investigate the shape and position correlation of SiGe
islands in a Si/SiGe multilayer on Sis001d by Stangl,
Holý, et al. s2000d. In this case, step bunching and island
formation occurred at the same time, and it was ex-
pected that the island shape and positions would be in-
fluenced by the regular terrace pattern due to the
step bunches. In order to distinguish the contribution
of the position correlation function CsQd from
that of the shape function Vsisdsrd, a Fourier filtering
method was used. From a 2D intensity distribution
measured in a plane parallel to the sample surface
fFig. 35sadg the Fourier transformation Jsx ,y ;Qzd
=edQxdQyIdiffsQdeisQxx+Qyyd was calculated, as shown in
Fig. 35sbd. If one assumes that the mean island size is
smaller than the mean distance between islands, the cen-
tral peak of this function depends mainly on Vsisdsrd fFig.
35scdg, while the more distant parts of this function give
information about the correlation properties of the is-
land positions fFig. 35sddg. Anisotropies in both island
shape and in-plane position correlation were indeed de-
tected, and especially the mutual positions of the islands
were considerably more regular in the direction of step
bunching.

FIG. 33. GISAXS intensity distribution for two different
sample orientations. Satellite peaks due to the positional cor-
relation are visible as well as facet streaks due to island shape.
From Schmidbauer et al., 1998.

FIG. 34. GISAXS spectrum of a sample with triangular Ge
pyramids on a Sis111d surface: dots; -, kinematical approxima-
tion; solid line, full DWBA simulation; dotted line, contribu-
tion to the DWBA from the wave reflected at the sample sur-
face prior to scattering in the islands. From Rauscher et al.,
1999.
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3. X-ray reflectivity

Due to its insensitivity to the crystal lattice and strain
fields, x-ray reflectivity has gained an important position
in the investigation of the morphology of surfaces and
interfaces. The scattering geometry is sketched in Fig.
36. In semiconductor heterostructures, interface rough-
ness and its correlation properties have been extensively
investigated by x-ray reflectivity sHeadrick and Bari-
beau, 1993; Kondrashkina et al., 1997d. It has been
shown above that step bunches can be used as templates
to nucleate islands more regularly. Monolayer steps also
play an important role in the nucleation and evolution of
self-assembled islands. Hence the investigation of steps
on semiconductor surfaces and interfaces gives impor-
tant information relevant for island growth. Due to the
interactions of steps, anisotropic and rather regular sur-
face undulations have been found, especially in
multilayer structures, where step bunches in subsequent
interfaces are often correlated. This correlation is mani-
fested in reciprocal space by so-called resonant diffuse
scattering sheets fHolý et al. s1998ad; see Fig. 37g: gener-
ally, nonplanar interfaces give rise to diffuse scattering.
If the morphology of several interfaces is correlated, so
is the phase relation of x-rays diffusely scattered from
different interfaces, and hence resonant enhancement of
diffuse scattering due to interference occurs, similar to
the appearance of satellite peaks along the coherent
truncation rod sspecular reflectivityd. From the width
along Qz of the resonant diffuse scattering sheets, one
can quantitatively determine to what extent the mor-
phologies of subsequent interfaces are correlated. The
orientation of the sheets yields the correlation direction,

and the lateral width of the sheets is a measure of the
statistical properties of a single interface sautocorrela-
tiond. The direction of ripples formed by step bunches is
often determined by the miscut direction of the sub-
strate. For particular miscut orientations and growth
conditions, however, deviations between ripple direction
and miscut direction can be present sMeduňa et al.,
2001d. As Schmidbauer et al. s2001d have pointed out, for
a correct determination of the replication direction,
reciprocal-space maps have to be recorded in several
azimuths.

4. Coplanar x-ray diffraction

In x-ray diffraction, unlike GISAXS and x-ray reflec-
tivity, the main contrast is due to strain. The scattering

FIG. 35. Lateral island correlation: sad in-plane GISAXS in-
tensity distribution of a Si/SiGe island multilayer, recorded at
constant ai=0.69° and af=0.26°, resulting in a penetration
depth of about 900 nm, i.e., illuminating all multilayer periods;
sbd the Fourier transform of sad, showing different degrees of
spatial island order in different azimuths; scd and sdd line pro-
files through sbd for small and large distances r, respectively. A
fit to the former yields information on island size, while the
latter reveals positional correlation.

FIG. 36. Scattering geometry in x-ray reflectivity sXRRd in
real space stopd and reciprocal space sbottomd. ki is the inci-
dent beam with an angle v with respect to the sample surface,
kf is a sdiffuselyd scattered beam in the direction to the detec-
tor, ks denotes the specularly reflected beam. The scattering
angle is 2u, ki, kf, ks, and the surface normal lie in a common
plane. The insets at top left depict the accessible range in re-
ciprocal space for XRR and x-ray diffraction sXRDd. In XRD
the same geometry is used, only the angles v and 2u are larger.
In XRR, instead of v and 2u often the incidence angle ai=v
and the exit angle af=2u−v are used in the description.

FIG. 37. XRR reciprocal-space map from a rough Si/SiGe
multilayer exhibiting resonant diffuse scattering sheets: sad
measured; sbd after correction for refraction. From Holý et al.,
1998a.
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geometry is the same as in x-ray reflectivity sFig. 36d, but
with incident angle v=ai and scattering angle 2u=ai

+af large, probing the vicinity of reciprocal lattice points
shkldÞ s000d. In self-assembled islands, the lattice strain
depends mainly on two factors: the island composition
leads to a local deviation of the sbulkd lattice parameter
of the island from the substrate material. As the islands
are epitaxially coupled to the substrate, both the islands
and the surrounding matrix material are additionally
strained. Modeling these strain fields, one can extract
information on islands from x-ray diffraction data, usu-
ally reciprocal-space maps recorded around symmetric
and asymmetric Bragg reflections.

The first studies in this area dealt with island multilay-
ers. Due to the partly regular lateral arrangement in
Si/SiGe islands multilayers, Darhuber et al. s1997d found
lateral maxima accompanying the superlattice satellites
due to the vertical superlattice structure fa very similar
study on InAs/GaAs island superlattices was performed
by Faleev et al. s1999dg. From the data, which were re-
corded using a laboratory x-ray diffractometer, average
properties of the islands were obtained. It was demon-
strated that the measurements were sensitive to the
compressive strain within the islands in regions of recip-
rocal space with large deviations of the momentum
transfer Q from the reciprocal-lattice point h= shkld,
while the region with Q−h small was sensitive to the
tensile strain in the Si matrix between the islands.

From reciprocal-space maps measured using synchro-
tron radiation, the chemical composition profile in un-
capped, single SiGe island layers on Sis001d was ob-
tained by Wiebach et al. s2000d and Stangl, Daniel, et al.
s2001d. In these studies, starting from assumptions based
on the island shape from AFM and TEM images, and
using different types of Ge profiles along growth direc-
tion, the strain distribution was calculated using the
finite-element method. The intensity distribution in re-
ciprocal space was simulated using these strain fields and
kinematical scattering theory. Refining the shape and
the chemical composition, the Ge profile within the is-
lands was determined. For LPE-grown SiGe islands with
a nominal Ge content of 25%, a sharp interface at 1/3 of
the island height within the islands with a Ge content of
25% below and 30% above was obtained by Wiebach et
al. s2000d; see Fig. 38. For samples grown with MBE at
600°C, it was found that although pure Ge was depos-
ited, pronounced interdiffusion of Si and Ge took place
during growth, leading to a Ge content increasing from
50% at the island base to 100% at the island apex
sStangl, Daniel, et al., 2001d.

The effect of capping on island shape and composition
was investigated using the same method sHesse et al.,
2002d. During capping of dome-shaped SiGe islands at
growth temperatures in the range from 550 to 600°C,
additional strong intermixing as well as a considerable
flattening and broadening of the islands occurred, as can
be seen in Fig. 39. These XRD results agree well with a
TEM study of the same capped samples sFig. 40d. While
in XRD a laterally constant composition was assumed,

the TEM evaluation was performed only for the center
of the islands, where the thickness of the specimen was
assumed to be smaller than the island width and the
projection along the electron beam would not affect the
result too much. Intermixing and shape transition can be
avoided if capping is performed at lower temperatures
of only 460°C sStangl, Hesse, et al., 2003d. In addition to
the composition, the strain distribution in and around
capped islands has been measured. Comparatively large
tensile strain values are reached directly beneath and
above buried islands. Notably, these regions with large

FIG. 38. SiGe island layer grown by liquid-phase epitaxy on
Sis001d: sad measured s004d reciprocal-space map; sbd and scd
simulations with different assumptions on the vertical Ge dis-
tribution. From Wiebach et al., 2000.

FIG. 39. sColor in online editiond Ge content and strain profile
obtained from x-ray diffraction reciprocal-space maps for un-
capped dome-shaped islands and after capping with Si at T
=550 °C. The insets sketch the different island shapes. From
Hesse et al., 2002.
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strain can be achieved without incorporation of defects.
For uncapped islands with a narrow size distribution,
their shape can be immediately deduced from
reciprocal-space maps. In this case, the Fourier transfor-
mation of shape function Vsisdsrd exhibits narrow streaks,
known as facet truncation rods in reciprocal space per-
pendicular to the island facets. The average strain in the
islands can be deduced from the shift of the intensity
pattern with respect to the substrate maximum. This
method was used by Kovats et al. s2000d for SiGe islands
on Sis001d substrates with a miscut of 0.5°. A complete
strain relaxation along the miscut direction was found,
but only partial strain relief in other directions.

The 2D or 3D arrangement of islands can be seen
directly from reciprocal-space maps. Figure 41 shows
reciprocal-space maps of three types of PbSe island
stacking in strain-symmetrized PbSe/PbEuTe superlat-
tices grown on PbTes111d virtual substrates. The inten-
sity maxima stemming from the position correlations are
clearly visible. For PbEuTe spacers below 40 nm, the
islands are arranged vertically, hence the diffracted in-

tensity is concentrated in sheets in reciprocal space par-
allel to the sample surface. For intermediate spacers be-
tween 40 and 60 nm, the islands create a highly periodic
trigonal lattice and the diffracted intensity exhibits sharp
maxima, corresponding to the reciprocal lattice of the
trigonal island arrangement. If the primary x-ray beam is
well collimated both in the scattering plane and in the
direction perpendicular to it, the intensity maxima are
cross sections of the reciprocal island lattice with the
scattering plane. If the primary beam is not collimated in
the direction perpendicular to the scattering plane sas is
the case in the usual laboratory setupd, the intensity
maxima are determined by projections of the reciprocal-
lattice points onto the scattering plane. Finally, for
thicker spacers, the island positions are completely ran-
dom, and the diffracted intensity is proportional to the
intensity scattered from a single island.

5. Grazing-incidence x-ray diffraction

A frequent problem in the analysis of diffuse signals is
that they often are rather weak due to the very small
scattering volumes. A single island layer is typically
about 5–10 nm thick, whereas the penetration depth of
x rays in XRD is about 10–100 mm. Hence diffuse scat-
tering from defects in the substrate and from thermal
diffuse scattering can outweigh the signal from the is-
lands. A way to circumvent this problem is to measure at
very small incidence and exit angles to reduce the pen-
etration depth, as in x-ray reflectivity and GISAXS. In
the coplanar XRD geometry, ai and af determine the
incidence angle and the scattering angle, so ai,f cannot
be chosen arbitrarily. Therefore diffraction in grazing-
incidence diffraction is non coplanar, in a plane parallel
to the sample surface. With ai,f small, Qz is close to zero,
so that grazing-incidence diffraction is sensitive only to
the in-plane lattice parameter, and not to lattice param-
eters and strains in the growth direction. The scattering
geometry is very similar to that in GISAXS ssee Fig. 32d,
with two differences: sid the in-plane scattering angle 2u
is not small, and siid the angle of the incident beam with
respect to the crystal planes perpendicular to the surface
v is important, i.e., the crystal has to be rotated into
diffraction condition. Hence grazing-incidence diffrac-
tion combines diffraction at lattice planes perpendicular
to the sample surface with reflection of the incoming
beam from the surface.

The improved signal from the surface layer compared
to that from the substrate in grazing-incidence diffrac-
tion is due not to an enhancement of the former, but to
a reduction of the latter, as most of the x-ray beam is
specularly reflected at the surface. Hence for most
grazing-incidence diffraction experiments, synchrotron
radiation needs to be used. One of the first measure-
ments on self-assembled islands was performed by Wil-
liams et al. s1991d. They recorded so-called radial scans,
i.e., scans along the scattering vector Q, in situ during
deposition of Ge onto Sis001d. Initially, Ge and Si had
the same in-plane lattice parameter, as Ge grew pseudo-
morphically. Hence the scattering from Ge and Si ap-

FIG. 40. sColor in online editiond Comparison of Ge contents
along island height obtained from x-ray diffraction experi-
ments ssolid line, data from Hesse et al., 2002d with results
from TEM using digital analysis of lattice images obtained for
the island center sdashed line, data from Schmidt, Denker, et
al., 2002d.

FIG. 41. Reciprocal-space maps ssymmetric diffraction 111d
measured for PbSe/PbEuTe multilayers with three different
arrangements of PbSe islands. From Holý et al., 2001.
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peared at the same in-plane momentum transfer in
grazing-incidenced diffraction. As soon as roughening
was observed at a coverage of 3 ML’s sthe thickness
where hut clusters started to formd in the growing Ge
layer, the scan exhibited a shoulder of the Si peak to-
wards larger lattice parameters, and with increasing Ge
layer thickness a distinct second peak at a larger lattice
parameter was observed. Thus in this study the relax-
ation of small, three-dimensional islands could be linked
to the roughening of the growth surface, supporting
models that assumed that this relaxation is exactly the
driving force for roughening and for the formation of
small 3D islands.

Of course, not only the strain, but also the shape of
islands influences the intensity distribution in grazing-
incidence diffraction. If, for instance, hut clusters with
facets are grown, streaks from these facets can be ob-
served as well sSteinfort et al., 1996d. The roughness of
buried interfaces can also be accessed, as was shown by
Stepanov et al. s1996d, who developed a dynamical scat-
tering theory for unperturbed multilayers valid in the
grazing-incidence diffraction geometry and treated
roughness in the framework of the DWBA. In contrast
to GISAXS and x-ray reflectivity, grazing-incidence dif-
fraction measures the crystalline lattice roughness rather
than morphological roughness alone, as it is sensitive to
contrast in xh instead of x0, but the general features of
diffuse scattering remain the same.

For laterally uncorrelated but extremely size-
homogeneous SiGe islands grown by liquid-phase epi-
taxy, Grigoriev et al. s2003d used intensity fringes of dif-
fuse scattering around a s220d Bragg reflection to map
out both the composition and the strain gradient. The
analysis was based on a DWBA calculation of the scat-
tered intensity and finite-element simulations of the
strain fields.

The combination of in-plane diffraction and vertical
reflection of the incident beam in grazing-incidence dif-
fraction enables a semidirect analysis of diffuse scatter-
ing from islands, called “isostrain scattering” by Kegel et
al. s2000, 2001d, depicted in Fig. 42. Here, instead of
creating a model of a whole island and fitting the diffrac-
tion pattern by refining the model parameters, only
some assumptions on the island properties were made,
and the parameters could be obtained directly from the
measured intensity distribution. This method is suited
for uncapped islands with a sufficient lattice mismatch.
Then, the lattice relaxation with respect to the substrate
is a function of height above the surface, and a slice
through an island at this height has a certain lateral
width. In reciprocal space, this slice gives rise to diffuse
scattering with a width inversely proportional to the
slice size, centered around the reciprocal-lattice point
corresponding to the relaxed lattice. Hence a measure-
ment exhibits an intensity distribution spread along the
diffraction vector h sthe “radial” direction Qrd from the
reciprocal-lattice point of the substrate to that of the
most relaxed part at the island top. In the angular direc-
tion Qa perpendicular to h, the width of the intensity
distribution yields information on the width of the slice

as a function of h, i.e., as a function of lattice parameter.
The height of the slice above the surface can be ob-
tained as well: due to the interference between beams
scattered within the island and reflected at the sample
surface before and/or after scattering fsee Rauscher et
al. s1999d and Sec. III.Eg, the intensity distribution along
Qz exhibits a characteristic maximum, from which the
height of the slice can be obtained. Additionally, the cur-
vature of the slice can be measured from the width of
the diffuse scattering along Qa as a function of Qz for
constant Qr, so that finally a complete picture of the
lattice parameter distribution within the island is ob-
tained. Furthermore, measuring radial scans for a weak
and a strong reflection, such as s200d and s400d, yields
information on the chemical composition as a function
of lattice parameter: for InGaAs, the structure factor of
weak reflections depends sensitively on the In content.
Thus, for III-V compounds, the isostrain scattering
method virtually decomposes an island into curved slices
with a certain width, a certain composition, a certain
height above the sample surface, and a certain strain
sFig. 43d.

Several restrictions have to be considered: for systems
with a small lattice mismatch, the intensity might not be
spread out enough along Qr to allow for a separation of
isostrain sheets. If the strain increases sufficiently fast
with height, however, if connot easily be obtained from
the scattered intensity pattern itself: an isostrain analysis
is still possible, but the resulting error bars can only be
determined a posteriori. Moreover, the range in Qr for
which Qr can be related to a certain strain is not directly
evident from the measurements. Near the substrate re-
flection, diffuse scattering from the substrate usually
blurs the intensity scattered from the islands, so that the
data for very small strain values stypically below 0.5%d
are usually not very reliable. Hence the analysis works
much better for InGaAs islands on GaAs s7% maximum
lattice mismatchd than for SiGe islands on Si s4% maxi-
mum lattice mismatchd.

The upper limit of uQr−hru is also not straightforward
to determine from the measurement. For SiGe islands
on Si, the data evaluation has not yielded consistent re-
sults when the analysis was performed for a region too
far from the substrate reflection, which can be used to
determine the cutoff in Qr. Alternatively, a comparison
of the obtained isostrain slice height with the total island
height, e.g., from AFM, can serve to determine this cut-
off. For buried samples, a determination of the vertical
strain variation is not possible, because the interference
of beams reflected at the sample surface is required. For
SiGe, as one important example, no weak reflections ex-
ist for the analysis of chemical composition showever,
anomalous scattering may be used to replace weak re-
flections; see belowd. The experiments mentioned above
deal with a random distribution of island positions, so
that the obtained diffuse scattering is equivalent to that
from a single island, multiplied by the number of illumi-
nated islands. Positional correlations of islands have
been observed in grazing-incidence diffraction as well.
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Although during growth the correlations evolve mostly
due to strain fields, here strain itself is not the focus of
the measurements, but is only used as a marker, produc-
ing contrast with the same spatial arrangement as the
islands. The lateral correlation of islands has been inves-
tigated by Kegel et al. s1999ad for a Ge/Si superlattice.
Grazing-incidence diffraction measurements using an
analyzer crystal in the diffraction plane in order to en-
hance the resolution revealed lateral satellites. It turned
out that both the shape of the islands and the positional
correlation had to be taken into account in order to cor-
rectly interpret the measured intensity distribution. For
islands arranged in disordered columns in multilayers,
resonant diffuse scattering sheets parallel to the sample
surface could be observed fsee Fig. 44sadg. The width of
these sheets increases as a function of the in-plane mo-
mentum transfer Qi fFig. 44sbd; more precisely the de-
viation of Qi from the nearest reciprocal lattice point;
see Kegel et al. s1999bdg, and the rate of increase is a
measure of the disorder in the column. Figure 45 shows
the degree of correlation P as a function of spacer thick-
ness. Solid squares denote results from x-ray diffraction,
which are compared to those obtained from a TEM
study sopen squares; from Kienzle et al., 1999d. Differ-
ences in the statistics can be measured using x-ray dif-

FIG. 42. sColord Four scattering processes from first-order per-
turbation theory sketched in side view stop panelsd as well as in
3D scenter paneld. The resulting intensity distribution is
sketched in the lower panels. The interference of beams of the
four scattering paths leads to a characteristic shift of the pri-
mary maximum along Qz for each isostrain volume at a certain
height above the substrate surface sleftd; with increasing dis-
tance from the reciprocal lattice point of the substrate along
Qr, the width of the intensity distribution along Qa increases
srightd. From Kegel et al., 2000, 2001.

FIG. 43. sColord In-plane strain with respect to the substrate
sleft panelsd and Ga content in the center of InGaAs islands as
obtained from the isostrain-scattering method, for islands
grown at two different temperatures. From Kegel et al., 2001.

FIG. 44. Vertical island correlation: sad sketch of the diffuse
scattering sheets in grazing-incidence diffraction due to a SiGe
island multilayer with vertically correlated island positions, to-
gether with a measured intensity distribution; sbd increase of
the half-width along qz as a function of lateral momentum
transfer qi frelative to the s220d Bragg pointg of a resonant
diffuse scattering sheet due to the imperfect vertical stacking
of SiGe islands. From Kegel et al., 1999b.
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fraction, even in a range where TEM shows only perfect
correlation sStangl, Roch, et al., 2000d.

6. Anomalous x-ray scattering

In anomalous diffraction, a diffraction curve is re-
corded at different energies in the vicinity of an absorp-
tion edge of one of the sample’s constituent elements.
The scattering power of this element changes for the two
energies, while all other details of the experimental
setup remain unchanged: for a small energy variation,
the scattering power of all other elements, which do not
exhibit absorption edges near the employed energies, re-
mains practically constant, and small changes in scatter-
ing angles have virtually no influence on, e.g., the illumi-
nated sample area. Hence the composition of the sample
can be obtained from the ratio of intensities measured at
different energies.

As anomalous scattering is a way of determining the
content directly from an intensity ratio, without elabo-
rate model fitting, it is desirable to combine it with a
method to achieve spatial resolution directly as well.

For InAs islands on GaAs, anomalous scattering was
employed for the determination of composition by
Schuelli et al. s2002d. Anomalous diffraction replaced the
measurement at weak and strong reflections of GaAs.

For Ge islands on Si, no weak reflections exist and
anomalous scattering provides the possibility of also us-
ing isostrain scattering for this material system. Such
studies have been performed by Magalhaes-Paniago et
al. s2002d and Schülli et al. s2003d. While the former
group investigated the anomalous effect at the s220d in-
plane Bragg reflection, the latter used high-index reflec-
tions up to s800d in order to considerably enhance the
sensitivity of the experiment ssee Fig. 46d: The maximum
change in the scattering strength of Ge at the K edge at
about 11105 eV is only about 20% for Q=0. Thus for
alloyed islands the changes are quite comparable to typi-
cal error bars. At high momentum transfers, however,
the ratio increases, and the maximum change at the

s800d reflection is about a factor of 3. For SiGe islands
where 7 ML’s of Ge had been deposited at Sis001d at a
temperature of 600 °C, Schülli et al. detected a rather
abrupt change in the Ge composition from 0 to about
80% within a height interval of 3 nm. Above this transi-
tion the composition remained at about 80% up to the
island top at a height of about 12 nm ssee Fig. 47d.

Recently, anomalous scattering in grazing-incidence
diffraction geometry has been used by Malachias et al.
s2003d for the investigation of lateral inhomogeneities of
the chemical composition of uncapped Ge domes grown
on Sis001d. Intensity distributions in the horizontal QrQa
plane were measured integrating over the exit angle af
at energies close to and far from the Ge K absorption
edge. The extracted angular scans were sensitive not
only to the shape of an isostrain volume, but also to the
lateral variation of its composition. The comparison of
measured data with kinematical simulations revealed
the existence of a Si-rich core around the vertical island
axis and close to the substrate interface, and the Ge con-
centration at the island apex was higher than 70%. This
finding differs from the results by Schülli et al. s2003d,
which might be ascribed to the different growth tech-
niques used.

7. Coherent diffraction

So far, model fitting has been used in order to recon-
struct the real-space structure from a measured diffrac-

FIG. 45. Decrease of the degree of vertical correlation P of
island positions in a Si/SiGe multilayer as a function of Si
spacer thickness, calculated from the rms deviation of island
positions in subsequent layers s'. The solid symbols are re-
sults from a grazing-incidence diffraction experiment, open
symbols are results from TEM. From Stangl, Roch, et al., 2000.

FIG. 46. Anomalous x-ray scattering: sad anomalous correc-
tions to the atomic scattering factor f8 and f 9 as a function of
energy around the Ge K edge; sbd momentum-transfer depen-
dence of the real part of the atomic scattering factor for Si and
for Ge for two energies indicated in sad; scd intensity ratio for
scattering at the two energies—solid line, pure Ge; dashed line,
Si0.1Ge0.9; dotted line, Si0.3Ge0.7. From Schülli et al., 2003.
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tion pattern. This is necessary due to the loss of phase
information. There have been attempts, however, to re-
construct the phase in the scattered signal, which in con-
sequence allows for the direct calculation of real-space
images. As an example, Robinson et al. s2001d recorded
diffraction images of nanoscale gold particles using a co-
herent x-ray beam: only then is the full information
present in the scattered radiation. Assigning phases ran-
domly to points in the measured reciprocal-space map,
and applying special filtering techniques and Fourier
transformation to real space and back to reciprocal
space, Robinson et al. iteratively obtained the actual
phases. The size and shape of gold particles have been
successfully determined using this method, although the
spatial resolution is not yet competitive with AFM,
STM, or TEM. So far, only unstrained particles have
been investigated; the investigation of islands exhibiting
anisotropic strain fields or embedded in a strained ma-
trix is not yet feasible.

8. Extended x-ray absorption fine structure

EXAFS is sensitive to the local environment of cer-
tain types of atoms due to the interference of an elec-
tron removed by the incident x rays from a shell with the
electron waves backscattered from the neighboring at-
oms. The x-ray energy is tuned close to the absorption
edge of a certain element, so that predominantly elec-
trons from the particular shell of that element are ex-
cited. The interference depends on the excess energy
sand thus the wavelengthd of the excited electron and
the type and distance from the probed atom of the
neighboring atoms. Hence it is possible to probe the lo-
cal environment of that element.

Using the Ge K absorption edge, the local environ-
ment of Ge atoms in SiGe islands on Si has been inves-
tigated. If the islands consisted of pure Ge, only those
atoms at the interface to the substrate would have Si
atoms as nearest neighbors. For alloyed islands, a large
portion of Ge atoms would have Si atoms as neighbors.
For SiGe islands grown by deposition of Ge on Sis001d
and Sis111d by chemical vapor deposition at 600 °C,
Boscherini et al. s2000d found clear evidence for alloying
in x-ray absorption fine structure. For s001d substrates
an average Si content of 30% within the islands was
detected; for s111d substrates the amount of Si was close
to 50%. Very similar results for SiGe islands grown by
MBE were reported by Kolobov et al. s2002d.

A combination of grazing-incidence diffraction with
EXAFS was used by Grenier et al. s2002d and Proietti et
al. s2002d. This combination makes it possible to deter-
mine even the local environment of atoms of a certain
type occurring in a region with given strain. Grenier et
al. s2002d applied the method for the determination of
local chemical composition for InAs islands on InPs001d.

F. Optical methods

Studying light scattering from a Si0.8Ge0.2 film during
growth in a MBE chamber, Chason et al. s1998d investi-
gated the size of evolving islands. With a broadband
light source the reflectivity was spectroscopically re-
corded as a function of momentum transfer. This tech-
nique is sensitive to length scales from about 120 to
540 nm, which fits the range of island spacings in this
study. The sample surface can be considered as an opti-
cal grating with a period varying with Ge coverage.
From the onset of islanding on, the island spacings de-
creased, indicating an increase in island density, up to a
coverage of about 4.8 nm Ge. Above this thickness, the
distances increased again due to ripening. Although
these investigations do not give very detailed informa-
tion on island properties without previous knowledge,
the technique seems well suited for growth monitoring
sPidduck et al., 1992d.

Another method for the in situ study of stress was
presented by Floro et al. s1998, 2000d. Deflecting a laser
beam converted by a Fabry-Perot etalon into an array of
parallel beams from the sample, which had the form of a
cantilever free to bend, Floro et al. measured the curva-

FIG. 47. Anomalous diffraction from SiGe islands: sad radial
scans in grazing-incidence diffraction geometry around the
s800d Bragg reflection: 3, recorded at 11 043 eV; P, recorded
at 11 103 eV; j, intensity ratio; sbd lateral dimension; and scd
Ge content of SiGe islands and lattice parameter as a function
of island height, obtained from anomalous x-ray scattering.
From Schülli et al., 2003.

760 Stangl, Holý, and Bauer: Structural properties of self-organized semiconductor nanostructures

Rev. Mod. Phys., Vol. 76, No. 3, July 2004



ture of the sample via the distance of deflected laser
spots. This yielded a quantitative measure of the global
epilayer stress, which could be linked to other sample
properties. During deposition of Si0.8Ge0.2, the stress in
the growing film increased during growth of the 2D wet-
ting layer. As soon as hut clusters formed, the stress de-
creased to an almost constant level. When the film thick-
ness was further increased, another decrease of stress
was found during the island’s shape transition from hut
clusters to domes.

1. Raman scattering

Depending on the propagation direction and the po-
larization of the incident and scattered light, Raman-
scattering experiments give access to both optical and
acoustic phonon modes. For cubic systems and for equal
in-plane strain tensor components «xx=«yy, the strain
splits the optical phonons into a singlet and a doublet
component sGroenen et al., 1999d. If the corresponding

phonon deformation potentials K̃11 and K̃12 are known,
values for «xx and «zz can be deduced without any simu-
lations from the relative frequency shifts sDv /v0dS and
sDv /v0dD of the singlet and doublet components.

Groenen et al. s1999d used this method to investigate
the average strain in 3-nm-high and 25-nm-wide InAs
dots buried in InP. For this material combination the
gap between the InAs and the InP optical phonons is
particularly wide and hence the spatial confinement of
optical phonons inside the quantum dots is large. Due to
the rather weak transverse-optical sTOd phonon disper-
sion, energy shifts due to phonon confinement are neg-
ligible. Therefore one can analyze the dot phonon fre-
quencies just by taking into account the strain-induced
shifts. For Ge islands on Si, the Raman frequencies vSiSi,
vSiGe, and vGeGe allow for the determination of «xx, «zz,
and the composition xGe according to Cazayous et al.
s2002d. Further studies on polarized Raman scattering
from Ge domes were performed by Kamenev et al.
s2003d. Tan et al. s2003d investigated small buried Ge
islands s2 nm height, 20 nm diameterd. From the LO-
TO splitting of the Ge-Ge mode and the frequencies of
the Ge-Ge and Si-Si modes both the average biaxial
strain s<−0.034d and the mean Ge content s<80% d of
the uncorrelated islands in the multilayer were deter-
mined.

With a focused laser spot and confocal entrance op-
tics, Raman topography was performed on very large
islands s300 nm height, 700 nm widthd using a displace-
ment sample stage to record line scans with a step of
0.1 mm. The probing depth was about 400 nm. Informa-
tion on the variation of exx and ezz with height in a single
large Ge island was obtained from a comparison with
finite-element method simulations.

In quantum-dot multilayers, the spatial island correla-
tion breaks the translational invariance, and acoustic
phonons are Raman active, leading to interference ef-
fects. Cazayous et al. s2001d have shown that this inter-
ference contrast provides information on the degree of

vertical correlation in Si/Ge island superlattices.
Raman-scattering experiments on Si/SiGe superlattices
have been interpreted assuming zone-folding phenom-
ena in the acoustic-phonon dispersion sTan et al., 2003d.
Cazayous et al. argue that for a small number of double
layers, low-frequency resonant Raman scattering may
originate from the 3D charge confinement in the islands.
This determines the interference envelopes, whereas the
island layer stacking determines the interference period.

2. Photoluminescence

Photoluminescence spectroscopy probes energy levels
of islands close to the band edges. Such investigations
are supplemented by photocurrent and absorption spec-
troscopy, which access in addition excited states. De-
pending on the band-edge alignments between the is-
lands and the matrix material, either direct transitions in
real space and in k space occur, as for InAs islands em-
bedded in GaAs, or, as in the case of Si/SiGe nanostruc-
tures, indirect transitions in real space and in k space.
Recombining holes are confined in the Ge-rich islands,
whereas electrons are confined in the strained Si close to
the islands. In the following, we shall restrict ourselves
to the discussion of these two model systems, in order to
illustrate the importance of structural information for
the description of the optical properties of islands.

For pyramidal shaped pureInAs islands, k ·p calcula-
tions sHolm et al., 2002d and first-principles band-
structure calculations have revealed that the hole wave
function is confined within the pyramid in a spatial range
below that of the electron wave function. This was not
confirmed by photocurrent spectroscopy fBarker and
O’Reilly s2000d; Fry, Itskevich, Mowbray, et al. s2000d;
Fry, Itskevich, Parnell, et al. s2000d; see Fig. 48g. This
reversal could only be explained if a compositional gra-
dient, i.e., Ga1−xInxAs with x increasing from the island
bottom to its apex, is assumed. The holes tend to be

FIG. 48. Photocurrent spectra of InAs islands embedded in a
p-i-n structure at different reverse biases, showing a strong
quantum confined Stark effect. Peaks due to the interband
transitions in the dots are visible. The inset shows the polar-
ization dependence of the 0-V spectrum at 300 K sEi is paral-
lel to the growth plane, E' is along the growth directiond.
From Fry, Itskevich, Mowbray, et al., 2000a.
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localized in the region with the largest In composition,
i.e., close to the island apex. Consequently these results
imply that the GaInAs islands have a permanent dipole
moment due to their asymmetric shape, and its sign is
determined by the compositional gradient. These find-
ings are in agreement with other characterization meth-
ods like TEM, XRD, and cross-sectional STM.

Ge-related photoluminescence is typically observed
from the wetting layer, with rather narrow no-phonon
and TO-phonon replica lines, and for Ge coverages
above about 5 ML’s additionally from the islands, with a
rather broad emission at lower energies. Usually, in the
emission from the islands the no-phonon and
TO-phonon replica cannot be separated from each other
due to line broadening caused by island inhomogeneities
and the existence of several SiGe alloy phonon modes.
For Ge hut cluster islands as well as for domes, capping
at temperatures below about 360 °C ensures negligible
SiGe intermixing. Not only the shape and size, but also
the high Ge content of x=0.9–1.0 is preserved during
capping. Under such conditions, emission from the hut
clusters at energies of 0.63 eV was observed by Denker
et al. s2003bd, more than 110 meV lower than the band-
gap energy of unstrained Ge sFig. 49d. Island-related
photoluminescence was observed for temperatures up to
185 K. For a base width of 10 nm and a height of 1.3 nm
of the Ge islands, assuming that they are completely
strained to the Si substrate, and considering the valence-
band offset, the heavy hole confinement energy, and the
Si band gap, a recombination energy of 0.67 eV results
in good agreement with the experimental data. The pho-
toluminescence intensity rolloff with increasing tem-
perature is explained by the escape of weakly bound
electrons from the tensile strained Si with an activation
energy of 40 meV. The small hut cluster islands confine
holes in all three dimensions, with a large confinement
energy in the growth direction. The lateral confinement
within the Ge dots may be described by a parabolic po-
tential of about 10–20 nm diameter and about 300 meV
height. As determined by capacitance spectroscopy
sBrunner, 2002d, the lateral confinement results in dis-

crete zero-dimensional s and p levels of about 40-meV
energy separation.

The larger dome-shaped Ge islands with diameters
around 100 nm and heights of about 10 nm have an ef-
fective valence-band offset of 300–400 meV, due to
Si-Ge intermixing and their strain status. Because of
their larger size, lateral confinement effects are not ob-
served, and dome-shape islands can be regarded as
quantum wells with confinement only along the growth
direction. The tensile in-plane strain in Si above and be-
low the Ge domes leads to a lowering of the Ds2d con-
duction band valleys. Figure 50 displays the photolumi-
nescence from dome-shaped islands overgrown at 630,
540, and 460 °C. The suppression of intermixing for
lower capping temperatures leads to a pronounced red-
shift of the island photoluminescence. Together with in-
formation on the Ge profile as obtained from cross-
sectional TEM and XRD, the heavy-hole HH1 energy
level and wave function can be calculated.

Room-temperature electroluminescence of both pyra-
mid and dome-shaped islands embedded in the intrinsic
region of a p-i-n diode has been observed by Brunhes et
al. s2000d and Vescan et al. s2003d. The strongest emis-
sion was observed if five to ten island layers were
stacked. Although Stoffel et al. s2003d succeeded in ob-
serving room-temperature electroluminescence from
MBE-grown Ge hut clusters at photon energies of about
0.8 eV, it seems that room-temperature luminescence is
easier to achieve with chemical-vapor-deposition-based
methods than with molecular-beam epitaxy.

FIG. 49. sColor in online editiond Photoluminescence sPLd
spectra from SiGe hut clusters overgrown at different energies.
Inset: the PL line position saturates for Tgrowth,360 °C. From
Denker et al., 2003b.

FIG. 50. Photoluminescence from dome-shaped SiGe islands
as a function of growth temperature during Si capping. From
Schmidt, Denker, et al., 2000.
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3. Investigations of single quantum dots

Recently, investigations of single InGaAs quantum
dots have attracted considerable attention sGerard and
Gayral, 1999; Chen et al., 2000; Michler et al., 2000;
Guest et al., 2001; Moreau et al., 2001a, 2001b; Regelman
et al., 2001; Santori et al., 2002d. These studies eliminate
inhomogeneous line broadening, which somewhat ob-
scures the physics. With single-dot spectroscopy, one can
study exchange and correlation phenomena, as well as
electron or hole charging. Finley et al. s2003d employed
Stark-effect spectroscopy of individual InGaAs dots, in-
corporated into a p-type Schottky photodiode structure.
This provided a probe for neutral and positively charged
excitons. In particular, the experiments revealed a re-
duction of the permanent excitonic dipole moment as
additional holes were added to an island with a width of
22 nm and a height of 5 nm. The reduction of the dipole
moment was accompanied by a lateral expansion of the
hole wave function and a corresponding contraction of
the electron wave function. Whereas the experimental
and theoretical values for the change of the dipole mo-
ment are in good agreement, it turns out that the width
of the islands is much more important than the lateral
profile.

Single dots and coupled dots offer the potential to
realize future quantum information concepts based on
coherent phenomena. Gerard and Gayral s1999d have
pointed out that, with islands in a vertical cavity, 50%
coupling efficiency is possible. Using pulsed laser excita-
tion of single quantum dots they demonstrated a single-
photon turnstile device. A single InGaAs quantum dot
was embedded in a high-quality microcavity structure
and single photons were generated at the fundamental
quantum-dot exciton transition.

The InGaAs quantum dot offers a two-level system,
the coupled electron-hole pair of an exciton, which rep-
resents the two levels u0l and u1l of a qbit. Under optical
excitation using picosecond laser pulses, such a system
represents a driven single anharmonic quantum system,
which exhibits a dead time between successive photon
emission events sphoton antibunchingd. Santori et al.
s2002d showed that consecutive photons from such a
source are largely indistinguishable, i.e., have nearly
identical wave packets. By locating the GaInAs islands
in the intrinsic region of a GaAs p-i-n diode structure
and biasing this structure, an electrically driven single-
photon source was realized by Yuan et al. s2002d. The
sequential emission of individual photons was proven by
correlation spectroscopy. Going a step further, Zrenner
et al. s2002d used coherent manipulation between the
two excitonic energy levels sRabi oscillationsd in a single
quantum dot under excitation with electromagnetic
fields to convert the coherent optical excitation into a
deterministic photocurrent, i.e., into an optically trig-
gered single-electron turnstile ssee also Bayer, 2002d,
which provides for an electric readout of excitonic quan-
tum gates.

IV. CALCULATION OF THE STRAIN DISTRIBUTION
WITHIN AND AROUND NANOSTRUCTURES

An important driving force in self-organized growth is
the local strain at the surface. The strain distribution in
buried and uncapped islands substantially affects their
electronic properties. The knowledge of the elastic
strain field is also important for the analysis of x-ray and
electron scattering data and for understanding the
mechanisms of dot position correlation and creation of
an equilibrium dot shape.

Two general approaches are used for the calculation
of the elastic strain connected with self-assembled is-
lands, namely, continuum elasticity and atomistic simula-
tions. In the former method, the actual structure is re-
placed by an elastic continuum and the strain
distribution is obtained by solving the elasticity equilib-
rium equation or by minimizing the elastic energy stored
in the sample. For a nanostructure buried below a plain
surface, or in the approximation of small slopes at the
surface, analytical solutions of this problem can be
found. In all other cases, a numerical finite-element
method has to be used.

In the atomistic simulation methods, two- and many-
atom potentials are used for the calculation of the elastic
energy of a sample; the strain is obtained by minimizing
this energy. In this approach, either empirical or semi-
empirical interatomic potentials are used or the poten-
tials are calculated ab initio using many-body quantum-
mechanical methods.

In the following sections, we present the basic ideas
and expressions of the calculation methods and discuss
the validity of their results.

A. Analytical methods in continuum elasticity

The analytic method is based on the solution of the
equilibrium equation

] sjk

] rk
+ fj = 0, r = hrjj = sx,y,zd, j,k = x,y,z , s18d

where sjksrd are the components of the stress tensor in
and around the island and fjsrd is the density of the vol-
ume force acting in point r in the sample. The stress
tensor is connected by the elastic strain tensor «̂ by
means of Hooke’s law of linear elasticity,

sjk = cjklm«lm. s19d

Here cjklm are the four-index elastic coefficients
sj ,k , l ,m=x ,y ,zd, which are usually written in the 636
notation as Cjk sj ,k=1, . . . ,6d. In this section, we choose
the x , y, and z axes parallel to the crystallographic k100l
directions. For a general orientation of the coordinate
axes, an appropriate transformation of the elastic con-
stants must be performed. In a cubic system and using
the special orientation of the axes, only three coeffi-
cients, C11, C12, and C44, are different from zero ssee, for
instance, Timoshenko and Goodier, 1971d. The strain
tensor components can be derived from the displace-
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ment vector usrd defined with respect to the atomic sites
of the nondeformed host material:

«jk =
1
2
S ] uj

] rk
+

] uk

] rj
D, j,k = x,y,z . s20d

At first, we replace the actual island by a very small
sphere placed in the origin r=0 sa pointlike inclusiond.
Such a sphere acts as a force dipole, and the correspond-
ing force density is

fjsrd = − pjk
] dsrd
] rk

. s21d

The dipole-moment tensor pjk depends on the symmetry
of the lattice of the sphere and the surrounding crystal
matrix. For a cubic defect in a cubic crystal matrix, this
tensor is diagonal and

pjk = DsC11 + 2C12ddjk, s22d

where the elastic coefficients Cjk are assumed to be the
same for the inclusion and the matrix. Expressions for
pjk for lower symmetries can be found, for instance, in
Krivoglaz s1991d. The constant D is the relative mis-
match between the nondeformed lattice constant of the
inclusion aincl and the surrounding crystal a,

D =
aincl − a

a
. s23d

If the inclusion is buried at a given depth below the flat
surface at z=0 of a semi-infinite crystal, Eq. s18d is
solved with the boundary condition

sjzuz=0 = 0 s24d

expressing the fact that the surface is free. For an infinite
crystal, the components of the stress tensor sjk must
vanish in a very large distance from the inclusion.

In the literature, several methods can be found for the
solution of Eq. s18d with the force of Eq. s21d. Dederichs
and Leibfried s1969d, Flocken and Hardy s1970d, Ma-
sumura and Sines s1970d, and Dederichs and Pollmann
s1972d presented solutions for a pointlike inclusion em-
bedded in an infinite crystal matrix with cubic symmetry;
its displacement field is denoted by wsrd. The authors
found an explicit expression for the Fourier transforma-
tion of wsrd:

wj
FTsqd = − i

D

q
sC11 + 2C12d

qj
0

C44 + Asqj
0d2 ·F1

+ o
m=x,y,z

C44 + C12

C44 + Asqm
0 d2 sqm

0 d2G−1

, s25d

where A=C11−C12−2C44 describes the elastic aniso-
tropy and q0=q /q. Andreev et al. s1999d suggested a
general procedure for the calculation of wFT for any
crystal symmetry. Faux and Pearson s2000d expressed
the displacement field wsrd of a pointlike inclusion in
real space using a power series with the factor t
=A / sC11+2C44d:

wsrd = o
n=0

`

wsndsrdtn. s26d

Faux and Pearson explicitly derived wsndsrd for cubic
symmetry and discussed the importance of higher terms
for the displacement calculation.

For an elastically isotropic continuum sA=0d we ob-
tain the simple result

wFTsqd = − iD
q
q2

1 + n

1 − n
, s27d

where n=C12/ sC11+C12d is the Poisson ratio. In an an-
isotropic medium, the Poisson ratio depends on direc-
tion, and the corresponding formulas can be found in
Wortman and Evans s1965d. With Eq. s27d, the displace-
ment field wsrd of a pointlike inclusion in real space can
be calculated by performing the inverse Fourier trans-
formation analytically,

wsrd =
D

4p

1 + n

1 − n

r
r3 . s28d

For a general anisotropic case and for any lattice with
point symmetry, the displacement field in point r due to
a pointlike inclusion in point r8 is given by wsr−r8d, i.e.,
it depends only on the relative position of the observa-
tion point and the inclusion.

For the calculation of the displacement field of an is-
land of finite size embedded in an infinite anisotropic
medium, the key assumption is that the elastic constants
of the medium and the island are the same. Then the
displacement usrd in a given point r of the medium sin-
side or outside the islandd can be expressed as a super-
position of the displacements wsr−r8d of pointlike inclu-
sions filling the volume of the island sAndreev et al.,
1999; Faux and Pearson, 2000d:

usrd =E d3r8Vsr8dwsr − r8d , s29d

where the integral is calculated over the infinite 3D con-
tinuum and the function Vsr8d is the shape function of
an island sunity inside and zero outsided. Since the re-
sulting displacement field is a convolution of the dis-
placement field w of a pointlike inclusion with the shape
function of the island, the Fourier transformation of usrd
is given by the product of the Fourier-transformed quan-
tities wFTsqd and VFTsqd. This expression is used for the
calculation of x-ray scattering patterns ssee Sec. III.Ed.

If the elastic constants of the island and the surround-
ing host lattice are different, the superposition assump-
tion expressed by Eq. s29d is invalid. For this case, An-
dreev et al. s1999d suggested expressing the Fourier
transformation of the resulting strain tensor by a pertur-
bation series, with the perturbation parameter given by
the difference of the elastic constants. However, neglect-
ing the difference in elastic constants results in a negli-
gible error in most cases sKeyes, 1962d.

If the island is embedded in a semi-infinite medium
with a flat surface at z=0, the translational symmetry
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yielding the convolution expression in Eq. s29d is vio-
lated in the z direction perpendicular to the surface, and
Eq. s29d has to be replaced by

usrd =E d3r8Vsr8dwsri − ri8;z,z8d , s30d

where ri ;sx ,y ,0d is the projection of the position vector
r to the surface. The displacement field of a pointlike
inclusion can be expressed by a closed analytical expres-
sion for an isotropic semi-infinite continuum only sHu,
1989d:

wsri − ri8;z,z8d =
D

4p

1 + n

1 − n
·FR1

R1
3 + s3 − 4nd

R2

R2
3 − 6zsz + z8d

3
R2

R2
5 −

2n

R2
3 fs3 − 4ndsz + z8d − zgG . s31d

Here n is the outward surface-normal vector and R1=r
−r8= sx−x8 ,y−y8 ,z−z8d, R2= sx−x8 ,y−y8 ,z+z8d are the
position vectors of the observation point r with respect
to the point r8 in the island and to the corresponding
point in a virtual island reflected at the free sample sur-
face.

The first term in the square brackets in Eq. s31d ex-
presses the displacement field of a pointlike inclusion in
an infinite elastic continuum fcompare Eq. s28dg; the
other terms stem from the boundary condition Eq. s24d,
and they account for the elastic relaxation of internal
stresses at the free surface.

Several authors have used Eqs. s30d and s31d to calcu-
late the displacement field of islands with various
shapes. Glas s2001d calculated the displacement field
around a truncated fourfold pyramid and used this
method for the evaluation of the elastic energy density
at a free surface above a buried island sGlas, 2002d. An
expression similar to Eq. s31d was used by Pan s2002a,
2002bd for the calculation of the surface strain of islands
buried in GaAs and GaN. In these papers, both the elas-
tic and the piezoelectric surface fields were obtained by
solving coupled elastic and piezoelectric equilibrium
equations. Romanov et al. s2001d presented explicit ex-
pressions for the strain field around a buried island of
ellipsoidal shape. Barabash and Krivoglaz s1987d used
Eq. s31d for the calculation of the Fourier transforma-
tion of a displacement field caused by point inclusions
randomly distributed in a subsurface layer with a given
density depth profile. They found that the relaxation
part of the displacement field was determined by the
one-dimensional Laplace transformation of the inclusion
density. Their calculations show that the surface relax-
ation affects the Fourier transformation uFTsqd of the
total displacement field only for small space frequencies
uqui ,2p /D, where D is the thickness of the layer with
inclusions.

The solution of the strain field of an island embedded
in a semi-infinite anisotropic medium is possible in the
approximation of equal elastic constants of island and
medium, similar to the case of an infinite matrix. For the
solution of Eq. s18d with the boundary condition in Eq.

s24d, we assume cubic symmetry of the inclusion and the
matrix. For this case, the dipole-moment tensor pjk is
scalar and the volume force density is expressed as

fjsrd = − sC11 + 2C12d
] Dsrd

] rj
, s32d

where the lattice mismatch D varies with the local
chemical composition.

For the solution, we use an ansatz as a 2D Fourier
integral,

uFT2sqi ;zd =E d2riusrde−iqi.ri . s33d

Then the equilibrium equation is transformed into an
ordinary differential equation of second order,

ÂsuFT2d9 + iB̂suFT2d8 − ĈuFT2 = D . s34d

The 333 matrices Â, B̂, and Ĉ contain the elastic con-
stants C11, C12, and C44, and the components qx,y of the
reciprocal-space vector qi, while the 331 vector D is the
local lattice mismatch, Fourier transformed by Eq. s33d.
The primes denote the derivation with respect to z. The
boundary conditions at the free and the rear sample sur-
faces sz=0,z→−`d can be written in matrix form as
well:

ÂsuFT2d8 + iF̂uFT2uz=0,z→−` = 0, s35d

where F̂ is a 333 matrix containing the Cjk and qi.
Equation s34d along with the boundary conditions Eq.
s35d can be solved by standard analytic methods. Details
of the calculation can be found in Roch et al. s2002d.

The method described above suffers from the restric-
tion that the elastic constants of the island do not de-
pend on its local chemical composition, but are ssetd
equal to those of the surrounding crystal. It has been
proven numerically for several geometries and materials
by Roch et al. s2002d that a spatial variation of the elastic
constants can be included, approximately replacing the
elastic constants in Eq. s32d by their local composition-
dependent values:

fjsrd = −
]

] rj
hfC11srd + 2C12srdgDsrdj ,

but keeping the elastic constant of the host material in
the expression for the stress tensor sjk in the first term of
Eq. s18d.

As an example, Fig. 51 shows the distribution of «xx
and «zz in and around a Ge island buried below the
Sis100d surface. The island has the form of a pyramid
with a square base and h105j facets as sidewalls. We as-
sume a Ge content of 100% throughout the pyramid; the
strain tensor is defined with respect to the nondeformed
Si lattice.

From Fig. 51, it follows that the surface relaxation of
internal stresses affects the strain distribution mainly
above the apex of the pyramid. The lateral strain s«xxd
exhibits a local maximum at the surface above the is-
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land, which is caused by the stress relaxation as well.
The maximum lateral strain in the Ge island is about
1.5%, while the vertical strain in the pyramid nearly cor-
responds to the Ge-Si mismatch s<4% d. The anisotropy
of elastic constants has a minor effect in the case of Si;
for other materials like III-V compounds, however, the
elastic anisotropy is more important. Glas s1991d and
Faux s1994d solved the same problem using Airy stress
functions and assuming elastic isotropy of the host lat-
tice and obtained similar results.

Figure 52 presents a distribution of the strain compo-
nents «xx,zz calculated along the vertical axis of a stack of
10 Ge islands in a semi-infinite Si matrix. For the calcu-
lation, the above continuum approach was applied, tak-
ing into account both the elastic anisotropy and the sur-
face stress relaxation. The maximum of «zz reaches
about 6%, which corresponds to the Ge-Si mismatch
corrected by the tetragonal-distortion term s1+nd / s1
−nd. Between the islands, the Si lattice is vertically com-
pressed; this compression is reduced close to the free
surface due to the surface relaxation. The surrounding
lattice vertically compresses the island lattice, which is
obvious from the z dependence of the maximum values

of «zz in the islands. The lateral strain component is
positive both in the islands and between them, and its
value is reduced at the surface due to the surface relax-
ation sDarhuber et al., 1997; Holý et al., 1998c; Schmidt
and Eberl, 2000d.

The analytic methods for the calculation of the strains
in and around an island are limited to the case of an
ideally flat surface. For the calculation of uncapped is-
lands, a numerical method for solving Eq. s18d has to be
applied instead. However, for a rough estimate of the
elastic energy stored in an island at a free surface, the
equilibrium equation Eq. s18d can be solved analytically
in the small-slope approximation ssee, for instance, Bu-
diman and Ruda, 2000; Spencer et al., 2001d. Kaganer
and Ploog s2001d used another approach for the calcula-
tion of the elastic strain in an uncapped island, describ-
ing it as a stack of circular monolayers and evaluating
the contributions of individual monolayer steps to the
total strain field. A semianalytic calculation of the dis-
placement field in an uncapped island with homoge-
neous chemical composition has been presented by
Spencer and Meiron s1994d without assuming a small
sidewall slope. The calculation is based on a numerical
solution of an integral equation containing two analytic
complex functions sthe Goursat functionsd; Spencer and
Tersoff s2001d used this method to calculate the displace-
ment field for a 2D model.

B. Numerical methods in continuum elasticity

The strain status of an uncapped or buried island can
be calculated numerically by minimizing the elastic en-
ergy stored in the system. The elastic energy density is
given by

Eelsrd =
1
2

cjklmsrd«jksrd«mnsrd . s36d

To include the lattice mismatch between the island and
its surroundings, we define the strain tensor with respect
to the lattice sites of the nondeformed host material.
The island lattice is expanded/contracted with respect to
the host lattice due to the lattice mismatch, which lowers
the elastic energy stored in the island by the factor

− pjksrd«jksrd . s37d

For cubic symmetry, this factor is

− fC11srd + 2C12srdgDsrdTrs«̂d , s38d

where Tr denotes the trace of the tensor, and we also
account for the influence of the local chemical composi-
tion on the elastic constants sPryor et al., 1998d.

The minimization of the elastic energy is performed
by a discretization of the displacement field usrd and a
replacment of the derivatives in Eq. s20d by a suitable
difference scheme sthe finite-element methodd. The
boundary conditions are introduced either by putting u
=0 in the substrate far away from the island or using the
fact that no external force is acting on the free surface,

FIG. 51. sColor in online editiond Strain tensor components
«xx sleftd and «xx srightd in and around a Ge pyramid buried
below a Si surface. The strain distributions in the upper row
have been calculated assuming an infinite isotopic Si matrix
fEqs. s27d and s29dg. In the middle row an anisotropic infinite
continuum was assumed fEqs. s25d and s29dg. In the lower row
the strain calculation in a semi-infinite anisotropic continuum
was performed using Eqs. s32d and s35d. The step of the con-
tours is D«=0.002. The upper edges of the graphs correspond
to the free surface.

FIG. 52. Strain tensor components «xx and «zz calculated along
the growth axis of a tenfold stack of Ge islands in a multilayer.
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sjknkusurface = 0, s39d

where n is the unit vector of the surface normal.
The finite-element method is often used for self-

assembled semiconductor nanostructures. Carlsson et al.
s1998d calculated the strain fields in an uncapped InP
quantum dot on a GaInP substrate. The authors com-
pared the calculated strain field to data from high-
resolution TEM cross sections of the dot and achieved a
very good correspondence. This demonstrates that the
bulk values of the elastic constants Cjk used in finite-
element-method calculations are also valid for the de-
scription of the elastic properties of nanoscale islands.

The elastic energy density at a free flat surface above
a buried island was calculated by this method as well. As
we have shown in Sec. II.C, the strain distribution af-
fects the probability of island nucleation and conse-
quently determines the correlation of island positions at
different interfaces. Benabbas et al. s1999d used the
strains in and around buried InAs islands in GaAs for
the simulation of growth and vertical island pairing
probability in an InAs/GaAs multilayer, which was
found to depend heavily on the thickness of the GaAs
spacer layers. A similar study was performed by Jogai
s2002d for InGaAs islands in a GaAs matrix. The depen-
dence of the surface strain energy distribution on the
shape of buried Ge islands in Si was studied by Priester
s2001d. Due to elastic anisotropy, additional minima in
the surface distribution of the elastic energy density oc-
cur for pairs of InAs islands embedded in GaAs sJogai,
2000d. Moll et al. s1998d combined the results from finite-
element-method calculations of elastic strains in un-
capped InAs islands with atomistic simulations of the
surface energy of the island facets and found an equilib-
rium island shape. Jogai s2001d used the finite-element
method for the calculation of strains in and around a
hexagonal InN island embedded in AlN. From the strain
data, the piezoelectric fields were calculated, but no cou-
pling between the piezoelectric field and the strain field
was considered.

Additionally, finite-element-method simulations of
strains have served as the basis for calculation of the
electronic band structure fsee, for instance, Schmidt,
Eberl, and Rau s2000d for Ge dots in Si and Holm et al.
s2002d for InAs islands in InPg. Finite-element results
have also been used for the simulation of x-ray diffrac-
tion from uncapped and buried islands sWiebach et al.,
2000; Stangl, Daniel, et al., 2001; Hesse et al., 2002;
Schmidbauer, Hatami, et al., 2002d, and for the interpre-
tation of TEM images ssee Carlsson et al., 1998; Kret et
al., 1999; Rosenauer et al., 2000d.

C. Atomistic simulations

Similarly to the previous method, the atomistic ap-
proach is based on the minimization of the total elastic
energy, but the continuum elasticity expression s36d is
replaced by the superposition of the energy contribu-
tions of atomic pairs, triplets, etc.:

Eel = o
jÞk

fs2dsRj − Rkd + o
jÞkÞm

fs3dsRj − Rk,Rj − Rmd

+ ¯ , s40d

where fsnd denotes the n-atom contribution to the total
energy, Rj is the position of the jth atom, and the sums
run over pairs of atoms, triplets, etc. The minimum of
the elastic energy is found numerically; typically millions
of atoms have to be considered. Either the atomic po-
tentials are calculated ab initio or the form of the poten-
tials fsnd is chosen so that the atomistic simulations yield
the same elastic properties as in conventional continuum
elasticity. Even in this case, there are several important
differences between the atomistic and continuum meth-
ods sPryor et al., 1998d. The atomistic approach accounts
for the true point symmetry of the elementary unit cell
of the material, while the elastic constants depend only
on the crystal system. This can be important, for in-

stance, in the case of GaAs with a point group 4̄3m that
does not contain the fourfold rotational axis. Its elastic
constants C11, C12, and C44, however, have the full four-
fold symmetry characteristic of the cubic system. An-
other important difference lies in the harmonicity as-
sumption. The usual formulation of continuum elasticity
is based on Hooke’s law linearly connecting strains with
stresses. A properly chosen atomistic model includes the
nonlinear behavior of the lattice.

In the literature, several types of potentials fsnd can be
found. In the pioneering works of Musgrave and Pople
s1962d, Keating s1966d, and Martin s1970d, the valence-
force-field model was developed for crystals with dia-
mond structure. In this model, Eq. s40d is simplified, tak-
ing into account the interaction only of nearest
neighbors, but neglecting terms with n.3 as well as the
long-range Coulomb interaction between charged ions.
In the notation used by Pryor et al. s1998d, the total elas-
tic energy is given by

Eel =
1
2o

j
Fo

k

nn
3ajk

8djk
2 fuRj − Rku2 − djk

2 g2

+ o
k,m.k

nn
3bj,km

8djkdjm
fsRk − Rjd · sRm − Rjd

− djkdjmcossuj,kmdgG . s41d

Here djk denotes the nondeformed bond length between
atoms j and k, and uj,km is the nondeformed bond angle
of the triplet of atoms k,j,m. The sums over k and m
include the nearest neighbors of atom j. For diamond or
zinc-blende structure, the ideal bond length is d=aÎ3/4
sa is the lattice parameterd, and the ideal bond angle is
given by cos u=−1/3. Because of symmetry, the con-
stants ajk and bj,km do not depend on the indexes j, k,
and m and their values are determined from a fit of the
total energy to its continuum description for a bulk ma-
terial. From this fit, the following expressions were ob-
tained sKeating, 1966; Pryor et al., 1998d:
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C11 =
a + 3b

a
,

C12 =
a − b

a
,

C44 =
4ab

asa + bd
. s42d

Martin s1970d took into account the Coulomb interac-
tion between the ions in a zinc-blende structure and ob-
tained

C11 =
a + 3b

a
− 0.083j ,

C12 =
a − b

a
− 0.136j ,

C44 =
a + b

a
− 0.136j −

fsa − bd/a − 0.294jg2

sa + bd/a − 0.266j
, s43d

where j= sZed2 / sed4d, ±Ze is the ion charge in cgs units
and e is the relative permittivity.

In Eqs. s42d and s43d three elastic constants C11,12,44
depend on only two free parameters, a and b. Neverthe-
less, for a zinc-blende material, a and b can be chosen so
that the corresponding Cjk values fit to the measured
values with an error of a few percent. Martin s1970d pre-
sented the values of a and b together with the charge
parameter Z2 /e for several semiconductor materials.

Beside the valence-force field model, other empirical
potentials can be found in the literature. The Stillinger-
Weber potential sStillinger and Weber, 1985d is often
used for atomistic simulations in Si or Ge. This potential
is chosen so that it correctly describes not only the elas-
tic properties of a solid crystal but also its melting. Kiku-
chi et al. s2001d compared the valence-force field and
Stillinger-Weber methods by calculating the strain field
in and around a pyramidal SiGe island at the Si surface
or buried in a semi-infinite Si substrate. Both methods
yielded very similar results except for the substrate and
at the edges of an uncapped island. The strain profile in
the substrate obtained by the valence-force field method
exhibited nonrealistic oscillations; therefore the
Stillinger-Weber potential is recommended for small is-
lands with widths below 10 nm. Baskes s1987d compared
several empirical interatomic potentials for Si.

For Si, Si-Ge, and Si-C, the interatomic potentials
proposed by Tersoff s1988, 1989d, which describe very
well both solid and molten materials, are widely used
nowadays.

For the GaAs/InAs system, interatomic potentials
have been suggested by Ebbsjoe et al. s2000d and Su et
al. s2003d. These potentials include steric repulsion, Cou-
lomb interaction due to the bond ionicity, and the van
der Waals interaction. In Su et al. s2003d these potentials
were used for the calculation of the surface energy den-
sity, since they also describe correctly dimers at the free

surface. From the calculations the length of the dimers
was determined and it corresponds well to the results of
ab initio calculations. These potentials were also used
for the simulation of the deformation field in an un-
capped InAs island. The authors demonstrated that an
island larger than approximately 40 nm contains several
stress domains, whereas smaller islands have only a
single stress domain.

The question of the validity of continuum elasticity
for very small islands is often raised. Pryor et al. s1998d
calculated the strain distribution in and around a pyra-
midal InAs dot buried in GaAs both by continuum cal-
culations and atomistically using the valence-force field
method. The constants a and b were chosen so that they
corresponded to the used values of C11,12,44. Pryor et al.
noted a good correspondence of both methods; discrep-
ancies were found, however, in the regions with large
strain. In Fig. 53, the strain tensor components along the
pyramid axes obtained by finite-element and valence-
force field methods are plotted. The relative difference
in the results can reach about 4% in the region where
nearly full elastic relaxation is observed s«<0.07d, which
is attributed to the deviation from linearity assumed in
continuum elasticity. Comparing the Stillinger-Weber
empirical potential to analytical calculations using Eqs.
s30d and s31d, Daruka, Barabasi, et al. s1999d found good
agreement between the two calculations of the surface
strain distributions due to buried Ge islands in Si. A
similar finding was made by Makeev and Madhukar
s2003d, who calculated the strain field around a spherical
Ge inclusion in a semi-infinite Si substrate numerically
using the Stillinger-Weber potential functions and the
continuum approach.

Instead of using empirical potentials, one can apply
first-principles quantum-mechanical calculations to de-
scribe the properties of islands. Ab initio calculations

FIG. 53. Strain tensor components along the axis of a square
InAs pyramid with h110j side facets buried in GaAs: solid
lines, obtained by valence force field approach; dashed lines,
obtained by finite-element method. Panels sad–scd show the
strain distributions, panels sdd–sfd the differences of both
curves. The strains are defined with respect to unstrained
InAs. From Pryor et al., 1998.
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based on the local-density approximation were used for
the calculation of the equilibrium structure of silicon
sYin and Cohen, 1982; Nelds and Martin, 1984d as well
as for nanostructures sBuda et al., 1992; Saitta et al.,
1996d. Baskes s1987d compared the elastic energy of Si
calculated by several empirical atomic models with ab
initio studies. So far, the latter can be performed for a
limited number of atoms and are very time consuming,
even for very small islands with a size of about 10 nm
s,105 atomsd.

To reduce computing times, Lidorikis et al. s2001d pro-
posed a hybrid atomistic calculation scheme in which the
positions of the atoms close to a buried island are calcu-
lated using an atomistic approach and the displacement
of more distant parts of the lattice are obtained using
the finite-element method. Special attention must be
paid to the “handshake region” connecting the atomistic
and continuum calculation areas. The applicability of
this method was demonstrated for the calculation of
strains around a Si3N4 inclusion in Si sLidorikis et al.,
2001d.

Atomistic calculations have been used for various ma-
terial systems. Groenen et al. s1999d applied the valence-
force field method for the evaluation of strains in and
around InAs islands in InP. Makeev and Madhukar
s2001d and Makeev et al. s2003d used the atomistic model
with the Stillinger-Weber potential for the calculation of
the hydrostatic stress caused by a Ge island buried in Si.
The value of hydrostatic stress at the surface above the
island apex varies as D−1, where D is the thickness of the
spacer layer. This behavior cannot be explained by a
continuum elasticity model with a pointlike inclusion,
which rather predicts a D−3-dependence. However, if
one takes the true island size into account, a dependence
close to D−1 is obtained from Eqs. s32d–s35d. In Makeev
et al. s2003d the dependence of the in-plane strain at a
free Si surface on the depth D of a Ge pyramid buried
underneath was compared with experimental data ob-
tained by Schmidt and Eberl s2000d using the energy
shift of the photoluminescence lines. The theoretical D−1

dependence was fully confirmed by photoluminescence
measurements.

Saito and Arakawa s2002d used the Keating valence-
force field method for the calculation of strains in hex-
agonal, prismatic, and pyramidal-shaped InGaN island
in a hexagonal GaN layer. Their calculations took piezo-
electric fields into account, using the finite element
method and a tight-binding scheme for band-structure
simulations. From molecular-dynamics simulations using
a Stillinger-Weber potential, Su et al. s2001d predict two
stress domains in large sù40 nmd uncapped InAs is-
lands. Migliorato et al. s2002d used Tersoff’s potential for
the calculation of strains in InGaAs islands buried in a
GaAs matrix before and after cleavage. They showed
that the cleavage plane is elastically relaxed, creating a
“buckle” similar to that observed by cross-sectional
STM sLiu, Tersoff, et al., 2000d. Their results support the
concept of a high-concentration In core in a buried
InGaAs island sLiu, Tersoff, et al., 2000d. Valence-force

field calculations of the strain in buried SiGe islands by
Seok and Kim s2001d were used for electronic band-
structure calculations, finding strong evidence for a Si-
Ge intermixing. Similar findings were published by
Chaparro et al. s1999d, indicating that the intermixing
is driven by local strains at the island perimeter.

V. IMPORTANT MATERIALS SYSTEMS

In this section, we outline the properties and main
applications of various materials systems. This survey
cannot be complete. It is intended only as a starting
point for further reading. In the first two sections, we
summarize the results obtained for SiGe on Si and InAs
on GaAs, our model systems in the sections above.
Then, we outline the key properties of several other im-
portant semiconductor systems.

A. SiGe on Si

The driving force for island formation is relief of
strain, and strain has a very important impact on the
structural properties of islands. In SiGe on Si, the main
formation process for islands is Stranski-Krastanow
growth. The interplay between reduction of strain en-
ergy and increase of surface energy accompanying island
formation leads to different island shapes. If SiGe with
low Ge composition is deposited, islands form without a
nucleation barrier sSutter and Lagally, 2000; Tromp et
al., 2000; Tersoff et al., 2002d. As shown in Sec. II.B, first,
shallow mounds start to grow, and their sidewall angle
gradually increases, until at about 11° the total energy of
the mounds is equal to that of h105j facetted pyramids
with the same sidewall angle. For larger islands, the lat-
ter shape has the lower energy, and consequently pyra-
mids grow under further deposition of SiGe. At even
higher volumes, it becomes energetically favorable to
form steeper side facets, and a transition occurs from
h105j pyramids to domes with additional h113j and
h15 3 23j facets and, eventually, a s001d top facet.

For the deposition of Ge or SiGe with large Ge con-
tent on Si, the situation is different: Now h105j facetted
islands are favored even for small island volumes. How-
ever, the increase in surface energy has to be overcome,
and hence a nucleation process with a certain energy
barrier dominates island formation sJesson et al., 2000d.
For increasing amounts of Ge deposition, again a tran-
sition to domes occurs, but at lower island volumes com-
pared to growth at low misfit. Under favorable growth
conditions using gas-source MBE at 600 °C substrate
temperature, extremely size-uniform sheight deviation
of about ±3%d dome-shaped Ge islands were prepared
by Jin et al. s2003d.

During capping with Si, the islands intermix, which
reduces the strain. Consequently, a reverse shape transi-
tion occurs from domes to pyramids and even back to
shallow mounds sRastelli et al., 2001d. Intermixing dur-
ing capping can be suppressed by growth at low tem-
peratures.
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Because intermixing reduces strain, this process al-
ready occurs during growth, raising the question of mass
transport at the growing surface. Liao et al. s1999d,
Chaparro et al. s2000ad, and Seta et al. s2002d have ob-
served the formation of a trench around the island pe-
rimeter, indicating that Si from the island’s surrounding
is diffusing into the island. Consequently, even if pure
Ge is deposited, as-grown islands exhibit a Ge composi-
tion of only about 50% at their base, and a trench is
formed around their perimeter. At the apex, the Ge con-
tent of larger domes may reach 100% sStangl, Daniel, et
al., 2001d. Larger domes are elastically relaxed at their
apex; therefore Ge adatoms prefer to “stick” there. Dur-
ing capping, Si actually dissolves the apex, and a flat
s001d facet forms, while the material is incorporated at
the island’s side facets. Therefore during capping both
an increase of the island base width and a decrease in the
island height is observed sSutter and Lagally, 1998d.

Although strain plays a dominant role for structural
island properties, other factors have to be considered,
too. For instance, alloying SiGe with small amounts of
carbon was thought to increase the flexibility in strain
design, as carbon imposes strong tensile strain in SiGe.
Although C is not miscible with Si like Ge, with growth
methods such as MBE, the deposition of SiGeC alloys is
possible. Schmidt et al. s1997d tried to use C for SiGeC
islands. A fractional monolayer of C was deposited onto
Si before Ge to form islands. Indeed, islands with a base
width of only about 10 nm and a height of about 1 nm
were observed via TEM and AFM. A relatively strong
photoluminescence signal from island multilayers was
observed, and the energy shifts as a function of Ge
deposition were interpreted as due to a spatially indirect
recombination between holes confined in the Ge-rich is-
land apex and electrons confined in the SiGeC island
base. However, it turned out that the island formation
was actually more complicated, and not only strain but
also the bond chemistry between Si, Ge, and C needed
to be considered. Leifeld et al. s2002d found that the
predeposition of C leads to C-rich “patches” on the sur-
face, with a 434 reconstruction. Ge adatoms do not
stick to these patches, but, despite an unfavorable ten-
sile strain, rather wet the 231 reconstructed Si surface
between them, where the bond lengths and angles are
more favorable sKelires, 1998d. Hence islands form in a
Vollmer-Weber mode, i.e., without a 2D wetting layer,
only in between the C-rich patches due to the chemical
repulsion between Ge and C. This explains the observed
small island sizes as well as the photoluminescence prop-
erties. Recent Monte Carlo simulations sHadjisavvas et
al., 2003d of the stresses and compositions of such islands
show that they are free of C atoms for any realistic
growth conditions, and they exhibit an enhanced Ge
content as compared to the C-free case.

Furthermore, the nucleation of these islands is gov-
erned by the statistical distribution of C-rich patches
rather than by the strain fields from buried islands.
Hence no vertical position correlation is observed.

B. InAs on GaAs

InAs on GaAs is the model system for Stranski-
Krastanov growth and island formation. Due to the
large lattice mismatch of 7% between InAs and GaAs,
the strain in thin layers is larger than for most other
semiconductor systems. Therefore, islanding sets in even
below 2 ML’s. The elastic relaxation is very pronounced,
and islands adopt a rather high aspect ratio for small
island volumes: typical island sizes are 30 nm base width
and 11 nm height for MBE growth at 530 °C.

Cullis et al. s2002d found that a remarkably simple rule
for the deposition of GaInAs can be formulated: if due
to segregation an In concentration at the growing sur-
face in excess of 85% is reached, islanding starts.

The pronounced elastic relaxation facilitates strain
studies not only by TEM or XRD, but also by cross-
sectional STM, which relies on a detectable bulging of
the cleavage face. Because Ga and As differ by only two
positions in the periodic table, i.e., they exhibit nearly
the same electron density, weak reflections like the s200d
exist for the zinc-blende lattice. This fact helps to dis-
criminate the scattered intensities stemming from
InAs-rich regions from those of GaAs-rich regions, a
feature used both in TEM and in XRD investigations.
Consequently the distribution of the chemical composi-
tion within the islands has been established by cross-
sectional STM, by digital image analysis of TEM data,
by energy-selective imaging in TEM, and by isostrain
contours in x-ray grazing-incidence diffraction.

Many effects have been observed in the InAs/GaAs
system for the first time, like vertical stacking of islands
in multilayers, the facetting of uncapped islands, and
their lateral ordering in the k100l direction with the
smallest values of Young’s modulus in the s001d plane.

Despite the large number of investigations on the
growth of InAs islands, a number of open problems still
exist sJoyce, 2003d:

sid The Stranski-Krastanow growth mode of InAs on
GaAs depends on the substrate orientation and
its reconstruction. Stranski-Krastanow islands oc-
cur only on s001d and s111dB surfaces, not on
s110d and s111dA. However, InAs quantum dots
can also be obtained on s110d GaAs surfaces if a
thin AlAs layer is deposited before the island
growth sWasserman et al., 2003d.

siid The 2D-3D transition is rather abrupt; conse-
quently a large number of In sGad atoms must be
available for island nucleation sKrzyzewski et al.,
2002ad.

siiid The chemical composition of the islands depends
substantially on the deposition rate. The islands
typically contain Ga, but for slow deposition rates
less Ga is incorporated, whereas for fast growth
rates the amount of Ga in the islands is larger.

sivd Significant Ga alloying is specific for the growth
on a GaAss001dcs434d-reconstructed surface.
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An AFM study of self-assembled InAs islands on
GaAs by Ebiko et al. s1998, 1999d indicates that the is-
land size distribution Nssd follows a general scaling law
fEq. s6d in Sec. III.Bg. Hence growth kinetics dominate
the distribution of island sizes rather than strain. Krzyze-
wski et al. s2002bd found that this scaling law applies
only in the saturation regime, when the number of is-
lands has stabilized. Strain is important for the island
size distribution in the very first growth stage.

Furthermore, since for InAs the minimum of the con-
duction band and the maximum of the valence band
both occur at the center of the Brillouin zone, InAs is-
lands are well suited for optical applications. The direct
energy gap is 0.42 eV slow Td to 0.35 eV s300 Kd; the
corresponding values for GaAs are 1.52 eV slow Td to
1.42 eV s300 Kd. Equally important is the type-I align-
ment of the GaAs/InAs/GaAs heterostructure, which
leads to carrier confinement within the InAs islands for
both holes and electrons. Capped InGaAs dots in GaAs
are typically 2 to 5 nm high and have a base width of
about 20 nm. Their density is in the range of
1010 to 1011 cm−2.

With strain tuning, the realization of emitters or ab-
sorbers at long wavelengths up to 1.5 mm is possible, but
a high In content in the buried islands is a prerequisite
sLiu et al., 2003d. This high content is maintained by cap-
ping of the islands with an AlGaInAs alloy instead of
pure GaAs.

As shown by Bester et al. s2003d and Bester and
Zunger s2003d, detailed atomistic pseudopotential many-
body calculations of charged exciton recombination in
buried InGaAs dots provide a link between the geom-
etry and composition of the islands and their excitonic
spectra.

C. GaN

Nitride-based dots are grown both in the hexagonal
wurtzite sWUd phase or in their cubic zinc-blende sZ.B.d
phase on appropriate substrates, which are typically
6H SiC for the WU islands and either 3H SiC or GaAs
for the Z.B. islands. Several growth mechanisms are em-
ployed, like plasma-assisted MBE sAdelmann et al.,
2000; Brault et al., 2003; Cho et al., 2003d, OMCVD
sMiyamura et al., 2002d, or vapor-liquid-solid growth, in
which Ga droplets are first deposited, then nitridated
with NH3 sCho et al., 2003; Hu et al., 2003d. The GaN
WU islands, embedded in AlN layers, have a lumines-
cence energy in the range of about 3.5–4.2 eV sMiya-
mura et al., 2002d, which is decreased due to piezoelec-
tric fields as compared to the bare energy gap. For
calculation of the piezoelectric fields, coupled equations
for piezoelectric and elastic fields have to be considered.

Piezoelectric fields are absent for cubic GaN in AlN
layers sMartinez-Guerrero et al., 2000d, for which photo-
luminescence at 3.8 eV was reported. Typical GaN is-
land sizes range from about 1.5 to 2 nm in height and
from 5 to 20 nm in width for growth temperatures

around 750 °C. Island densities up to 1011 cm−2 were re-
ported. Stacked island layers have been grown as well,
and Martinez-Guerrero et al. s2000d have observed ob-
lique replication of GaN embedded in AlN along the
cubic f001g direction for growth on 3H SiC substrates.
This oblique replication is not caused by strain fields of
buried islands, but rather originates from bands of stack-
ing faults within the h111j planes. For WU GaN island
multilayers, vertical correlation along the hexagonal
f0001g growth direction was observed. Strain measure-
ments performed with Raman spectroscopy sGleize et
al., 2001d and by grazing-incidence diffraction sChamard
et al., 2001d have shown that the mean in-plane strain
within the GaN islands approaches that of the misfit be-
tween GaN and AlN. Despite the large density of
threading dislocations, GaN/AlN island multilayers
show a pronounced strain-induced vertical ordering of
the GaN dots sChamard et al., 2003d, which is explained
by the large elastic anisotropy in this hexagonal system.
As far as stimulated emission is concerned, GaN islands
embedded in AlN effectively confine carriers, which are
not trapped by threading dislocations inside the islands
sCho et al., 2003d. On the other hand, in wetting layers
such defects serve as an effective drain for the carriers
where they recombine nonradiatively. Much lower pho-
toluminescence emission energies, in the range between
2.2 and 2.4 eV, are obtained if GaInN is deposited on
top of cubic GaN layers sHusberg et al., 2001d.

D. InAs on InP

InAs deposited on InPs001d substrates or InPs001d
buffer layers gives rise to self-assembled islands as well

as to self-assembled quantum wires along the f11̄0g di-
rection sGonzález et al., 2000d due to the pronounced
anisotropy of InP. The electronic structures of InAs is-
lands on InP with anisotropies taken into account have
been calculated in the k ·p framework including piezo-
electric fields by Holm et al. s2002d.

E. InP and GaInP

The visible spectral range is accessible with InP quan-
tum dots. Red-emitting islands can be grown either with
OMCVD or with MBE at temperatures beyond 550 °C
or around 500 °C, respectively. Typically, GaAss001d
substrates are used, on which lattice-matched
Ga0.51In0.49P buffer layers are deposited prior to island
growth ssee, for example, Seifert et al., 1996d. OMCVD-
grown islands are larger and exhibit an anisotropic
shape, elongated along the f110g direction. Well devel-
oped side facets consist of h110j and h111j planes. The
islands are truncated with a top s001d facet. Typical di-

mensions are 40–50 nm at the base along the f11̄0g di-
rection, and 55–65 nm along the f110g direction, with
heights ranging from 12 to 18 nm sCarlsson et al., 1998d.
The smaller MBE-grown islands have a side facet angle
of 26°, a base diameter of roughly 25 nm along the f110g
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direction, and a height of about 5 nm. The shape and
size can be strongly influenced by the growth param-
eters: deposition of about 3 ML’s at low growth rates of
0.01 ML/s leads to somewhat larger islands in MBE
with heights around 8 nm and photoluminescence emis-
sion around 1.7 eV, compared to emission above 1.8 eV
for standard growth rates of 0.5 ML/s.

Local strain fields of InP dots embedded in GaInP
were studied by Jin-Phillip s2000d. A strong dependence
of the strain fields on the spacer-layer thickness was de-
duced from TEM data, in particular for stacked InP dots
as used for lasers.The compressive strain within the dots
decreased with decreasing spacing between the layers,
which explains the observed increasing redshift in pho-
toluminescence.

The different elastic relaxation along the two orthogo-
nal k110l directions was observed in XRD experiments
by Schmidbauer, Hatami, et al. s2002d, who correlated
the structural results with the polarization dependence
of photoluminescence data. However, as pointed out by
Schmidt, Manz, and Eberl s2002d, a pronounced polar-
ization dependence of the same magnitude and sign as
for the InP islands is observed already in the GaInP
matrix, due to its inherent anisotropy.

The optical properties of neutral and charged small
InP dots were investigated in detail using photolumines-
cence by Persson et al. s2003d, and simulated on the basis
of a k ·p calculation of the energy states.

With InP dots, single-photon emission at wavelengths
between 640 and 690 nm was recently demonstrated by
Zwiller et al. s2003d. Photon correlation experiments
were performed at temperatures up to 50 K. Even
higher-temperature operation might be possible for
larger band-gap barrier materials like AlGaInP.

F. ErAs and ErSb

Bulk ErAs crystallizes in a rocksalt lattice and is anti-
ferromagnetic below 4 K. Kadow et al. s2003d have
grown ErAs s1.8 MLd /GaAs superlattices at 630 °C, in
which well-isolated ErAs islands with a lateral extension
of about 10 nm form with a density of about 4
31011 cm−2. With decreasing growth temperature of
580 °C, the islands become smaller, with a lateral extent
of 4 nm, while the density increases to 231012 cm−2.
The typical island height is equivalent to 3–4 ML’s. Such
island superlattices are used as substitutes for low-
temperature GaAs in ultrafast photoconductors and for
the generation of submillimeter waves. Recently, Han-
son et al. s2003d reported the growth of self-assembled
ErSb semimetallic nanometer-sized particles in a GaSb
matrix, which allows for strong absorption at a wave-
length of 1.55 mm.

G. CdSe

Lee et al. s1998d, Kratzert et al. s1999, 2001d, and
Strassburg et al. s2000d have grown coherent islands by
depositing about 3-ML CdSe with MBE at temperatures

between 230 and 340 °C on ZnSe buffers on GaAss001d.
Depending on growth and annealing procedures, either
high-density CdSe islands with diameters less than
10 nm stype Ad were obtained or lower-density ones
with diameters of about 16 nm stype Bd. The Cd content
was established from TEM images using lattice fringe
analysis sSchikora et al., 2000d. In photoluminescence,
typical emission energies between 2.45 and 2.6 eV were
observed, where the larger type-B islands dominated the
room-temperature photoluminescence and the smaller,
much denser type-A ones the photoluminescence
around 120 K sStrassburg et al., 2000; Jones et al., 2003d.
Stacked CdSe multilayers were investigated by Krestni-
kov et al. s1999d: for ZnSe spacer-layer thicknesses be-
low 3 nm, vertical stacking was observed, whereas for
thicknesses above 3 nm anticorrelation occurred, which
was explained by the elastic anisotropy of the ZnSe
spacer layers sHolý, Springholz, et al., 1999; Shchukin
and Bimberg, 1999d.

Semimagnetic properties are obtained if Mn is incor-
porated into CdSe islands. Kratzert et al. s2001d and
Titova et al. s2002d have studied such islands, which were
fabricated either by sandwiching CdSe between
ZnMnSe or by directly depositing CdMnSe on
ZnSe/GaAs buffers, followed by an annealing step at
310 °C, which initiates island growth. Magneto-optical
investigations reveal g factors up to 200. From time-
dependent photoluminescence measurements, Seufert et
al. s2002d deduced the spin response time of the mag-
netic ions in the exciton exchange field of the semimag-
netic material. The temperature dependence of the mag-
netic polaron formation time was much weaker than for
comparable bulk CdMnSe samples. Because of its mate-
rial properties, CdSe submonolayer inclusions in ZnSe
are also ideally suited for the investigation of bound po-
larons ssee Woggon et al., 2003d.

CdSe islands have superior properties for single-
photon emission as compared to InAs quantum dots
sMakino et al., 2003d. Due to island densities as low as
109 dots/cm−2, single-photon emission from individual
dots can be easily realized. II-VI compound quantum
dots feature a much stronger exciton-biexciton splitting
than InAs dots. For CdSe islands, this splitting is about
20 meV, in comparison to 1–2 meV for InGaAs. Conse-
quently CdSe islands promise single-photon generation
at higher temperatures. So far, however, the excitonic
lines from CdSe dots around 2.4 eV are inhomoge-
neously broadened up to 300 meV.

H. PbSe

The self-organized growth of pyramidal PbSe islands
on f111g-oriented PbEuTe buffer layers leads to 3D
quantum dot superlattices sSpringholz et al., 1998d with
different island correlation regimes depending on spacer
thickness: vertical, fcc-like, or uncorrelated fsee Sec.
II.C and Springholz, Pinczolits, et al. s2000adg. The tran-
sitions between the different stacking regimes are in
good agreement with the results of a model that de-
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scribes the interlayer dot interactions as a function of
the PbSe dot size. A hitherto unparalleled control of
island size, density, and uniformity has been achieved. A
material quality sufficient for devices was demonstrated
by the fabrication of a vertical cavity surface emitting
laser sVCSELd by Springholz, Schwarzl, et al. s2001d. A
different application of such IV-VI island superlattices is
for thermoelectric devices ssee belowd. While Springholz
et al. use BaF2 substrates, Alchalabi et al. s2003d have
grown PbSe islands on Sis111d substrates using CaF2 and
PbTe buffer layers. An extremely small full width at half
maximum sFWHMd of the island size distribution of 0.02
was reported.

VI. APPLICATIONS

A. Optical applications: Detectors and lasers

The impact of quantum dots on detectors and lasers
has been reviewed by Bimberg et al. s1999d and more
recently by Grundmann s2002d, Ledentsov et al. s2002d,
Ustinov and Zhukov s2002d, Shchukin et al. s2003d, and
Ustinov et al. s2003d.

Quantum dot detectors with genuine zero-
dimensional properties have been fabricated mainly
from buried InAs dot layers in GaAs. In comparison to
InAs-based quantum well infrared detectors sQWIP’sd
the quantum dot infrared detectors sQDIP’sd in principle
should not suffer from restrictions of the intersubband
transition selection rules sEzÞ0d, i.e., they are sensitive
to light with any incidence angle, because of carrier con-
finement in all three dimensions sChen et al., 2001; Liu,
Gao, et al., 2001; Brunner, 2002; Lin and Singh, 2002; Ye
et al., 2002; Aslan et al., 2003d. However, the quantum
dot shape has a significant influence on the polarization
selection rules due to the low aspect ratio. A signifi-
cantly increased normal-incidence photocurrent signal is
observed for vertically coupled dots in comparison to
uncoupled ones, which is explained by a lowering of the
s-like ground state and a hybridization of the px,y states
with the wetting-layer states sAdawi et al., 2003d. With
stacked InAs dot layers, a voltage-controllable multi-
wavelength response ranging from 5.5 to 10.9 mm has
been established sYe et al., 2002d. For such structures,
peak detectivities at T=77 K of D*=5.8
3109 cmÎHz W−1 at 5.9 mm have been achieved.

It was realized long ago that the quasi-zero-
dimensional density of states in self-organized quantum
dots embedded in a larger band-gap matrix offers low
threshold current densities for lasing. Furthermore a low
temperature dependence of this threshold current den-
sity has been demonstrated and, most importantly, with
InAs islands instead of GaInAs quantum wells longer-
wavelength lasers can be obtained. With these dot lasers
GaAs technology might have the potential to replace
InP-based lasers for wavelengths around 1.3 mm and
possibly even up to 1.55 mm. At operating temperatures
up to 80°C, these lasers seem to outperform commercial
InP-based quantum well lasers. For such operating

temperatures a characteristic temperature To of about
220 K over the temperature range from 0 to 81°C was
achieved by p-type modulation doping of the dots
sShchekin and Deppe, 2002d. For the 1.3 mm lasers, two
approaches are used for the growth of the islands: sid one
is based on atomic layer epitaxy which results in large
uniform InAs islands of comparatively low density; siid
the second one uses conventional molecular beam epi-
taxy, but the InAs dots are either buried with InGaAs
prior to GaAs capping, or the islands are embedded in
GaInAs or GaInAlAs quantum wells sLedentsov et al.,
2002, Maximov, 2003d, so-called dot in a well sDWELLd
structures. The reasons for the long-wavelength emis-
sion are the reduced dot strain, the reduced confinement
and the increased dot size as compared to dots embed-
ded directly in GaAs. Recently, Liu et al. s2004d reported
a further substantially improved performance of 1.3 mm
multilayer quantum dot lasers by suppressing threading
dislocation formation through the growth of a high tem-
perature GaAs space layer. A three–dot-layer DWELL
structure exhibits a minimum threshold current density
of 13A/cm−2, a room temperature value of 33A/cm−2

with emission at 1.31 mm and operation up to 105°C. A
further promising approach was reported by Sellers et al.
s2003d, who showed that incorporation of a thin AlInAs
layer after the deposition of the InAs islands leads to the
improvement of the island homogeneity and to photo-
emission at longer wavelengths, due to reduced In seg-
regation and intermixing. Furthermore, the increased
confinement potential for the electronic states is benefi-
cial for laser operation.

Beside the wavelength range up to 1.55 mm, InAs
quantum dot lasers also have a large potential for high-
power operation s6-W cwd at shorter wavelengths in be-
tween 1.1 and 1.2 mm sRibbat et al., 2003d. Vertical-
cavity surface-emitting lasers have been reported by
several groups, e.g., Chen et al. s2002d and Ledentsov et
al. s2002d. Threshold currents below 2 mA, operation
voltages below 2 V, and sufficiently high differential
gain were reported to make such structures suitable for
devices operating at 1.3 mm.

A review of InP-based quantum dot lasers by Schmidt
et al. can be found in Grundmann s2002d. Such lasers
consist typically of three stacked InP dot layers sepa-
rated by about 4 nm GaInP, and typical threshold cur-
rents at room temperature are around 2.3 kA/cm2 with
T0=42 K.

Another interesting development is the use of AlInAs
quantum dots in GaAs/AlAs cascade laser structures
sUlbrich et al., 2003d. Such structures are expected to
have better performance than 2D quantum well cas-
cades due to suppressed nonradiative relaxation as well
as surface normal emission.

B. New concepts

Developments and proposals in several new areas de-
serve mention here.
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• Positioning of islands. For device applications, uni-
form islands are required. One way to achieve this
goal is the growth of regular arrays by a combination
of lithography and self-assembly ssee Sec. II.Cd. With
the same philosophy a controlled positioning of is-
lands is also possible. This could make new devices
feasible that rely on nanostructures with highly pre-
dictable and reproducible properties, for instance,
concepts for the realization of qbits as suggested by
Friesen et al. s2003d. A completely different approach
to ordering quantum dots has been suggested by Lee
et al. s2002d. These authors align ZnS nanocrystals on
a genetically engineered M13 bacteriophage-based
liquid-crystal system. The bacteriophage were se-
lected to have a specific recognition moiety for ZnS,
and when coupled with a ZnS solution precursor,
they spontaneously evolve into an ordered material.
The authors see a potential of their method for or-
dering and aligning different types of inorganic ma-
terials in 3D layered structures.

Hennessy et al. s2003d have recently embedded
InAs quantum dots within a single hole defect of a
square-lattice photonic crystal microcavity with an
extremely high quality factor sQ<4000d. Such struc-
tures are candidates for achieving both spectral and
spatial coupling of a single quantum dot to a cavity
mode for quantum electrodynamic phenomena.

• Dot-FET’s. The possibility of achieving laterally or-
dered islands and of modifying the band structure in
a capping layer through the strain fields of buried
dots has led to the concept of the Dot-FET, a dot-
based field-effect transistor on Si sSchmidt and
Eberl, 2001d. The misfit strains in n-doped Si above
buried Ge islands lower the energy of the D2 valleys,
which have a small effective transport mass, and thus
significantly enhance both the electron mobility and
the maximum device frequency. The necessary
complementary p channel is realized with strained
Ge in the self-assembled and properly modulation-
doped islands themselves.

• Thermoelectric devices. Harman et al. s2002d have
found that PbSeTe quantum dots embedded in PbTe
barriers in a superlattice with about 8000 periods
have excellent thermoelectric figures of merit up to
about ZT=2 at room temperature. This material
combination yields a large increase in the thermo-
electric Seebeck coefficient and of ZT with respect to
both n- and p-type PbTe, which is attributed to a
lowering of the lattice thermal conductivity, caused
by the huge number of interfaces and by carrier con-
finement in the quantum dots, which increases the
power factor sKoga et al., 1999d. IV-VI compounds
are advantageous because, even at high carrier con-
centrations, the mobilities and hence the electrical
conductivities are high. According to Harman et al.
s2002d, a further increase of ZT up to values of 3
seems feasible if instead of PbSeTe islands a quater-
nary system PbSnSeTe is used, with lower band gap

and even further reduced thermal conductivity. With
a PbSeTe/PbTe quantum dot superlattice test de-
vice, cooling to about 44 K below room temperature
has been achieved.

• Entangling of quantum states. At present, much work
is being performed on optical investigations of single
dots, in particular on InAs dots, as well as on
coupled dots, as a first step towards solid-state-based
quantum communication and computing. Coherent
nonlinear spectroscopy on single quantum dots has
provided a wealth of information on dephasing and
energy relaxation times sGuenther et al., 2002d. Com-
bined with the possibility of precisely arranging is-
lands, this opens the possibility for studying critical
coupling effects between dots sBayer et al., 2001d.
Coherent optical control of a two-exciton state in a
single GaAs island was reported by Li, Wu, et al.
s2002d.

• Magnetic nanostructures. A detailed knowledge of
magnetic interactions in nanostructures is considered
essential both for fundamental physics and for fur-
ther development of magnetic storage devices fsee,
for instance, Kortright et al. s1999dg. In addition, the
advent of spintronics, or spin-based electronics, as a
vision for future devices has also increased interest in
magnetic semiconductor nanostructures sWolf et al.,
2001d.

It is well known that 2D systems like epitaxial layers
and multilayers exhibit magnetic properties different
from those of bulk materials. The study of magnetic sys-
tems with one and zero dimensions is challenging, be-
cause with reduced dimensions fluctuations become
relatively more important, and thus magnetic ordering
tends to decrease sGambardella et al., 2002d. Neverthe-
less, for Co deposited on a vicinal Pts997d surface, Gam-
bardella et al., 2002 observed ferromagnetism for high-
density parallel monoatomic chains of Co, and evidence
found for long-range ordering at T=10 K, i.e., below the
threshold temperature. The magnetic properties were
studied by x-ray magnetic circular dichroism at energies
corresponding to the Co L2,3 absorption edges, in order
to increase the sensitivity. The difference between two
absorption spectra for left and right circularly polarized
radiation characterizes the dichroism. The amplitude of
the dichroic signal is a measure of the magnetization of
the wire array. Using x-ray absorption and x-ray mag-
netic circular dichroism, Gambardella et al. s2003d suc-
ceeded in observing the magnetic anisotropy of isolated
Co atoms on Pts111d surfaces. This anisotropy is due to a
symmetry reduction at the ordered Pt surface. Further-
more, Co nanoparticles up to 40 atoms each were as-
sembled on the Pt surface, and studies of their magnetic
anisotropy energy per Co atom revealed a strong de-
crease with average nanoparticle size.

In addition to magnetic absorption experiments, mag-
netic x-ray scattering can be performed. Using this
method, the magnetic roughness as opposed to the usual
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structural roughness can be observed ssee MacKay et al.,
1996; Stepanov and Sinha, 2000d.

Metallic nanostructures are already being used in de-
vices. The giant magnetoresistance observed in artificial
thin-film materials with alternating ferromagnetic and
nonmagnetic layers has found widespread applications
in magnetic hard drives. Using spin-polarized STM, it
has been possible to study the spin structure in the vor-
tex cores of Fe islands saverage height about 8–9 nmd
deposited on single crystalline tungsten substrates
sWachowiak et al., 2002d.

Nanostructures based on magnetic semiconductors
are so far of less impact. Chye et al. s2002d recently dem-
onstrated spin injection from a GaMnAs layer into InAs
islands. An estimated spin-injection efficiency of 70%
was reported by Seufert et al. s2004d, who used a
BeMnZnSe spin aligner to inject into CdSe islands.

A different approach to tunable magnetic nanostruc-
tures is the use of colloidal crystals, which consist of
crystalline inorganic cores coordinated by organic
monolayers. 3D binary superlattices with tunable dis-
tance and tunable size of the magnetic nanocrystals sCo
and Fe compoundsd were synthesized by Murray et al.
s2001d and Redl et al. s2003d.

• Semiconductor nanowires Recently, high-quality
semiconductor nanowires have been grown on pre-
patterned substrates through a vapor-liquid-solid
growth mode sOhlsson et al., 2001d. Using prefabri-
cated catalytic nanoparticles, e.g., size-selected gold
aerosol particles, this group grew 2D arrays of verti-
cally oriented nanowires of various materials sSi/Ge,
InAs/InP, etc.d epitaxially. The wires can be fabri-
cated by chemical-beam epitaxy, by OMCVD, and by
solid-source MBE. Altering the chemical composi-
tion along the wires allows one to realize zero-
dimensional structures, i.e., quantum dots, which are
contacted by quantum wires sBjörk et al., 2002;
Gudiksen et al., 2002; Samuelson, 2003d. Typical wire
diameters of between 8 and 100 nm were reported.
Due to their comparatively small diameter, wire het-
erostructures can undergo lateral relaxation. The
nanowires and embedded central nanodots allow for
the study of quantum confinement phenomena, for
Coulomb-blockade studies, for single-electron tran-
sistors, and for single-photon sources. Whereas the
natural accumulation layer on InAs does not require
additional protection, for some materials such as
GaAs the core has to be embedded in a proper shell
material sLauhon et al., 2002d. With 2D arrays of
nanowires, photonic crystals can be fabricated in a
bottom-up procedure.

VII. OUTLOOK AND PROSPECTS

Considerable progress has been achieved in the past
decade in the refinement of fabrication methods for self-
assembled nanostructures. This imposes the need for a
further improvement in characterization methods. In
particular, the composition distribution within nano-

structures has to be measured precisely in all three di-
mensions. Whereas several techniques have been used
to determine the vertical composition gradients within
islands, precise information on lateral composition gra-
dients is still largely lacking. Results have been obtained
from TEM and STM, but they are not sufficient to reli-
ably establish the 3D distribution of chemical composi-
tion in a nanostructure. X-ray diffraction suffers in this
respect from the fact that it investigates the statistical
average over many islands, which smears out the fine
details of the composition and strain distribution.

Nevertheless, x-ray scattering techniques have gained
importance due to the abilities offered by third-
generation synchrotron sources. For the determination
of lateral composition gradients, measurements with
high real space resolution have been suggested sDi-
Fonzo et al., 2000d. X-ray beams focused to less than
100-nm spot sizes will be required. Such submicron fo-
cussing instrumentation is currently being developed at
synchrotron radiation sources, which offer the required
brightness for such experiments. In addition, the tunabil-
ity of photon energies is advantageous, as anomalous
scattering can be exploited to enhance contrast.

With small beams, it is also possible to illuminate
small parts of a sample coherently. Advances in compu-
tational methods have made it possible to invert corre-
sponding diffraction patterns uniquely to a real-space
image sMiao et al., 1999; Robinson et al., 2001; Williams
et al., 2003d. Vartanyants and Robinson s2003d have sug-
gested instead of illuminating one particular nanostruc-
ture, rather illuminating coherently a finite array of
quantum dots. For successful reconstruction the diffrac-
tion pattern has to be oversampled in a sufficiently large
reciprocal-space range DQ.2p /L, where L denotes the
average island size. Vartanyants and Robinson s2003d
have recently developed an algorithm which they deem
to be capable of reconstructing not only the shape, but
also the strain profile, exploiting the asymmetry of dif-
fraction patterns.

With MBE or chemical vapor deposition growth
chambers attached to dedicated beam lines at synchro-
tron sources sJenichen et al., 2003d, new insight into the
dynamics of growth phenomena can be obtained.
Renaud et al. s2003d have achieved in situ monitoring of
the evolving nanoparticle size and shape for the growth
of Pd islands on MgO, and Co nanodots on Aus111d
surfaces. Reciprocal-space maps were recorded in
GISAXS geometry with a two-dimensional charge-
coupled device detector, enabling the collection of data
for one map in a few tenths down to hundredths of a
second. This technique makes real-time measurements
for growth or annealing studies possible. As GISAXS
yields information on buried interfaces as well, this tech-
nique is also well suited to monitor size and shape
changes during capping. The potential of time-resolved
in situ surface x-ray diffraction studies has been demon-
strated by Kaganer et al. s2003d, who observed the coars-
ening kinetics of bs234d reconstruction domains on
GaAss001d surfaces.

The studies described above show that, with self-
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organized semiconductor nanostructures, impressive ad-
vances have been achieved on the concepts of carrier
confinement. It also had become clear that further con-
trol of the formation and addressing of nanostructures is
required. This goal will be difficult to achieve using self-
organization alone, but a combination with other tech-
niques may be successful. We believe that three routes
are most promising: sid a combination with rather con-
ventional lithography will allow for controlled position-
ing of nanostructures without losing their inherent ad-
vantages; siid seeded growth with catalytic nanoparticles
will allow for structures significantly smaller than
Stranski-Krastanow islands; siiid combining self-
assembly with the techniques of organic and biochemis-
try, the controlled fabrication of extremely small struc-
tures sfew nm in all three dimensionsd and their selective
addressing seems feasible.

Note added in proof

After finishing this manuscript two reviews appeared:
sid Skolnick, M.S. and D.J. Mowbray, 2004, on funda-
mental physics and device applications of self-assembled
semiconductor quantum dots, focusing on optical prop-
erties of InGaAs quantum dots and on quantum dot la-
sers and detectors; siid Schmidbauer, M., 2004, which re-
views x-ray diffuse scattering from self-organized
mesoscopic semiconductor structures.
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