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During the past five decades, the development of accelerator science and technology sustained
exponential growth in the energy and intensity of proton beams. Combined with an increasing
repetition rate, the use of high-powered proton beams has extended from nuclear and high-energy
physics to modern applications, including spallation-neutron production, kaon factories, nuclear
transmutation, neutrino-factory drivers, and, in future, energy amplification and muon-collider
drivers. This paper surveys the design and operational experience of existing and proposed proton
facilities, summarizes physical and engineering issues limiting the efficiency of high-intensity
synchrotrons and accumulators, reviews beam-dynamics topics pertaining to high-intensity
performance, and discusses future applications and outlook.
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FIG. 1. (Color in online edition) Evolution of proton-beam
intensity (particles per pulse) in some synchrotrons and accu-
mulators (Sec. I). The parentheses indicate repetition rate in
Hz.

magnetic field that is vertically focusing and by natural
centrifugal forces, which provide radial stability. Modern
synchrotrons use alternating-gradient quadrupole mag-
nets to ensure strong focusing in both transverse direc-
tions (Christofilos, 1950; Courant et al., 1952).

During the five decades since the invention of the syn-
chrotron and the discovery of the principle of
alternating-gradient focusing, the development of accel-
erator science and technology has sustained exponential
growth in the energy and intensity of the proton beam.
Similar to the “Livingston chart” that records the energy
evolution achieved with accelerators at the high-energy
frontier (Livingston and Blewett, 1962; Chao and Tigner,
1998), Fig. 1 shows the intensity evolution attained with
accelerators at the high-intensity frontier. With the in-
creasing repetition rate of the acceleration cycle, the use
of high-powered proton beams has extended from
nuclear and high-energy physics to modern applications,
including spallation-neutron production, kaon factories,
nuclear transmutation, neutrino-factory drivers, and, in
future, to energy amplification and muon-collider driv-
ers.

Several factors have facilitated the use of synchro-
trons and accumulators for high-intensity beams. One is
the development of intense, high-duty-factor, low-
emittance sources of H™ and H* ions (Hiskes et al.,
1976; Allan and Wong, 1978; Leung, 1998). H™ beams,
stripped of their electrons upon injection into the syn-
chrotron, allow protons to accumulate, thereby increas-
ing the beam’s intensity up to several thousand fold in
the synchrotron ring. A second factor is the invention of
the radio-frequency quadrupole (RFQ) linear accelera-
tor, replacing the Cockcroft-Walton accelerator as the
preaccelerator. The RFQ combines focusing and accel-
eration while preserving emittance at a low energy
where repulsive intraparticle space-charge forces tend to
cause filamentation and dilution of the phase space
(Kapchinskii and Teplyakov, 1970). A third factor is the
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FIG. 2. (Color in online edition) Evolution of proton-beam
intensity (particles per pulse) in the Alternating Gradient Syn-
chrotron at the Brookhaven National Laboratory (Sec. I). Fig-
ure courtesy T. Roser.

development of linear-accelerator technology. One ex-
ample is the use of permanent magnet quadrupoles that
reduce the dimension of drift-tube accelerators, thereby
increasing the accelerating gradient and efficiency. An-
other example is the advent of superconducting technol-
ogy for accelerating cavities, which lowers operational
costs while increasing the machine’s reliability (Bardeen,
Cooper, and Schrieffer, 1957; Proch, 1998).

To illustrate the continuous effort towards attaining
high-intensity beams, Fig. 2 shows the evolution of pro-
ton intensity in the Alternating Gradient Synchrotron at
the Brookhaven National Laboratory (Sluyters, 1990;
Roser, 2001). A major increase in intensity was achieved
when (1) the injection energy was increased by upgrad-
ing the linear accelerator (linac) from 50 to 200 MeV; (2)
H™ injection replaced proton injection; (3) the AGS
booster was constructed to raise the injection energy to
1.9 GeV; (4) up to six booster pulses were transferred to
a single AGS pulse; (5) upgrades were made to increase
the linac’s current, the ring acceleration rate, and the
repetition rate; (6) nonlinear resonances were corrected
in the booster; and, (7) feedback systems and dilution
cavities were installed to suppress instabilities (Prelec,
1989; Weng, 1990; Alessi and Prelec, 1991).

Traditionally, protons are preaccelerated by linear ac-
celerators (linacs) at low energies to accommodate large
variations in velocity and frequency and to overcome
space-charge effects. At higher energies protons are ac-
celerated by circular accelerators (rings). In high-
intensity proton applications, the ring also accumulates
the beam until it attains a high peak intensity with a
pulsed time structure. Particles accelerated in the ring
encounter resonances and instabilities that limit the
beam’s intensity and power. An accumulator is a simpli-
fied synchrotron with neither particle acceleration nor
magnet ramping. Thus it shortens the time that the
beam spends in the ring, eliminates variations in the
beam’s orbit caused by mismatches in synchronization,
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FIG. 3. (Color in online edition) Beam energy, current, and
power of some of the world’s high-intensity proton synchro-
trons (Sec. V). Beam power in existing high-intensity rings is
near 0.1 MW. Beam power designed for new-generation facili-
ties is near 1 MW.

avoids reductions in the stable longitudinal phase-space
area during acceleration, and lowers the power needed
for the magnet system. Depending on the application, a
high-intensity accelerator facility usually consists of ei-
ther a full-energy linac followed by an accumulator ring
(AR) or a partial-energy linac followed by rapid-cycling
synchrotrons (RCS’), both starting with an intense ion
source and connected by transport lines. If ultrahigh
beam power is needed at relatively low energy with no
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restrictions on the beam’s time structure, then the beam
must be accelerated by a linear accelerator only.

Figure 3 shows the beam energy, current, and power
of some of the world’s high-intensity proton synchro-
trons. At present, two major high-intensity proton facili-
ties are under construction: the Spallation Neutron
Source (SNS) in the United States, and the Japan Pro-
ton Accelerator Research Complex (J-PARC) in Japan.
The SNS accelerator complex is based on the concept of
an AR. As shown in Fig. 4, it consists of an H™ ion
source, an RFQ, a drift-tube linac, a coupled-cavity
linac, a superconducting rf linac, and an accumulator
ring along with their transport lines. The J-PARC accel-
erator complex is based on the concept of RCS’s; it con-
sists of a 400-MeV linac, a 3-GeV synchrotron, and a
50-GeV synchrotron along with their transport lines
(Fig. 5). The proposed European Spallation Source fa-
cility (ESS) uses two vertically stacked accumulator
rings to achieve a combined 5-MW beam power (Fig. 6).

This paper summarizes the development of synchro-
trons and accumulators for high-intensity protons, em-
phasizing experiences gained in recent years, current is-
sues in their design and operation, and the outlook for
the future. Section II outlines the design philosophy of
modern proton synchrotrons and accumulators. Section
IIT discusses physical and technical issues in lattice de-
sign, acceptance choice, beam collimation and cleaning,
beam injection, ramping and transition crossing, beam
extraction, magnet and correction systems, transport
lines, and diagnostics. Topics in beam dynamics pertain-
ing to high-intensity performance are reviewed in Sec.
IV, including tune spread and resonances, beam-loss
mechanisms, space charge, halo development, imped-
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FIG. 4. (Color) Layout of the Spallation Neutron Source. The SNS accelerator complex consists of an H™ ion source, an RFQ, a
drift-tube linac, a coupled-cavity linac, a superconducting rf linac, and an accumulator ring, along with their transport lines. The
construction began in 1999 (Sec. I). Figure courtesy SNS Project.
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ance and instabilities, electron-cloud effects, and intra-
beam scattering. A short survey is given of computer
simulation codes used in studying beam dynamics. Sec-
tion V describes high-intensity applications, as well as
accelerator projects, both planned and under construc-
tion. The author’s conclusions are given in Sec. VI. Note
that many of the citations are not to seminal sources, but
rather drawn from the author’s immediate personal ex-
perience. SI (System International, MKSA) units are
used throughout this article.

Il. LOW-LOSS DESIGN PHILOSOPHY

The primary concern in designing high-intensity pro-
ton facilities is that radioactivation caused by uncon-
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FIG. 5. (Color in online edi-
tion) Schematic layout of the
J-PARC Project. The J-PARC
accelerator complex consists of
a 400-MeV linac, a 3-GeV syn-
chrotron, and a 50-GeV syn-
chrotron, along with their trans-
port lines. The construction
began in 2001 (Sec. I). Figure
courtesy J-PARC Project.

trolled beam loss can limit a machine’s availability and
maintainability. Based on past operational experience,
hands-on maintenance (1-2 mSv/h or 100—200 mrem/h
at 30 cm from the surface, 4 h after shutdown) demands
an average uncontrolled beam loss not exceeding about
one watt of beam power per tunnel meter (Wangler,
1998; Mokhov and Chou, 1999). For example, for a ring
of 200-m circumference handling a 2-MW beam power,
this corresponds to a fractional uncontrolled beam loss
of 107%.

Existing proton synchrotrons have beam losses as high
as several tens of percent, mostly occurring when the
beam is injected, during its initial capture by the accel-
erating system, at the start of acceleration ramping, and
at the time of transition-energy crossing when the mo-

RF Straights

FIG. 6. Schematic layout of the proposed European Spallation Source ring. The ESS accelerator complex consists of two H™ ion
sources, a 1.334-GeV linac, and two accumulator rings, along with their transport lines. The rings are vertically stacked to achieve
a combined 5-MW beam power (Sec. I). Figure courtesy ESS Council.
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tion of longitudinal particles is nonadiabatic. Losses also
take place through the development of instabilities in
either the transverse or longitudinal motion of the par-
ticles. Thus far, the lowest fractional beam loss attained
was about 3X1073, achieved at a beam intensity of
about 5% 10" protons per pulse at the Proton Storage
Ring (PSR) accumulator at the Los Alamos National
Laboratory (Macek, 1999; Plum et al., 1999). Uncon-
trolled beam losses usually are attributed to (1) a high
space-charge tune shift (0.25 or larger) at injection, re-
sulting in resonance crossing; (2) limited geometric and
momentum acceptance; (3) premature H™ and H° strip-
ping and injection-foil scattering; (4) large errors in the
magnetic field and alignment, and dipole-quadrupole
tracking errors during acceleration ramping; (5) insta-
bilities (e.g., head-tail instability, coupled-bunch instabil-
ity, negative mass and microwave instability, electron-
cloud instability); (6) accidental beam loss (such as
malfunction of the ion source and linac or misfiring of
the extraction kickers); and (7) beam-halo loss during
fast extraction.

A low-loss design or upgrade attempts to rectify these
problems. The following lists some examples:

(1) The beam is “painted” in the transverse phase space
to keep the space-charge tune shift low (below 0.15),
and “painted” in the longitudinal phase space to re-
duce the peak current and to damp instabilities (Sec.
111.C.4).

(2) A large transverse aperture is designed to contain
not only the circulating beam but also the beam halo
at the cost of increased magnet size and power sup-
plies, and a large longitudinal acceptance is realized
to contain the beam momentum’s halo and tail by
optimizing the lattice’s chromatic properties and by
using multiharmonic rf systems with large voltages
(Secs. III.A and IIL.A.6).

(3) The beam’s orbit in the injection region is pro-
grammed to avoid hitting the foil excessively, and
the magnetic fields at injection are designed to pre-
vent premature stripping of H™ and H® (Sec. I11.C).

(4) A moderate main magnet field avoids saturation ef-
fects, and shimmed pole tip in both the dipole and
quadrupole magnets help compensate for the effects
of fringe fields (Sec. II1.G).

(5) To avoid instabilities in the particles’ motion, efforts
are made to reduce the coupling impedance caused
by the beam environment: vacuum-pipe steps are ta-
pered; the connecting bellows, vacuum ports, and
instrumentation ports are shielded; and, the inner
surface of the vacuum chamber is coated with mate-
rial having a low secondary emission rate of elec-
trons to limit the production of an electron cloud
(Secs. IV.C.2, IV.C.3, and IV.D).

(6) The preinjection transport is designed with beam-
collimation systems to prevent accidental malfunc-
tion of the ion source and linac, and redundancy is
built into the extraction system to prevent beam loss
upon the accidental misfiring of the extraction kick-
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ers (Sec. IILLF). Subsequent sections will discuss
these design and upgrade issues in detail.

In addition to these measures to minimize beam
losses, modern accelerator facilities are designed to lo-
calize beam loss to specific shielded regions and are
equipped with cleaning and collection capabilities. With
a large transverse and momentum aperture, multistage
collimation and momentum cleaning can be incorpo-
rated. A clean gap between subsequent beam bunches,
key to a low-loss beam extraction, is ensured by multi-
stage beam cleaning that includes multistep chopping at
low energies and beam-in-gap sweeping with collimator
collection at the top energy.

Flexibility and reliability are important aspects that
must be addressed early in the design stage. For ex-
ample, both synchrotrons and accumulators are de-
signed with electromagnets to accommodate variations
in the beam’s injection energy; separate dipole and
quadrupole magnets are preferred, instead of combined-
function magnets, to allow independent orbit steering
and focusing adjustment; multifamily power supplies are
employed for quadrupole magnets, permitting wide ad-
justment of the tunes of the transverse motion; program-
mable orbit bumps are designed to realize different par-
ticle distributions via painting; beam scraping and
collimation systems are contrived to adjust for the
change in beam tail and halo; and, finally, engineering
design considers redundancy, radiation resistance, “ac-
tive maintenance” capability (e.g., use of quick-release
flanges, quick-release water fittings, movable shielding,
kinematic mounts for prealignment of machine compo-
nents, and miniature fiber-optic cameras for viewing
vacuum-component damage in a machine maintenance
period), and “hot” spares (spare devices that can be
used without reinstallation), especially for areas of high
radiation and activation.

Ill. ACCELERATOR SYSTEM: DESIGN AND TECHNICAL
ISSUES

Synchrotrons and accumulators may be divided into
various systems according to their beam-handling func-
tions: injection, capture and acceleration, extraction, col-
limation, and transport. These systems are integrated by
the “lattice” magnets, usually symmetrically arranged to
alleviate the lower-order resonances.

Figure 7 illustrates the layout of the Spallation Neu-
tron Source accumulator—a typical ring for high-
intensity applications (Wei, Abell, et al., 2000). Along
the 248-m machine’s circumference, the guiding dipole
and focusing quadrupole magnets are arranged to form
a fourfold symmetric lattice. The four straight sections
are designed, in turn, for injection, collimation, the
radio-frequency (rf) system, and extraction. Beam diag-
nostics and correction systems are distributed along the
machine. The transport lines connect the accumulator
ring with the injecting linac and the target for neutron-
spallation experiments and applications.
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Most of the contents in this section apply to both syn-
chrotrons and accumulators. Exceptions are subsections
on ramping and transition crossing that apply only to
synchrotrons where the beam is accelerated.

A. Lattice

1. Layout and function

The backbone of a synchrotron is its lattice, the peri-
odic magnetic structure encountered by the circulating
beam. Lattices of high periodicity are preferred to re-
duce the impact of lower-order resonances on the trans-
verse motion of particles excited by magnetic imperfec-
tions. On the other hand, for a ring of moderate
circumference (typically several hundred meters), high-
periodicity lattices also imply a lack of long, uninter-
rupted straight sections to accommodate dedicated func-
tions. As a compromise, modern synchrotrons for high-
intensity protons often have a lattice periodicity from 2
to 4.

The machine’s circumference largely is determined by
the space required to accommodate injection, collima-
tion, rf, extraction, diagnostics, and possible upgrades. A
large circumference also entails fewer injection turns, re-
duced foil scattering for H™ injection, and a lower par-
ticle density for better beam stability. The details of the
lattice design are directly linked to the choice of injec-
tion, cleaning, and extraction schemes, to be discussed in
Secs. II1.C, 1I1.B, and IIL.E.

The traditional choice is the focusing-drift-defocusing-
drift (FODO) structure and its variations. FODO struc-
tures require modest quadrupole gradients, and the al-
ternating amplitudes of the transverse beam easily
accommodate magnetic-correction systems acting selec-
tively on the two transverse directions. A FODO lattice
also is relatively insensitive to errors in quadrupole tun-
ing. Figure 8 shows one superperiod of the J-PARC
3-GeV synchrotron consisting of FODO structures
(Machida, 1999; J-PARC, 2002). The lattice superperi-
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FIG. 7. (Color in online edition) Schematic
layout of the Spallation Neutron Source
(SNS) accumulator ring. The ring circumfer-
ence is 248 m. The four straight sections are
designed for injection, collimation, the rf sys-
tem, and extraction (Sec. II).

odicity is 3. The split quadrupole creates a high-
dispersion drift section for scraping the momentum halo
and for chromatic adjustments.

A lattice consisting of doublets/triplets has the advan-
tage of encompassing long, uninterrupted straight sec-
tions for flexible injection and optimal collimation. Syn-
chrotrons of this structure also have vacuum chambers
with fewer segments and joints (Boardman, 1982; ESS,
2002). Figure 9 shows one superperiod of the European
Spallation Source’s (ESS’) accumulator ring consisting
of triplet structures. The lattice superperiodicity is 3
(ESS, 2002).

The Spallation Neutron Source’s accumulator ring
adopts a hybrid structure with FODO arcs and doublet
straights. It combines the FODO structure’s robustness
and ease of correction with the flexibility of the doublet
structure’s long drift (12.5 m; Wei, Abell, et al., 2000).
The arcs and straights are optically matched to ensure
maximum transverse acceptance. Each dipole is cen-
tered between two quadrupoles to maximize the vertical
acceptance of the dipoles. Figure 10 shows one superpe-
riod of the SNS ring consisting of the hybrid structure.
The lattice superperiodicity is 4 (Wei, Abell, et al., 2000).

2. FODO arc

The commonest arc section is a separated-function
FODO structure. The minimum cell length L, usually is
determined by the drift space needed to accommodate
the magnets (dipole, quadrupole, sextupole, and correc-
tors) and the services and instruments (vacuum ports,
bellows, joints, and beam-position monitors). The bend-
ing angle ¢. per FODO cell usually is determined by
the ring’s geometry and is often a compromise between
the minimum number of arc cells and the maximum tol-
erable dispersion. As a design guideline, a low 8, gen-
erally is preferred to maximize betatron acceptance, a
low dispersion to maximize momentum acceptance, and
alow B/ ratio to reduce the possibility of generating
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FIG. 8. J-PARC Project 3-GeV
ring lattice superperiod of
FODO structure. The lattice
periodicity is 3. The split quad-
rupole creates a high-dispersion
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drift for momentum halo scrap-
ing and chromatic adjustment.
Along the indicated beam line
are dipoles (centered square
boxes), focusing quadrupoles
(upper bars), and defocusing
quadrupoles (lower bars) (Sec.
III.A.1). Figure courtesy S.
Machida.

a beam halo (Wei, Fedotov, and Papaphilippou, 2001).
In the thin-lens approximation, these quantities are ex-
pressed as

4 1+sin&
ﬂ_—Z (1)
L, sing, ’
I 1+sin&
B_L_—Z 2)
AL l—sin&,
2
I
D+ ¢C(1+§sm7 5
L 4sin2& '
2

Figures 11 and 12 show their dependence on the phase
advance per cell, u.. The maximum g function (8, /L)
reaches a minimum at u./27=0.21. Typically, a phase
advance (u./27) between 0.16 and 0.25 (60°—-90° per
cell) is selected.

3. Dispersion suppressor

Dispersion-free regions often are created to simplify
beam injection, extraction, rf acceleration, and trans-
verse collimation. In such regions, the particles’ horizon-
tal and longitudinal motions are decoupled. The goal of
suppressing dispersion is to eliminate dispersion in the
straight section without affecting the lattice functions in
the arc section.

Dispersion in the straight section can be suppressed
either by judiciously choosing the horizontal phase ad-
vance in the arc or by dedicated dispersion-suppression
insertions. By simply making the total horizontal-phase
advance across each arc an integer multiple of 2, dis-
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persion outside the arc becomes zero. The advantage of
this scheme is that the arc is compact and does not con-
tain any dispersive half-cells. Its disadvantage is that the
peak dispersion in the arc is higher than the matched
value (Fig. 10).

Common methods of suppressing dispersion using a
dedicated insertion are the so-called half-field scheme
and its variations. By halving the bending strength, a
forced dispersion oscillation is launched around half of
the matched value. For a FODO arc structure of hori-
zontal phase advance u,. per cell, dispersion can be sup-
pressed by @/, FODO cells. If the phase advance per
FODO cell in the arc is u.= /2, then two FODO cells
are needed (Fig. 13). A half-field kick can be realized
either by using half-field dipole magnets for bending or
by simply omitting the dipole magnet in one of the two
FODO half cells. The latter arrangement maximizes the
usable dispersion-free drift space and avoids the need
for different types of dipole magnets in the arc (Cho
et al., 1996).

4. Transition-energy manipulation

With high-intensity synchrotrons, an important issue is
to avoid crossing transition during acceleration (Wei,
1990; Sec. I11.D.3). A typical approach is to manipulate
the lattice to achieve a small or negative momentum
compaction «, by either enhancing a higher-order Fou-
rier component of the momentum compaction (the har-
monic approach) or introducing bends in a negative-
dispersion region (the modular approach Courant, and
Snyder, 1958; Teng, 1972; Gupta et al., 1985; Trbojevic
et al., 1990; Courant et al., 1991). In designing some pro-
ton drivers for neutrino factories and muon colliders, a
short bunch length can be realized by operating near
transition. Then, control of nonlinear momentum com-
paction (e.g., ay) is extremely important.
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The five rings of the proposed KAON factory were all
designed with their transition energies far above the op-
erating range of the machines (KAON, 1990). In each
ring, the horizontal tune chosen was just below the num-
ber of lattice superperiods (Gupta et al., 1985). Problems
associated with this harmonic approach are the large dis-
persion oscillations and lack of dispersion-free sections.
Later, alternative lattices were proposed with the arcs
consisting of “supercells” containing the missing bend-
ing dipoles (Servranckx efal, 1989; Iliev and
Servranckx, 1993). Such a modular approach usually re-
quires many quadrupole magnet families. Figure 14
shows a supercell module containing three FODO cells
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60 70

with missing dipoles for the 50-GeV ring of the J-PARC
project (J-PARC, 2002).

5. Working point

The working point (v,,v,), i.e., the horizontal and
vertical tunes (or betatron tunes) of the synchrotron, is
chosen largely to avoid major linear and nonlinear reso-
nances (Sec. IV.A.7). The selection of the fractional part
of the tunes also affects the threshold of transverse in-
stability (Sec. IV.C.3). When the horizontal and vertical
motion are to be decoupled, a split-tune working point is
usually adopted, with the tunes differing by at least half
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FIG. 10. (Color in online edition) SNS ring lattice superperiod
of FODO/doublet structure. The lattice periodicity is 4. Along
the indicated beam line are dipoles (centered square boxes),
focusing quadrupoles (upper bars), and defocusing quadru-
poles (lower bars) (Sec. III.A.1). An alternative lattice is to
reverse the polarity of the quadrupoles, in which case the peak
dispersion is increased by about 10%.

a unit. At the design stage, it is most important to retain
a wide tuning range (one unit or more) in both direc-
tions for operational flexibility. Table I lists favorable
working points in some existing or designed synchro-
trons.

Transverse tunes are often dynamically varied during
the beam cycle in synchrotrons to optimize a ring’s per-
formance. Figure 15 shows the variation of the horizon-
tal and vertical tunes during the 10-ms cycle in the ISIS
synchrotron (Warsop, 1998). The cycle may be divided
into four regions where the tune values are adjusted
with trim quadrupole magnets to (1) compensate for the
natural chromaticity and the varying magnet field at in-
jection, (2) ramp up tunes to minimize effects of space-
charge depressions during beam capture, (3) reduce
tunes during the time from 2 to 4 ms after injection to

w
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FIG. 11. (Color in online edition) Dependence of maximum
amplitude and dispersion functions on the phase advance per
FODO cell (Sec. II1.A.2).
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FIG. 12. Dependence of maximum-to-minimum amplitude
function ratio on the phase advance per FODO cell (Sec.
II1.A.2).

avoid transverse resistive wall instability, and (4) lower
tunes to avoid coupling resonances at extraction. In the
J-PARC’s 3-GeV synchrotron, such dynamic tuning is
not planned. Instead, chromatic sextupoles will be used
to compensate for the natural chromaticity.

Dynamic tuning is usually not used in accumulators
due to the relatively short beam cycle. In the SNS accu-
mulator, drift spaces are reserved at symmetric locations
of the ring for future pulsed, trim quadrupoles and spe-
cial vacuum chambers.

6. Acceptance

Acceptance refers to the phase-space area within
which particles oscillate stably. A large acceptance is es-
sential to achieving a low-loss operation. Traditionally,
the transverse acceptance is designed to accommodate
(1) betatron oscillations; (2) the off-momentum closed
orbit due to dispersion; (3) design orbit bumps (injec-
tion, extraction, diagnostics); (4) closed-orbit deviation
due to dipole field errors, beam coupling impedance,
and coherent image charge effects; (5) the increase in
the beam’s amplitude function (B beating) due to quad-

Dispersion
suppressor

Arc Straight

FIG. 13. (Color in online edition) Schematic layout of half-
field dispersion suppressors when the betatron phase advance
per FODO cell is 7/2 (Sec. II1.A.3). Along the indicated beam
line are dipoles (centered square boxes), focusing quadrupoles
(upper bars), and defocusing quadrupoles (lower bars).
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B VB, (Vm)

FIG. 14. A supercell lattice
module containing three
FODO cells with missing di-

NNy (M)
|

poles for the J-PARC Project
50-GeV Ring arc section.
Along the indicated beam line
are dipoles (centered square
boxes), focusing quadrupoles
(upper bars), and defocusing
quadrupoles (lower bars) (Sec.
III.A.4). Figure courtesy S.

Machida.
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rupole gradient errors; (6) degradation in dynamic ac-
ceptance due to nonlinear field errors; and (7) possible
diffusion due to intrabeam scattering. Longitudinal ac-
ceptance is designed to accommodate (1) synchrotron
oscillation; (2) rf manipulation; and (3) possible diffu-
sion due to noise and intrabeam scattering (Bryant and
Johnsen, 1993; Edwards and Syphers, 1993; Wei, Fe-
dotov, and Papaphilippou, 2001). In recently designed

BMN
F
F
BMN
QDX
D

high-intensity synchrotrons, extra clearance is reserved
for multiturn beam-halo collimation and to prevent ac-
cidental beam loss due to malfunction of injection and
misfiring of the extraction kickers (Wei, Abell, et al.,
2000).

Figure 16 illustrates the transverse cross section of the
dipole section of an early proposed RCS version of the
SNS ring. (Compared with the present AR design, the

TABLE I. Examples of favorable working points in the transverse tune space for some existing and
designed rings for high-intensity operations (Sec. III.A.S).

Machine Superperiodicity Horizontal tune Vertical tune Proton per pulse
Operating:
AGS 12 8.8 8.9 7%x10"
AGS Booster 6 4.8 49 2.3x10"3
CERN’s PSB 16 4.28 5.56 13%x10"
CERN’s PS 10 6.25 6.30 3.2x108
CERN’s SPS 6 26.62 26.58 4.6x10"
FNAL’s Booster 24 6.7 6.8 3% 1012
FNALs MI 2 26.425 25.415 3x10"
IPNS 6 2.20 2.32 3.5X10"2
ISIS 10 431 3.83 2.5%1013
KEK’s PSB 8 2.17-2.10 2.30-2.40 2.4x10"2
KEK’s PS 4 7.14-7.16 5.24 8x 101
PSR 10 3.19 2.19 5x101
Ul1.5 12 3.92 3.75 5% 10!
u70 12 9.92 9.85 1.2x108
Designed:
ESS 3 4.19 431 2.3x 10"
J-PARC 3-GeV 3 6.72 6.35 8.3x 101
J-PARC 50-GeV 3 22.4 2225 3.3x10"
SNS 4 6.23 6.20 2x10M

Rev. Mod. Phys., Vol. 75, No. 4, October 2003
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FIG. 15. (Color in online edition) Variation of the transverse
tunes during the beam cycle in the ISIS synchrotron when the
beam is accelerated from 70 to 800 MeV in about 10 ms. The
beam current is 0.2 mA. The maximum incoherent tune de-
pression occurs at about 1 ms (Sec. ITI.A.5). Figure courtesy C.
M. Warsop.

physical dimension of the vacuum chamber is larger in
the RCS design due to the lower injection energy.) The
full (unnormalized) beam emittance at the end of injec-
tion painting is about 2607 um. The acceptance of the
vacuum pipe is above 5207 um for particles with mo-
mentum deviation Ap/py==*1% at all working tunes.
This acceptance allows particles scattered by the colli-
mators to return to them without becoming lost else-
where in the ring. In a dispersive region, the vacuum
chamber also accommodates a momentum acceptance
of Ap/pg=*2% for the 2607 um beam emittance. The
acceptances of the adjustable scraper and fixed collima-

520 wu m plus
5 mm clearance

Aplp=+/-2%
I beam 260 wu m \ I
top-bottom
wall 11 mm 168 mm 198 mm
0.15 mm
metal strip
|
I . I 4 mm -T
dipole pole baking clearance
side wall
fe—— 314mm —
20 mm

FIG. 16. (Color in online edition) Schematic drawing of the
ceramic vacuum-chamber cross secton in the dipole region
of the proposed RCS version of SNS (Sec. III.A.6). The hori-
zontal acceptance accommodates a momentum deviation
of Ap/pg==*2%. Beam is collimated between 3007 and
4007 pm in dispersion-free regions.
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FIG. 17. (Color in online edition) Schematics of the longitudi-
nal rf bucket admittance and accelerator momentum accep-
tance (Sec. III.A.6). The particles circulate in the phase space
counterclockwise below transition energy. Extra longitudinal
acceptance is reserved for momentum collimation using the
beam-in-gap cleaning system (Sec. IIL.B.1).

tors are set between 3007 and 4007 um in dispersion-
free regions. The difference in acceptance between the
collimators and the rest of the ring’s vacuum pipe en-
sures that collimation is highly efficient.

Figure 17 illustrates the longitudinal phase space of
the beam contained by an accelerating rf bucket. The
vacuum chamber has extra clearance to facilitate longi-
tudinal collimation and beam-in-gap cleaning (Sec.
II1.B). It also leaves room for future upgrades to the rf
system for faster ramping and for damping of instabili-
ties (Sec. IV.C).

B. Beam scraping and collimation

1. Scraping, collimation, and collection

The purpose of beam scraping, collimation, and col-
lection is to localize beam loss to controlled, shielded
areas, and thus to reduce uncontrolled radioactivity. The
H™ beam is usually cleaned with a stripping foil, and
then a magnetic field separates the stripped beam from
the original H™ beam. The proton beam generally is
cleaned with a two-stage system, wherein the primary
scraper scatters the beam and enhances its impact dis-
tance in the secondary collector, so achieving a high
cleaning efficiency (Teng, 1969).

For a new facility, the linac-to-ring transport fre-
quently is contrived to clean the incoming beam halo
from the linac, to mitigate the effects of source and linac
malfunction, and to reduce injection activation (Sec.
IIL.F). Transversely, scrapers are located with a chosen
phase-advance between them to clean the beam halo in
phase space (Bryant and Klein, 1992; Trenkler, 1992).
Longitudinally, an achromatic bend creates dispersion
for cleaning the momentum halo (Raparia et al., 1998;
ESS, 2002).
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FIG. 18. (Color in online edition) Schematics in normalized
phase space of a two-stage collimation with one primary
scraper and two secondary collimators located at chosen phase
advance (Sec. III.B.1).

The beam halo generated in the ring can be cleaned
both in the transverse and the longitudinal phase space
(Catalan-Lasheras, Lee, et al., 2001). For transverse col-
limation, scrapers and collimators are arranged in
dispersion-free regions. Optimization of the relative
phase advance and the acceptance of the primary
scraper and secondary collimators maximizes the effi-
ciency of collimation and minimizes beam loss on unpro-
tected elements (Bryant and Klein, 1992; Trenkler,
1992). Efficient collimation requires an adequate accep-
tance ratio between the scraper and collimators, and the
rest of the vacuum pipe (Fig. 18).

Longitudinal cleaning can be accomplished in the mo-
mentum and in the azimuthal phase space. The momen-
tum halo can be cleaned in several ways: (1) injecting in
a high-dispersion region and collecting at 180° phase ad-
vance downstream (ISIS, ESS), as shown in Fig. 19
(ESS, 2002); (2) scraping at a high-dispersion lattice lo-
cation (J-PARC) as shown in Fig. 20 (J-PARC, 2002);
and, (3) using a beam-in-gap kicker (SNS) (Witkover
et al., 1999; Catalan-Lasheras, Lee, et al., 2001; Cous-
ineau et al., 2001). The latter method requires an ad-
equate momentum clearance so that particles can reach
the gap without loss. Azimuthal-phase cleaning, or
cleaning of the “beam gap,” can be done with a wide-

............................................................... P

closed orbit

Momentum tail
collector

High-dispersion
injection
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Off-momentum (A p/p<0)

band stripline kicker to resonantly excite coherent beta-
tron oscillations, driving the residual beam in the gap
into the transverse collimators.

To reduce activation at ring extraction, the beam in
the gap must be cleaned either during the initial ramping
for synchrotrons, or with beam-in-gap kickers for accu-
mulators. Additional collimators are placed in the
postextraction transport to protect experimental and ap-
plication targets.

2. Scrapers and collimators

Primary scrapers are usually adjustable, thin blades,
the material and thickness of which are optimized for
scattering, heating, and other engineering properties.
The primary scraper of the SNS ring consists of four
tantalum blades, each 5 mm thick. They are spaced in
45° angles, adjustable to the varying needs of collimation
aperture. The scraper assembly is shielded for contain-
ing radioactivity. Although channeling crystals are con-
sidered possible candidates for primary scrapers, their
channeling acceptance and resistance to heat and radia-
tion need to be tested for high-intensity proton beams at
relatively low energies (Carrigan, 1987; Maslov et al.,
1991; Biryukov et al., 1997).

Secondary collimator and collector units designed for
high-intensity synchrotrons typically are nonadjustable,
complex elements, unlike collimators meant for high-
energy accelerators that often consist of adjustable solid-
metal jaws (Kaltchev et al., 1997). Anticipating a rela-
tively high beam power (typically 10 kW) and a high
radioactivation level, these units are cooled by closed-
loop circulating water. These units are long enough to
stop the primary beam. Because they consist of layers of
stainless-steel blocks, stainless-steel balls, borated water,
and the like, they can also contain secondary charged
and uncharged particles as well as radioactivity
(Ludewig et al., 1999).

Figure 21 shows the collimator design for the SNS
accumulator ring. The vacuum chamber is made of
double-layered stainless steel filled with helium gas be-
tween the layers to detect leaks (Simos et al., 2001). Due
to stringent engineering requirements for stress and heat
tolerance, thermal contraction, and shielding, for opera-
tional reliability these units are not adjustable in colli-
mation cross section (Ludewig et al., 2000).

FIG. 19. (Color in online edition) Collection
of injection off-momentum tail by injecting at
a high-dispersion region, as at the ISIS and
the proposed ESS (Sec. III.B.1).



Jie Wei: Synchrotrons and accumulators for high-intensity proton beams 1395

Momentum scraper or collector

A >() ) e—- -
@ p/p>0) “~_ New closed orbit
(A P/P<0 e} o
Momentum collector
High-dispersion Zero-dispersion
region region
C. Injection

During the acceleration of protons, the transverse am-
plitudes of oscillation fall according to the adiabatic
damping of the phase space (Bryant and Johnsen, 1993).
Thus the beam size usually is largest at the injection
energy. At low energies, space-charge forces produce
large shifts in transverse tunes because there is little can-
cellation between electric and magnetic forces at nonrel-
ativistic energies. The combination of these two effects
makes injection one of the most challenging periods for
preserving beam emittance and minimizing beam loss
during the synchrotron’s acceleration cycle.

Beams can be injected into synchrotrons in several
ways: single-turn injection with septum and kicker mag-
nets; multiturn proton injection with septum and orbit
bump; and, multiturn charge-exchange injection using a
stripping foil. A successful injection requires a high-
quality injecting beam with little centroid jitter and a
controlled emittance, an adequate uniformity in the
magnetic field along the path of the beam in the septum
and subsequent magnets, an adequately fast rise time
and flat wave form in the kicker or bump magnets and
their power supplies, and an rf system able to contain
the transient beam-induced field (“beam loading”; Rees,
1994, 1998).

1. Single-turn injection

Single-turn injection generally is used to transfer a
bunched beam from one ring to another. Transversely,
the injecting beam’s profile must be matched to the ac-
celerator lattice to preserve the emittance. Longitudi-
nally, the frequency of the rf system must be synchro-
nized, and the aspect ratio between the momentum and
phase spread needs to be matched to the contours of
stable synchrotron oscillations.

2. Multiturn proton injection

Multiturn proton injection can accommodate a long
pulse of beam from the injecting linac or cyclotron. The
efficiency of injection can be optimized by a specific mis-
match. Let the horizontal Courant-Snyder parameters
and emittance for the injected beam be (B, ;,a, ;€ ;)
and for the ring (B,,a,,€,), and let the input beam’s
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On-momentum FIG. 20. (Color in online edition) Momentum

closed orbit collimation or collection at high-dispersion
region, as at the J-PARC synchrotrons (Sec.
IILB.1).

center relative to the instantaneous injection orbit bump
be (x,x’). Then, the injection conditions are (Rees,
1994; Prior and Rees, 1998)
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With Eq. (4), the curvature of the injecting beam
matches that of the circulating beam (Fig. 22). The maxi-
mum number of injection turns, typically several tens,
depends on the ratio of ring acceptance to the injecting-
beam emittance and on the ring lattice’s properties, such
as tunes. The efficiency of multiturn injection can be
increased by a transverse coupling using skew quadru-
pole magnets (as in the CERN PSB and the AGS
Booster).
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FIG. 21. (Color in online edition) Schematics of one of the
SNS ring’s secondary collimators, showing layers of material
for radioactivation containment. The effective length is about
1.5 m. The collimator is designed to withstand an average
beam power of up to 10 kW at 1 GeV Kkinetic energy (Sec.
II1.B.2). Figure courtesy H. Ludewig and N. Simos.
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FIG. 22. (Color in online edition) Mismatched multiturn injec-
tion shown in the normalized transverse phase space (Sec.
II1.C.2). In this design, the width of the injection foil is mini-
mized. (A matched beam would be circular in cross scetion.)

3. Multiturn charge-exchange injection

Charge-exchange injection is preferred for modern
high-intensity rings because it allows a large number of
revolutions to be injected and controlled to realize a
desired beam distribution. The constraints imposed by
Liouville’s theorem on conventional multiturn injection
do not apply since the H™ ions are stripped within the
acceptance of the ring. With a programmed orbit bump,
several hundreds of turns can be injected into the ring
with tolerable foil scattering.

Key issues in charge-exchange injection are associated
with stripping and collecting the electrons of the H™
beam. The magnetic field B in the transport and the
injection region must be low enough so that beam loss
due to magnetic stripping is acceptable. This condition
becomes increasingly stringent for injection at higher en-
ergies. The scaling law is calculated from the require-
ment that the mean decay length A, due to Lorentz
stripping be much longer than the path length in the
laboratory frame (Furman, 1998),

_Asl As2 5
Ny=—pexp ByB)" (5)

where the coefficients A ,;=(2.47+0.09) X 10~ ® Tm, and
A =15.0+0.03 T are valid for B8yB from 0.62 to 2.34 T.
The magnetic field around the stripping foil must be
such that the residual, excited-state H® particles pro-
duced from the stripping foil are extracted from the ring
with negligible decay (Rees, 1994; Blumburg and Lee,
1996).

The stripped electrons have a kinetic energy of
m,c?(y—1), where vy is related to the kinetic energy
moc?(y—1) of the injecting proton. The electron cur-
rent is twice that of the proton-beam current. This elec-
tron beam, often at a kW power level produced from a
MW proton beam, has as small a cross-section as does
the injecting proton beam. It needs to be guided by a
magnetic field and collected by a water-cooled device of
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FIG. 23. (Color in online edition) Collection of stripped elec-
trons during the injection of H™ beam at the SNS accumulator
ring. The stripped electrons are guided by a magnetic field and
collected by a water-cooled device of heat-resistant material
(Sec. III.C.3).

heat-resistant material (Jason et al., 1994; Abell et al.,
2000). Figure 23 shows the collection of stripped elec-
trons at the SNS accumulator ring. The electron collec-
tor uses a carbon material attached to a water-cooled
copper plate (Brodowski, 2002). Selecting a low-charge-
state material for the collector also reduces the effects of
backscattered electrons.

Significant efforts have been made to optimize the
stripping foil’s performance. The density of the foil, typi-
cally 200-400 wg/cm?, is a compromise between its
stressing and heating, and stripping efficiency. For easy
placement, the foil, with its size minimized so as to re-
duce the number of traversals of the beam, can be hung
from a frame, supported with thin fiber, and mounted on
quick-exchange devices (Brodowski, 2000). During re-
cent tests, foils made of diamond material showed good
heat resistance and a significantly improved lifetime that
meets the requirements of a high-intensity injection
(Liaw et al., 2001; Shaw et al., 2003). Forming the foil
into a cylindrical tube instead of a flat piece may im-
prove its mechanical support and performance (Bro-
dowski, 2002).

Laser stripping was explored as an alternative to foils
but the required power and efficiency are very demand-
ing (Yamane, 1998; Suzuki, 1999). Other novel injection
schemes include resonance injection, radio-frequency
stacking, and beam-cooling stacking. However, these
processes are too slow to accommodate a high repetition
rate.

ISIS and ESS inject at a high-dispersion region, as
shown in Fig. 24 (Boardman, 1982; ESS, 2002). The in-
jection dipole magnet, part of the periodic lattice struc-
ture, separates the injecting and circulating beams with-
out using a septum. Thus the arrangement of the
injection magnets is simplified. The high dispersion at
injection also facilitates the collection of the momentum
halo (Sec. II1.B).

In contrast, SNS injects in a zero-dispersion straight
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FIG. 24. ESS dispersive injection layout indicating the injec-
tion dipole and four vertical painting bump magnets. The long
injection dipole is part of the periodic lattice structure (Sec.
II1.C.3). Figure courtesy of C. Prior and G. H. Rees.

region (Fig. 25), thereby allowing independent control
of phase-space painting both transversely and longitudi-
nally (Wei, Abell, et al., 2000). The injection process is
more tolerant to deviations in linac energy. A long, un-
interrupted straight is preferred to contain the entire in-
jection chicane, so that the effects of lattice tuning can
be minimized. Intentionally mismatched injection can
noticeably reduce the foil traverses (Beebe-Wang et al.,
2000; Galambos et al., 2000).

4. Phase-space painting

Injection painting refers to the process of populating
the phase space with the injected beam to realize a de-

1Q2 QI

lL 6850

12500 Q1 Q2

sired distribution. Transverse painting alleviates the fun-
damental limit on space charge and controls the unifor-
mity and shape of the beam’s profile. Transverse
painting can be realized in several ways: varying the
closed-orbit bump in the ring (Fig. 26); varying the angle
of the injecting beam (Fig. 27); or varying the injecting
beam’s energy upon injection in a dispersive location
(Fig. 24).

Anticorrelated painting utilizes both the horizontal
and vertical orbit bumps, one with increasing and the
other with decreasing closed-orbit bump amplitude, re-
spectively. Ideally, this painting scheme produces a dis-
tribution with an elliptical transverse profile and a uni-
form density distribution. Such a configuration can also
be obtained by painting in one direction and steering in
the other (Wei, Beebe-Wang, et al., 2001). However, in
the presence of strong space charge, this scheme can
produce an excessive beam halo in the direction of the
large initial oscillation amplitude, which requires extra
clearance.

Correlated painting using parallel horizontal and ver-
tical orbit bumps generates a rectangular transverse pro-
file. Its advantage is that the beam halo is constantly
painted over by the freshly injected beam. The main
concern is whether the rectangular beam profile can be
preserved in the presence of coupling produced by space
charge and magnetic errors (Fedotov, Gluckstera, and
Wei, 2001). SNS adopts correlated painting to realize

Injection end

HK1
Q3

FIG. 25. (Color in online edition) SNS dispersion-free injection. Elements shown are the chicane (B1, B2, B3, and B4), the ring
lattice quadrupoles (Q1, Q2, and Q3), and dynamic kickers (horizontal HK1 and HK?2, and vertical VK1 and VK2) (Sec. III.C.3).
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FIG. 26. (Color in online edition) Beam transverse profile of
correlated bump painting used in charge-exchange injection
into the SNS ring (Sec. II1.C.4).

equal transverse emittances, operating near coupling
resonance to achieve a fully coupled, circular distribu-
tion in the physical dimension. More sophisticated
schemes have proposed, using alternating orbit bumps
and relying on controlled transverse coupling (Beebe-
Wang et al., 2000; Franchetti and Hofmann, 2000; Loul-
ergue et al., 2001).

Longitudinal painting provides the momentum spread
required for beam stability without introducing an ex-
cessive momentum halo (Fig. 28). With dispersion-free
injection, longitudinal painting can be achieved for
linac-to-ring injection by using an “energy spreader” rf
cavity located in the transport line upstream of the in-
jection region, which is phase modulated with respect to
the linac frequency. To facilitate such a painting scheme,
the injecting beam’s momentum jitter and spread need
to be controlled, possibly by an “energy corrector” rf
cavity synchronized to the linac’s frequency, again lo-
cated in the transport line upstream of injection at an
optimized distance from the end of linac. SNS uses this

injection end y

foil

injection begin

FIG. 27. (Color in online edition) Beam transverse profile of
horizontal painting/vertical steering similar to the scheme used
in the charge-exchange injection in the J-PARC 3-GeV ring
(Sec. IIL.C.4).
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FIG. 28. (Color in online edition) Energy distribution at the
injection foil, using either an energy spreader or a conven-
tional debuncher. An energy spreader significantly suppresses
the beam tail (Sec. I11.C.4).

arrangement to allow for adequate beam-phase slippage
and thus moderate rf voltage (Raparia et al., 1998).

Phase-space painting that correlates the longitudinal
and horizontal motion is proposed for the ESS accumu-
lator rings (Fig. 24; Prior and Rees, 1998). Beam distri-
bution in both horizontal and longitudinal phase space
depends strongly on the energy variation during injec-
tion and on the frequency of synchrotron oscillation.

Beam acceleration using induction devices was pro-
posed to realize barrier-bucket acceleration (Christofilos
et al., 1964; Takayama and Kishiro, 2000). Computer
simulation indicates that a large bunching factor can be
realized to alleviate space-charge effects.

D. Acceleration

1. Radio-frequency capture

For rapid-cycling synchrotrons, significant beam loss
often occurs during the injection period when a coasting
beam is adiabatically captured by the radio-frequency
system, and also during initial acceleration (or “ramp-
ing”) when the phase-space area of stable longitudinal
motion (the so-called “rf bucket area”) tends to de-
crease with the rising synchronous phase (Bryant and
Johnsen, 1993; Wei, Fedotov, and Papaphilippou, 2001).
Commonly, the beam is prechopped at low energy to
realize a clean gap between successive beam bunches.
The voltage amplitude of the ring rf system must be
programmed according to the rising synchronous phase
to ensure a monotonically increasing rf bucket area.

Radio-frequency systems operating at multiple fre-
quencies can be combined to shape the rf bucket and
flatten the peak beam density in several ways. For a
dual-harmonic system, the frequency of the secondary rf
system is chosen to be an integral multiple of the funda-
mental rf system. Typically the ratio in operating voltage
amplitude is inversely proportional to the ratio in rf fre-
quency. With this choice, the frequency of synchrotron
oscillation extends from zero at the center of the bucket
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to a maximum value across its core about 1.2 times the
maximum synchrotron frequency of a single-harmonic
system (Hofmann and Myers, 1980; Wei, 1992). Thus the
spread of synchrotron frequency in the bunch usually is
greatly enhanced.

Radio-frequency gymnastics techniques, such as
bunch recombination and coalescing, are commonly
used to manipulate the longitudinal distribution of the
bunch (Griffin ef al., 1983; Brennan et al., 1994; Garoby,
1998). Techniques employing wide-bandwidth frequency
cavities (so-called “barrier cavities”) compress the
bunch azimuthally, increasing the total number of in-
jected bunches for heightened beam intensity
(Blaskiewicz et al., 1999; Fujieda et al., 1999).

2. Ramping, power supply, and rf system

The magnet power supply and rf systems represent
major engineering challenges associated with fast energy
ramping. At present, three types of magnet power sys-
tem commonly are used for synchrotrons: bridge rectifi-
ers directly connected to the power grid (e.g., BNL AGS
Booster); bridge rectifiers with local energy storage in
the generator set (e.g., BNL AGS); and, resonant power
systems with local energy storage in capacitors and
chokes (e.g., ISIS). Rapid-cycling synchrotrons demand
a large amount of electrical power (typically tens of
megawatts) for the magnet and rf systems. As a general
rule, the higher the repetition rate, the larger is the peak
power drawn from the power grid, and the more likely is
the need for local energy storage. Thus most existing
rapid-cycling synchrotrons use resonant power systems.

With a resonant power system, the strength of the
magnetic field varies sinusoidally along with the rigidity
of the beam. The consequences are the lack of a “flat
bottom” for a static injection condition, and the demand
for high voltage amplitude by the rf system to sustain
the largest ramping slope of the sinusoidal wave form.
The quality of the magnet field usually suffers from
current-induced effects and saturation. A variation is a
dual-harmonic ramping with a slower slope during the
up-ramp (acceleration) and faster slope during the
down-ramp (IPNS, 1995; FNAL PD, 2000).

To satisfy the increasing need to accurately control the
injection “flat bottom” and extraction “flat top,” and to
have a flexible program of magnet current, high-
frequency ac bridge rectifier systems are under develop-
ment, such as those based on IGBT (insulated gate bi-
polar transistor) rectifiers. A programmable ramp using
this technology provides maximum flexibility in manipu-
lating the profile of the rise and fall, thus reducing the
peak ramp rate and current-induced magnetic imperfec-
tions.

Proton acceleration in medium-energy, high-intensity
synchrotrons (with a circumference of several hundred
meters and kinetic energy from near one to several tens
of GeV) typically are achieved with ferrite-loaded rf
cavities, with an accelerating gradient around 10 kV/m
in a frequency range from 1 to 20 MHz. Modern rapid-
cycling synchrotrons demand a higher acceleration gra-
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dient to attain sufficient accelerating voltage in the lim-
ited dispersion-free straight sections. Materials for
magnetic energy storage are needed, with saturation
magnetization beyond that of the ferrites. Some promis-
ing candidates are the crystalline magnetic-alloys like
Finemet (Hitachi Co., Japan), and Metglass (Vitrovac,
Germany). Prototype cavities using Finemet have suc-
cessfully achieved a gradient of 50 kV/m at the BNL
AGS and FNAL (Mori et al., 1998; Ohmori et al., 1999).

In addition to the development of high-gradient accel-
erating cavities for synchrotrons, muon-collider applica-
tions demand the exploration of burst-mode rf cavities
for rotating proton bunches and manipulating muons. A
research program is currently directed toward realizing
an accelerating gradient around 1 MV/m at a frequency
above 5 MHz (FNAL PD, 2000; Chou and Wei, 2001).

Radio-frequency “beam loading” refers to the tran-
sient response of the rf system to variations in the
beam’s current, frequency, and energy (Wilson, 1974;
Pedersen, 1975; Boussard, 1998). Compensation for
“beam loading” aims at maintaining a stable accelerat-
ing voltage in the presence of varying beam conditions.
The effect of beam loading is simplified by the AR op-
tion of using a fixed-energy accumulator ring. New chal-
lenges are associated with compensating high-intensity
beam loading in the magnetic-alloy cavities where the
broadband resonance spans several rf harmonic fre-
quencies.

Detailed engineering design is needed to minimize
system noises. Measures like ground break (separation
of electrical grounding of different accelerator systems)
are used to isolate pulsed signals from high-power
power-supply systems and to minimize their interference
with beam dynamics, accelerator control, and diagnos-
tics. On the other hand, in comparison with colliders
where the beam is stored for an extended period of time,
requirements on power-supply ripples and rf system
noise for a typical high-power ring are less stringent due
to the relatively short time period of beam accumulation
and acceleration.

3. Transition crossing

Among existing rings in which the beam has to cross
transition energy (e.g., the AGS, the CERN PS and SPS,
the KEK PS, and the FNAL Booster), beam loss and
emittance growth often are observed due to chromatic
nonlinearity, self-field mismatch, and instabilities
(Sgrenssen, 1975; Wei, 1990, 1998). At the CERN SPS,
the injection energy is raised to avoid transition during
intense single-bunch operation. Longitudinal head-tail
instability caused by the nonlinear momentum compac-
tion further complicates injection near transition.

Complications at the transition energy are attributed
to the nonadiabaticity of longitudinal motion. The char-
acteristic time 7. near transition energy 77 is

7TES,32’)/?}~ 1/3
| geV,fcos | yhw;

, (6)

c
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where E| is the energy of the particle, ge is the electric
charge, Vs is the peak acceleration voltage, h is the rf
harmonic number, and w, is the angular-revolution fre-
quency. Thus a high acceleration rate  is essential in
reducing complications at transition.

Single-particle effects include mismatching to the ac-
celerating rf bucket, coupling to transverse motion, and
various kinds of mistiming in a duration comparable to
T.. Chromatic nonlinearities cause particles of different
momenta to cross the transition at different times de-
scribed by the time scale T,;, where the “nonlinear
time” T,,; is proportional to the rms momentum spread
o, at transition (Johnsen, 1956; Takayama, 1984; Lee
and Wei, 1988)

367\ | Vo
S 0

where «; is the first-order nonlinear momentum com-
paction factor. The growth in longitudinal emittance is
proportional to the ratio T,,;/T. (Wei, 1990). Methods of
compensating for this nonlinear effect include (1) a lat-
tice design with a;~—3/2 to minimize leading-order
chromatic nonlinearity, (2) a reduced rf voltage that de-
creases momentum spread, and (3) a faster transition-
crossing rate that also reduces momentum spread at
crossing.

Multiparticle effects at transition include longitudinal
bunch-to-bucket mismatch and microwave instabilities.
A capacitive (or inductive) longitudinal coupling imped-
ance Z, near the frequency of the bunch defocuses (or
focuses) it below transition, and focuses (or defocuses) it
above. This change in focusing property causes a growth
in longitudinal emittance proportional to the ratio of the
beam-induced force to the rf accelerating force (Sgrens-
sen, 1967; Wei, 1990),

AS hi|Z,/n|
s 3V,fcos ¢s|0-%f>’

Tnl:

)

where [ is the peak beam current at transition, oy is the
rms phase spread, and n is the frequency harmonic.
Equation (8) is valid exactly for a parabolic distribution
under the space-charge force. A longitudinal resistive
coupling impedance near the bunch frequency dissipates
energy, shifts the synchronous phase, and produces a
growth in emittance. A capacitive (or inductive) longitu-
dinal broadband impedance may cause a microwave in-
stability after (or before) the transition. A resistive lon-
gitudinal impedance may cause instability both below
and above the transition. The microwave instability near
yr was observed experimentally and has been simulated.
The jump in ¢, at transition induces a severe beam-
loading transient, while the cavity tuning system changes
the sign of the reactive beam-loading compensation.
Countermeasures for these self-field effects include (1)
reducing the effective coupling impedance; (2) increas-
ing the rf voltage and focusing force; and, (3) raising the
transition-crossing rate.

The transition energy of the ring can be varied during
a short period of time by a perturbation of the machine’s
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FIG. 29. Measured transition energy as a function of the mo-
mentum deviation of the gold beam at the AGS (Sec. I11.D.3).
A transition jump using pulsed quadrupoles reduced beam loss
at high intensity but caused lattice distortion. Sextupoles could
be used to correct the distortion.

lattice. Typically, the effective crossing rate |y— ¥4| can
be increased by many times of |¥|. To avoid variations in
tune, yr can be suddenly changed by pulsing quadru-
poles, often grouped in 7 doublets, at places of high
dispersion. At the AGS, a transition jump using pulsed
quadrupoles was employed to minimize beam loss at
high intensity (Hardt and Mohl, 1969; Lee and Teng,
1971). The large lattice distortion introduced by the
jump system before the crossing severely limits the ma-
chine’s aperture. Efforts to correct the distortion with
existing sextupoles were partially successful (Fig. 29;
Wei, Brennan, et al., 1995).

Newly designed rings usually avoid transition either
by selecting the energy of injection and extraction or by
manipulating the lattice, creating negative dispersion in
the bends. For rings that must cross transition, e.g., at
the Relativistic Heavy Ion Collider (RHIC), an optically
matched transition jump is preferred, using multiple
quadrupole families located at different values of disper-
sion (Risselada, 1990; Peggs et al., 1993).

E. Extraction

Beam extraction usually entails the possibility of
heavy beam loss and radioactivation. Typical beam loss
is attributed to (1) accidental misfiring of the kicker
power supply; (2) residual beam in the beam gap be-
tween adjacent bunches; (3) lack of transverse aperture
in the extraction channel; and, (4) lack of momentum
aperture in dispersive sections of the extraction channel.
Other factors are the slow rise of, and nonflatness in, the
kicker pulse wave form, and resonance loss in the case
of a multiturn slow extraction.

In newly designed high-intensity rings, the beam is ex-
tracted during a single turn by being kicked into the
extraction channel of the septum magnet. This is the
reverse process of single-turn injection. The average de-
flection in transverse momentum is given by

Xsep

0 ick) ™~ . ’
(i) <VBkickSIHA/~L>@

)
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where x, is the design displacement at the extraction
septum, B, and By are the amplitude functions at the
septum and kicker, respectively, and the optimum phase
advance Au between the kicker and the septum is /2.
Often the kicker consists of multiple modules, so that
beam loss is negligible even when one module fails. The
pulse-forming network (PFN) is installed outside the
ring tunnel for easy maintenance. In spallation applica-
tions, the phase advance between the extraction kicker
and the target also is chosen so that the beam’s position
on target does not change if errors develop with the
kickers.

To avoid complications due to rapid variations of the
magnetic field, kicker magnets are made with a single-
turn coil winding and are placed inside the vacuum
chamber. Good field quality is achieved with a high-
permeability ferrite material. In high-repetition-rate ap-
plications, sometimes water cooling is introduced to
avoid heating, as at the ISIS. The typically high beam-
coupling impedance associated with the high-
permeability material can be reduced, and undesirable
resonance structure can be avoided by the selection of
termination in the pulse-forming network (PFN) circuit.
A saturable inductor can isolate the influence of the
PFN, shorten the rise time, and improve the flatness of
the kicker-pulse’s waveform (Wait, 1997). At the SNS,
the 700-ns beam pulse is vertically kicked by 14 kicker
modules each contributing about 1.5 mrad deflection,
and then horizontally extracted with a Lambertson-type
septum magnet (Tsoupas, Blaskiewicz, et al., 2000). To
ensure the maximum deflection, the kicker ferrite mod-
ules, with their acceptance containing both the circulat-
ing and extracting beams, are designed with a tight clear-
ance. Thus the circulating beam’s center deviates
vertically from the module’s mechanical center. The
transverse coupling impedance introduces an intensity-
dependent deflection that produces a closed-orbit devia-
tion with peak amplitudes varying longitudinally from
the center to the edge of the beam pulse; also known as
a banana closed orbit (Fig. 30; Lee, 2002).

An alternative kicker design is to have transmission-
line plates inside the vacuum chamber (as done at the
PSR and proposed for the AHF). Extraction can be
eased further by introducing orbit bumps before extrac-
tion, but at the expense of reduced aperture clearance.
Recently, stacked MOSFET modulators have replaced
traditional thyratron-based modulators to achieve a
short rise and fall time [about 20 ns for 10-90 % rise and
fall (Walstrom and Cook, 2001)].

F. Transport lines

More than simply connecting two accelerators, trans-
port lines in modern high-intensity facilities serve the
purpose of transverse optical matching, beam diagnos-
tics, fault protection, beam collimation, and injection
preparation. The layout of the transport line can be
separated into straight sections of zero dispersion or
achromat arcs of high peak-dispersion. The straight sec-
tion design was created for transverse beam-diagnostics,
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FIG. 30. (Color in online edition) Orbit deviation for three
turns due to beam-centroid offset from the mechanical center
of the extraction kickers (Sec. IILLE). The transverse coupling
impedance introduces an intensity-dependent deflection that
produces a closed-orbit deviation with amplitudes varying lon-
gitudinally from the center to the edge of the beam pulse.
Figure courtesy A. Fedotov.

transverse collimation, momentum spread and jitter cor-
rection, and momentum painting, whereas the arc design
was created for momentum tail cleaning, momentum
collimation, and beam-energy characterization. Figure
31 shows a schematic layout of the ESS facility with
transport lines connecting the linac to the accumulator
ring and connecting the ring to the targets. Beam colli-
mation in the transport line before ring injection is es-
pecially important for accumulators where both beam
energy and beam intensity are high compared to those in
RCSss.

Transverse matching usually is performed on lattice
amplitude functions, dispersion functions, and their de-
rivatives. The locations of the collimators are strategi-
cally chosen with betatron phase advance of nw+ 7/2 (n
is an integer) from critical elements like extraction kick-
ers to catch accidental beam losses due to possible mal-
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FIG. 31. (Color in online edition) Schematic layout of the ESS
HEBT and Ring sections. The beam is transported from the
linac (bottom) to the two vertically stacked rings through a
HEBT line. The beam is collimated both transversely and lon-
gitudinally through the 180° bend (Sec. IIL.F). Figure courtesy
ESS Council.
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FIG. 32. (Color) Schematic layout of dipole, quadrupole, sextupole, and correctors in one superperiod of the SNS accumulator

ring. The ring superperiodicity is 4 (Sec. IIL.G.1).

function. The transverse phase advances between the
kickers and the target may be designed to be near an
integer multiple of 27, so that a kicker’s error does not
displace the beam at the target. For both beam dumps
and beam targets, adequate beam diagnostics (harps,
fast beam-loss monitors) and fast machine-protection
systems are necessary.

G. Magnet system and field-error compensation

1. Magnet system

For high-intensity synchrotrons, normal-conducting
magnets are preferable to superconducting magnets be-
cause of their resistance to radiation and heating (Fig.
32). Even for fixed-energy accumulators, electromagnets
are preferred over permanent-field magnets for their ad-
justability to varying conditions of injection and opera-
tion. Most common magnets consist of a ferric core
shaped in H-style, C-style, or window-frame form, and
water-cooled hollow copper windings passing a current
of up to several thousand amperes (Zeller, 1998). The
steel core of the magnets must be laminated for rapid-
cycling synchrotrons to alleviate eddy-current effects.
For fixed-energy accumulator rings, laminated cores

Rev. Mod. Phys., Vol. 75, No. 4, October 2003

provide good mechanical accuracy, high uniformity of
material and field, and cost savings for a high-volume
production.

Magnets designed for rapid-cycling synchrotrons need
to meet the challenge of providing good field uniformity
under a wide range of rapid field variations (up to 50
Hz). For the J-PARC 3-GeV synchrotron, the peak field
of the dipole magnet is designed to be 1.4 T, and the
repetition rate is 25 Hz. This combination of a high field
and high repetition rate entails large eddy-current losses
and current distributions unless a special water-cooled
stranded conductor is used (Sasaki, 1987).

By contrast, magnets designed for accumulation oper-
ate at a fixed field. There, the focus mainly is on field
uniformity and radiation resistance.

2. Magnet transfer function

Magnets typically are grouped in families and pow-
ered by common power supplies for both cost savings
and magnet-to-magnet field tracking. The transfer func-
tion is defined as the ratio between the magnetic field
integrated along the path of the particle to the magnet
excitation current. Variations in a magnet’s material
properties and geometry result in variation in its transfer
function, causing deviation of the beam’s closed orbit
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FIG. 33. (Color in online edition) Variation of integral transfer
function of SNS ring’s dipole magnets before and after shim-
ming. Such large variation before shimming is mainly due to
the magnet-to-magnet variation in the material of the solid
steel core. The measurement current corresponds to 1 GeV
beam energy (Sec. III.G.2). Figure courtesy P. Wanderer and
A. Jain.

and amplitude function for dipoles and quadrupoles, re-
spectively. With a laminated steel core, laminations pro-
duced at different production periods usually are ran-
domized to minimize variation in material properties.
Solid steel, as opposed to laminated steel, was se-
lected for the SNS ring’s magnet cores for lower costs.
Individually, field quality (<10~ * relative error at full
acceptance) is good. However, excessive (up to 0.25%)
magnet-to-magnet variation is found in the dipole trans-
fer function and its current dependence, as shown in Fig.
33. Thin (tens of um) layers of shims are inserted at
either the pole base or the back leg of the magnets to
reduce the variation in transfer function below 10™* for
operation at the nominal energy (Wanderer et al., 2002).

3. Imperfections in the magnetic field

Factors leading to imperfections in the magnetic field
include the geometrical displacement of magnet compo-
nents, nonuniformity in material composition, field satu-
ration, hysteresis, eddy-current effects, ramp-induced ef-
fects, and the magnet’s fringe field.

Accumulator rings are susceptible only to geometric
magnetic errors and fringe-field effects. The leading
components of error are those allowed by the magnet’s
symmetry. For a magnet of 2m poles (m=1 for dipole,
m=2 for quadrupole magnet, and so on) the allowed
multipoles are

2m2k+1), k=0,12,.... (10)

For a dipole magnet, such allowed multipoles are sextu-
pole, decapole, etc. For a quadrupole magnet, the al-
lowed harmonics are at the 12th pole, 20th pole, etc.
This systematic imperfection can be corrected locally ei-
ther by magnet-pole-profile shaping and shimming, or as
an integral by shaping the magnet’s ends (Rose, 1938;
Danby et al., 1999). Mechanical tolerance and material
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variations produce random variation in the magnet’s
transfer function (defined as the ratio of the magnet field
to the driving current) and random multipole errors.
The effect of fringe field is discussed further in Secs.
II1.G.4 and IV.AS.

Rapid-cycling synchrotrons are susceptible to time-
varying effects, typically limiting the peak magnetic field
to about 1.2 T and the peak ramp rate to about 50 T/s.
Technical challenges are posed by the increased current
density and resistive loss in the coil, as the skin depth
decreases with increasing repetition rate, and due to
eddy-current losses in the core material, calling for thin-
ner lamination and lower-loss iron (Halbach, 1998; Mills,
1998). The skin depth decreases with the repetition rate
according to the relation

2p,
5= \/Mw’ (11)

where u is the permeability of the conductor, and w is
the angular frequency. At a rate of 50 Hz, it is about 9
mm in copper material.

Leading sources of field imperfections are ramping
eddy current and saturation. Variation in the level of
saturation contributes to the tracking errors between
different types of magnet. Eddy currents induced in the
vacuum chamber under the changing magnetic field dis-
tort and delay the field and generate multipole errors.
For a wide chamber of thickness d,, inside a dipole mag-
net of gap g, the sextupole field is given by (Edwards
and Syphers, 1993; Rice, 1998)

L?ZBy ,LL() dw .
o p g B. (12)

This quantity is linearly proportional to the ramp rate.

4. Magnetic fringe field

Generally, magnet fringe field refers to the longitudi-
nal and transverse field components near the mechanical
ends of the magnet, which differ both qualitatively and
quantitatively from those within the body of the magnet.
Effects of the transverse field component, usually a
strong function of the geometry of the magnet’s ends,
are well represented by the formalism of magnet multi-
pole expansion described in Sec. II1.G.3. Here, the mag-
net’s fringe field specifically refers to the longitudinal
field component near the ends of a nonsolenoidal mag-
net as the body main field diminishes in a finite distance.

The relative impulse from the longitudinal field com-
ponent on a particle’s transverse momentum is approxi-
mately equal to the ratio between beam’s emittance and
magnet length (Wei and Talman, 1996),

Ax, e [1+0.7587
fr _SL 2 TEEP
Axl - L 8 > (13)

where Ax/, is the change of transverse momentum due
to the fringe field, and Ax is the change of transverse
momentum due to the main magnetic field. This effect
can be significant for a high-intensity synchrotron where
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the beam’s emittance is intentionally increased to allevi-
ate the space-charge force, and where the magnet typi-
cally is short. For example, the Spallation Neutron
Source beam’s emittance is about 2407 um. The fringe
field at each end of a 0.5-m-long quadrupole magnet
produces an octupolelike transverse kick of about 5
X 10™* relative to the main quadrupole deflection (For-
est, 1998). Unlike the impulse from the transverse
magnetic-field component, the impulse of the longitudi-
nal component is independent of the geometry of the
magnet’s ends.

5. Magnetic interference

Magnetic interference refers to the change of mag-
netic field produced by an individual magnet in the pres-
ence of other nearby magnetic elements. The effect can
be important when short, large-aperture magnets are
used in accelerators of moderate circumferences so that
magnetic end fields overlap significantly with the iron of
nearby elements (Papaphilippou, Lee, and Meng, 2001).
The interference usually manifests itself as a change in
the magnet’s transfer function and an enhancement of
multipole harmonics. In the presence of magnet iron,
the effects may not be obtained by a direct superposition
of contributions from individual magnet elements.

In order to alleviate the amount of magnetic interfer-
ence, the minimum distance between the iron of the ad-
jacent magnets is usually chosen to be the diameter of
the opening of the magnet poles. Measurements and
modeling are needed to evaluate the effects under op-
erational conditions. For magnets powered by a com-
mon power supply, trim magnet coils and trim power
supplies are sometimes needed to compensate for the
effect of the variation in the magnet’s transfer functions.

6. Correction system

Magnet imperfections can cause deviation of the
beam’s closed orbit, variations in its envelope, transverse
coupling, chromaticity variations, spread of tune shifts,
and resonance excitation. Typically, the relative strength
of the multipole field errors need to be controlled at a
10~ * level for lattice dipoles and quadrupoles, at a 103
level for transfer-line magnets, low-field chicane mag-
nets, and chromaticity sextupoles, and at a 102 level for
correction magnets.

Closed-orbit deviations are corrected by minimizing
the beam’s displacements at locations of beam position
monitors (BPM) using dipole correctors preferably sited
at places of peak beam amplitude (B) function. The cor-
rection can be made either globally, using orbit-
response-matrix analysis, or locally, using closed-orbit
bumps. Ideally, several BPM’s and correctors are needed
in each betatron wavelength. To prevent radiation dam-
age, the electronic elements must be located at areas of
low radioactivity outside the accelerator tunnel. Closed-
orbit correction during rapid acceleration often requires
dynamic correction. Rings using combined-function gra-
dient dipole magnets usually need separate correction
elements.
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Trim quadrupoles can correct deviations in the beam’s
envelope. Correction is based on measuring and evalu-
ating the lattice amplitude function 8, and the betatron
phase advance using some of the following methods: (1)
measuring tune dependence on variations in quadrupole
strength to determine B, , especially at locations of large
amplitude (focusing quadrupole). However, the method
is susceptible to magnet hysteresis and coupling; (2)
measuring the betatron envelope after perturbing the
beam transversely to determine the relative value of 8, ;
and, (3) assessing the betatron phase at the BPM loca-
tions after resonantly perturbing the beam at the beta-
tron frequency, determining B, especially at small-
amplitude locations.

Coupling in transverse motion originating from skew
quadrupole error components, space-charge effects, and
solenoidal fields usually is enhanced by near-equal hori-
zontal and vertical working points in tune space. The
typical coupling strength is proportional to the quantity

Z aZ,i VBx,iBy,i Sin( (//x,i_ 'r//y,i)a (14)

where the subscript i indicates the source of error, i,
and ¢, are the horizontal and vertical betatron phases,
and a, is the strength of the skew quadrupole error (Ed-
wards and Teng, 1973; Peggs, 1983). The effect of sys-
tematic skew quadrupole errors usually can be alleviated
by splitting the horizontal and vertical tunes by at least
half a unit, so that variations in phase difference results
in randomization [Eq. (14)]. Global decoupling is at-
tained by at least two families of skew quadrupoles to
reduce the minimum tune splitting. Local decoupling is
performed by analyzing turn-by-turn data from dual-
plane BPM’s, and correcting with multiple skew quadru-
pole correctors.

Control of chromaticity is necessary for rings operat-
ing above transition energy to avoid the head-tail insta-
bility, and it is also desirable for rings operating below
(Sec. IV.A.2). For rings operating solely below transi-
tion, chromatic sextupoles, arranged according to lattice
symmetry and powered in multiple families, offer con-
trol of tune spread, damping of instability, and matching
of off-momentum optics. The SNS ring uses four-family
chromatic sextupole magnets located in high-dispersion
regions, complemented by resonance-correction sextu-
pole windings placed in zero-dispersion regions (Tsou-
pas, Gardner, et al., 2000).

Resonance correction has been used successfully on
several machines, including the CERN PS and the
Brookhaven AGS and AGS Booster (Schindl, 1979).
The principle is summarized in Sec. IV.A.7. At the AGS
Booster, resonance correction up to normal and skew
sextupole was essential during high-intensity operations
(Fig. 34; Gardner et al., 1994).

H. Vacuum chamber and shielding

The vacuum chamber through which the circulating
beam passes provides an environment intended to re-
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FIG. 34. Increase of beam survival with sextupole resonance
correction in the AGS Booster: x, 10 ms per box; y, 2x 10"
particle per pulse at flat top. Resonance correction up to nor-
mal and skew sextupole was essential during high-intensity op-
erations (Sec. I11.G.6). Figure courtesy C. Gardner.

duce the effects of residual gas scattering and, in the
case of an H™ beam, to lower electron stripping. For
high-intensity proton synchrotrons, the high beam cur-
rent can drive gas ions into the chamber’s walls, leading
to positive feedback and pressure runaway, unless the
ion-induced desorption coefficient is kept below a
threshold value (Grobner and Calder, 1973). In addition,
the enclosure offers a conducting surface to carry the
induced current so that the coupling impedance is mini-
mized.

In time-varying magnetic fields, the vacuum enclosure
must accommodate several factors: (1) thermal heating
from the eddy current generated by the varying field in a
resistive material; (2) the delay of rise time of the mag-
netic field inside the chamber; and (3) the continuous
passage of beam-image current. Conventionally, the
vacuum chamber is either made of a metallic pipe (stain-
less steel or aluminum) or is directly formed from the
magnet pole faces (as in the FNAL Booster). For rapid-
cycling synchrotrons, the vacuum chambers need to be rf
shielded to give high impedance to the eddy current but
low impedance to the induced current. Consider a pipe
of thickness d,, and volume resistivity p,. As an ex-
ample, for a resistive loop of width w, and height A,
penetrated by a magnetic field B, the instantaneous
power per unit length is given by (Henderson, 1998)

dP, B’w’h.d,
ds 2p,

For a circular pipe of radius b, the average power is
proportional to the repetition rate, the field variation

. (15)
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rate, the magnetic-field amplitude squared, and the
pipe’s radius b cubed. It also is inversely proportional to
the sheet resistivity p,/d,, .

ISIS adopted ceramic chambers with supported inter-
nal stainless-steel wires, interrupted with ceramic-chip
capacitors to allow the passage only of beam image
charge at high frequency (Boardman, 1982). The wires
are contoured according to the design beam’s envelope,
reducing the beam coupling impedance. For newly pro-
posed synchrotrons of much higher beam power, the
main concern with this approach is the failure of the
wires and the consequent unavailability of the machine.
Other candidates include a ceramic chamber with
printed, internal silver wires (KAON factory, SNS RCS),
external shielding and internal coating (J-PARC), and
an extra-thin Inconel chamber of high mechanical
strength (FNAL PD; see KAON, 1990; FNAL PD, 2000;
Wei, Beebe-Wang, et al., 2000). Figure 35 shows the cir-
cular vacuum chamber used in the straight section of the
3-GeV synchrotron of the J-PARC project (Kinsho
et al., 2002).

For both rapid-cycling synchrotrons and accumula-
tors, ceramic vacuum-chambers are often used to allow
fast programming of trim quadrupole and dipole correc-
tion fields. Such chambers also are used in the injection
region to accommodate the fast programming of bump
magnet fields for phase-space painting.

. Beam diagnostics and machine protection

Beam diagnostics are essential to commissioning and
operating a high-intensity synchrotron, not only for
monitoring and controlling the beam but, equally impor-
tant, as an integral part of a machine protection system.
Beam-loss monitors with a fast response (typically tens
of ns) are located at critical locations to instantaneously
detect machine malfunction. The machine protection
system, linked with critical diagnostics systems and
power supplies for critical elements (e.g., dipole mag-
nets, injection bump magnets, extraction kicker mag-
nets), is designed to immediately shut off subsequent
beam pulses after detecting the failure of a critical de-
vice. Elements that are susceptible to beam loss upon
system malfunction (e.g., collimators, bellows) are de-
signed to withstand at least one full beam pulse.

Multiturn injection is a complex dynamic process dur-
ing which the beam’s intensity can increase by three or-
ders of magnitude, and the transverse beam size can
grow by several tens of times. The diagnostics instru-
mentation must possess a wide range of sensitivity and
turn-by-turn capability to monitor the beam’s intensity
(beam current monitors), position (beam position moni-
tors), transverse and longitudinal profiles (ionization-
profile monitor, wire-profile monitor, luminescence-
profile monitor, wall-current monitor), and beam loss
(loss monitor). Dual-plane beam position monitors are
needed at all critical areas for monitoring orbit and local
decoupling.

Credible measurement of the turn-by-turn evolution
of the beam profile is difficult to obtain in a high-



1406 Jie Wei: Synchrotrons and accumulators for high-intensity proton beams

5-10 mm

/-1

Cu Strip

\‘, /""“\‘\

2-nm-thick
TiN Coating

Cerarﬁic Chamber

intensity ring. One candidate is the ionization-profile
monitor (IPM), which measures the distribution of elec-
trons freed by ionizing collisions of the beam with the
residual gas in the beam line (DeLuca, 1969; Connolly
et al., 1999). The IPM’s performance is anticipated to be
complicated by the presence of an electron cloud in the
vacuum pipe (Sec. IV.D). The IPM designed for the SNS
ring uses a magnetic field to collect ionized electrons,
instead of ions, to avoid signal broadening due to the
space-charge force (Fig. 36). Sweeping electrodes are
used, and the multichannel plates for electron collection
are recessed from the vacuum chamber wall to avoid
superfluous signals. Three electromagnets are used in
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E———— = |
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FIG. 36. A cross section of the ionization-profile monitor for
the SNS ring. Sweeping electrodes are used, and the multi-
channel plates for electron collection are recessed from the
vacuum-chamber wall to avoid superfluous signals (Sec. IILI).
Figure courtesy R. Connolly.
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Ceramic Chamber

FIG. 35. Schematic view of the
ceramic vacuum chamber and
the rf shield of the 3-GeV syn-
chrotron of the J-PARC project
(Sec. III.H). The 5—6-mm-thick
chamber wall is made of 99.8%
high-purity alumina. Figure
courtesy M. Kinsho.

each transverse direction to minimize optical perturba-
tion and to maintain operational robustness. Another
alternative for turn-by-turn profile measurement is the
luminescence-profile monitor that was successfully
tested at the CERN SPS (Burtin et al., 2000).

An understanding of the beam’s behavior in the pres-
ence of space charge and coupling impedance entails
measuring the beam halo. With recently designed syn-
chrotrons, the measurement can be made by detecting
the extent of beam loss scattered by the adjustable
scrapers. For accumulator rings, the residual beam in the
beam gap needs to be measured on a submicrosecond
time scale, preferably at a level of 107> of the peak
beam density.

With electron-cloud effects playing an increasing role
in high-intensity rings, measurement of electron density
and the energy spectrum becomes important. From ex-
perience gained at PSR, the SNS implemented electron
detectors at locations where significant beam loss and
electron concentration is expected (e.g., near injection
foil, scrapers, and collimators; Fig. 37). Fourier-
transform analysis of high-harmonic betatron-sideband
signals from a wideband beam position monitor is an-
other technique that may be applicable to diagnosing
electron-proton interactions.

All time- and frequency-domain diagnostics become
considerably complicated in rapid-cycling synchrotrons
due to the fast changes in the beam’s velocity.

IV. BEAM DYNAMICS: INTENSITY-LIMITING
MECHANISMS

In this section, several beam dynamics topics are dis-
cussed, emphasizing mechanisms that potentially limit
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FIG. 37. (Color in online edition) Electron sweeping detector
developed at the LANL PSR (Sec. IIL.I). The pulsed electrode
sweeps electrons towards the open slots. The grounded screen
shields the collector from signals induced by the passage of the
proton beam. The repeller grid is used for the analysis of elec-
tron energy (see Fig. 47). The collector is electrically biased to
prevent the escape of secondary electrons. Figure courtesy A.
Browman.

the intensity of the beam in synchrotrons. In a proton
synchrotron, the frequency of longitudinal oscillation
usually is several orders of magnitude smaller than the
transverse oscillation frequency. The transverse and lon-
gitudinal dynamics often may be treated separately.

A. Transverse tune shifts and resonances

Tune is defined as the number of oscillation cycles
that a particle executes in one revolution around the
ring’s circumference. The spread of transverse tune shift
in a beam is an important characterization that deter-
mines nonlinear resonance behavior and the beam’s sta-
bility. As an example, Table II lists the tune shifts pro-
duced by various mechanisms in the SNS accumulator

TABLE II. Tune shift produced by various mechanisms on a
2-MW beam in the SNS ring with transverse emittance of 1207
pm in each plane and momentum spread of *0.7% (Sec.
IV.A).

Maximum tune

Mechanism

shift

Space charge
Chromaticity

—0.2 (2 MW beam)
+0.06 (0.7% Aplp)

Kinematic nonlinearity (4807) 0.001

Fringe field (4807) +0.025

Uncompensated ring magnet +0.02
error (480)

Compensated ring magnet +0.002
error (480)

Fixed injection chicane +0.004

Injection painting bump +0.001

Electron cloud ~0.04

Rev. Mod. Phys., Vol. 75, No. 4, October 2003

1407
67 gy ~—— L
P e o By e e }__,_I__:’( ——@‘r——'————\*’t—
7\ <y S ety PEVARC Vs ’ AN
66 [ Py | T VIR TR
6 3 S '
\Yg ‘,i\\g ! N /’@T‘,LJ SN M8
NS SO TN g TR N g
L4 bz~ A/ ! 1 ~ !
6.5 7@*-(¢:2)—(9’4):‘;*$:““""7\""“‘“3*5::“'7"
N7 P e £ VAR | ANV T
1 e P | N Sl A I I [ A B s T
6.4 jh;\%”’\\ /// . \\\//\\*\/ ! \\\ ! /” 1/ ‘o \\\ : /I/:
AW N VAN AR
g -'_," -LQSHF__-*_‘-\_\_(L_IJ\_ _\\-I___/*(‘_:__/L_*-_\___/ 7N
6.3 1! v N 1 Fod NI I B NE
= RHA e / Y 1y Rl 2
b o 1/3\ QQ(OA T 1 PR AN
_— ASN + 270 S Nl
| 6271 Sy <\ | 0,7
£ |l Ze
\ S r
g 6.1 j\l'\e) *3@\ \ i o ,’\/‘kJ,
. I g N N LIy [ A N I
> | (7\3}\\\“//,_ N SN
I A S SN A \\\\|’/,’ \y
6 [-0:H(8,3%0:2)(8, bt e e EEE (S N EeE i
: 3\/,’,’//”\\:\ \ ;/:\\\\\ /:\\
5.9 ({»/rL’D; /Q/\":\//’LC_): \\\\\\ 6'\1\ \\ N /I : \\ B
T Q’/"{‘;/ ' \ NN \,( | l‘
B & 788 SRV
1 - =
S8 & /\‘ ;1‘\/ ﬁ(‘\" S QI)‘\ & kN (l,{
304, 2 ; SheZlor v 1Y
’ A % i ¢ 1
5.7 \\c?e’l:/\//\ \JI I i N L it I 1\7{ o Y
5.73 583 593 6.03 6.i3 623 6.33 643 6.53 6.63 6.73

Horizontal tune

FIG. 38. (Color in online edition) Transverse tune spread of
proton beams at intensity of 2X10' at the end of injection in
the SNS accumulator ring. The transverse tunes are
(6.23, 6.20). The beam has a full, unnormalized total transverse
emittance of 2407 wum and a full momentum deviation of
+0.7%. Computer simulation is performed with UAL/ORBIT
package. Effects of space charge, transverse painting, natural
chromaticity, kinematic nonlinearity, fringe field, and magnetic
manufacturing imperfections are included (Sec. IV.A). Figure
courtesy Y. Papaphilippou.

ring, including space charge, natural chromaticity, and
magnet imperfection. The amount of tune shift indicates
its relative impact on the beam. In general, tune shifts
from the ideal design value are due to changes in the
effective strength of focusing on the particles (Courant
and Snyder, 1958):

1 dB,/dx
Av= E %BLAKldS, AKL_B—OP, (16)
where Bp is the rigidity of the beam. When the pertur-
bation in the amplitude function B, is relatively small,
tune shifts due to various mechanisms may be superim-
posed according to their dependence on the particles’
oscillation amplitude and momentum deviation. More
accurately, computer tracking and frequency analysis
can be used. Figure 38 shows an example of the trans-
verse tune spread of a high-intensity proton beam in the
SNS accumulator ring (Malitsky, Smith, and Talman,
1999; Fedotov, Gluckstern, and Wei, 2001; Papaphilip-

pou, 2001).

1. Space-charge tune shift

Space charge is a fundamental limitation in high-
intensity circular accelerators. The amount of tune shift
is linearly proportional to the product of the linear par-
ticle density and the ring’s circumference (i.e., propor-
tional to the total number of particles in the ring for a
given bunching factor). The space-charge effect is dras-
tically alleviated at higher beam energy when the trans-
verse space-charge forces produced by the electric and
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magnetic forces tend to cancel each other. The on-axis,
incoherent tune spread due to the space-charge self-field
is approximated by

Ay —— JseNoroRy 1 i_
W 2@Bwy 0Bty oy (ot ay) |y e
+Afm(72—ne)+A?fn}’ (17)

where r,=e?/4meymc? is the classical radius of a pro-
ton, 27 R, is the ring circumference, and o, and o, are
the horizontal and vertical rms beam size. The bunch
form factor f. is equal to 1/2 for a uniform distribution,
and to 1 for a Gaussian distribution. The bunching fac-
tor By<1 is the ratio between the average and the peak
beam density. The neutralization factor »,, defined as
the electron-to-proton density ratio in the laboratory
frame, represents the contribution of an electron cloud
of low energy (typically up to several hundred eV). The
contribution from the electric and magnetic images of
the beam are represented by the Laslett tune shifts A§,,
and A7 | respectively. The electric fields due to both the
direct space charge and the image charge are reduced by
the neutralization (Laslett, 1963; Zotter and Kheifets,
1998). For both incoherent and coherent space-charge
tune shifts, the relative contribution of the electron
cloud to the direct space charge and electric image is
V7,

For a round beam with no neutralization, the direct
space-charge tune shift becomes

fscNOrO (18)
4 7TBferms,B2 73 ’

Ay~

where ermszai/ B, is the rms emittance, and the rela-
tion used is

Bi=Rg/vg. (19)

The Laslett tune shift, contributed by the electric and dc
as well as ac magnetic images of the beam, depends on
the beam’s surrounding environment (Zotter and Kheif-
ets, 1998). It usually perturbs the cancellation between
the electric and magnetic forces. Compared with the di-
rect space-charge force, the contribution of the image
field can become important at higher energies. The lat-
tice dispersion effectively increases the transverse
beam’s size and reduces the space-charge tune shift.

Rings are designed to avoid strong resonances, using a
formula for the incoherent space-charge tune shift based
on assuming a constant beam size. Taking into account
the beam’s coherent-oscillation modes, the resonance
condition actually is (Smith, 1963; Sacherer, 1968; Baart-
man, 1998)

k

7: Vo~ CIA Vsc» (20)
where v is the base tune, Avg is the incoherent space-
charge tune shift of an rms-equivalent uniform-density
beam, k is the excited harmonic, / is the resonance or-
der, and the deviation of the coefficient C; from 1 rep-
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resents the contribution of envelope oscillations. This
contribution is most significant for low-order resonances
(Gluckstern, 1970; Hofmann, 1998). For a round beam
near a half-integer resonance (/=2), when the horizon-
tal and vertical tunes are close to one other, C,=1/2 for
the symmetric mode, and C,=23/4 for the antisymmetric
mode. In the case of split tunes, C,=5/8. For the SNS
ring at the split-tune working point with Av,~0.15, the
effective tune shift is A v z=5Av,/8=0.09. Therefore the
actual space-charge limit is less restrictive (Fedotov and
Hofmann, 2002).

2. Chromatic tune shift

Variation of transverse focusing with beam energy
generates the chromatic tune shift, which usually is ex-
pressed in terms of the chromaticity &, as

Ap
Avlzfl?, (21)

where Ap/p is the relative momentum deviation of the
particle. A linear lattice (consisting of dipole and quad-
rupole magnets only) with moderate focusing usually re-
sults in a negative, “natural” chromaticity of a value
near the transverse tune (Courant and Snyder, 1958);
negative chromaticity is necessary for damping instabili-
ties below transition (Chao, 1993).

Existing rings, like the ISIS and PSR, which accelerate
or accumulate the beam solely below transition energy,
may operate without chromaticity control. For newly de-
signed high-intensity rings, chromatic tune spread often
becomes significant when instability damping demands a
large, sometimes intentionally broadened beam-
momentum spread. Then, sextupole magnets are used to
adjust chromaticity. The nonlinearity they introduce of-
ten causes a strong dependence of the machine’s chro-
maticity on momentum deviation Ap/p. The SNS uses
four-family chromatic sextupole magnets to control
chromatic tune shift across the entire range of momen-
tum (Tsoupas, Gardner, et al., 2000).

3. Kinematic tune shift

Kinematic nonlinearities refer to effects stemming
from the fact that the classical relativistic Hamiltonian
contains terms higher than quadratic order of canonical
momentum. The leading order in tune shift has an octu-
polelike dependence on the particle’s transverse action
as (Wan, 1999; Papaphilippou and Abell, 2000)

1
Sy

3e €
X,y 2 y,X
_8 f ‘yx’de'f' T

where v, , are the Courant-Snyder lattice functions. For
high-intensity synchrotrons, the tune shift can become
noticeable, especially at the end of injection when the
beam’s emittance is large. For the SNS ring, the tune
shift is about 1073 at a full acceptance of 4807 um.

yxvyds,}, (22)
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4. Magnetic imperfections

Quadrupole errors cause tune shifts and tune coupling
for the entire beam. Sextupole and higher-order multi-
poles produce tune shifts that depend on the particles’
action (Wei and Harrison, 1992). The effects of even-
order multipoles (quadrupole, octupole, etc.) can be di-
rectly assessed from the amount of tune shift
produced—tune shift that is linearly proportional to the
strength of the source. Multipoles of odd order (sextu-
pole, decapole, etc.) do not produce first-order tune
shifts; their impact may be evaluated by second-order
tune shift analysis, dynamic aperture tracking, and reso-
nance analysis.

In general, the two-dimensional magnetic field in a
magnet can be expressed in terms of the multipole ex-
pansion

Byt jBy=Bo 2 (b, +ja,)(x+jy)", (23)

where B is the nominal field, and b, and a, are the
normal and skew multipole components, respectively. To
the first order of the error strengths a,, and b, , retaining
terms up to order 9 (20th-pole), the tune shifts are given
by

Abo by6
Avx: —W E_Cl Bx+3C2ﬁx 6C2Bx:8y€y
+ EC B3 2_45C 2 + ﬁc 22
7 3 *Ex SIBxByexey 2 3'8x'8y6y

35
+ 7c4ﬁiei—210c4ﬁigye§ey+315c4ﬁ§/3§exe§

s, 315, 1575
~70C,B.Bres+ ?Csﬁxex— —Csﬂ ,By
4725
+ 5 CsBiBleie,~ 15T5CsBiB)e e,
| 1575 Iy
5 CsBubel. (24)

2 15 3 2
Avy:Clﬁy+3C218y€y_6C2:BXIBy€x_ 7C3ﬁy€y

35
+45C3 B, Brece,~ Csﬂfﬁye +5 CuBye

—210C,B,B; €€ -+315C4Bxﬁyexq;—70C4ﬁiByei
315 . o, 1575
- ? SBy y+ _Csﬁxﬂ 6x6y
4725 e
CSB}C +1575C5ﬁx18y X y
1575 .,
- TCSBXB_)/EX’ (25)

where
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1 3
Cl=§(Ab1—b15)+b2Ax—a2Ay+-z(b3A§—a3A§L
1/1
szz Zb3+b4Ax_(l4Ay .
1/1
C3:Z 6b5+b6Ax_a6Ay . (26)
11
C4:§ §b7+b8Ax—a8Ay 5
1/(1
C5:16 10b +b10A alOAy 5
and
A A
AxZDx7p+xc, AYZDy7p+yC. (27)

5. Magnetic fringe field

As discussed in Sec. I11.G.4, the relative impulse on a
particle’s transverse momentum is proportional to the
ratio between beam emittance and the magnet length
(Wei and Talman, 1996; Papaphilippou, Wei, and Tal-
man, 2003). For a magnet with a transverse-field multi-
pole component of nth order, the contribution from the
fringe field, corresponding to a multipole of leading or-
der (n+2), is weakly dependent on the detailed geom-
etry of the magnet’s end. For quadrupole magnets, the
fringe fields produce octupole terms that contribute to
the tune shifts (Papaphilippou and Abell, 2000)

*
AVXZEZ KJ_,i[ _Bx,iax,i€x+ (ﬁx,iay,i_ :By,iax,i)ey]’

=+
A VY:_167T EI KL,i[:By,iay,iey—'_ (ﬁx,iay,i_ IBy,iax,i)Ex],
(28)

where the summation is over all quadrupole ends indi-
cated by the subscript i, K, is the strength of the qua-
drupole’s main field, and the + (or —) sign applies to the
entrance (or exit) end of the magnet. For dipole mag-
nets, the fringe field produces to leading order a sextu-
pole term that again contributes to octupole-like ampli-
tude detuning that is second order in strength.

Accurate modeling of 3D magnetic field is performed
with computer codes like TOSCA3D (OPERA, 2002).
Fringe-field dynamics can be quantitatively studied with
map representations using computer codes like COSY
(Makino and Berz, 1999) and MARYLIE (Dragt et al.,
1999).

6. Electron cloud

An electron cloud tends to neutralize the positive
charge of the proton beam. Compared to the space-
charge tune shift between the protons, the tune shift
produced by the electron cloud is enhanced by a factor
¥* due to absence of the compensating magnetic force in
the laboratory frame [Eq. (17)]. As discussed in Sec.



1410 Jie Wei: Synchrotrons and accumulators for high-intensity proton beams

TABLE III. Estimated controlled loss of a proton beam at 1 GeV in the SNS ring, linac-to-ring
transport (HEBT), and ring-to-target transport (RTBT) (Sec. IV.B.1). Losses are given as a fraction
of the total beam intensity. The total beam power is 2 MW.

Mechanism Location Fraction Power
HEBT:
H° from linac linac dump 1073 20 W
linac transverse tail HEBT H/V collimator 1073 2 kW
energy jitter/spread from linac HEBT L collimator 1073 2 kW
Ring:
beam-in-gap BIG kicker/collimator 107* 200 W
excited H® at foil collimator 1.3x107° 26 W
partial ionization at foil injection dump 1072 20 kW
foil miss injection dump 1072 20 kW
ring beam halo collimator 1.9x1073 3.8 kW
energy straggling at foil collimator 3x107° 6 W
RTBT:
kicker misfiring RTBT collimator 1073 20 W
IV.D, the effects can be serious resonance crossing and m?  n?
beam loss. Take a 2-MW beam in the SNS ring as an Ayl = “—L|K|€Lm|/2flyn‘/2 = T (33)
x y

example. The peak tune shift due to space charge is
about —0.2. Assume that the neutralization level is 10%
(7,~0.1) inside the proton beam for trailing-edge par-
ticles at 50% of the peak’s longitudinal density. Then,
the tune shift due to electron cloud is about +0.04 [Eq.

%))

7. Resonance effects and correction

The transverse resonance condition is given by the
relation

mv,+nv

=k, (29)

where v, and v, are the horizontal and vertical tunes,
and m, n, and k are integers. If m and n have the same
signs, the resonance is called a sum resonance, and if
they have opposite signs it is called a difference reso-
nance. The order, /, of the resonance is

I=|m|+|n]. (30)

The strength of the resonance is characterized by the
quantity

Ry
- \m12| gln/2| g (1) i
K= 77_21m'—n' é Bx ﬁy KJ_ exp(ﬁl’)dﬁ, (31)

where Ki’) is the strength of the error field. It is given by

oL (VB 32
L= Bop | x| (32)

with B;=B, for a normal magnetic field (i.e., n even)
and B;= B, for a skew field (n odd). The integral is over
the azimuthal angle #=s/R, and the phase ¢ satisfies
¢y~k6 when the tunes are near resonance. The reso-
nance is excited by the kth harmonic of 6 by the error
component of 2/-pole. In the vicinity of the resonance
line, particle motion becomes unstable. The size of the
“stop band” is given by (Schoch, 1958; Guignard, 1975)
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For systematic field errors, the major resonances are so-
called structure resonances that occur when k is an in-
tegral multiple of the lattice superperiodicity M. Reso-
nance correction is based on minimizing « [Eq. (31)]
using correctors of the appropriate order located at stra-
tegic positions of azimuth 6 to generate the intended
harmonics.

B. Beam-loss mechanisms

1. Controlled beam loss

Beam loss is categorized into two classes: controlled
and uncontrolled. Controlled beam loss includes the
beam reaching the beam dump and also striking the col-
limators, both located in shielded regions. As an ex-
ample, Table III lists the expected controlled beam loss
in the SNS accumulator ring and the transports, includ-
ing the beam’ tail and residual from the linac, the H™
beam missing or escaping the stripping-foil reaching the
injection beam-dump, the beam halo generated in the
ring, energy straggling at the foil, and loss due to the
kicker’s misfiring (Catalan-Lasheras, Lee, et al., 2001).

The beam dump and collimators must withstand the
effects of the beam’s high power, power density, and rep-
etition rate. Mechanical analyses with computer simula-
tion programs like ANSYS and performance tests of pro-
totypes are essential, including their resistance to
thermal, radiation, and mechanical stresses, vacuum out-
gassing, vacuum leakage, and long-term fatigue (ANSYS,
2003). An example is the window to the beam dumps
that separates the accelerator vacuum from the atmo-
sphere. A plasma window was proposed as an alterna-
tive to the conventional water-cooled Inconel window, to
reduce beam loss and to avoid having to use radioactive
water for cooling (Hershcovitch, 1995; Raparia and
Hershcovitch, 2002).
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TABLE IV. Estimated uncontrolled loss of a proton beam at 1 GeV in the SNS ring, linac-to-ring
transport (HEBT), and ring-to-target transport (RTBT) (Sec. IV.B.2). Losses are given as a fraction
of the total beam intensity distributed in the specified machine length. The total beam power is 2

MW.
Length Power
Mechanism Location Fraction (m) (W/m)
HEBT:
H™ magnetic stripping all HEBT 1.7x10°° 169 0.02
collimator outscattering HEBT achromat 7.5%x107° 15 0.1
Ring:
H™ magnetic stripping injection dipole 1.3%x1077 1 0.3
nuclear scattering at foil foil 3.7x107° 30 2.5
collimation inefficiency all ring 1074 218 0.9
RTBT:
nuclear scattering at window target window 4x1072

2. Uncontrolled beam loss

Uncontrolled beam loss falls into two categories:
those losses linearly proportional to the beam’s intensity
(e.g., Coulomb scattering and nuclear scattering at the
injection foil, magnetic stripping, gas scattering, kicker
malfunction, noises from the rf system and the magnet
power-supply system) and those losses that grow pro-
gressively with intensity (e.g., space-charge-induced tune
spread and coherent resonance crossing, instability,
electron-cloud effects). Table IV lists some known
mechanisms and the expected level of loss (Catalan-
Lasheras, Galambos, ef al., 2001). As a design guideline
for hands-on maintenance, the average beam loss must
be under 1 W per meter. That translates into a level of
radioactivation of approximately 1 mSv/h (100 mrem/h),
measured at 30 cm from the surface, 4 h after the ma-
chine is shut down (Wangler, 1998; Mokhov and Chou,
1999). Computer simulations with programs like MCNP
and MARS are often used to determine the transport of
the primary and secondary particles through the sur-
rounding material and to estimate the level of radioacti-
vation and needed protection (Mokhov, 1995; MCNP,
2002).

3. Resonance-loss model

The beam intensity achievable in synchrotrons ulti-
mately is limited by the uncontrolled beam loss. Beam-
loss models predict the time structure of the loss and the
maximum intensity that can be stored in the ring. By
monitoring various mechanisms of loss, one can explore
the operational potential, optimize the working point,
and design resonance correction.

Figure 39 shows, at a typical optimized working point,
the dependence of fractional beam loss on the beam’s
intensity in the SNS accumulator ring. The results were
obtained with computer modeling of macroparticles
simulating the injection-painting process, the space-
charge forces, the coupling impedance, magnetic-field
errors, the magnetic fringe field, and kinematic nonlin-
earity (Galambos et al., 1999; Malitsky et al., 1999). Be-
low a tune range of about 0.15, weak resonance crossing
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mostly contributes to the constant fractional beam loss
in the absence of chromatic and nonlinear correction,
while foil scattering of the circulating beam is a major
factor during the injection. Compared with the uncon-
trolled loss measured at the PSR accumulator ring (Fig.
40), injection loss is low due to detailed transverse paint-
ing both horizontally and vertically. As the intensity in-
creases, beam loss increases progressively upon overlap-
ping with the half-integer coherent-resonance lines
(Fedotov, Blaskiewicz, et al., 2002). Depending upon op-
erational conditions, the behavior of the loss curve var-
ies with the choice of working point, the nature and ex-
citation of nearby resonance lines, and the correction of
major resonances.

2

UAL simulation on SNS

—_
[4)]
T

Resonance
crossing
loss

Fractional beam loss [%)]

o
3
T

Injection loss

Beam intensity [x1 0" proton per pulse]

FIG. 39. Fractional uncontrolled beam loss as a function of
final beam intensity of proton beam at the end of injection in
the SNS accumulator ring. Computer simulation is performed
with UAL/ORBIT package. Effects of space charge, chromaticity,
kinematic nonlinearity, fringe field, and magnetic manufactur-
ing imperfections are included. The base transverse tunes are
(6.23, 6.20). Based on such a model, a beam intensity beyond
2% 10" protons per pulse is not achievable unless resonance
corrections are applied (Sec. IV.B.3). Figure courtesy A. Fe-
dotov.
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FIG. 40. Fractional uncontrolled beam loss as a function of
final beam intensity of proton beam at the end of injection in
the PSR accumulator ring. The transverse tunes are near (3.19,
2.19) (Sec. IV.B.3). Figure courtesy R. Macek.

C. Collective effects

Collective effects limit the beam current that may be
transported through a high-intensity synchrotron. Col-
lective effects can arise either directly from electromag-
netic interaction of particles in the same bunch (space-
charge effect) or indirectly, since a particle beam
generates an electromagnetic field while passing through
discontinuities and variations in the vacuum chamber’s
cross-sectional shape and conducting properties. The ef-
fects of Coulomb scattering among particles of the same
bunch (intrabeam scattering) usually is negligible during
the short time of accumulation and acceleration.

1. Space charge and beam halo

Space-charge effects set a fundamental limitation for
medium-energy high-intensity synchrotrons. In contrast
to linacs, where longitudinal and transverse bunch sizes
are similar, in proton synchrotrons the longitudinal size
of the bunch is usually much greater than its transverse
dimensions. Accordingly, transverse space-charge tune
shifts are orders of magnitude larger than the longitudi-
nal ones, and so longitudinal and transverse space
charge usually can be considered separately (Jones et al.,
1990; Holmes et al., 1999).

In the longitudinal direction, space charge contributes
a defocusing force below the transition energy. The lon-
gitudinal spread of the bunch may cause particles to es-
cape from the rf bucket, requiring compensation by en-
hancing rf field focusing or introducing an inductive
impedance into the ring (Sessler and Vaccaro, 1967).

In the transverse direction, the dominant effects are
the coupling of the transverse motions and the develop-
ment of space-charge resonances. The coherent tune of
the beam, along with the associated collective oscilla-
tions, determines its resonant behavior. To prevent sig-
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FIG. 41. (Color) Vertical emittance growth due to space
charge if anticorrelated painting is used during SNS beam ac-
cumulation. The transverse tunes are (6.23, 6.20). For the data
shown in black, space charge was neglected; for the data shown
in red, the space-charge force for a 2-MW beam was included.
Space charge produces a significant beam tail (Sec. IV.C.1).
Figure courtesy A. Fedotov.

nificant beam broadening and emittance growth, it is
necessary to maintain the coherent tunes of the beam
away from low-order (integer and half integer) imper-
fection and structure resonances (Sec. IV.A.1). The
choice of working tune is based on a consideration of
the space-charge resonances and avoidance of higher-
order resonances excited by lattice nonlinearity in the
presence of space-charge-induced tune spread. When
the horizontal and vertical tunes are close to each other,
significant exchange of emittance also occurs, generating
a round beam in the transverse physical space (Figs. 41
and 42). On the other hand, beam-core parametric reso-
nance induced by beam mismatch, which is the primary
source of halos in a proton linac, often is unimportant,
especially for a multiturn injected ring when the halo is
covered by the subsequently injected beam (Fedotov
et al., 2000).

The most effective approach to resolving space-charge
problems is to raise the injection energy. Space charge
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FIG. 42. (Color in online edition) Beam tail driven by space
charge and magnet errors. The development of beam tail is
noticeably enhanced by the combination of these two driving
sources (Sec. IV.C.1). A nonstandard working point,
(6.40,6.30), is chosen to illustrate the effect. The nominal work-
ing point, (6.23,6.20), is chosen to avoid resonances that lead to
the development of such an enhanced beam tail (Sec. IV.C.1).
Figure courtesy A. Fedotov.

can also be alleviated by longitudinal manipulation (e.g.,
dual-harmonic rf system, barrier cavity) to enhance the
bunching factor, and by transverse and longitudinal
painting and controlled injection as discussed in Sec.
III.C.4. Longitudinal space-charge compensation using
inductive inserts has also been demonstrated (Sessler
and Vaccaro, 1967; Koba et al., 1999; Ng et al., 2001).

2. Coupling impedance

The coupling impedance describes the interaction be-
tween a beam and its environment (Sessler and Vaccaro,
1967; Zotter and Kheifets, 1998). Assume a harmonic

excitation of beam current 7(w) at frequency w which
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excites a harmonic field with complex amplitude E (o).
The longitudinal coupling impedance is defined as

1
Z(w)=——
I(w)

E . exp(jws/ Bc)ds. (34)

The vertical and horizontal coupling impedances are de-
fined as the integrals of the deflecting fields over one
turn, normalized by the dipole moment of the excitation
beam current,

J ~ = :
Zy(w):,jT é [Ey+:8CBx]|x=O,y=Ay eXP(]wS/BC)dS,
y

Zx(w):,.,]_ § [EX—BCEy]lszX,yIO eXP(wa/,BC)dS,
IAx
(35)

where E,, Ey, B,, and By are the transverse compo-
nents of the electric- and magnetic-field vectors in the
frequency domain, and Ax and Ay are the horizontal
and vertical offsets of the beam from the axis. With
these definitions, Table V is an example of the coupling
impedance “budget” estimated for the SNS accumulator
ring at frequencies below 10 MHz. For simplicity, we use
Z, to represent both Z, and Z, .

Minimizing the impedance is an important measure to
prevent collective instabilities. Below transition energy,
the reactive part of the impedance generally is domi-
nated by space charge, whose effect is discussed in Secs.
IV.A.1 and IV.C.1 and whose value is given by

« .ngoZy « .80Zo
||(w)=—lw; Zi(w):_]W<a_2_b_>, (36)

where n=w/w,, Zy=(goc) =377 Q, a is the effective
beam radius, b is the radius of the vacuum pipe, and
go~1/2+21n(b/a) for the geometric factor. Both trans-
verse and longitudinal space-charge impedances can be
reduced by allowing the contours of the conducting
vacuum enclosure to follow the variations in the beam’s

TABLE V. Estimated beam coupling impedance of the SNS accumulator ring at frequency below 10 MHz. The beam revolution
frequency is 1.058 MHz. The leading impedance source contributing to possible instability is the extraction kicker modules located

inside the beam vacuum pipe (Sec. IV.C.2).

Device/Mechanism Z,/n () Z, (kQ/m) Comment

Space charge —j196 j(—5.84+0.45)x10° incoherent and coherent part
Extraction kicker 0.6n+;50 33+125 25 ) termination at PFN
Injection kicker & pipe 0.5/n 17.5 pipe coated; lowest tune at 200 Hz
Injection foil assembly 70.05 ja4.5 MAFIA modeling

rf cavity 0.9 (resonance peak) 18 to be damped

Resistive wall (j+1)0.71 at wq (j+1)85 at w,

Broadband beam position monitor j4 718

Broadband bellows j1.1 j7 unscreened

Broadband steps j1.9 jl6 tapered 1-to-3 ratio
Broadband ports 70.49 j4.4 screend

Broadband valves j0.15 jl.4 unscreened

Broadband collimator 7j0.22 j2.0
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envelope. This practice was adopted at the ISIS synchro-
tron, using metal wires contoured to the beam’s enve-
lope inside the ceramic beam pipe (Boardman, 1982).

The growth of an instability is associated mostly with
the resistive part of the impedance. For the ISIS syn-
chrotron, as well as the SNS and the ESS accumulator
ring, the leading resistive component of the coupling im-
pedance is from the extraction kicker modules located in
the vacuum pipe. The coupling impedance is minimized
by the design of the pulse-forming network (PFN)
power-supply circuits (low termination impedance). The
frequency dependence of the coupling impedance fur-
ther depends on the permeability of the ferrite material.
Ferrite material of relatively low permeability and low
resistive loss was found to be beneficial if the PFN was
not terminated with a low impedance (Fig. 43; Davino,
2002). Wrapping a special metal loop around the ferrite
blocks was proposed as a method to influence the cou-
pling response of the kicker module without changing
the design kicker’s magnetic field (Lee, 2002).

Impedance due to the resistive wall of the vacuum
chamber can become important at low frequencies.
When the thickness of the conducting chamber’s wall is
greater than the skin depth &; [Eq. (11)], the impedances
are given by

w . BZy0; W . RoZ6;
Z (nwg)=n(1+7j) b A (nws)=(1+])—b3—.
(37)

Investigations have been pursued on the coupling im-
pedance of thin resistive layers, such as the metallic
coatings of ceramic vacuum chambers in kicker magnets.
Theoretical studies showed that the beam’s image cur-
rent flows in the resistive layers, even in the low-
frequency regime when the skin depth & is larger than
the layer’s thickness, unless external structures offer al-
ternative paths of lower impedance. At very low fre-
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quencies, where 5? exceeds the product of the chamber’s
radius times the layer’s thickness, a significant reduction
in the real part of the transverse impedance might be
expected. These predictions were validated by prelimi-
nary bench measurements at CERN (Piwinski, 1977;
Henderson, 1998; Caspers et al., 2000). Two layers of
coating were applied to the SNS ring’s ceramic chamber
for injection kickers: a 1-um-thick copper layer for by-
passing the image charge and a 0.1-um-thick titanium
nitride (TiN) layer for a low secondary-electron yield,
along with an exterior metal enclosure for dc current
bypass. Such a design allows the passage of the image
current above a frequency of the lowest betatron side-
band (~200 kHz) without degrading the magnetic-field
penetration (a rise time of about 200 us), eddy-current
heating, and beam-induced heating. Improvements to
the vacuum chamber bypass also are planned at the
CERN PS Booster, and shielding of the magnet septa
and vacuum ports is underway at the CERN SPS.
LANL (PSR) and KEK assessed the ability of induc-
tive inserts to compensate for the longitudinal space-
charge coupling impedance. Such devices are considered
practical for machines like the proposed CERN accumu-
lator, which requires an inductive Z;/n of 70 ), with a
real part no larger than 1 () (Chou and Wei, 2001).
Computer modeling frequently is used to predict the
coupling impedance of a device (Weiland, 1998). How-
ever, computation becomes inefficient when the geom-
etry of the device is complex and asymmetric and when
the material’s permeability is high. Bench measurements
are needed to determine the impedance of critical de-
vices, e.g., the extraction kicker and its power-supply
(PFN) network (Nassibian and Sacherer, 1979; Wang
and Zhang, 2000; Davino et al., 2002). After the machine
is constructed, the total coupling impedance can be de-
termined by measuring the beam’s transfer function, en-
ergy loss, and tune shifts (Zotter and Kheifets, 1998).
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TABLE VI. Collective effects and estimated thresholds for a 2-MW beam power in the SNS accumulator ring. The dominant
effects are expected to be beam halo and beam loss generated by space-charge-related resonance crossing. Other intensity-limiting
mechanisms include electron-cloud effects and instabilities due to the extraction kicker coupling impedance (Sec. IV.C.3).

Mechanism Threshold

Comments

Transverse space charge
Longitudinal space charge

Av,~—0.2

Transverse microwave instability Z,~60 kQ}/m
Longitudinal microwave instability |Z,/n|~100 Q
Resistive wall
(é=0) Z,~13kQ/m
(&=-3) Z,~100 kQ)/m

Electron cloud above 2 nC/m

15 kV induced RF voltage

resonance crossing

60 kV RF voltage

extraction kicker impedance
extraction kicker impedance
(walls and kicker impedance)

at 200 kHz; rise time >300 us

at 200 kHz

above 2% neutralization in beam

3. Instabilities

Instabilities are common in proton rings (Laslett et al.,
1961; Neil and Sessler, 1965; Chao, 1993). Due to the
short accumulation time (typically around one
synchrotron-oscillation period), a proton beam in an ac-
cumulator is susceptible only to fast, transverse instabili-
ties like the electron-proton instability limiting the beam
intensity in the PSR ring (Sec. IV.D.3; Macek et al.,
2001). On the other hand, rapid-cycling and conven-
tional synchrotrons are susceptible to an extended list of
instabilities. Head-tail instabilities were observed near
injection in the KEK PS, the CERN PS, and the BNL
AGS and are suspected to be due to chromaticity
change caused by eddy-current-induced sextupole fields

(proportional to B/B) in the vacuum chamber under the
dipole magnets. This type of instability can be cured by
chamber correction windings (AGS Booster), chroma-
ticity control, Landau damping with octupoles, and tune
manipulation. Negative mass and microwave instabilities
are observed at the CERN PS and SPS, the BNL AGS,
and the KEK PS. They can be avoided by measures that
reduce impedance (e.g., shielding vacuum ports and
septa) and that improve the bunching factor (e.g., using
dual-harmonic or dilution cavities). Instability in
coupled bunches was observed at the CERN PS Booster,
PS, and SPS, and the BNL AGS and was damped by fast
feedback systems and Landau damping systems. The
ISIS programs the tunes in each cycle to accommodate
natural variations in chromaticity, to depress space-
charge tunes, and to avoid the resistive-wall head-tail
instability (Rees, 1994).

Next-generation proton sources, like the compressor
ring for a neutrino factory or a muon collider, are ex-
pected to operate in the regime of kiloamperes, with
peak beam current at low to medium energy (Ng and
Zotter, 2001). In these machines, the intensity of the
beam will be pushed close to its stability limits in the
presence of strong space-charge and nonlinear reso-
nances (Table VI).

A coasting-beam formalism may be applied to a
bunched beam if the bunch length is much longer than
the characteristic wavelength of the driving wake field,
and if the instability growth rate is comparable with or
faster than the synchrotron-oscillation frequency (Wang
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and Pellegrini, 1980; Koscielniak, 1999). The criterion
for longitudinal bunched-beam stability is the Keil-
Schnell condition (Nielson et al., 1959; Ruggiero et al.,
1968; Keil and Schnell, 1969; Boussard, 1975)

|77|BfEs<AE)2

|Z\\/”|<F\|W E,

, (38)
FWHM

where [ is the average bunch current, 7 is the slip fac-
tor, and the form factor =1 for a parabolic distribu-

tion. For transverse bunched-beam stability, this crite-
rion is (Sacherer, 1977)

4B/E, (A_E
eB{B )Mo\ E;

where the form factor | depends on the distribution of
transverse particles, n is an arbitrary integer, and &, is
the chromaticity. Instability occurs only for slow waves
with n>w, . The lowest threshold obtained for 7 is just
above the tune, v, ,. The machine’s chromaticity &,
plays an important role in providing Landau damping
(Landau, 1946). Below transition energy, 7<<0, the natu-
ral chromaticity (£, <0) helps to damp transverse insta-
bility.

The observed threshold for longitudinal instability
may not correspond to that estimated from the Keil-
Schnell criterion, especially in the presence of a strong
space charge. Examples are the ISIS synchrotron, the
CERN PS, and the BNL AGS Booster. In the longitudi-
nal direction, space charge typically reduces the growth
rate of instability with its debunching force (below tran-
sition) and results in self-stabilization (Hofmann, 1985;
Rumolo et al., 1998; Hofmann and Boine-Frankenheim,
1999; Koscielniak, 1999; Boine-Frankenheim and Hof-
mann, 2000; Woody et al., 2001). Transversely, space
charge lowers the instability threshold by altering the
mode frequency and mode-coupling condition
(Blaskiewicz, 1998; Fedotov and Hofmann, 2002). Re-
cent developments in computer simulation have made it
possible to investigate the mechanism numerically
(Galambos et al., 1999; Malitsky et al., 1999).

Longitudinal and transverse coupled-bunch instabili-
ties are mostly driven by the parasitic resonances in the
rf system. Such instability is often cured by passively
damping such resonances or by installing a fast bunch-
by-bunch damper.

|Zi|$FL |(”_VL)77+§L|’ (39)

) FWHM
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FIG. 44. (Color in online edition) Distribution of the electron flux measured on the wall of the vacuum pipe at the PSR. The
circumference of the ring is 90.2 m. The kinetic energy of the proton beam is 800 MeV. The flux ratio f,, varying around the ring,
is about 30% downstream of the extraction septum, about 25% downstream of the injection stripping foil, about 4% in section 4,
and within the noise level in the TiN-coated section 5 (Sec. IV.D.1). Figure courtesy R. Macek.

Feedback systems frequently are used to damp insta-
bilities. The long wake of resistive-wall impedance may
cause a closed-orbit drift during acceleration that can be
damped by a slow-rate feedback system (Danilov, Hen-
derson, et al., 2001). On the other hand, fast-rate feed-
back systems are required to damp “banana closed-
orbit” instability (Sec. IIL.E), electron-cloud instability,
(Sec. IV.D), and coupled-bunch instability.

D. Electron-cloud effects

Electron-cloud effects are important, but incom-
pletely understood dynamical phenomena. Effects that
can severely limit the performance of high-intensity pro-
ton synchrotrons include trailing-edge tune shift and
resonance crossing, electron-proton instability, emit-
tance growth and beam loss, increases in vacuum pres-
sure, heating of the vacuum pipe, and interference with
beam diagnostics. The following are examples of hadron
rings where electron-cloud effects are observed: the Pro-
ton Storage Ring (PSR) at the Los Alamos National
Laboratory (LANL), where a strong, fast transverse in-
stability occurs both for coasting and for a bunched
beam when a threshold intensity is exceeded (Macek,
1999); the CERN PS and SPS, where a large number of
electrons are produced by beam-induced multipacting
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when the machine’s parameters are configured for LHC
injection (LHC, 1995; Arduini et al., 2000; Métral et al.,
2001); and the Relativistic Heavy Ion Collider (RHIC),
where the vacuum pressure dramatically increases when
the beams are injected with halved nominal bunch spac-
ing (Zhang, 2002). Electron-cloud effects could limit the
performance of the next-generation high-intensity pro-
ton rings, such as the Spallation Neutron Source’s
(SNS%) accumulator ring (Wei, Abell, et al. 2000), and
neutrino-factory proton drivers.

1. Electron generation

Electron production is classified into the following
categories: (1) electrons generated at the stripping foil;
(2) electrons generated at collimators and vacuum-pipe
surfaces due to the impact of lost protons; (3) electrons
produced by multipacting from the vacuum chamber’s
wall; and, (4) electrons produced around the ring from
residual-gas ionization.

As an example, Fig. 44 shows the distribution of
electron-density flux measured at the PSR using the
electron detector developed at the Argonne National
Laboratory (Rosenberg and Harkey, 2000). The quantity
f. is defined as the ratio of the number of electrons strik-
ing the vacuum pipe within one turn to the number of
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TABLE VII. Estimated yield and kinetic energy of the elec-
trons produced by the H™ beam at injection into the PSR. The
yield is defined as the ratio of total number of electrons pro-
duced during the accumulation period per injected H™ par-
ticle. The average number of foil traversals is about 50. The
kinetic energy of the injecting beam is 800 MeV. The average
H™ beam current is 100 A (Sec. IV.D.1, courtesy M. Plum).

Source Yield Kinetic energy
Stripped electron 2.0 430 keV
Secondary electron 1.0 up to 20 eV
Knock-on electron 0.4 up to 2.4 MeV
Thermionic electron <0.002 ~0.24 eV
Residual-gas ionization 0.02 up to 2.4 MeV

stored protons in the ring, scaled from the area of the
detector’s surface. The electron density is high at the
injection region, where the H™ beam is stripped of its
electrons, and high at the extraction region, due to the
limited aperture. Near the injection stripping foil, a high
concentration of electrons is expected with a broad en-
ergy spectrum. With a H™ beam, the stripped electrons
carry twice the current of the injecting H™ beam and
have a kinetic energy of m,c?(y—1), where v is the
relativistic factor of the H™ beam. The injecting and cir-
culating beams impacting on the foil produce secondary
emission of electrons at low energy (tens of eV). Al-
though the yield is low (0.006 for an 800-MeV proton
beam incident on carbon material), the effect is propor-
tional to the number of traversals of the foil. The inject-
ing and circulating beams also produce knock-on elec-
trons at a high energy (up to several MeV). The
stripping foil, operating at a high temperature around

1417

2000 K, emits thermionic electrons at low energy. All
these electrons may back-scatter from the stripped-
electron collector and the surrounding surfaces. Table
VII lists the sources of production, yield, and energy-
range of the electrons at the PSR’s injection region
(Plum, 1995)

The region near the scrapers and collimators is sus-
ceptible to a high beam loss and, potentially, is another
location of high electron concentration. Protons incident
on the collimator’s surfaces produce secondary elec-
trons. Depending on the energy of the beam and the
incident angle, the secondary-electron-to-proton yield
can greatly exceed 1 when the incident beam is nearly
parallel to the surface (i.e., grazing angle 6,~m/2). Ex-
periments were performed with different ions at the
Brookhaven Tandem Accelerator to verify the angular
dependence of electron yield (Thieberger et al., 1999).
As shown in Fig. 45, the proton-induced yield Y, has a
1/cos 6, dependence on the angle 6,, similar to the
electron-induced secondary-emission yield as predicted
by the Seiler model based on experimental fits (Shou
et al., 1980; Seiler, 1983; Borovsky et al., 1988; Zhang,

2002),
E, 1.35
1.11Y2‘;‘X[1—exp _2'3(W> H
k
Yep = E, 033 5 (40)
(W) COS Gg
k

where E is the kinetic energy of the primary proton,
and the proton energy that corresponds to the maximum
yield E}'* is about 0.7 MeV. A serrated surface with
triangular teeth greatly reduced the generation of
secondary-emission electrons. However, at a beam en-

Electron yield

FIG. 45. (Color in online
edition) Proton-induced
secondary-emission yields of
electrons as functions of the in-
cident angle for 28-MeV pro-
tons striking a flat (solid line)
and a serrated (open circles)

stainless-steel ~ surface  (Sec.
IV.D.1). Figure courtesy P.
Thieberger.
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across the beam pipe is much
shorter than the passage time of
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ergy of around 1 GeV the proton stopping length is long
(about 1 m). A serrated surface may be ineffective, since
protons incident on the front edge of the teeth may eas-
ily escape from the collimator body. The SNS ring uses a
two-stage collimation system so that the beam halo is
likely to be incident on the front edge of the secondary
collimators.

Beam-induced multipacting is believed to be the lead-
ing source of sustained electron production. Depending
on the beam parameters, one of two multipacting mod-
els applies: multibunch passage multipacting (Grobner,
1977, 1997; Furman and Lambertson, 1997; Zimmer-
mann, 1997; Ruggiero et al., 2001), or single-bunch,
trailing-edge multipacting (Danilov et al., 1999; Macek,
1999).

The phenomenon of multibunch, beam-induced mul-
tipacting was observed at the CERN PS and SPS when
the machines’ parameters were configured for LHC in-
jection. The electron-cloud buildup was sensitive to the
intensity, spacing, and length of the proton bunches, and
to the secondary-emission yield of electrons from the
beam-pipe surfaces. The multibunch multipacting occurs
if the transit time of the electrons crossing the vacuum
pipe is comparable to the time between successive
bunches and if the electrons gain enough energy to pro-
duce more than one secondary electron when they hit
the vacuum-pipe wall (Grobner, 1977). The multipacting
parameter ¢, is defined as the ratio between the transit
time of the electrons crossing the vacuum pipe to the
time between successive bunches (Grobner, 1977, Wei
and Macek, 2002),

2b ’p?
e B_P (41)
b :86

where s, is the distance between the successive bunches,
Bc is the velocity of the proton beam, ,c is the average
velocity of the electrons, and the second relation is true
if the electron motion is nonrelativistic. Here, 3, is re-
lated to the energy gained by the electron from the pas-

sage of the proton bunch,

2reNo
Bb

reNosp’

2 2
AEe=mecz[ ( ) +1—1}~2mec2(%) , (42)
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Vacuum Chamber Wall

where r,=e?/4meym,c? is the classical radius of an elec-
tron. The condition for proper multibunch multipacting
is given by (,,=1. The energy gained by an electron
must be such that the electron-induced secondary-
emission yield satisfies «,Y,.>1, where a,<1 is the
electron survival rate in the bunch gap (Zhang, 2002).
Multibunch electron multipacting may occur for almost
any value of ¢, (Zimmermann, 2001).

Single-bunch, trailing-edge multipacting starts to
dominate if the bunch length is long enough to sustain
multiple passes of electrons. As shown in Fig. 46, elec-
trons are attracted to the rising edge of the proton
bunch. The motion is characterized by the electron
bounce frequency,

w,=c\2mr,n,, (43)
where n,, is the volume density of the proton beam. At
the trailing edge of the proton bunch, electrons are re-
leased and accelerated by the bunch. The number of
electrons grows dramatically at the trailing edge of the
proton bunch, as observed at the PSR (Fig. 47) (Macek
et al., 2001). The electron-cloud buildup due to this
single-bunch mechanism is expected to have a weak de-

2
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FIG. 47. (Color in online edition) Electron signals measured at
the PSR as a function of time relative to the proton-beam
pulse during a single revolution. The proton bunch length is
about 250 ns. The repeller voltage V,,, is varied to select the
electrons striking the detector according to their energy (Sec.
IV.D.1). Figure courtesy R. Macek.
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FIG. 48. (Color in online edition) Computer simulation of
electron generation in the SNS accumulator ring (Sec. IV.D.1).
The neutralization factor is defined as the density ratio be-
tween the electron and proton within the proton beam radius.
The beam intensity is 2 X 10** per bunch. The peak secondary-
emission yield is assumed to be 2. The full bunch length is
about 700 ns. The amount of peak neutralization at the trailing
edge of the bunch is higher than the simulated amount for the
PSR (about 5%). Preventive measures are adopted to mini-
mize electron generation and to enhance Landau damping
(Sec. IV.D.4). Figure courtesy M. Pivi and M. Furman.

pendence on bunch spacing, the vacuum pressure level,
and the amount of residual protons in the beam gap. On
the other hand, it depends critically on the length of the
proton bunch and the variations in its longitudinal den-
sity. The single-bunch multipacting parameter ¢, is de-
fined as the ratio between the transit time of the elec-
trons crossing the vacuum pipe to the passage time of
half of the proton bunch (Wei and Macek, 2002),

b B Bb

l= = . 44
: sbe Be \/reNosbe ( )
The energy gained by an electron is approximately
2 reNO
AEe%4mec ,Bb 353 (45)

Single-bunch multipacting occurs if the condition (<1
is satisfied and if the energy gained by an electron is
such that Y,.,>1. Figure 48 shows an example of such
single-bunch, trailing-edge multipacting with the SNS
parameters (Pivi, 2002). The actual multipacting process
may be a combination of single-bunch and multibunch
multipacting.

Due to gas ionization, the rate of electron line-density
increase per unit length of circumference is given by the
relation (Zimmermann, 2001; Zhang, 2002)

dz)\e . pmBlTionP
dtds  133.3e °

where [ is the proton current, o;,, is the ionization cross
section, P is in units of pascal (1 torr=133.3 Pa). At a
room temperature of 300 K, the molecular density p,, is

(46)
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about 3.3X10% m~3. The effect of photoemission usu-
ally is negligible for medium-energy protons due to lack
of synchrotron radiation.

Various computer simulation programs were devel-
oped to model the process of electron generation
(Ohmi, 1995; Furman and Lambertson, 1997; Zimmer-
mann, 1997). Simulated mechanisms included space-
charge fields of both protons (or e*) and electrons,
vacuum pipe and image charges, external magnetic
fields, gas ionization, secondary emission, and photo-
emission. Recent developments have incorporated
trailing-edge multipacting, rediffusion, backscattering,
and proton-induced secondary emission with refined an-
gular dependence of the incident particle (Blaskiewicz
et al., 2000; Danilov, Aleksandrov, et al., 2001; Pivi,
2002). Particle-in-cell (PIC) algorithms also were devel-
oped to model detailed electron-generation processes
(Wang, Channell, ef al., 2001).

2. Electron neutralization and the Pacman effect

An electron cloud tends to neutralize the positive
charge of the proton beam. Compared to the space-
charge tune shift between the protons, the tune shift
produced by an electron cloud is enhanced by a factor
¥* due to absence of compensating electric and magnetic
forces in the laboratory frame. With the trailing-edge
electron multipacting model, protons at the trailing edge
of the bunch experience, on average, a high concentra-
tion of electrons. Electron neutralization increases the
transverse tunes and possibly increases the tune shift of
the beam. When the beam is stored in the ring for an
extended time, the bunch may continuously lose its
trailing-edge particles upon resonance crossing. We refer
to this as the trailing-edge Pacman effect.

3. Electron-proton instabilities

Experimental observations of electron-cloud instabili-
ties are distinctively different for “short bunches” stored
at energies above the transition energy, where multi-
bunch multipacting is expected to be important (the PS,
SPS, and B factories), and “long bunches” stored at en-
ergies far below the transition energy, where single-
bunch, trailing-edge multipacting is expected to be
dominant (the PSR and SNS).

During the 1970s, coupled oscillations associated with
electron trapping and multipacting occurred during
high-intensity coasting-beam operation at the CERN
ISR (Hereward, 1971; Keil and Zotter, 1971; Grobner,
1977). The problem was alleviated by installing addi-
tional clearing electrodes around the ring. Since 1988, a
fast, vertical instability accompanied by beam loss, with
both bunched and unbunched beams, was attributed to
coupled electron-proton oscillations (Neuffer, 1992;
Macek et al., 2001). At the BNL AGS Booster, an in-
tense proton beam became vertically unstable when it
was debunched.

The threshold of electron-proton instability is associ-
ated with the amount of Landau damping caused by the
beam’s momentum spread (Keil and Zotter, 1971; Zen-
kevich and Koshkarev, 1972; Laslett, Sessler, and Mohl,
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FIG. 49. Intensity threshold of the transverse instability as a
function of the rf voltage at the PSR. The instability, accompa-
nied by a large beam loss, occurs during a multiturn charge-
exchange injection when the accumulated beam intensity
reaches the threshold level. Growth time for the instability is
about 75 ms or 200 turns. The unstable beam motion is at a
frequency range between 70 and 200 MHz, depending on the
beam intensity (Sec. IV.D.2). Figure courtesy R. Macek.

1974). Figure 49 shows the measured dependence of the
threshold intensity on rf voltage for a given length of an
injected bunch. The threshold scaling is different from
that of transverse instability due to conventional cou-
pling impedance, in which the threshold intensity is pro-
portional to the rf voltage squared [Eq. (39)]. The linear
dependence of the threshold results from the depen-
dence of the instability’s frequency on the beam’s inten-
sity (Blaskiewiez, 2000). In fact, at the electron bounce
frequency w,, the transverse frequency spread is mostly
contributed by the momentum slip, i.e.,

w
w_:)>vx,y; |7]|(1)€>§L(1)0, (47)

where g is the angular revolution frequency, #» is the
momentum-slip factor, v, , are the transverse tunes, and
&, is the chromaticity. The threshold for the transverse
stability is

|Z .yl <F. 4l E, \ BfRore(A_p
’ \/;€2w00<,8¢> No | p

where (Ap/p)rwmMm is the full-width-at-half-maximum
momentum spread of the beam, E| is the total energy of
the proton, F, is the form factor, and a is the average
beam radius. With a given coupling impedance, the
threshold intensity is linearly proportional to the mo-
mentum spread squared and is insensitive to the ma-
chine’s chromaticity. Also, the scaling behavior is ex-
tended from bunched beams to a coasting beam as the rf
voltage is lowered.

Several theoretical approaches have been taken to
study instabilities of the coupled electron-proton mo-

. (48)
FWHM
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tion. Centroid models of rigid beams provided estimates
of the unstable dipole modes and their scaling with in-
tensity for coasting beams. They offered plausible pre-
dictions for the threshold intensities of the instability,
given the uncertainties in parameters such as average
neutralization (Laslett, Sessler, and Mohl, 1974; Neuffer,
1992; Wang, Channel, et al., 2001). However, estimates
of growth rates and behavior beyond threshold showed
poor agreement with observations. The centroid models
were extended to bunched beams to better describe the
trailing-edge electron concentration, the instability
threshold, and the structure and growth rates above the
threshold (Blaskiewicz, 2000). Another approach was to
develop fully kinetic simulations based on self-consistent
solutions of the Maxwell-Vlasov equations for coasting
beams in a smooth-focusing approximation (Davidson
et al., 1999).

The short-bunch regime included instabilities that oc-
curred at most lepton (e™) rings (the KEK photon fac-
tory, B factory KEKB, and BEPC), as well as proton
rings (PS and SPS) when the beams were prepared for
collider uses (Zimmermann, 2001). Coupled-bunch,
transverse instabilities were observed at the KEK PF
(Izawa et al., 1995; Ohmi, 1995) and BEPC (Guo et al.,
1998), and at the SPS (horizontal direction) with the
LHC proton test beams (Arduini et al., 2001). The elec-
tron cloud coupled the motion of subsequent bunches
similar to a multibunch wake field. With computer simu-
lations, the effective wake fields were computed to pre-
dict the multibunch growth rates.

Single-bunch, transverse (strong and regular head-tail,
fast blowup) instabilities were identified first at the KEK
B factory and then at the CERN SPS (vertical direction)
and the PS with the LHC proton test beams. The elec-
tron cloud coupled the head and tail of the bunch similar
to a short-range wake field. A broadband-resonator
model was used to describe the coupling impedance,
with the resonator frequency at the electron bounce fre-
quency (Ohmi et al., 2001). Such single-bunch instabili-
ties were often sensitive to the chromaticity.

Theoretically, beam breakup treatment and a two-
particle model were used to obtain the threshold and
growth time of the instability, assuming that the electron
production saturated near the neutralization density
(Raubenheimer and Zimmerman, 1995; Ohmi and Zim-
merman, 2001). Transverse mode-coupling calculation
using a simulated wake field was also used (Ohmi et al.,
2002). The instability threshold was found to be linearly
proportional to the average electron density (i.e.,
Ny/sp). Recently, particle-in-cell simulations based on
strong-strong models were performed.

4. Preventive measures

Control of electron-cloud effects involves suppressing
electron generation and enhancing Landau damping.
The number of multipacting electrons can be effectively
reduced by surface treatment of the vacuum pipe. Elec-
trons in the injection region need to be guided to the
collectors with a low backscattering yield (Tabata et al.,
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1971). A beam-in-gap kicker can ensure a clean beam
gap (Witkover et al., 1999; Catalan-Lasheras, Lee, et al.,
2001). Vacuum ports can be screened, and steps in the
vacuum pipe can be tapered to reduce peaked electric
fields causing electron emission. A good vacuum can re-
duce electrons from gas ionization. Solenoids can be
wound in straight sections to reduce multipacting (Funa-
koshi et al., 2000). Electrodes can be installed around
the ring to clear the electron cloud and to isolate areas
of high electron concentration. Electron detectors need
to be installed at locations susceptible to high electron
concentration to monitor the production of electrons
(Fig. 37).

Enhancement of Landau damping starts with the de-
sign of the machine. A large vacuum-pipe aperture is
needed, especially at locations of high dispersion, to fur-
ther increase momentum spread. A large rf voltage is
required to provide sufficient momentum acceptance.
Longitudinal painting can be used to expand the mo-
mentum spread of the injecting beam. Inductive inserts
can be used to compensate for the space-charge effect,
effectively increasing rf focusing (Koba et al., 1999; Ng,
Wildmans, et al., 2001). Landau-damping octupoles
(KEK PF and BEPC) were shown to raise the stability
threshold. Lattice sextupole families (BEPC, SPS,
KEKB, and SNS) can be used for chromatic adjust-
ments, either to improve momentum acceptance (Tsou-
pas, Gardner, ef al., 2000) or to enhance damping. Fi-
nally, a fast, wideband feedback system can be
implemented to damp instabilities.

A surface coating of TiN was shown to effectively sup-
press the electron flux by a factor of more than 100 at a
coated section of the PSR (Fig. 44). The thickness of the
coating, typically about 100 nm, is chosen to withstand
bombardment from electrons during the lifetime of the
machine operation. For critical elements, e.g., the ferrite
of the extraction kicker inside the vacuum pipe (SNS),
the pattern and thickness of the coating are selected to
avoid eddy-current heating and to prevent changes in
material properties. Measurements of TiN-coated sur-
faces indicated a reduction of secondary-emission yield
(Y,.) by more than half of a unit, possibly due to reen-
try of secondary electrons into the wall of craters cre-
ated by the coating (Fig. 50) (He, 2003). A higher level
of outgassing from the rougher coated surface may re-
quire additional vacuum pumping. Recent studies at
CERN and ESRF showed that nonevaporable getter
(NEG) film coating of TiZrV alloy reduces both
secondary-emission yield and outgassing (Benvenuti
et al., 2001; Kersevan, 2002). Use of such a NEG film
coating requires in situ baking of the coated vacuum
chamber before accelerator operations. Planned, long-
term bombardment with cold electrons further reduces
the secondary-emission yield. Evidence of this “surface
scrubbing” was seen at the SPS, KEKB, and PSR. The
memory of the scrubbing may be preserved by a glow
discharge in nitrogen (Jimenez, 2001).

Clearing electrodes were shown to suppress the elec-
tron multipacting at the CERN ISR. At the SNS accu-
mulator ring, the beam position monitors around the
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FIG. 50. (Color in online edition) Measured secondary-
electron yield Y, as a function of the primary-electron energy
for a perpendicular incidence and for various coating condi-
tions of vacuum-pipe surfaces. Magnetron (dc) sputtering is
used to coat the surfaces with 100 nm of TiN. Surfaces coated
at a pressure of 0.67 Pa, which has a lower peak Y,, but a
higher outgassing rate compared with those coated at a pres-
sure of 0.2 Pa, are used for the SNS ring (Sec. IV.D.1). Figure
courtesy P. He, N. Hilleret, H. Hseuh, and R. Todd.

ring are designed also to be used as clearing electrodes,
capable of applying a voltage of up to £1kV. Such a
voltage overcomes the energy gain due to the proton
bunch [Eq. (45)]. A dedicated clearing electrode is
implemented inside the stripping-foil assembly at the in-
jection region.

Weak solenoids have been shown to effectively im-
prove machine operation under the electron cloud at
KEKB and PEP-II. In a short test section at the PSR, a
weak solenoid was found to suppress the electron flux
(f.) by a factor of about 50. For future high-intensity
synchrotrons, such solenoids could also be used in
straight sections, like the collimation section, to suppress
electron generation (Wei and Macek, 2002).

Present studies indicate that with preventive measures
adopted to suppress electron generation and to enhance
Landau damping, the impact of electron cloud can be
minimized in the operation of next-generation high-
intensity accelerators like the SNS ring.

E. Intrabeam scattering

Intrabeam scattering refers to two-body Coulomb
scattering processes occurring between particles within
the same bunch (Bjorken and Mtingwa, 1983; Martini,
1984; Piwinski, 1984; Parzen, 1987). Energy exchange
and increases in temperature in the beam’s rest frame
manifest themselves as variations in the beam’s emit-
tance and momentum spread in the laboratory frame
(Wei, 1999). The rates of emittance exchange and
growth are linearly proportional to the number of par-
ticles N, in the beam, are strongly dependent
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TABLE VIII. Examples of beam dynamics simulation codes and their functions used for the design of high-intensity circular

accelerators (Sec. IV.F). Courtesy N. Malitsky.

Functions UAL ORBIT FTPOT MAD MARYLIE ACCSIM SIMPSONS
Interface PERL API SuperCode FTPOT MAD MARYLIE ACCSIM SIMPSONS
MAD elements Yes Yes Yes Yes Yes Yes Yes
Errors Yes No Yes Yes No No Yes
Tracking Thin Matrices Thin Lie Lie Matrices Thin

lenses + nodes lenses algebra algebra + nodes lenses
Mapping Any Second Second Third Third Linear No
order order order order order order
H Painting Yes Yes No No No Yes Yes
Fringe Field Yes (Maps) No No No Yes No No
Space Charge 3D 3D No No No 2.5D 2D & 3D
Analysis Yes No Yes Yes Yes No No
(twiss ...)
Optimization No No No Yes Yes No No
(lattice ...)
Correction Yes No Yes Yes Some No No
(orbit ...)
Impedance Yes Yes No No No No No
Collimator Yes Yes No No No Yes No
Integration Yes No No No No No No
of lattices
(~q*/A?) on the charge state of the particles, and are 1 —1
approximately inversely proportional to the six- ———=Arth\/—/ x=1
dimensional phase-space area. Changes due to intra- Lix)= Vx(x—1) X (51)
l

beam scattering usually occur over a much longer time
scale than the synchrotron’s oscillation period. There-
fore the effect is often negligible in a synchrotron of
high repetition rate. Formulas in this section may be
used for an order-of-magnitude estimate.

The rate of emittance and momentum variation is
given by

[ L doy]
o, dt 5
1 do, q*N, r%moczﬁc n,,(21 di)z
— =2 Fi(x)| —ail2+d;i |,
o, dt A 87€Nx€NySrms —bl-2/2
1 do,
| o, dt
(49)
where Lc~20 is the Coulomb logarithm, ey, ,

=B ya')zc’y/ By, is the normalized rms transverse emit-
tance, Srms:wmoczﬁyasap /cA is the rms longitudinal
bunch area in phase space, xy= (a?+ biz)/2, di=Dao,/
(U§+D20-127)1/2? ai::Bxdi/Dyv bi:(ﬁyax/lgxo-y) a;, np
is equal to 1 if the beam is azimuthally bunched and is
equal to 2 if it is not. For azimuthally bunched beams, o
is the rms bunch length and N is the number of particles
per bunch; for unbunched beams, N is the total number
of particles and o, = J7R,. In Eq. (49), F;(x) is an ana-
lytic function given by

=3+(1+2x)1(x)
1-x

Fi(x)= ; (50)

where
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F. Computer simulation codes

Computer simulation provides useful tools for design-
ing synchrotrons. As the unknown regime of high beam
intensity continues to be explored, simulation often is
the only tool that provides insights into various collec-
tive mechanisms. Table VIII lists a collection of such
design and simulation programs and their main func-
tions: UAL (Unified Accelerator Libraries; Malitsky
et al., 1999); ORBIT (Galambos et al., 1999), TEAPOT
(Schachinger and Talman, 1987); MAD (Grote and Iselin,
1990); MARYLIE (Dragt et al., 1999) ACCSIM (Jones et al.,
1990); and SIMPSONS (Machida, 1991).

The availability of large computing power using par-
allel processing and fast CPU’s has facilitated the inves-
tigation of complicated, combined effects that are diffi-
cult or impossible to handle analytically (Fig. 51).
Examples are 3D space-charge modeling in combination
with longitudinal and transverse coupling impedance,
and modeling electron clouds and electron-proton insta-
bility. Efforts are being made to validate these models
experimentally (Galambos et al., 2000).

V. FUTURE APPLICATIONS AND DEVELOPMENTS

Table IX lists some high-intensity applications, includ-
ing spallation-neutron sources, neutrino-factory proton
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FIG. 51. (Color in online edition) Dynamic aperture obtained
from 6-D UAL element-by-element computer tracking for the
SNS accumulator ring at the nominal working point. Each data
point gives the mean and standard deviation obtained using 10
random seeds. The beam momentum spread is =0.7% . Effects
of magnetic errors, misalignments, and limiting physical aper-
tures are considered (Sec. IV.F).

drivers (NFPD), muon-collider drivers, nuclear transmu-
tation, and energy amplifiers (EA), as discussed in many
review papers (Weng, 1997; Lee, 1998; FNAL PD, 2000;
Hirata et al., 2000; Chou and Wei, 2001). For pulsed ap-
plications, the accumulator ring (AR) scenario is advan-
tageous because loss is minimized (no main-magnet
ramping, better magnet-field quality, and shorter storage
time available for developing instability). On the other
hand, rapid-cycling synchrotrons (RCS) are economical
for energy and power upgrades (multiring cluster, mul-
tipurpose), and realizing a short bunch length is easier.
Figure 3 shows the beam energy, current, and power of
some of the world’s high-intensity proton synchrotrons.
In addition, proton synchrotrons are also used for medi-
cal applications (Coutrakon et al., 1999; Peggs et al.,
2001) and for accelerating polarized beams for spin-
physics studies (Khoe et al., 1975; Roser, 1995) Fixed-
field alternating-gradient (FFAG) synchrotrons are
identified as promising candidates for high-duty-factor
acceleration (Kerst et al., 1955; Symon, 1955; Cole et al.,
1957; Kolomensky et al., 1957; Ohkawa, 1958; MURA,
1964; Aiba et al., 2000).

VI. CONCLUSIONS AND DISCUSSION

With five decades of exploration and discovery, syn-
chrotrons and accumulators have advanced to meet the

TABLE IX. Beam parameters of some existing and proposed proton accelerator facilities (Sec. V); RCS, rapid-cycling synchro-
tron; AR, accumulator ring; EA, energy amplifier; PD, proton driver; Linac, linear accelerator.

Intensity Rep. rate Flux? Energy Power
Machine (10%/pulse) (Hz) (10*/year) (GeV) (MW) Type

Existing:

ISIS (RAL) 25 50 125 0.8 0.16 RCS

AGS (BNL) 7 0.5 35 24 0.13 RCS

PSR (LANL) 2.5 20 50 0.8 0.064 AR

MiniBooNE (FNAL)® 0.5 7.5 38 8 0.05 RCS

NuMI (FNAL) 3 0.5 1.5 120 0.3 RCS

CNGS (CERN) 4.8 0.17 0.8 400 0.5 RCS
Under construction:

SNS 14 60 840 1 1.4 AR

J-PARC 3 GeV 8 25 200 3 1 RCS

J-PARC 50 GeV 32 0.3 10 50 0.75 RCS
Proposed:

ESS 46.8 50 2340 1.334 5 AR (2 ring)

CONCERT 234 50 12000 1.334 25 AR (2 ring)

AAA (LANL) cw 62500 1 100 Linac

AHF (LANL) 3 0.04 0.03 50 0.003 RCS

EA (CERN) cwW 12500 1 20 Cyclotron

PD (FNAL) I 3 15 45 16 1.2 RCS

PD (FNAL) I 10 15 150 16 4 RCS

PD (BNL) I 10 25 25 24 1 RCS

PD (BNL) II 20 5 100 24 4 RCS

PD/SPL (CERN) 23 50 1100 22 4 AR (2 ring)

PD (RAL) 15 GeV 6.6 25 165 15 4 RCS (2 ring)

PD (RAL) 5 GeV 10 50 500 5 4 RCS (2 ring)

A1 year is taken to be 107 s.
"Including planned improvements.
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challenge of the next-generation applications. Difficul-
ties encountered in progress demand state-of-the-art
knowledge and technology from the physics community
and the industry. Accelerator physics and technologies
developed at the high-intensity frontier in turn stimulate
the evolution of modern accelerators.

A key challenge in achieving a high-intensity perfor-
mance is to minimize uncontrolled beam loss. Beam
losses are attributed to single-particle and multiparticle
phenomena. Leading single-particle phenomena include
injection-related losses, magnetic nonlinearities, and
resonance crossing. Leading multiparticle phenomena
include space-charge effects, instabilities due to coupling
impedances, and electron-cloud effects.

Rapid-cycling synchrotrons have lower injection en-
ergy and fewer accumulated particles. On the other
hand, fixed-energy accumulators do not accelerate beam
in the ring, and the beam duration time is short. In de-
signing a new high-intensity synchrotron, some basic
questions must be answered: (1) Is it preferable to use a
rapid-cycling synchrotron, or a fixed-energy accumula-
tor? (2) Should there be two rings to reach a high com-
bined power, or one ring of larger circumference? (3)
Will the beam be injected at a dispersive region, or a
nondispersive region? (4) What is the superperiodicity
of the ring’s lattice, and how are injection, rf, collima-
tion, and extraction to be arranged? (5) What is the
ramping scheme for a rapid-cycling synchrotron? An-
swers to these questions are closely related to consider-
ations of beam loss. Above all, having a large transverse
vacuum-pipe aperture and long, uninterrupted straight
sections are the two most important aspects that must be
considered from the very beginning.

The most distinctive features of the newer high-
intensity rings, like the SNS accumulator and the
J-PARC RCS ring, are a large vacuum-pipe aperture
and long straight sections. Based on an optimized accel-
erator layout, accelerator physics and technological chal-
lenges must be met to achieve high-intensity, high-beam-
power operations. The following problems are among a
long list of important accelerator-physics topics that
needs to be explored: (1) time structure and resonance
behavior of beam loss; (2) beam-halo dynamics, diagnos-
tics, and collimation; (3) calculation, measurement, and
minimization of coupling impedance; (4) combined in-
stability behavior of space charge and other coupling
impedances; (5) electron-cloud generation and instabil-
ity development; (6) resonance excitation and correction
of magnetic nonlinearities; and, (7) development of
large-capacity computer simulation that incorporates
lattice nonlinearities, space charge, coupling imped-
ances, injection schemes, collimation, electron-cloud ef-
fects, and energy ramping.

Technological challenges are primarily associated with
rapid-cycling synchrotrons: (1) rf cavities of high accel-
eration gradient (near 50 MV/m at a frequency range of
1-20 MHz); (2) laminated magnets with water-cooled,
stranded coils to accommodate a high repetition rate (up
to 50 Hz) and a high field (up to 1.5 T); (3) vacuum pipe
and thin shielding that possess high impedance to eddy
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currents but low impedance to the beam; (4) dual-
frequency resonant power supplies or fast-switching,
programmable power supplies for the magnets; and, (5)
magnetic-field tracking at a level better than 1073 be-
tween the dipole and quadrupole magnets. Other chal-
lenges that are common to both rapid-cycling synchro-
trons and accumulator rings are the following: (6) long-
lifetime, heat- and stress-resistant stripping foils; (7) foil-
free injection schemes based on resonance lasers; (8)
kickers and their pulse-forming networks, with a fast rise
time and field uniformity; (9) electron collection and
suppression using TiN coating and surface treatments,
guiding magnetic field, clearing electrodes, and sole-
noids; (10) feedback systems with a wide frequency
bandwidth and power; (11) heat and radiation resistance
of devices located in high-beam-loss region; and, (12)
diagnostics and machine-protection systems that are
sensitive to the dynamics of the beam and have a fast
response to beam-loss detection.

In this paper, the author has reviewed the design and
operational experience of existing and proposed proton
facilities and summarized physical and engineering is-
sues limiting the efficiency of high-intensity synchro-
trons and accumulators. The topics covered include lat-
tice design, geometric and momentum acceptance,
beam-halo cleaning, injection, acceleration, extraction,
magnet system, power supplies, rf system, transport
lines, and machine protection and diagnostics. Beam dy-
namics pertaining to high-intensity performance, includ-
ing tune shift and resonance control, beam-loss models,
space-charge control, collective effects, and electron-
cloud effects, have also been reviewed. Detailed discus-
sions of each can be found in the corresponding refer-
ences.

At a time when new accelerator projects at the high-
energy frontier are experiencing increasing difficulties in
gaining financial support, it is interesting to note that
projects at the high-intensity frontier are flourishing
around the world. Demands for such accelerators extend
to spallation-neutron production, waste transmutation,
energy generation, neutrino physics, and muon physics.
The research, development, and construction of the
Spallation Neutron Source (SNS) in the United States
and the Proton Accelerator Research Complex (J-
PARC) in Japan are paving the way towards future
projects of high-intensity synchrotrons and accumula-
tors.
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AAA Advanced  Accelerator  Applications,
LANL

AGS Alternating Gradient Synchrotron

AHF Advanced Hydrotest Facility, LANL

ANL Argonne National Laboratory

ANSYS Computer program for mechanical engi-

neering simulations
AR accumulator ring

BEPC Beijing Electron Positron Collider

BIG beam-in-gap

BNL Brookhaven National Laboratory

BPM beam position monitor

CERN European Organization for Nuclear Re-
search

CNGS CERN Neutrinos to Gran Sasso

CONCERT Combined Neutron Center for European
Research and Technology

CPU central processing unit

DOE Department of Energy, U.S.

DTL drift-tube linac

EA energy amplifier

EM electromagnetic

e-p electron-proton

EPS-IGA  European Physical Society Interdivisional
Group on Accelerators

ESRF European Synchrotron Radiation Facility,
France

ESS European Spallation Source

FFAG fixed-field alternating-focusing

FNAL Fermi National Accelerator Laboratory

FODO focusing/defocusing lattice structure with
drift sections

FWHM full width at half maximum

H horizontal
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H
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IPM
IPNS
ISIS
ISR
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JHF
J-PARC
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KEK
KEKB
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linac
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mrad
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PFN
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RTBT
SEY
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hydrogen ion with a negative charge
hydrogen ion with a positive charge
neutral hydrogen

high-energy beam transport

Hertz

intrabeam scattering

Institute of Electrical and Electronics En-
gineers, Inc.

insulated-gate bipolar transistor
ionization-profile monitor

Intense Pulsed Neutron Source (ANL)
spallation neutron facility at RAL
Intersecting Storage Ring, CERN

Japan Atomic Energy Research Institute
Japan Hadron Facility

Japan Proton Accelerator Research Com-
plex

Kaon, Antiproton, Other Hadron Neu-
trino Factory

High Energy Accelerator Research Orga-
nization (Japan)

KEK B-factory facility

longitudinal

Los Alamos National Laboratory
Lawrence Berkeley National Laboratory
Large Hadron Collider

linear accelerator

computer program for particle-transport
and collimation calculation

Monte Carlo N-Particle, computer pro-
gram for particle-transport calculation
Main Injector (Fermilab)

milliradian

1072 second

1073 sievert per hour

Midwest University Research Association,
Madison, Wisconsin

nonevaporable getter

computer program for magnetic-fields cal-
culation

Oak Ridge National Laboratory

proton driver

SLAC B-factory facility

photon factory

pulse-forming network

particle in cell

particles per pulse

Proton Synchrotron (CERN)

Proton Storage Ring, Los Alamos Na-
tional Laboratory

Rutherford-Appleton Laboratory
rapid-cycling synchrotron

radio frequency

radio-frequency quadrupole

Relativistic Heavy Ion Collider
root-mean-squared

ring-to-target beam transport
secondary-emission yield

Systeme International, based on meter, ki-
logram, second, ampere (MKSA)
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Stanford Linear Accelerator Center
Spallation Neutron Source
Superconducting Proton Linac (CERN)
Super Proton Synchrotron (CERN)
Superconducting Super Collider
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vy horizontal tune

vy, vertical tune

Vyo, Vyo unperturbed horizontal or vertical tune

& transverse chromaticity of the ring

Pm molecular density

P, volume resistivity

o, rms spread in relative momentum deviation
Aplp

Tion ionization cross section

Ty rms spread in rf phase
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