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The measurements of the properties of the Z boson performed with the large data samples collected
at LEP and SLC challenge the standard model of the electroweak interaction with unprecedented
precision. The Z mass is measured to 2 parts in 105, while other relevant electroweak observables such
as the electroweak mixing angle, which is related to the strength of the neutral current, are measured
with an accuracy of 1 part in 103. At this level of precision the effects of electroweak radiative
corrections and in particular of the nontrivial loop contributions are visible. Assuming the validity of
the standard model, the top mass can be predicted with a precision of about 10% and with a value in
good agreement with the direct measurements. The global fit of electroweak data constrains the mass
of the Higgs boson, giving an indirect indication of a relatively light Higgs. The overall agreement of
the data with the predictions of the standard model is good, considerably limiting the room available
for new physics. This paper describes the experimental techniques that led to such a thorough test of
the electroweak theory. The basic theoretical concepts are reviewed and the measurements compared
with theoretical predictions. [S0034-6861(99)01003-X]
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I. INTRODUCTION

The existence of the neutral weak currents was pre-
dicted by the ‘‘standard model’’ of the electroweak in-
teraction (Glashow, 1961; Weinberg, 1967; Salam, 1968)
before their discovery by Hasert et al. (1973) at CERN.
In the following years one of the fundamental param-
eters of the theory, sin2 uW , was measured precisely at
CERN and Fermilab in the deep-inelastic scattering of
high-energy neutrino beams on isoscalar targets by the
collaborations FMM (1985), CCFR (1985), CDHS
(1986), and CHARM (1987). The intermediate vector
bosons were eventually discovered at CERN by the
UA1 collaboration (1983a, 1983b) and UA2 collabora-
tion (1983a, 1983b) in proton-antiproton collisions.

The electroweak theory predicts relations among ex-
perimentally measurable quantities. Any observable,
like the masses of the vector bosons, can be predicted in
terms of a finite number of parameters, which have to be
determined in previous experiments. New measure-
ments are compared with predictions. If these agree
within their errors, the measurement can be used to fur-
ther constrain the input parameters. Non-agreement in-
dicates inconsistency of the theoretical framework and
new physics.

The comparison between the measured masses of the
intermediate vector bosons and the prediction based on
measurements of neutrino scattering cross sections and
the muon lifetime was a major quantitative test of the
electroweak theory (Amaldi et al., 1987; Costa et al.,
1988). It established the existence of radiative correc-
tions at three-standard-deviation level. The mass of the
top quark—which affects the predictions of these mea-
surements only via radiative corrections—was indirectly
constrained (Langacker, 1989) at 90% confidence level
in the range 40 GeV,mt,210 GeV.

This paper describes how the high-precision experi-
ments performed with e1e2 collisions at LEP and SLC
have tested the electroweak theory to a level compa-
Rev. Mod. Phys., Vol. 71, No. 3, April 1999
rable to the g-2 experiments (Farley and Picasso, 1990)
which were performed to test quantum electrodynamics.

The accurate measurements of the mass, width, and
partial widths of the Z boson and of the asymmetries in
its production and decay allow for the first time quanti-
tative tests of the electroweak theory beyond the tree-
level prediction. Using these measurements, the LEP
Electroweak Group (1997) has constrained the mass of
the top quark to mt518166617 GeV, where the sec-
ond error accounts for the variation in the prediction
when the mass of the Higgs boson, the last yet-unknown
parameter of the theory, is varied in the range from 70
to 1000 GeV. The predicted value of mt is in very good
agreement with the top mass value mt5175.665.5 GeV
reported by the collaborations CDF (1997b) and DO”
(1997b), confirming once again the success of the elec-
troweak theory.

After a description of the parameters used to compute
the predictions of the minimal standard model and a
discussion of the precision of these predictions, the
present section contains a very brief description of LEP
and its detectors and of SLD. The subsequent sections
describe the precise measurements performed by the
LEP collaborations and by SLD and also include a brief
description of the measurement of the W mass. The
overall comparison of the measurements with the
standard-model predictions is left to the last section.

LEP completed data taking at the Z peak in summer
1995, but the analysis of the data has not yet been com-
pleted. SLD is still taking data. This report includes
many preliminary results presented in August 1997 at
the International Europhysics Conference on High-
Energy Physics in Jerusalem. They may slightly change
in the future when the final analyses are available.

A. Parameters of the minimal standard model

The minimal standard model (MSM) most commonly
used to predict the observables measured at LEP and
SLC has the following precisely known quantities as in-
put parameters:

(i) a, the fine-structure constant measured at values
of q2 close to zero. It determines the strength of
the QED part of the neutral currents. a21

5137.035 989 5(61).
(ii) GF , the Fermi constant measured in muon decay.

It determines the strength of the charged current.
GF51.16639(2)31025 GeV22.

(iii) MZ , the mass of the Z boson, as measured at
LEP. MZ591.1867(20) GeV.

Any process mediated by the weak or electromagnetic
current can be computed at tree level from these three
quantities,1 neglecting the small phase-space effects
caused by the nonzero mass of the final-state fermions.

1The Cabibbo-Kobayashi-Maskawa mass-mixing matrix is
needed in addition for tree-level predictions of charged-
current processes involving flavor-tagged hadronic final states.
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In particular, the strength of the weak neutral current
sW

2 (cW
2 512sW

2 ) and the mass of the W boson MW are
given by

&GFMZ
2 5

e2

4sW
2 cW

2 5
pa

sW
2 cW

2 ,

MW
2 5

pa

&GFsW
2 , (1)

sW
2 [12

MW
2

MZ
2 .

The precision of the measurements described in this
paper is such that the tree-level prediction is not accu-
rate enough to match the experimental precision and
higher orders have to be included in the calculations.
This can be easily seen by comparing the prediction of
MW580.937 GeV computed using the previous equa-
tions with the measurement given in Sec. V: the predic-
tion is 0.7% larger than the measured value, which is
known with a precision of about 0.1%.

When higher orders are included in the calculations,
other input parameters are needed to predict the ob-
servables measured at LEP and SLC:

(i) mf , the masses of all fermions. The contribution
of the fermion masses to the photon self-energy
(see Sec. I.B) is taken into account by replacing
the input parameter a(0) with a(MZ

2 ), the fine-
structure constant at q25MZ

2 , which is known
with a precision of 731024. The fermion masses
also appear in the weak boson self-energy correc-
tions in the form (mi

22mj
2)/MZ

2 , where i and j are
two fermions of the same isodoublet, and in the
vertex corrections in the form (mf /MZ)2. These
corrections are in general small and known with
sufficient accuracy, except for the case of the top
quark. The mass of the top quark is known with a
precision of 3%.

(ii) MH , the mass of the Higgs boson. It appears in
the higher-order terms as a correction of the form
ln(MH /MZ) and therefore has a small effect on
the predictions. The value of the Higgs mass is
bounded from below at about 77 GeV from
searches at LEP (Janot, 1997) and from above at
1 TeV, above which new strong interactions ap-
pear (Cabibbo et al., 1979; Lindner, 1986; Luscher
and Weisz, 1988; Sher, 1989; Altarelli and Isidori,
1994; Casas et al., 1995).

(iii) as , the strong-coupling constant at q25MZ
2 . It

appears in gluon radiation corrections of any
weak process involving quarks and is known to
about 3% of its value. It also has a minor effect
in processes where quarks contribute only
through radiative corrections.

Any observable Oi (electroweak observable) can be
computed in the MSM as a function of these parameters,

Oi5f i@a~MZ
2 !,GF ,MZ ,mf ,MH ,as# ,
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with sufficient accuracy to match the experimental pre-
cision. The accuracy of the prediction is limited mainly
by the precision of the least known parameters of the
model (mt ,MH ,as) and not by missing high orders in
the radiative corrections (see Sec. I.C).

The comparison between the measurements of many
electroweak observables done at LEP and SLC and
their prediction as a function of mt ,MH ,as(MZ

2 ) is the
main subject of this paper. The overall fit can be used to
further constrain the parameters—in particular
MH—and the quality of the fit provides a test of the
structure of the MSM.

The next sections describe the determinations of the
MSM parameters measured elsewhere than at LEP and
how these parameters enter in the predictions of other
electroweak observables through radiative corrections.

1. The Fermi constant

The Fermi constant GF is defined through the muon
lifetime tm . Within the Fermi model, tm is given by (Be-
hrends et al., 1956; Kinoshita and Sirlin, 1959)

1
tm

5
GF

2 mm
5

192p3 FS me
2

mm
2 D S 11

3
5

mm
2

MW
2 D F11

a~mm
2 !

2p S 25
4

2p2D G ,

(2)
where F(x) is the phase-space term

F~x !5128x18x32x4212x2 ln x

and

1

a~mm
2 !

5
1
a

2
1

3p
lnS mm

2

me
2 D 1

1
6p

.

Equation (2) includes mass effects and the leading QED
corrections.

The most precise determinations of tm are those of
Giovannetti et al. (1984) and Bardin et al. (1984). In
both cases, a low-energy p1 beam was stopped. The
muons from the pion decays were also stopped, and the
positrons from the muon decays then observed either in
a water Cherenkov detector (Giovannetti et al., 1984) or
by scintillator telescopes (Bardin et al., 1984). The time
distributions of the signal positrons gave the m1 lifetime.

The combined result for the muon lifetime is

tm5~2197.0360.04! ns,

from which Eq. (2) gives

GF51.16639~2 !31025 GeV22.

The 931026 relative error on GF from the input quan-
tities is dominated by the uncertainty on tm . The esti-
mated uncertainty from missing second-order QED cor-
rections to Eq. (2) is larger by a factor of 2. In the
parametrization used in this paper GF is defined by Eq.
(2); therefore the uncertainties induced by the missing
QED corrections are assigned to the quantities com-
puted with GF .
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2. The fine-structure constant at MZ
2 scale

The QED coupling constant a(q2) is very precisely
determined at q2;0 through the measurements of the
quantized Hall resistance (Bliek et al., 1985; Cage et al.,
1985; Hartland et al., 1985; Wada et al., 1985; Van del
Wel et al., 1985; Delhaye et al., 1986). It can be calcu-
lated with equivalent precision from the measurement of
the electron’s anomalous magnetic moment (Van Dick
et al., 1984) using the QED radiative corrections to the
eighth-order term by Kinoshita and Lindquist (1981,
1983).

The value of a(0) is obtained from a combined fit to a
large set of interrelated atomic, molecular, and nuclear
data (Cohen and Taylor, 1986) which is also sensitive to
many other parameters that are left free in the fit. The
result is

a21~0 !5137.035 989 5 ~61!.

The coupling constant at q25MZ
2 is obtained by adding

to a(0) the radiative corrections due to the photon self-
energy (see Sec. I.B). They depend on the masses of the
fermions as ln(s/mf

2) and hence are large for light fermi-
ons. A special treatment, described in Sec. I.B.4, is
needed for the masses of the light quarks, since they are
not well defined. The correction Da is

Da50.063260.0007,

resulting in

a21~MZ
2 !5

12Da

a~0 !
5128.8960.09.

As discussed in Sec. I.B.4, the error on a(MZ
2 ) is

dominated by the uncertainty on the hadronic contribu-
tion to the vacuum polarization corrections.

3. The top mass

The top quark was discovered by CDF (1995b) and
DO” (1995) at Fermilab. They have recently performed
analyses (CDF, 1997b; DO” , 1997b) of their full data
sample of about 110 pb21 to measure its mass.

Top quarks are produced in pp̄ collisions at As
51.8 TeV predominantly in pairs with a cross section of
about 7 (pb). They decay into a W boson and a b quark,
producing multijet events which can be classified accord-
ing to the W decay modes. The most useful channel for
the mass measurement is when one of the W’s decays
into an electron or muon plus neutrino and the other W
decays in two hadronic jets. This channel corresponds to
about 30% of the t t̄ events. For each event an average
top mass is calculated with a kinematic fit requiring that
the two top masses be equal and constraining the masses
of the W’s.

The mass of the top quark is determined by compar-
ing the measured distributions of the average mass with
distributions obtained from Monte Carlo simulations for
several possible input values of the top mass. The likeli-
hood fit gives

mt5175.665.5 GeV,
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where the quoted uncertainty also includes systematic
errors of the same size as the statistical ones. They are
mainly due to uncertainties in the energy scale of the
calorimeters and in the simulation of the gluon radia-
tion.

4. The strong-coupling constant at MZ
2 scale

The strong-coupling constant has been measured with
a variety of methods in recent years, ranging in energy
from the study of tau lepton decays to that of jet prop-
erties in e1e2 annihilations at high energy. The mea-
surements are expressed at the MZ scale through the
evolution predicted by the renormalization-group equa-
tions (Altarelli, 1982).

In most cases the accuracy of the measurements is
limited by theoretical uncertainties related either to un-
calculated higher-order perturbative QCD corrections
to the predictions or to low-energy nonperturbative ef-
fects.

There are many good reviews on the subject (Schmel-
ling, 1996). The average value of all as measurements
excluding the constraint given by the electroweak fit is
usually quoted as

as~MZ!50.11860.003,

although some authors think the error should be in-
creased to 0.005 (Altarelli, 1997).

B. Radiative corrections

Radiative corrections at LEP/SLC can be classified
into four categories, from the most to the least impor-
tant numerically:

(i) QED corrections [see Fig. 1(a)]: these are the cor-
rections involving the radiation of a real photon or
the exchange of a virtual photon. They are nu-
merically very important (more than 30% reduc-
tion of the Z-pole cross section, for instance) and
known with sufficient accuracy. See Sec. II.A for
details.

FIG. 1. Examples of Feynman diagrams for the process e1e2

→m1m2 at one-loop level. (a) QED corrections; (b) vacuum
polarization corrections; (c) vertex corrections; (d) box correc-
tions.
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(ii) Vacuum polarization [see Fig. 1(b)], also called
oblique corrections: they are numerically impor-
tant and interesting for their sensitivity to new
physics. They are universal, in the sense that they
do not depend on the final state. The large [O
(10%)] correction due to the gg propagator can
be renormalized by the use of the running QED
coupling constant a(MZ

2 ), while the ZZ and gZ
propagator corrections can have O (1%) effects
on the Z-pole observables.

(iii) Vertex corrections [see Fig. 1(c)], their size de-
pends on the final state and they are large for the
Z→bb̄ vertex [O (1%)]. Some of them can also
be interesting for new physics.

(iv) Box diagrams [see Fig. 1(d)]. These are almost
negligible at LEP1/SLC energies.

The oblique corrections are the most interesting type
of radiative correction at LEP/SLC due to a property of
the MSM not present in pure QED and QCD: the non-
decoupling property. Nondecoupling, common to theo-
ries in which a large particle mass is associated with a
large coupling constant, means that the effect of par-
ticles with masses much larger than the electroweak
scale does not vanish as MZ /MX to some power: the
heavy degrees of freedom do not decouple, and their
contributions to vacuum polarization corrections can in-
stead grow with MX .

An example of such a particle is the top quark: the
contribution of the top-quark loop to the photon
vacuum polarization (QED) is proportional to
(MZ /mt)

2, while its contribution to the Z self-energy
for high top mass is proportional to (mt /MZ)2.

Nondecoupling also appears in the Z→bb̄ vertex. The
contribution of the vertex correction (see Fig. 2) involv-
ing the top quark is also proportional to (mt /MZ)2.

The vacuum polarization and the vertex corrections to
processes involving two fermions in the initial and final
states, like e1e2 annihilation into f f̄ , can be imple-
mented using an amplitude with the same structure as
the tree-level amplitude and absorbing the effects of the
radiative corrections into energy-dependent complex
couplings (Lynn, 1988; Hollik, 1990a; Bardin et al.,
1991c).

This procedure, called the improved Born approxima-
tion, is quite natural for neutral-current processes since
the vacuum polarization and vertex corrections at one-
loop level are naturally separated from the QED ones,
forming a gauge-invariant subset. ZZ and WW box dia-
grams can also be separated from the external QED cor-
rections and, even though their numerical effects are

FIG. 2. Feynman diagrams for vertex correction to the Z
→bb̄ vertex involving the top quark.
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small near the Z resonance, they are included as explicit
corrections to the improved Born amplitude.

The implementation of the one-loop radiative correc-
tions in the calculation of the differential cross section
for fermion production in e1e2 annihilation near the Z
pole and in the prediction of the W mass are briefly
described in the following sections. A detailed discus-
sion can be found in a paper by Hollik (1990a).

1. Radiative corrections to the e1e2 annihilation cross
section

In the improved Born approximation the amplitude
for the process e1e2→f f̄ has the same structure as the
tree-level amplitude and contains three running complex
couplings, ā(s), s̄W

2 (s), and r̄(s):

Ā5QeQf

4pā~s !

s
@gm ^ gm#

1&GFMZ
2 r̄~s !

1

s2MZ
2 1is

GZ

MZ

3@gm„I3
e22Qes̄W

2 ~s !…2gmg5I3
e #

^ @gm
„I3

f 22Qfs̄W
2 ~s !…2gmg5I3

f # . (3)

Here the first term corresponds to the photon exchange
and the second to the Z exchange. The notation Am
^ Bm in the previous equation represents a bilinear com-
bination of spinors u and v :

Am ^ Bm[@ v̄eAmue#•@ ū fB
mv f# .

The running couplings have contributions from
vacuum polarization corrections and from vertex correc-
tions. The former are the same for all f f̄ final states,
while the latter depend on the flavor of the final state.
They are discussed in turn.

2. Vacuum polarization corrections

As shown in Fig. 1(b) there are three different loop
diagrams and consequently three different corrections:
one involving photon lines to both vertices (the photon
self-energy), one with a photon line to one vertex and a
Z line to the other (gZ mixing), and one with Z lines to
both vertices (the Z self-energy).

The correction Pg(s) is evaluated by calculating the
loop diagram of Fig. 1(b) with photon lines at both ver-
tices and is absorbed in the effective complex coupling
constant ā(s), defined as

ā~s ![
a~0 !

11Pg~s !
5

a~0 !

12Da~s !
, (4)

where Da(s) is a complex quantity whose real part was
already introduced in Sec. I.A.2. Here Pg(s) is defined
as

Pg~s !5
Sg~s !

s
,



580 Martinez et al.: Precision tests of the electroweak interaction . . .
where Sg(s) stands for the photon self-energy function
(Hollik, 1990a).

Following the procedure described by Hollik (1990a),
we find that the correction induced by the gZ mixing is
absorbed in an effective mixing angle s̄W

2 :

s̄W
2 ~s ![sW

2
„11Dk~s !…, (5)

where the complex quantity Dk(s) is

Dk~s !52
cW

sW

PgZ~s !

11Pg~s !
. (6)

When we again follow the procedure of Hollik (1990a),
using the tree-level relation (1), the real part of the Z
self-energy is absorbed in the effective parameter r̄(s),
not present at tree level, defined by

e2

4sW
2 cW

2

1
11PZ~s !

5&GFMZ
2 r̄~s !

with

PZ~s !5
Re@SZ~s !#

s2MZ
2 .

The imaginary part of the Z self-energy can be inter-
preted (Hollik, 1990a) using the optical theorem as

Im@SZ~s !#

11PZ~s !
5GZ~s !>

s

MZ
2 GZ~MZ

2 !,

where GZ(s) is the Born total Z decay width computed
in terms of effective couplings.

In the MSM at tree level r̄(s) is equal to 1, and it is
convenient to define the quantity Dr(s):

r̄~s ![11Dr~s !. (7)

Here Dr(s) and r̄(s) are real quantities by definition,
since they include only the real part of the Z vacuum
polarization.

3. Vertex corrections

The vertex corrections are flavor dependent. They can
be absorbed into the effective parameters making them
flavor dependent, that is, having a set of effective param-
eters for every f f̄ final state.

The vertex corrections to the Z amplitude at one-loop
level can be introduced through the use of complex form
factors FVZf and FAZf modifying the Born axial and vec-
tor couplings to the Z currents (Hollik, 1990a):

Cm
Z5@gm~Qf1FVZf~s !2FAZf~s !g5!# .

These form factors can be included in a redefinition of
the couplings together with the vacuum polarization cor-
rections. This is done by defining flavor-dependent com-
plex effective weak mixing angles as

sin2 ueff
f ~s ![sW

2
„11Dk~s !1Dk f~s !… (8)

and the flavor-dependent complex effective r param-
eters as

r f~s ![„11Dr~s !1Dr f~s !….
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The new quantities Dk f(s) and Dr f(s) are given by the
vertex functions FVZf(s) and FAZf(s) as

Dk f~s !52
1

Qf

cW

sW
S FVZf~s !2

v f

af
FAZf~s ! D

Dr f~s !5S 11
FAZf~s !

af
D 2

21,

where

af5
I3

f

2cWsW
,

v f 5
I3

f 22QfsW
2

2cWsW
.

With the introduction of these complex flavor-
dependent effective parameters, the Z exchange ampli-
tude of Eq. (3) can be rewritten as

AZ5&GFMZ
2 1

s2MZ
2 1is

GZ

MZ

@gm~gVe~s !

2gAe~s !g5!# ^ @gm~gVf~s !2gAf~s !g5!# , (9)

where the complex effective vector and axial couplings
are defined as

gVf~s !5Ar f~s !@I3
f 22Qf sin2 ueff

f ~s !# ,

gAf~s !5Ar f~s !I3
f . (10)

Neglecting the small mass terms, we obtain the total Z
decay width in terms of the effective couplings,

GZ5(
f

Nc
f

GFMZ
3

6&p
@gAf

2 ~MZ
2 !1gVf

2 ~MZ
2 !# , (11)

where the factor Nc
f is 1 for leptons and 3(11as /p) for

quarks. The reduced differential cross sections (see Sec.
II.A) for f f̄ production can be computed in terms of the
effective couplings using the amplitudes given in Eqs.
(3) and (9). The explicit formulas are given in the Ap-
pendix.

The effective parameters introduced in this section
are complex functions of s . In practice, however, their
energy dependence is small and can be safely neglected
near the Z peak region. The imaginary parts are also
small. They affect observables that are sensitive to phase
differences between photon and Z exchange diagrams.
To the present level of precision of the observables dis-
cussed in this paper only the imaginary part of ā(s) has
to be taken into account while the other imaginary parts
can be safely neglected.

4. The photon self-energy

In the minimal standard model the radiative correc-
tion terms Dr and Dk have important contributions from
the masses of heavy particles like the top quark and the
Higgs boson, whereas the contribution of the photon
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self-energy Pg(s) to Da is sensitive to the fermion
masses through ln(s/mf

2) terms that are large for the light
fermions.

The analytical expression (Kleiss et al., 1989) of Pg(s)
is used to calculate the contribution of the leptons and
of the top quark with negligible error. It cannot be used
for the other quarks because nonperturbative QCD cor-
rections at low energy scale are large.

The contribution of the light quarks is computed by
relating (Cabibbo and Gatto, 1961) through unitarity the
imaginary part of the Pg function to R(s), the hadronic
cross section in e1e2 annihilation through one-photon
exchange, normalized to the pointlike muon cross sec-
tion:

R~s !5
sg

h~s !

s0
m~s !

5
sg

h~s !

4pa2/3s
.

The real part of Pg is computed via the dispersion inte-
gral,

Re@Ph
g~s !#5

as

3p
Re E

4mp
2

` ds8

s8~s82s1ie!
R~s8!,

using the measured cross section of e1e2 annihilation
into hadrons. The most recent compilations of the ex-
perimental data (Burkhardt and Pietrzyk, 1995, Eidel-
man and Jegerlehner, 1995) result in

Dah~MZ
2 ![2Re@Ph

g~MZ
2 !#50.028060.0007. (12)

The real part of the photon self-energy is obtained by
adding to Dah the real parts of the leptonic and top
contributions, giving

Da50.063260.0007.

The error on Da could be reduced by more precise
measurements of the hadronic cross section in e1e2 an-
nihilation, especially in the region between 1 and 5 GeV
center-of-mass energy.

5. Radiative corrections to the W mass prediction

The Fermi constant GF is defined within the Fermi
model through the muon lifetime tm , Eq. (2). The Fermi
model prediction for the muon lifetime can be inter-
preted at tree level in the framework of the standard
model. As in Eq. (1), it relates the four-fermion coupling
GF to the product of the square of the W boson cou-
pling to a fermion pair times the W boson propagator at
q2.0,

GF5
pa

&sW
2

1

MW
2 . (13)

When the radiative corrections are introduced, Eq. (13)
becomes (Hollik, 1990a)

MW
2 5

pa

&

1

GFsW
2 ~11Dr !, (14)

where
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Dr5
Re@SW~0 !#

MW
2 1

a

4psW
2 S 61

724sW
2

2sW
2 ln cW

2 D . (15)

The first term accounts for the W self-energy correction
(vacuum polarization), while the second corresponds to
the remaining corrections (vertices and boxes).

The prediction for Dr given by Eq. (15) is split into
parts of different origin:

Dr5Da2
cW

2

sW
2 Dr1Drrem . (16)

The photon vacuum polarization Da has already been
introduced in Sec. I.B.4; the second term Dr is the radia-
tive correction to the r parameter defined from the ratio
of neutral-current to charged-current amplitude at q2

50. The third term accounts for the remaining correc-
tions.

In the minimal standard model (and also for exten-
sions of the MSM with any number of Higgs doublets) at
tree level, the r parameter is r05MW

2 /(cW
2 MZ

2 )51. If
one-loop corrections are included it becomes r51
1Dr .

With this definition the r parameter is the ratio of the
neutral-current amplitude to the charged-current ampli-
tude at low energy. It is essentially equivalent to the
parameter r̄(s) introduced in Sec. I.B.1, and hence the
leading terms of their radiative corrections are the same.
In the MSM the leading term of Dr is

Dr5
&GF

16p2 (
f

Nc
f Dmf

21¯ , (17)

where the sum extends over all fermion isodoublets f ;
Dmf

25umf1
2 2mf2

2 u is the isodoublet mass splitting. The
correction Dr is then sensitive to all possible SU(2)L
multiplets that couple to gauge bosons and that exhibit
large mass splitting; hence it is very sensitive to new
heavy particles.

Among the known fermion isodoublets the largest
contributor to Dr is the top-bottom isodoublet:

Dr;Dr tb;3
&GFmt

2

16p2 50.0099S mt

175 GeVD 2

. (18)

The leading top contribution to Dr is amplified by a fac-
tor cW

2 /sW
2 ;3.5 and amounts to 20.034960.0023 for mt

5175.665.5 GeV.
Light fermions contribute to the last term in Eq. (16)

with Drrem
leptons.0.0015 and Drrem

quarks.0.0040, while the top
quark contributes with non-negligible logarithmic terms
that give Drrem

top .0.0069.
At one-loop radiative corrections there is no qua-

dratic Higgs mass dependence in Dr. This is due to the
accidental SU(2)R symmetry of the Higgs sector in the
MSM, which implies r51 at tree level (Veltman screen-
ing). The leading contribution of the Higgs boson, which
is only logarithmic, is split into two terms, one appearing
in Dr and the other in Drrem . Provided that MH

2 @MW
2 ,

the Higgs boson contribution is



582 Martinez et al.: Precision tests of the electroweak interaction . . .

Rev. Mod. Phys
TABLE I. Errors for the most precisely measured electroweak observables. Theoretical errors are
assigned by the quoted uncertainty on the input parameters of the minimal standard model for the
most precisely measured electroweak observables. All errors are in per mill. The two variations for
the Higgs boson mass are computed against a reference value of 300 GeV. The last column shows the
errors due to the intrinsic theoretical accuracy.

Observable
Expt.
error

mt
66 GeV

MH
as

60.003
a(MZ

2 )21

60.09
Theor.
errors70 1000 GeV

GZ 1.0 0.6 11.7 22.1 0.7 0.3 0.2
G l 1.2 0.7 11.3 21.7 – 0.2 0.2
R l 1.3 – 10.7 20.6 1.0 0.2 0.2
Rb 4.1 0.9 20.2 0.0 – – 0.4
sin2 ueff

l 1.0 0.8 23.7 13.0 – 1.0 0.4
MW 1.0 0.5 11.3 21.2 – 0.2 0.1
DrHiggs.
&GFMW

2

16p2 H 11
3 S ln

MH
2

MW
2 2

5
6 D J

50.0025S ln
MH

2

MW
2 2

5
6 D (19)

and amounts to 0.0045 for MH5300 GeV.
The numerical prediction for Dr given in this section

and the measured value of the W mass given in Sec. V
can be compared using Eq. (14). This exercise is a
simple—and to some extent approximate—example of
the procedure used throughout this report. Using MW
580.4360.08 GeV and Eq. (14) and taking into account
the dependence of sW

2 on MW , one obtains

Dr50.032660.0051.

This value can be compared with the predictions for the
various terms in Eq. (16):

Dr.Da2
cW

2

sW
2 Dr tb1Drrem

leptons1Drrem
quarks

1Drrem
top 1¯1DrHiggs,

Dr.0.063220.034960.0023

10.01241¯10.0025S ln
MH

2

MW
2 2

5
6 D ,

where only the largest error has been shown. The dots
indicate that some non-negligible terms compared to the
quoted error are still missing. The comparison gives

0.0025S ln
MH

2

MW
2 2

5
6 D .20.008160.0056,

that is, equivalent to ln(MH /MW).21.1661.12. Unfor-
tunately, this result corresponds to a relatively light
Higgs boson mass, for which the approximation (19)
does not hold. By replacing the left-hand side of Eq.
(19) with the exact form (Burgers et al., 1990) of DrHiggs,
one obtains a central value of ln(MH /MW).20.33 and
an upper bound on the Higgs mass of about 350 GeV at
95% confidence level.
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C. Precision of the MSM calculations including radiative
corrections

The predictions for the electroweak observables are
computed in the minimal standard model as a function
of the parameters of the model using computer codes
that implement the radiative corrections described in the
previous sections. The most commonly used electroweak
libraries are those of Burgers et al. (1990) and Bardin
et al. (1992). Uncertainties can originate from two differ-
ent sources in the theoretical prediction: errors on the
input parameters, discussed in the next section, and the
limitation of the calculation itself, often called ‘‘intrinsic
theoretical accuracy.’’

Predictions for the electroweak observables are com-
puted up to a certain order in the perturbative expan-
sion and have limited precision, estimated by inferring
the size of the next missing order in the calculation.

The precision of the electroweak libraries has im-
proved in the last few years with the resummation of
known leading one-loop terms, calculations of leading
terms from genuine two-loop electroweak corrections,
and studies of the interplay between QCD and elec-
troweak corrections. The estimates of theoretical uncer-
tainties are to some extent subjective, and their values
partly reflect the philosophy underlying implementation
of radiative corrections in a given scheme. Bardin et al.
(1995) studied the quantification of these uncertainties
in detail arriving at the following conclusions:

(i) The differences between results of different com-
putational schemes are small compared to present
experimental uncertainties.

(ii) In many cases the one-loop approximation in the
electroweak gauge coupling is adequate at the
present level of experimental accuracy. Recently,
a complete evaluation of the sub-leading
O(GF

2 MZ
2 mt

2) corrections was performed by De-
grassi et al. (1996), and the estimated theoretical
uncertainties were found to be significantly re-
duced.

The intrinsic theoretical error in the prediction of the
most relevant electroweak observables is shown in Table
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I. The values quoted are the largest differences found by
Bardin et al. (1995), which may be considered a rather
conservative estimate. They are typically smaller than
the experimental accuracy and the uncertainty induced
by errors on the input parameters.

D. Dependence of the MSM predictions on the input
parameters

The predictions of the minimal standard model for six
relevant electroweak observables are shown in Figs. 4
and 5 as a function of the input value of mt and MH .
The range of mt is arbitrarily set between 150 and 200
GeV and that of MH between 60 and 1000 GeV. The
range of the observables is set to about 65s of the
present experimental accuracy. With this choice the
slopes of the predictions give the relative sensitivity of
the various measurements to mt or MH . In the calcula-
tion the values of the other known input parameters is
fixed to their central value and that of MH to 300 GeV.
The hatched band in the plots reflects the error on the
prediction induced by uncertainties on the other input
parameters, with a hatching code, shown in Fig. 3, that
will be extensively used in this report.

These predictions depend on the masses of the fermi-
ons and on MH according to a complex pattern requiring
flavor-dependent corrections described in the previous
sections. However, the leading dependence of one-loop
corrections is similar in most observables.

Leaving aside the Da correction, which does not de-
pend on mt and MH , there are four numerically rel-
evant loop contributions: the three vacuum polarization
corrections Dr , Dk , and Dr and the Z→bb̄ vertex cor-
rection. All four quantities depend quadratically on the
top mass, and the first three also depend logarithmically
on the Higgs mass.

The leading terms in the vacuum polarization correc-
tions are

PW→11Dr.11Da2
cW

2

sW
2 Dr1¯ ,

FIG. 3. Ranges for the input parameters of the minimal stan-
dard model.
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PgZ→12Dk.12
cW

2

sW
2 Dr1¯ , (20)

PZ→ r̄~s !.11Dr1¯ .

They all depend on the same quantity, Dr, and therefore
have similar leading top dependence. Moreover the con-
tributions of the top and the Higgs masses can only be
disentangled at the sub-leading level. The dependence
on MH of the vertex corrections is negligible, since the
coupling of the light fermions to the Higgs boson is
small. The dependence on the top mass is only relevant
for the Z→bb̄ vertex due to the large Kobayashi-
Maskawa coupling Vtb .

For the above reasons the predictions of the total Z
width, GZ , and of the width of the Z in leptons, G l , in
Figs. 4 and 5 show a dependence on mt and MH similar
to the prediction of MW . The prediction of the effective
sine sin2 ueff

l also has a similar dependence, but with the

FIG. 4. Dependence on mt of the predictions for six elec-
troweak observables. The vertical dotted lines indicate the
61s of the present experimental accuracy. The band indicates
the error on the prediction due to uncertainties in other input
parameters. The hatching code is described in Fig. 3.
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opposite sign. The prediction for the ratio Rb of bb̄ to
hadrons in the Z partial width does not depend appre-
ciably on the vacuum polarization correction—because
its leading contributions cancel in the ratio. This ratio
depends on mt via the vertex corrections and is indepen-
dent of MH in one-loop order. The ratio R l of leptons
to hadrons is also predicted to be almost independent of
the vacuum polarization: its mild dependence on mt
comes mainly from vertex corrections to the Z decays
into bb̄ , which contribute to Ghad .

The uncertainty on the prediction caused by our lim-
ited knowledge of the MSM input parameters is shown
in Table I. The prediction for R l is affected mainly by
the error on as since its dependence on mt and MH is
very mild. The prediction of Rb is affected only by the
uncertainty on mt , and for this reason the prediction as
a function of the top mass is very accurate, as is shown in

FIG. 5. Dependence on MH of the predictions for six elec-
troweak observables. The vertical dotted lines indicate the
61s of the present experimental accuracy. The band indicates
the error on the prediction due to uncertainties in other input
parameters. The hatching code is described in Fig. 3.
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Fig. 4. The predictions for the other observables are af-
fected mainly by uncertainties on the top and the Higgs
masses. The error induced by a(MZ

2 ) is always smaller
than the experimental error except in the case of the
measurement of sin2 ueff

l , where the two errors are of
comparable size. At present precision sin2 ueff

l is also the
variable most sensitive to the top and the Higgs masses.

Since the errors on the predictions induced by the un-
certainties on MH , mt , and as are often larger than, or
of the same size as, the experimental error, an overall fit
of the electroweak observables can further constrain
these quantities.

E. LEP and its detectors

LEP is CERN’s Large Electron Positron collider. It is
located between the Jura mountains and Lake Geneva
in a 26.7-kilometer-long, 3.8-meter-wide underground
tunnel situated between 50 and 170 meters below the
surface. From its startup in 1989 until 1995 it was used to
produce electron-positron collisions at a center-of-mass
energy close to the Z mass.

The accelerator consists of eight 2.8-kilometer-long
arcs linked by eight straight sections. The particles are
kept on their orbit in the arcs by 3400 bending magnets
and are focused by 800 quadrupoles and 500 sextupoles.
In the first phase (LEP1), electrons and positrons were
accelerated by copper radio-frequency accelerating cavi-
ties located in two diametrically opposite positions in
straight sections on either side of the underground ex-
perimental halls. The radio-frequency system is being
upgraded for the second phase (LEP2) with the installa-
tion of superconducting cavities; work on the upgrade
started in fall 1995 and will be completed by 1998 when
the beam energy will eventually reach almost 100 GeV.
The threshold for the production of W pairs was crossed
in 1996. The energy of the LEP beams has been pre-
cisely calibrated with the resonant depolarization
method.

Electrons and positrons circulate in bunches of some
1011 particles with a revolution time of 88.92 ms. They
collide at four interaction points, producing a luminous
region approximately 30036032000 mm3, where the
three numbers refer to the directions along the bending
radius, perpendicular to the bending plane, and along
the beams. LEP luminosity increased over the years,
with improved optics and bunch schemes. The record
luminosity in the Z runs was 2.3 1031 cm22 s21 and lumi-
nosities in excess of 1.5 1031 cm22 s21 were usually
achieved in the last years of operation.

Four large underground halls, 70 m long and 23 m in
diameter, house the four detectors ALEPH, DELPHI,
L3, and OPAL.2

2ALEPH: Apparatus for LEP PHysics; DELPHI: DEtector
with Lepton, Photon, and Hadron Identification; L3: So named
because it was the third letter of intent; OPAL: Omni Purpose
Apparatus for LEP.
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FIG. 6. Cut-away view of the ALEPH detector showing the main detector elements: (1) silicon vertex detector; (2) inner trigger
chamber; (3) time projection chamber; (4) electromagnetic calorimeter; (5) superconducting coil; (6) hadron calorimeter; (7) muon
chambers; (8) luminosity monitors.
The layout of each detector follows a basic pattern
(see Fig. 6). Starting from the beam pipe, one finds a
vertex detector, tracking chambers, electromagnetic
calorimetry, hadron calorimetry, and a muon detector.
Each detector also includes a magnet, to provide the
field for measurement of the charge and momentum of
charged particles, and a forward calorimeter to monitor
the luminosity.

ALEPH is a general-purpose detector (ALEPH, 1990;
ALEPH, 1995b). It has a 1.8-m-radius time projection
chamber (TPC) in a magnetic field of 1.5 T produced by
a superconducting solenoid. The TPC is surrounded by a
fine-grain electromagnetic calorimeter for identifying
electrons and photons in dense jets and measuring en-
ergy depositions with very good spatial resolution.
Muons are identified by the instrumented hadron calo-
rimeter and by the external muon chambers.

The main tracking element of the DELPHI detector
(DELPHI, 1991) is also a TPC. It is surrounded by ring-
imaging Cherenkov counters (RICH), using the Cheren-
kov effect in a novel way to identify the various types of
particles produced. A high-density projection chamber
(HPC) is used for fine-grain electromagnetic calorim-
etry. All these elements are immersed in a magnetic
field of 1.2 T, produced by a superconducting solenoid
with a cryostat of 2.6-m internal radius.

The OPAL detector (OPAL, 1991b) was designed us-
ing well tested detector techniques. The central detector
is a cylindrical chamber of 2-m radius surrounded by a
lead glass electromagnetic calorimeter, with the coil of
the magnet in the annular space between them. The
magnetic field of 0.43 T is produced by a warm solenoid.

The L3 detector (L3, 1990) differs from the other de-
tectors in that the coil of the magnet surrounds the
whole detector. The central tracker is a 1-m-radius time
expansion chamber (TEC) and the electromagnetic
calorimetry is provided by crystals of bismuth germa-
nium oxide (BGO), which ensure a very precise mea-
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surement of the energies of photons and electrons. Jet
energies are precisely measured by the hadron calorim-
eter, which has uranium absorbers. The muon momen-
tum is precisely measured, since muons are tracked over
about 4 m inside the magnetic field of 0.5 T.

During the years 1989–1995 LEP delivered an inte-
grated luminosity of about 200 pb21 to each of the four
experiments. About 80% of this integrated luminosity
was delivered at a center-of-mass energy in a range of
6100 MeV around the Z mass. The remaining 20% was
used to scan the resonance. The statistics used by each
experiment in the analysis of the Z line shape are shown
in Table II. In total, the four experiments collected
about 15 million Z decays into hadrons and more than
1.6 million Z decays into leptons.

F. SLC and SLD

The 3.2-kilometer-long linear electron-positron col-
lider SLC (Stanford Linear Collider) started its opera-
tion in 1989 at a center-of-mass energy close to the Z
mass. In 1993 a new source (Maruyama et al., 1992; Al-
ley et al., 1995) of polarized electrons was commissioned
based on an electron gun with a GaAs strained cathode
providing electrons with about 90% polarization at a
rate of 120 Hz, with the possibility of reversing the spin
at each pulse.

SLC operates at a lower luminosity than LEP but
takes advantage of the polarized electron beam and of
the very small dimensions (a few microns) of the lumi-
nous region in the directions perpendicular to the
beams.

The SLD detector (SLD, 1984) was installed at the
SLC interaction point in 1990. It has a general layout
similar to that in the LEP experiments, with very precise
vertexing capabilities provided by a 3D silicon charge-
couple device system. The tracking is provided by a wire
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chamber and particle identification by the Cherenkov
ring-imaging technique. The polarization of the electron
beam is measured with a polarimeter based on the
Compton scattering.

The SLC has delivered to the SLD an integrated lu-
minosity of about 8 pb21 corresponding to 20 000 Z de-
cays with 22% polarization, 50 000 Z decays with 63%
polarization, and 150 000 Z decays with 77% polariza-
tion.

II. THE Z LINE SHAPE

The Z line-shape parameters (mass MZ , total width
GZ , and partial widths) have been precisely determined
by measuring the leptonic and hadronic cross sections at
different center-of-mass energies around the nominal
value of the Z mass.

The measured cross sections are fitted to a formula
that depends on the Z parameters and takes into ac-
count the important effects of initial-state radiation. The
absolute scale of the Z mass and widths is given by the
precise calibration of the center-of-mass energy at the
collision points.

A. The fitting formula

The interpretation of the measured cross sections in
terms of the Z parameters requires a careful treatment
of the effects induced by initial-state radiation [see Fig. 1
(a)]. These effects are very large: the QED radiative
corrections reduce the m-pair-production cross section at
the Z peak by more than 30%.

The cross section for the process e1e2→f f̄ , fÞe , cor-
rected with first-order initial-state radiation, is (Bonneau
and Martin, 1971)

s1~s !5s0~s !~11d11b ln x0!

1E
x0

1
bS 1

x
211

x

2 Ds0~s8!dx , (21)

TABLE II. The LEP statistics in units of 103 events used for
the analysis of the Z line shape and lepton forward-backward
asymmetries. Not all experiments have used the full 1995 data
set for the present results.

ALEPH DELPHI L3 OPAL LEP

qq̄ ’90-’91 451 357 416 454 1678
’92 680 697 678 733 2788

’93 prel. 640 677 646 646 2609
’94 prel. 1654 1241 1307 1524 5726
’95 prel. 739 584 311 344 1978

total 4164 3556 3358 3701 14779
l 1l 2 ’90-’91 55 36 40 58 189

’92 82 70 58 88 298
’93 prel. 78 74 64 82 298
’94 prel. 190 135 127 184 636
’95 prel. 80 67 28 42 217

total 485 382 317 454 1638
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where s and s85s(12x) are the square of the e1e2

center-of-mass energy before and after initial-state ra-
diation and x is the photon energy in units of the beam
energy. The term x0 is an arbitrary cutoff parameter
used to split the corrections between those due to virtual
and soft photons and those due to hard-photon emis-
sion; d1 (;9%) accounts for the part of the virtual and
soft corrections independent of the infrared singularity;
and b is defined as b[(2a/p)@ ln(s/me

2)21#.0.11, at
LEP energies. The second term of Eq. (21) is the con-
volution of the photon spectrum with the cross section at
the center-of-mass energy remaining after initial-state
radiation. Since s0(s) decreases rapidly away from the
Z pole, the upper limit of the integral in Eq. (21) is
effectively taken at xM;GZ /As . The cross section can
be then approximated by

s1~s !;s0~s !@11d11b ln~GZ /MZ!# (22)

for s;MZ
2 . Due to the large negative term

b ln(GZ /MZ);240%, the overall correction is around
230%. Well below the Z resonance there is no cutoff in
the integral, and the dominant correction is d1 .

In conclusion, QED radiative corrections are large be-
cause in the vicinity of the Z pole the radiation of hard
photons from the initial state is strongly suppressed,
leaving the colliding e1e2 system with too little energy
to produce a Z . Then the real photon radiation cannot
compensate for the large negative correction due to
virtual-photon effects.

The first-order cross section of Eq. (21) has been
complemented with complete initial-state radiation
O(a2) radiative corrections (Berends et al., 1987). Fur-
thermore, the leading soft-photon effects have been in-
troduced to all orders in exponentiated form (Jadach
and Ward, 1988). Figure 7 shows the theoretical predic-
tion for the Z line shape through successive approxima-
tions.

All initial-state radiative corrections are included in a
radiator function H(s ,s8). The measured cross sections
are fitted using a formula that convolutes a reduced
cross section ŝ , a function of the Z parameters, with
H(s ,s8):

s f f̄~s !5E
4mf

2

s
ds8H~s ,s8!ŝ f f̄~s8!. (23)

The expression for the radiator function can be found in
the article of Bardin et al. (1995). It is peaked at s85s
and has a long tail toward lower values of s8.

The reduced cross section3 ŝ is

ŝ f f̄~s !5s
f f̄
peak sGZ

2

~s2MZ
2 !21S sGZ

MZ
D 2 1‘‘~g2Z !’’1‘‘ugu2’’.

(24)

The first term includes the relativistic Breit-Wigner dis-
tribution corresponding to the Z exchange. The photon

3The explicit MSM formula for the reduced cross section in
terms of the effective couplings is given in the Appendix.
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term ugu2 is only a few percent of the Z term and is fixed
in the fit to the QED prediction. The interference term
(g2Z) is even smaller and is zero when s5MZ

2 . It is
fixed in the fit to the MSM prediction. If the interference
term is fitted, the error on the Z mass increases substan-
tially (see Sec. II.F), since this term has opposite sign on
the two sides of the Z peak. In the case of Bhabha scat-
tering, f5e , the t-channel photon-exchange and
Z-exchange diagrams have to be added. They are fixed
in the fit to the MSM prediction, defined as the differ-
ence between the MSM cross sections for f5e and f
5m .

The cross section at the peak can be written in terms
of the Z mass and width and the Z partial widths to the
initial state, Ge , and the final state, G f , as

s
f f̄
peak

5s
f f̄
0 S 1

11dQED
D5

12p

MZ
2

GeG f

GZ
2

1
11 3a/4p

. (25)

Here G f represents the partial width of the Z decay into
the fermion pair f f̄ and includes by definition all radia-
tive corrections. Since the initial-state radiation is taken
into account by the convolution procedure, the contribu-
tion of the QED final-state radiative corrections dQED is
removed from the initial-state width Ge , thus avoiding a
double counting.

In the study of the Z line shape all hadronic decays of
the Z are counted together, irrespective of the final-
state flavor, and the partial decay width into hadrons Gh
is measured. The decays into charged lepton pairs can
easily be separated, and the three leptonic partial widths
Ge , Gm , and Gt are measured. The constraint that the
three leptonic widths be equal, after small corrections
for mass effects, is used to increase the sensitivity of the

FIG. 7. Effect of QED initial-state radiative corrections on the
muon-pair-production cross section near the Z pole: Dashed
line, cross section without initial-state radiation; dotted line,
O(a) exponentiated initial-state radiation; solid line, O(a2) ex-
ponentiated initial-state radiation.
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fit. In this case—lepton universality—the leptonic width
is called G l and corresponds to the width of any single
flavor as if it were massless. With the lepton universality
assumption, four parameters are needed to describe the
s dependence of the hadronic and leptonic cross sec-
tions. The set of parameters used is MZ , GZ , the ratio
of hadronic to leptonic partial widths R l 5Gh /G l , and
the hadronic peak cross section sh

0 . These parameters
have small correlations. If lepton universality is not as-
sumed, R l is replaced by three analogous quantities,
Re , Rm , Rt .

This scheme is implemented in two computer pro-
grams that are used by the LEP collaborations to fit
their data: MIZA (Martinez et al., 1991) is used by the
ALEPH collaboration and ZFITTER (Bardin et al., 1992)
by DELPHI, L3, and OPAL. At the current level of
experimental precision, the results obtained with the
two programs are equivalent. The overall precision of
the treatment of the initial-state radiation for the com-
putation of the total cross section is about 0.06% (Mar-
tinez et al., 1991). For differential cross sections, a few
modifications are needed, and the accuracy is slightly
worse.

B. Cross sections

A cross section s i of a given process i is measured by
selecting and counting the number Ni of events of type
i , correcting them for the contribution of background
events Nbk

i and the selection efficiency e i , and normal-
izing them to the integrated luminosity L :

s i5
Ni2Nbk

i

e iL
. (26)

1. Luminosity determination

The luminosity L is measured using Eq. (26) for a
process with known cross section s i . At LEP the
Bhabha scattering process e1e2→e1e2 is used, giving

L5
Nbh2Nbk

bh

ebhsbh
th .

Bhabha scattering is chosen because the cross section is
large and is dominated by t-channel photon exchange, a
well-understood QED process. To obtain a precise mea-
surement of the luminosity, the background Nbk

bh has to
be small and under control, the efficiency ebh has to be
high and well known, and the theoretical cross section
sbh

th has to be computed precisely.
Before LEP, the standard accuracy in the determina-

tion of the luminosity was of the order of 2–5%. Imper-
fect knowledge of the absolute efficiency was the main
contribution to the overall uncertainty. To compute the
efficiency precisely, one needs to know the position Rmin
of the inner edge of the detector with respect to the
beam. The Bhabha cross section can then be approxi-
mated as
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sbh
th ;

16pa2

s S 1

umin
2 2

1

umax
2 D ,

where umin and umax are the polar angles defining the
inner and outer acceptances, respectively. In a first ap-
proximation, Ds/s.2Dumin /umin.2DRmin /Rmin .

The typical luminosity detector for a LEP experiment
consists of two cylindrical calorimeters located at low
angles on either side of the interaction point. Some of
them have a tracking device in front, to help in the po-
sition measurement. If this is not available, fine granu-
larity in the calorimeter is mandatory.

The first-generation LEP luminosity monitors had in-
ner radii of the order of 100 mm. The overall precision
of the luminosity measurement, dominated by the sys-
tematic error, was around 2% at startup, improving later
to 0.5%

All four experiments upgraded their luminometers
between 1992 and 1994. Excellent mechanical precision
of the order of 20 mm was achieved in controlling the
position of the inner edge of the detectors. For typical
values of Rmin around 60 mm for the second generation
detectors, these 20 mm correspond to an uncertainty in
the luminosity DL/L.2DRmin /Rmin.731024.

To control u precisely, both the detector position and
the position of the luminous region have to be well un-
derstood. The sensitivity of the luminosity to the relative
position between beam and detector can be largely re-
moved by appropriately choosing the event selection
cuts (ALEPH, 1992b). Independence from transverse
misalignments is achieved by defining different fiducial
regions in the two calorimeters on either side of the in-
teraction point. The difference in size between the two
regions has to be more than twice the maximum ex-
pected misalignment. If the definition of loose and tight
is changed from one side to the other randomly, on an
event by event basis, the dependence on longitudinal
misalignments is also largely cancelled.

The selection procedure requires two almost back-to-
back energy depositions in the luminosity calorimeters
in excess of some threshold energy. Then the cuts defin-
ing the fiducial regions (‘‘tight’’ or ‘‘loose’’) are applied.
In most cases, the precise radial cut is defined studying
the energy asymmetry across calorimeter pad bound-
aries, rather than by using center-of-gravity type algo-
rithms. The former are more precise and less dependent
on detector simulations. The L3 experiment takes ad-
vantage of the tracker in front of the calorimeter to de-
fine the radial cut.

The main background to the Bhabha reaction comes
from random coincidences of off-momentum electrons
and positrons. These can be measured directly from the
data using samples obtained through downscaled low-
energy triggers and studying acoplanar coincidences.
Background levels are below the per-mill level and their
contribution to the systematic error is very small. The
overall experimental error is between 0.07% and 0.1%,
depending on the experiment. Usually the tolerances in
the mechanical structure determine the largest uncer-
Rev. Mod. Phys., Vol. 71, No. 3, April 1999
tainty. Since these errors are not correlated among ex-
periments, the combined LEP experimental error is
close to 0.05%.

All experiments use calorimeters to define the accep-
tance, and photons radiated almost collinearly with the
outgoing electrons and positrons are not separated.
Their effect has to be taken into account in the compu-
tation of the theoretical cross section, for which the
BHLUMI program (Jadach and Ward, 1989; Jadach et al.,
1992) is generally used. BHLUMI includes multiphoton
radiation by the Yennie-Fraustchi-Suura (Yennie et al.,
1961) mechanism from the dominant diagram, with a
photon exchanged in the t channel. The overall preci-
sion of the Bhabha cross-section calculation is estimated
to be 0.11% (Jadach and Ward, 1996), the main uncer-
tainty coming from missing sub-leading O(a2L) correc-
tions (Arbuzov et al., 1996; Jadach et al., 1997), where
L5log(2t/me

2).

2. Hadronic cross section

About 70% of the Z bosons produced decay to a qq̄
pair which fragments, producing a multihadronic final
state. These events carry most of the weight in the line-
shape analysis. They can be easily selected by exploiting
their multiparticle structure and their large visible en-
ergy.

The four experiments select hadronic events requiring
a minimum number of clusters in the calorimeters [of
O(10)], with a minimum energy around 10–20% of the
center-of-mass energy (ALEPH, 1994d; DELPHI,
1994b; L3, 1994c; OPAL, 1994a). ALEPH and DELPHI
also use their time projection chambers to have indepen-
dent selections, asking for a minimum number of
charged-particle tracks (around five) with a minimum
charged energy (around 10% As). Acceptances are
large, between 97% and 99.5% in the whole solid angle.
Inefficiencies are due only to low-multiplicity events go-
ing down the beam pipe. Backgrounds are low, below
1%, and come mainly from tau-pair events and the so-
called two-photon events, in which two quasireal pho-
tons radiated from the incoming beams collide at low
q2.

Since the ratio of hadronic to leptonic cross sections is
around 21 at the Z peak, in contrast with values below 4
at PEP/PETRA energies, the selection of hadronic
events at LEP is easier. Each experiment accumulated
about four million hadronic Z decays, resulting in statis-
tical errors below one per mill for the peak cross section.

The measured cross sections are corrected for the
spread of the center-of-mass energy (eCMS;56 MeV):

ds.20.5
d2s

dE2 eCMS
2 , (27)

which causes an apparent reduction of the cross section
of 1.1 per mill at As5MZ and an apparent increase of
0.5 per mill at 62 GeV from the Z peak. The center-of-
mass energy spread is determined with a precision of
2.5% from the measurements of the bunch length at the
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collision points and the incoherent synchrotron oscilla-
tion tune of the machine (Lançon and Blondel, 1996).

The main systematic errors are due to the understand-
ing of the two-photon background. Since the two-
photon cross section is not resonating, the relative con-
tamination is higher at off-peak energies, affecting the
measurement of the Z width. Overall systematic errors
range from 0.5 to 1.6 per mill, depending on the experi-
ment. Figure 8 shows the hadronic cross sections mea-
sured by the ALEPH collaboration.

3. Leptonic cross sections

Charged-lepton pair decays of the Z account for only
10% of the Z decays. However, they allow the precise
determination of the electroweak couplings of individual
leptons to the Z .

Lepton selections vary in each experiment, but they
are typically based on the criteria of low multiplicity and
high visible energy or momentum (ALEPH, 1994d;
DELPHI, 1994b; L3, 1994c; OPAL, 1994a). Electron
pairs are further identified by the energy deposited in
the electromagnetic calorimeters, and muon pairs are
identified by their penetration through the dense hadron
calorimeters. A variety of methods have been developed
to identify tau pairs, using, among other criteria, the
missing mass of the event. Some experiments tag tau
pairs, vetoing electron and muon pairs from their low-
multiplicity event sample.

Efficiencies within the detectors’ geometrical accep-
tances are high, from around 85% for taus to above 95%
for electrons and muons. The geometrical acceptance is
around 85%, defined by a cut on the production angle. It

FIG. 8. Hadronic cross section as a function of center-of-mass
energy as measured by the ALEPH Collaboration (1994d).
The solid line represents the minimal-standard-model fit to the
data.
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is corrected for with the help of Monte Carlo (Jadach
et al., 1993, 1994) simulations. The cross section for the
Bhabha scattering is usually measured for cos u,0.7,
where u is the polar angle of the scattered electron: the
loss of statistics is compensated for by a significant re-
duction of the systematic error on the Z parameters,
caused by the subtraction of the t-channel contribution.

Backgrounds from two-photon events are only rel-
evant for tau pairs (;2%). Otherwise, the main back-
ground consists of lepton-pair events of different flavor.
ALEPH and DELPHI have measured the cross section
for all charged leptons together and achieved purer
dilepton samples. Altogether, each collaboration accu-
mulated between 300 and 400 thousand Z decays into
charged leptons during the period 1989–1995.

As in the hadronic cross section, the measured lep-
tonic cross sections are corrected for the effect of the
center-of-mass energy spread; see Eq. (27).

Systematic errors are below 0.5% for all species and
experiments. Reliability of detector simulations (for
electrons and muons) and background contamination
(for taus) are the main components. The three leptonic
cross sections as measured by the DELPHI collabora-
tion are shown in Fig. 9.

C. LEP energy calibration

The measurements of the mass and width of the Z
boson at LEP rely on precise knowledge of the average
center-of-mass energy at the collision points. During the
1993 and 1995 energy scans the luminosity was collected
at three scan points (named peak22, peak, and peak
12) separated by roughly 1790 MeV, almost symmetri-
cally placed around the energy corresponding to the

FIG. 9. Leptonic cross sections as a function of center-of-mass
energy as measured by the DELPHI Collaboration (1994b).
The solid lines represents the MSM fit to the data.
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maximum of the cross section. In this configuration the
errors on MZ and GZ depend approximately on the er-
rors on the sum and difference of center-of-mass ener-
gies at the two off-peak points:

DMZ'0.5D~E121E22!, (28)

DGZ'
GZ

~E122E22!
D~E122E22!

50.71D~E122E22!, (29)

where E22 and E12 are the luminosity-weighted center-
of-mass energies at the two off-peak points. They have
to be known with an error of about 1 MeV in order to
match the statistical precision of the measurement of
MZ and GZ .

1. The energy of electrons and positrons in LEP

The energy distribution of the particles in each bunch
is almost Gaussian, with a spread (rms) of about 40 MeV
at As.MZ .

The mean energy of the bunch is not constant as it
goes around the ring. The acceleration in the radio-
frequency (RF) cavities placed symmetrically on either
side of the L3 and OPAL interaction points compen-
sates for the energy loss due to synchrotron radiation in
the arcs (see Fig. 10). This loss is about 125 MeV per
turn at As.MZ .

The average energies of the electron (positron)
bunches going around LEP (Ebeam) is given by

Ebeam5 R B dl , (30)

where B is the vertical magnetic field sampled by the
electrons on their orbit. Electron and positron average
energies are equal, to first approximation. The slight dif-
ference of their orbits caused by energy loss in the arcs
combined with imperfections of the lattice can induce
energy differences of a few tenths of MeV.

The symmetry of LEP and of the RF stations implies
that the average energy of the bunches at the interaction
points is equal to the beam energy Ebeam . Deviations
occur if the accelerating fields seen by the beam at the
four RF stations are not equal or if there are errors from

FIG. 10. Deviations from the mean energy in the LEP arcs of
electrons and positrons. The step between the ALEPH and
OPAL interaction points is due to emittance wigglers, which
were in operation at the beginning of fills in order to limit
beam-beam effects by increasing the bunch emittance.
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misalignment of the RF stations with the interaction
points (Arnaudon, 1992). Since the alignment is well
measured and the operating status of the RF station is
monitored, these corrections are known with a precision
of a fraction of a MeV.

The average center-of-mass energy Ec.m. is, to first ap-
proximation, the sum of the average beam energies at
the interaction point. A correlation between the trans-
verse position of the particles in the bunch and their
energy (dispersion) may induce a shift in Ec.m. (Jowett
et al., 1995). This correction is proportional to the offset
of the centers of the two bunches at the collision point
and to the difference between their dispersions.

2. Energy calibration with resonant depolarization

The average energy of the circulating beam Ebeam can
be measured with a precision of 1 MeV (Arnaudon
et al., 1994), using the resonant depolarization method
(Arnaudon et al., 1992).

The emission of synchrotron radiation in the vertical
bending field polarizes (Sokolov and Ternov, 1964) the
LEP beams in the vertical direction. A polarization
larger than 10% can be obtained when the beams do not
collide after compensation of the magnetic fields of the
solenoids and accurate steering of the orbit in the verti-
cal plane. The degree of vertical polarization is mea-
sured using a Compton polarimeter (Alexander et al.,
1988) with a typical accuracy of 2% absolute.

The spin vector of each electron precesses aeg times
on average during one turn around the ring, where g is
its average Lorentz factor and ae is the electron mag-
netic moment anomaly. The spin tune is defined as aeg ,
and the time-averaged spin tune n0 of each electron is
proportional to the average beam energy, Ebeam :

n05aeg5
aeE

mec2 5
Ebeam

440.6486~1 !@MeV#
, (31)

where me is the mass of the electron and c is the speed
of light.

The precession frequency of the polarization vector is
precisely measured by inducing a resonant depolariza-
tion of the beam with a radial oscillating field from a
coil. If the perturbation from the radial field is in phase
with the spin precession, then the spin rotations about
the radial direction add up coherently from turn to turn
and vertical polarization is destroyed. About 104 turns
('1 second) are needed to bring the polarization vector
into the radial plane. One resonance condition between
the perturbing radial field and the nominal spin preces-
sion is fdep5@n#frev , where fdep is the frequency of the
oscillating field, frev is the revolution frequency of the
particles, which is precisely known, and [n] denotes the
noninteger part of the spin tune. Its integer part is
known accurately enough from the setting of the bend-
ing field.

The depolarization occurs slowly compared to the
revolution period, and each electron samples the whole
energy distribution during the process. For this reason
the depolarizing resonance is very narrow (Arnaudon
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et al., 1994), about 0.1 MeV, and Ebeam can be deter-
mined with a precision of ;200 KeV. Various spurious
effects that can induce systematic errors have been stud-
ied theoretically, and experimental bounds on the mag-
nitude of each effect have been established in dedicated
experiments (Arnaudon et al., 1994), concluding that the
upper bound on the systematic error, on a single mea-
surement of Ebeam , is 1.1 MeV. The largest contribution
to this error is due to radial magnetic fields sampled by
the beam inside the quadrupoles. Repeated measure-
ments at different machine optimizations will have un-
correlated errors from this source.

3. The time variation of the collision energy

The average beam energy cannot be measured con-
tinuously under standard LEP running conditions be-
cause the beam-beam interaction prevents the buildup
of polarization. A model based on a large set of moni-
tored quantities (currents in the magnets, temperatures,
measurement of magnetic fields, status of RF units,
etc. . . . ) is used to follow the evolution of the energy as
a function of time (Assmann et al., 1995). The effects
changing Ebeam and Ec.m. are summarized in Table III
and can be grouped in three categories: (i) effects chang-
ing the dipole field; (ii) effects changing the vertical
quadrupole field sampled by the orbit; (iii) effects
changing the energy at the interaction point. These ef-
fects have been studied with dedicated experiments in
order to provide an assessment of the systematic errors.

The magnetic field of a few of the dipoles is moni-
tored with NMR magnetometers. The rise of the dipole
magnetic field during a fill has been correlated to vaga-
bond currents that flow along the beam pipe. These cur-
rent spikes perturb the dipoles and induce a monodirec-
tional walk along their hysteresis curves, resulting in a
monotonic increase of the field that saturates on a time
scale of several hours. The vagabond currents are mainly
due (see Fig. 11) to return currents of electrical trains
that do not go back to the power supply along the rail-
tracks.

A variation of 13 mm in the average relative position
of the beam with respect to the center of the quadrupole
magnets induces a change of Ebeam of about 1 MeV. The
length of the orbit is constrained by the revolution fre-
quency, which is stable to better than one part in 1010,
while the radius of the ring is less stable: over a time

TABLE III. Size D and error s of the effects changing the
LEP center-of-mass energy as a function of time.

Effect D s

Temperature variations ;3 MeV 0.3 MeV
Rise per fill ;3 MeV 1.0 MeV
Horizontal correctors setting ;1 MeV 0.4 MeV
Earth Tides (daily) ;10 MeV 0.1 MeV
Geological shifts (weeks) ;10 MeV 0.3 MeV
RF corrections ;10 MeV 0.5 MeV
Vertical collision offsets ,1 MeV 0.3 MeV
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scale of one day it changes by about 100 mm under the
influence of earth tides (Arnaudon et al., 1995), and
changes of similar magnitude are induced over a longer
time scale by other strains in the earth’s crust. This ef-
fect can be monitored (Wenniger, 1994) by measuring
the variation in the position of the beams with respect to
the center of the quadrupoles, using the beam position
pickups.

The model used to relate the status of the RF cavities
to Ec.m. also predicts other observables like the synchro-
tron tune and changes in the longitudinal position of the
interaction point. These quantities can be compared to
the measured ones (Hildreth et al., 1996), providing
strong constraints on the predicted energy variations at
the collision points.

The model that describes Ebeam as a function of time
is precisely calibrated using measurements with resonant
depolarization. This calibrated model is eventually used
to compute the luminosity-weighted energies, with a
typical precision of two parts in 105 at each collision
point. The resulting errors on MZ and GZ are about 1.5
MeV in both cases (Quast, 1997; Assmann et al., 1998).

D. Results from the Z line-hape analysis

The total cross sections to hadrons and leptons mea-
sured by each LEP collaboration are fitted to extract the
line-shape parameters by applying the formalism out-
lined in Sec. II.A and using the precise calibration of the

FIG. 11. From top to bottom: railtrack potential, LEP beam-
pipe potential, dipole magnetic field measured with NMR from
Assmann et al. (1998).
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center-of-mass energy. Assuming lepton universality,
the Z line shape is described by four almost uncorre-
lated parameters: the Z mass and width, the ratio of
hadronic to leptonic Z partial widths, and the hadronic
peak cross section.

The set of parameters obtained by each collaboration
are averaged, taking into account the common sources
of errors following the procedure outlined by the LEP
Electroweak Group (1997). The average parameters are
shown in Table IV. The largest correlation among them
is about 15%.

The comparison of the results of the four collabora-
tions and the contributions to the error of each single
parameter are discussed in the following sections.

1. The Z mass

The Z mass is the most precise single measurement
performed at LEP. The results obtained by the four ex-
periments are shown in Fig. 12.

The measurement is systematically limited and the
main error is a common uncertainty of 61.5 MeV due to
the limited knowledge of the absolute energy scale of
the machine (Quast, 1997). This error depends mainly
on the uncertainty on the sum of the energies of the two
off-peak points, E1 and E2 , as shown in Eq. (28). The

TABLE IV. Average line-shape parameters from the results
of the four LEP experiments.

Parameter Average value

MZ(GeV) 91.186760.0020
GZ(GeV) 2.494860.0025
shad

0 (nb) 41.48660.053
R l 20.77560.027

FIG. 12. The Z mass measured by the four experiments, to-
gether with the average. The numerical values include the er-
rors common to the four experiments, while the error bars for
the four experiments do not, to give a visual impression of the
agreement between them, which can also be seen from the
value of x2 per degree of freedom.
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error on MZ is given by the correlated error between
E1 and E2 added in quadrature to their uncorrelated
error divided by & .

As discussed in Sec. II.A, the set of parameters used
does not describe the Z production and decay com-
pletely because it does not include the interference be-
tween the Z and the g exchanges that is fixed to the
MSM value in the fit. The interference term can be de-
termined from data with reasonable precision by includ-
ing in the fit measurements of the cross sections at en-
ergies far from the Z peak, such as those collected at
Tristan at As;60 GeV and at LEP in the runs above the
Z peak. In this fit the total error on the LEP-averaged
MZ increases from 2 MeV to 3.1 MeV (see Sec. II.F).

2. The Z width

The Z width is a very useful observable because of its
strong dependence on vacuum polarization corrections.
Figure 13 shows the LEP results together with the MSM
prediction.

As in the case of the Z mass, the main systematic
error comes from the energy calibration: the measure-
ment of the Z width is proportional to the difference
between the energies of the two off-peak points, as
shown in Eq. (29). Only the uncorrelated errors in E1

and E2 contribute, giving a systematic error 61.5 MeV
(Quast, 1997).

The center-of-mass energy spread causes an apparent
increase of about 4 MeV in the Z width. This correction
is known with good precision and induces a negligible
systematic error.

The other important source of uncertainty for the Z
width is the background from nonresonating processes

FIG. 13. The Z width measured by the four experiments, to-
gether with the average and the minimal-standard-model pre-
diction. The error definitions are those of Fig. 12. The hatching
code of the MSM prediction is described in Fig. 3.
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like quasireal photon-photon collisions. The current er-
ror is slightly above 1 MeV per experiment, but uncor-
related among them. The theoretical error associated
with the extraction and interpretation of the width mea-
surement is small, below 1 MeV (Bardin et al., 1995).

3. R l 5Gh /G l

The results of the measurements of R l , the ratio of
the hadronic to the leptonic Z partial widths, are given
in Fig. 14. These results are for massless leptons. At the
current precision of measurements, only the tau lepton
gives rise to a non-negligible mass correction (0.23%).

The experimental systematic error is dominated by
the efficiencies and backgrounds of the leptonic
selections—about 0.5% per experiment. A common er-
ror, from the t-channel correction in the electron chan-
nel, contributes 0.1% to the error in R l . This uncer-
tainty is due to lack of a full O(a2) Monte Carlo event
generator for Bhabha scattering.

As can be seen from Figs. 4 and 5, R l does not de-
pend strongly on mt or on MH . However, its depen-
dence on the strong-coupling constant makes it an ideal
variable for determining as(MZ

2 ) with minimum theo-
retical uncertainties. This is done assuming the validity
of the MSM to compute the ratio of couplings of quarks
and leptons to the Z . Extensions of the MSM which
contribute only via Z vacuum polarization do not affect
R l , which is a ratio of partial widths. By contrast, any
extension that modifies only the quark couplings has a
large influence on R l .

FIG. 14. The ratio of hadronic to leptonic Z partial widths
measured by the four experiments, together with the average
and the minimal-standard-model prediction. The error defini-
tions are those of Fig. 12. The hatching code of the MSM pre-
diction is described in Fig. 3.
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Using the average value of R l and the formulas relat-
ing R l to the QCD prediction (Hebbeker et al., 1994),
known to O(as

3), one obtains

as~MZ
2 !50.12460.00460.002MH

, (32)

where the second error reflects the uncertainty on the
Higgs boson mass. Quark mass terms and the so-called
singlet terms are important for this discussion. For a re-
cent review see Chetykin et al. (1996).

4. The hadronic peak cross section

The measurements by the four collaborations of the
hadronic peak cross section sh

0 are shown in Fig. 15.
There are three main contributions to the error: (i)

the efficiency and background of the hadron selection
contributes about 0.10–0.15% per experiment, uncorre-
lated; (ii) the experimental uncertainty in the measure-
ment of the absolute luminosity differs depending on the
experiment and contributes typically 0.07% and 0.15%;
(iii) the theoretical error in the small-angle Bhabha
cross section is the largest uncertainty and is common to
the four experiments. For this uncertainty the calcula-
tion of Jadach and Ward (1996) is used, giving an error
of 0.11%. The error induced by limited knowledge of
the beam energy spread is negligible.

The MSM prediction is sensitive neither to the top or
Higgs masses nor to the strong-coupling constant.
Therefore the hadronic peak cross section is an ideal
variable for testing possible deviations from the MSM
without the uncertainty due to lack of knowledge in
some of its parameters. For example, upper limits on the
mixing angle between the Z boson and a hypothetical

FIG. 15. The hadronic peak cross section measured by the four
experiments, together with the average and the minimal-
standard-model prediction. The error definitions are those of
Fig. 12. The hatching code of the MSM prediction is described
in Fig. 3.
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extra heavy neutral boson, Z8, around 0.003 can be ob-
tained using only sh

0 , MZ , and a measurement of as
from jet studies (see Sec. VI.C).

E. Derived quantities

The four quantities in the previous section describe all
line-shape data, assuming lepton universality. The fit can
also be performed with six free parameters, deriving the
partial decay width into electrons, muons, and tau pairs
separately to check lepton universality. They are shown
in Fig. 16.

The three results are in agreement, with a x2/NDF
50.3/2 when common errors are taken into account.
The result of the lepton universality fit provides an in-
teresting constraint on vacuum polarization corrections
because, in contrast to GZ , it does not depend on as .

The invisible width G inv , the decay width of the Z to
neutrino pairs, is obtained from

GZ5Gh13G l 1G inv .

The number of light neutrino families Nn is obtained
from the ratio of the invisible width to the leptonic
width. Assuming that the invisible width is only due to
neutrino final states, we can write

G inv

G l

5
GZ

G l

2R l 235Nn

Gn

G l

. (33)

The ratio Gn over G l is taken from the minimal standard
model: Gn /G l 51.99160.001. The small error in the
MSM prediction for this ratio results from the large can-
cellations of the top and Higgs mass dependences. Fig-

FIG. 16. The partial widths measured at LEP for the three
charged leptons, corrected to a massless lepton, are compared
to the result of the fit assuming lepton universality and to the
prediction of the minimal standard model. The hatching code
of the MSM prediction is described in Fig. 3. The error bars
show the total error for each quantity.
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ure 17 shows the results of the four collaborations, in
very good agreement with three families of light neutri-
nos.

If Nn53 is assumed, the measurement of G inv /G l can
be turned into a measurement of Gn /G l :

Gn

G l

51.986760.0073. (34)

This quantity can be used to put limits on the mixing of
extra neutral bosons into the Z without assumptions on
the strong-coupling constant.

F. S-matrix approach

The fitting formula for the Z line-shape fit assumes
that the small interference term between the Z- and the
photon-exchange amplitudes is sufficiently well de-
scribed by the MSM (see Sec. II.A). An alternative pa-
rametrization of the cross section, the S-matrix ansatz
(Borelli et al., 1990; Leike et al., 1991; Stuart, 1991; Rie-
mann, 1992) has been used by the LEP collaborations to
put aside this assumption, including in the fit a new pa-
rameter which describes this interference.

This parametrization is based on expanding the en-
ergy dependence of the cross section around the Z pole.
It is suitable for combining cross sections at very differ-
ent energies, including those measured by Tristan at As
;60 GeV and in the high-energy run of LEP above the
Z peak.

The reduced cross section ŝ of Eq. (24) is replaced by

ŝ f f̄5
4

3
pa2F gf

tot

s
1

srf
tot1~s2M̄Z

2 !j f
tot

~s2M̄Z
2 !21M̄Z

2 ḠZ
2 G , (35)

where

(i) M̄Z , ḠZ are, respectively, the real pole and the
width defined by a propagator with denominator
s2M̄Z

2 1iM̄ZḠZ .

FIG. 17. The number of light-neutrino families measured by
the four experiments, together with the average. The error
definitions are given in Fig. 12.
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(ii) rf
tot is linked to the pole value of the cross section.

Due to the different structure of the denominator
of the propagator, this pole is not exactly the
same pole as in Eq. (24).

(iii) j f
tot is the coefficient of the linear (s2M̄Z

2 ) depen-
dence of the total cross sections. It is linked to
the contribution of the interference between the
Z- and photon-exchange amplitudes.

(iv) gf
tot is the photon-exchange parameter and in the

fit is taken from QED.

Four parameters are required in this approach to de-
scribe the energy dependence of the e1e2→f f̄ for a
given flavor, in contrast to the three parameters required
in Eq. (24). The new definitions of the Z mass and width
are closely connected to the previous ones:

M̄Z5MZA11GZ
2 /MZ

2 ,

ḠZ5GZA11GZ
2 /MZ

2 .

They correspond to a shift in MZ of 34.0 MeV and in GZ
of 0.93 MeV.

The main drawbacks of this parametrization are the
large correlations between the fitted values of the pa-
rameters and the rather complex interpretation, at the
present level of precision, of some of the parameters
within the MSM.

This new set of parameters is extracted from the mea-
sured cross sections following the formalism described in
Sec. II.A and using in Eq. (23) the reduced cross section
given in Eq. (35). Since the sensitivity to the interference
term is larger at energies far from the Z peak, the total
cross sections to hadrons measured above the Z peak by
ALEPH (1996c), L3 (1997b), and OPAL (1997e) and
below the Z peak by TOPAZ (1995) have been added
to the data sample.

Figure 18 shows the correlation between MZ5M̄Z
234 MeV and jhad

tot . The fitted value of the interference
jhad

tot 50.1460.12 is in good agreement with the MSM pre-
diction (0.22). The correlation between M̄Z and jhad

tot is
275%.

This parametrization has also been used to fit the en-
ergy dependence of the cross section e1e2

→m1m2(ng) by reconstructing the effective center-of-
mass energy after initial-state radiation (ALEPH,
1997c). The interference term jm

tot520.03360.022 is in
good agreement with the MSM prediction (0.004).

III. Z DECAY WIDTHS TO QUARKS

The quark sector is interesting for precision tests of
the standard model, as it completes the picture of elec-
troweak interactions and also because electroweak ob-
servables involving quarks are potentially very sensitive
to standard-model parameters.

Flavor tagging allows precise measurements of the
partial widths for the decays Z→cc̄ and Z→bb̄ . It is
useful to define normalized widths Rc and Rb as partial
decay fractions to all hadronic decays
Rev. Mod. Phys., Vol. 71, No. 3, April 1999
Rc[Gcc̄ /Ghad , Rb[Gbb̄ /Ghad .

In this way the effects of as [see Eq. (11)] and of the
vacuum polarization corrections are canceled.

As already discussed in Sec. I.B, the Z→bb̄ vertex
receives sizable corrections from diagrams involving the
top quark (see Fig. 2), which are otherwise suppressed.
This is the only relevant correction to Rb (Beenakker
and Hollik, 1988), and within the MSM Rb is basically
dependent on a single parameter, the mass of the top
quark.

The partial decay fractions of the Z to other quark
flavors, like Rc , are only weakly dependent on mt ; the
residual weak dependence is indeed due to the presence
of Gbb̄ in the denominator. The standard model predicts
Gcc̄ /Ghad to be '0.172, valid over a wide range of pa-
rameters.

The strong interaction complicates electroweak mea-
surements involving quarks in two ways. First, as quarks
cannot be directly observed, electroweak measurements
have to be made once the hadronization has taken place.
The observables related to the hadrons are modified and
often diluted with respect to the original quark-level
quantities, limiting the use of a measurement to the
cases in which the modification is small and well under
control. If the modification is large, the measurement
can be turned into a QCD test, assuming that the quark-
level process is described by the standard model. The
second effect springs from the difficulty of separating
different flavors, which all yield high-multiplicity had-
ronic events, usually made of two or more jets. This
problem is partially overcome by LEP and SLC detec-
tors capable of isolating enriched samples of Z hadronic
decays to individual flavors. This is particularly true for
Z→bb̄ and, to some extent, for Z→cc̄ decays, thanks to
the long lifetime and heavy mass of b and c hadrons.

Heavy-flavor tagging is performed by very effective

FIG. 18. Contours of 68% confidence level between (MZ

5M̄Z234 MeV) and jhad
tot for e1e2→hadrons (dotted line).

The result of the fit using LEP data only (solid line) is also
shown. The MSM prediction for jhad

tot is shown as a horizontal
band.
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techniques which allow precision measurements of the
ratios Rb and Rc and of the b and c forward-backward
asymmetries.

Tagging of lighter quarks is more difficult. Enriched
samples of Z→ss̄ decays can be obtained by selecting
prompt K0 and L0, allowing the measurement of the
Z→ss̄ asymmetry (DELPHI, 1995d). However, the pre-
cision is much lower than in heavier flavors. Detection
of prompt photons and of high-momentum stable par-
ticles opens up the possibility of separating u-type
quarks (u ,c) from d-type (d ,s ,b), and of measuring the
partial decay width of the Z to the two types (DELPHI,
1992c; L3, 1993d; Letts and Mattig, 1997; OPAL, 1997f).

Since in Z→qq̄ decays the quark and antiquark are
normally boosted in opposite directions, it is useful to
divide the event in to two hemispheres and to apply the
flavor-tagging techniques described in this section to
each hemisphere independently. Correlations among
hemispheres, due to momentum conservation or detec-
tor effects, are usually small. The event is typically cut
into two halves according to a plane orthogonal to the
thrust direction defined as the vector nW , which maxi-
mizes the quantity

T5
( iupW i•nW u

( iupW iu
, (36)

where piW is the momentum of particle i and the sum runs
over all reconstructed particles in the event.

The next section is devoted to a description of heavy-
flavor tagging techniques. This provides the necessary
background for an understanding of precision measure-
ments of Gbb̄ and Gcc̄—the subject of the second part of
this section—as well as b , c forward-backward asymme-
tries, described in Sec. IV.

A. Heavy-flavor tagging

The large mass and long lifetime of heavy flavors lend
themselves to a number of techniques for effective tag-
ging. These are described in the following sections in
order of importance.

1. Lifetime tagging

The most efficient way of selecting b hadrons from Z
decays relies on the detection of secondary vertices or
on the large impact parameter of the b-hadron decay
products. Since the average b lifetime is about '1.5 ps
and b hadrons are produced with a typical energy of 30
GeV at the Z peak, their average path before decaying
is about 3 mm. This is an order of magnitude larger than
the typical vertexing resolution of present silicon vertex
detectors. Alternatively the impact parameter of the
b-hadron decay products is about 300 mm, to be com-
pared with an experimental resolution ranging from 20
to 70 mm depending on the momentum of the particle.

The most serious background to lifetime tagging of b
hadrons is due to charm. In Table V the lifetimes of b
and c hadrons are compared, together with their relative
yield at the Z . The charm background can be decreased
by exploiting the higher multiplicity of b decays. Indeed
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the average b-hadron charged-particle yield is about 5
(OPAL, 1994b), to be compared with 2.2 (MARK III,
1991) in the charm case. Another way to reduce charm
background is the invariant mass of the b-decay prod-
ucts, which is much larger than in the charm case.

Lifetime tagging techniques require an accurate mea-
surement of the Z decay point, called the primary ver-
tex. This is usually determined on an event-by-event ba-
sis, using the average size and position of the luminous
region (beam spot) as a constraint. At LEP the beam
spot is flat in the xy plane, having a size of about 5–10
mm in y , 100 mm in x , and about 1 cm in z . The actual
size of the beam spot depends on the optics, and its
position varies with time. The beam spot position and
width are monitored by taking many—typically one
hundred—hadronic events and analyzing the impact pa-
rameters of particles with respect to a nominal position.
The primary vertex of an event is measured by fitting
the event’s charged-particle tracks to a common vertex,
using algorithms as insensitive as possible to decay prod-
ucts of long-lived particles like heavy-flavor hadrons
themselves. As an example, the algorithm used by
ALEPH (1993a) fitted the primary vertex with the pro-
jections of the particles onto the plane perpendicular to
the jet they belonged to, so that most of the lifetime bias
was removed. In this case the primary vertex was mea-
sured with an accuracy of 50 mm in x and 60 mm along
the z coordinate. The resolution in y is given by the
LEP beam size of 10 mm. At SLC the beam spot is ex-
tremely narrow, of the order of a micron in the xy plane.
Knowledge of the beam position in the transverse plane
is limited by the beam motion, giving a resolution in xy
of about 7 mm. Event-by-event reconstruction allows
measurement of the z position to within a few tenths of
a micron (SLD, 1997f).

Reconstructed charged-particle tracks originating
from b-hadron decays show a relatively large minimal
approach distance with respect to the primary vertex
(i.e., a large impact parameter) and usually cross the
b-hadron line of flight before the primary vertex itself.
This second feature is used to define a sign for the mea-

TABLE V. Beauty (Ratoff, 1996; Shepherd-Themistocleous,
1996) and charm (Particle Data Group, 1996) hadron lifetimes.
The yield is the rate of b (c) hadron species over the total
number of b (c) hadrons in Z0→bb̄ (Z0→cc̄) events as given
by JETSET 7.3 (Sjostrand and Bengtsson, 1987, 1989; Sjos-
trand, 1994).

Lifetime (ps) Yield per Z0→b

B2 1.6560.04 0.40
B0 1.5560.04 0.40
Bs 1.5260.07 0.12
Lb 1.2160.06 0.08

Yield per Z0→c
D1 1.05760.015 0.27
D0 0.41560.004 0.53
Ds 0.46760.017 0.12
Lc 0.20660.012 0.08
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sured impact parameter. Conventionally the sign is con-
sidered as positive when the crossing point is before the
primary vertex and negative otherwise (see Fig. 19). The
b-hadron direction is usually assumed to be the same as
the direction of the jet it belongs to.

The relevant quantity for tagging is the impact-
parameter significance S, defined as the signed (positive
or negative) impact parameter divided by its estimated
measurement error. Tracks from the primary vertex are
expected to have S normally distributed around zero.
Tracks with large positive S come from decays of b had-
rons. By counting the number of tracks with S greater
than a certain threshold, one can tag long-lived particles
(MARK II, 1991; OPAL, 1993a). The accuracy of
impact-parameter tagging can be greatly improved when
the negative side of the S distribution, which is basically
free from lifetime information, is used to calibrate the
tagging. An effective way to perform this calibration is
to fit the negative S to a functional form and then take
the integral of this function as the cumulative probabil-
ity (PT) that the track originates from the Z decay point
(ALEPH, 1993a). Probabilities from single tracks can be
combined to form tagging variables, commonly tracks
belonging to the same event hemisphere forming a
hemisphere probability (PH), whereby all tracks in the
hemisphere come from the primary vertex. In practice,
the performance of this method depends on an effective
selection of well reconstructed tracks, with tails as small
as possible on the negative side of S. Furthermore it is
important that the resolution function (the negative S)
be well reproduced by the Monte Carlo simulation used
to compute the lighter quark contamination in the b
tagged sample. The distribution of the PH tagging vari-
able at ALEPH is shown in the left plot of Fig. 20 for
data and Monte Carlo simulation of b and lighter
quarks. By using this variable ALEPH (1993a) was able
to select high-purity b samples (96% pure) while keep-

FIG. 19. Definition of impact-parameter sign.
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ing high (26%) b-hadron tagging efficiency.
The information coming from the invariant mass of

the b decay products can be naturally incorporated in
this technique, for instance by ordering the tracks by PT
probabilities, then combining them and calculating their
invariant mass until they exceed a cut value (typically
the charm mass; ALEPH, 1997a, 1997b). For decays of
charm hadrons, the first track exceeding the cut is nor-
mally coming from the primary vertex and has a high
PT . For decays of b hadrons the probability is typically
much lower. This can be seen in the right plot of Fig. 20,
where the PT of the first track exceeding 1.8 GeV (mH)
is shown for data and Monte Carlo simulation. By taking
advantage of this property, one can decrease the fraction
of non-b events in the sample by more than a factor of 2
with no loss of efficiency.

A different approach to lifetime tagging is based on
the direct reconstruction of a secondary vertex (OPAL,
1995b). Well reconstructed tracks, belonging to the same
jet, are required to be consistent with a common vertex
(different from the primary vertex), and specific cuts are
applied to reduce contamination from Ks

0 and hyperons.
The vertex is used for tagging if a minimum number of
tracks [four tracks by OPAL (1995b)] have been suc-
cessfully fitted to the vertex. As in the impact-parameter
case, a decay length significance is defined as the dis-
tance from the secondary to the primary vertex, divided
by its error. The accuracy of the decay length measure-
ment is improved by constraining the measured decay
path to be in the jet direction. Again it is useful to sign
the decay length significance, by defining it as positive
when the secondary vertex is in front of the primary
vertex with respect to the jet direction. The decay length
significance for OPAL data and Monte Carlo simulation
is shown in Fig. 21.

Backward tags from the negative side of the distribu-
tion can be used as a control sample to measure the
resolution function directly from the data. In the work
of OPAL (1995b) purities similar to the impact param-
eter case were obtained with a somewhat reduced effi-
ciency (19%). As in the impact-parameter case, the

FIG. 20. Lifetime tagging. Negative logarithm of the PH tag-
ging variable based on the combination of track impact param-
eters in a hemisphere. The right plot illustrates the behavior of
the invariant-mass related variable (mH) described in the text.
Both plots are from ALEPH (1997a), dots are data, and histo-
grams are from Monte Carlo simulation.
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invariant-mass information can be incorporated in the
vertexing method. This was done by SLD (1997f), who
used the invariant mass of tracks originating from a sec-
ondary vertex to considerably increase the purity; Fig.
22 shows the discriminating power of their invariant-
mass tagging variable.

2. Lepton tagging

Semileptonic decays of heavy quarks provide a dis-
tinct signature of Z→bb̄ and Z→cc̄ . Electrons and
muons in jets are identified with good efficiency by ex-
isting LEP and SLC detectors (typically between 60%
and 90%), and background contamination is kept under
control by the high degree of redundancy offered by
these experiments. Jets accompanied by t leptons are
more difficult to identify. Furthermore, the branching
ratio of the inclusive semileptonic decay of beauty had-
rons to the t lepton is much lower than that of the two
other lepton species (ALEPH, 1995c). In the following,
the word lepton refers to electrons and muons only. The
three main sources of prompt leptons from heavy fla-
vors, each with a branching ratio of about 10% for single
lepton species, are

(i) the primary semileptonic b decays, b→l ;
(ii) the weak decays of b hadrons to c hadrons, with

subsequent semileptonic decay of charm, b→c
→l ;

(iii) the primary semileptonic c decays, c→l .

Minor contributions are given by semileptonic decays
to t with subsequent leptonic decay of the t to electron
or muon and by leptonic decays of J/C produced in b

FIG. 21. Lifetime tagging. Distribution of decay length signifi-
cance for data (points) and Monte Carlo simulation (full his-
togram) from OPAL (1995b). The dotted histogram shows the
contribution from lighter flavors.
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decays with a branching ratio of the order of 1%
(OPAL, 1991a; ALEPH, 1992a; L3, 1993a; DELPHI,
1994a).

The background from nonprompt leptons is given by
the in-flight decays of pions and kaons to muons and
e1e2 pairs from photon conversions in the detector ma-
terial. Since, in Z decays, hadrons are produced at a rate
two orders of magnitude higher than prompt leptons,
they can be an important source of background; lepton
identification algorithms are tuned to provide good had-
ron rejection capabilities (of the order of 1023); (L3,
1992; OPAL, 1993b; ALEPH, 1994e; DELPHI, 1995c).

The large mass of beauty and charm hadrons provides
ways to separate the various components of prompt lep-
tons from each other and from background. The radia-
tion of gluons from heavy quarks is suppressed, resulting
in a harder momentum spectrum and therefore in high-
momentum leptons. Phenomenological models (Peter-
son et al., 1982) predict that about 70% of the beam
energy is carried away by beauty hadrons and 50% by
charm hadrons. This has been confirmed by recent mea-
surements of LEP experiments using fully reconstructed
events (ALEPH, 1994c, 1995d).

Another feature that is particularly important for
semileptonic b decays and a direct consequence of large
mass is the high transverse momentum of the lepton
with respect to the original b-hadron direction, mea-
sured by the axis of the jet associated with the lepton.
Jets are reconstructed from charged particles using in-
formation from photons detected by the electromagnetic
calorimeters and from neutral hadrons detected by had-

FIG. 22. Lifetime tagging. The invariant mass of charged
tracks coming from a secondary vertex, as measured by SLD
(1997f). The mass resolution is improved by means of an algo-
rithm which employs the total reconstructed transverse mo-
mentum of the charged particles with respect to the hadron
direction, to correct for missing neutrals.
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FIG. 23. Lepton tagging. Momentum vs transverse-momentum distributions for leptons from: (a) primary b decays, (b) secondary
b decays, (c) primary c decays, (d) lepton fakes.
ronic calorimeters. The most widely used jet clustering
algorithm is the Scaled Minimum Invariant Mass by
JADE (1988): particles are merged together until they
reach a minimum invariant mass that is typically of the
order of the b-hadron mass (generally greater to allow
for misassociated particles). The typical resolution in the
b-hadron direction is about 20 mrad. It has been shown
by ALEPH (1994e) that the separation of b→l from
the b→c→l cascade improves if the transverse momen-
tum (p') is measured with respect to the jet recon-
structed without the lepton.

Typical distributions of prompt leptons for the three
main processes and for background in the (p ,p') plane
are shown in Fig. 23.

Primary b decays are characterized by a large average
p and p' , primary c decays by a smaller p' . The b
→c→l cascade is clustered at small p and p' . A pure
sample of primary b decays can be obtained by selecting
leptons at high p and p' . A purity of about 80% can be
achieved by selecting 25% of the primary semileptonic b
decays, thus retaining about 12% of the Z→bb̄ events.

The distribution of the two variables (p and p') for
data and the various components of the lepton spectra
are shown in Fig. 24 for the L3 experiment.
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The shapes of the spectra are taken from lower-
energy experiments: b→l and b→c→l from the fits to
ARGUS (1990, 1993) and CLEO (1992, 1993) data and
c→l from DELCO (1979) and MARK III (1985).
These fits depend on the theoretical model that is as-
sumed for the shape (Altarelli et al., 1982; Grinstein
et al., 1986; Isgur et al., 1989; Altarelli and Petrarca,
1991) and this model dependence must be taken into
account when lepton tagging is applied to a specific mea-
surement.

High p' leptons provide an important tool for mea-
suring electroweak quantities in the b sector. Elec-
troweak measurements can be extended to the charm
sector by fitting the p and p' spectra of the various lep-
ton sources to data (OPAL, 1993d; ALEPH, 1994a;
DELPHI, 1995c). The events are first divided into two
hemispheres and then classified in terms of the number
of tagged leptons in each hemisphere. Multitag events
are further decomposed according to the sign of the lep-
tonic charge, to exploit the different correlation to the
original quark charge sign which occurs in b→l , b→c
→l , and c→l decays. The simultaneous fit of the single
and dilepton events allows one to determine free param-
eters such as the partial decay fractions Rb and Rc and
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the semileptonic branching ratios BR (b→l ) and BR
(b→c→l ). Since neutral B mesons can oscillate, the
mixing parameter x is often left free and determined
from the fit. Lepton fits in their most elaborated versions
are used to determine the b and c forward-backward
asymmetries (see Sec. IV.E.1).

3. Event shape tagging

Heavy-quark production affects the global event
properties to various degrees. Already, at PETRA
center-of-mass energies, event shape variables have
been used to obtain enriched samples of b hadrons by
the TASSO Collaboration (1984; 1989b). At the Z pole

FIG. 24. Inclusive electron spectra as fitted by L3 (1994a),
showing data and Monte Carlo simulation with the various
components.
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the presence of heavy hadrons, and in particular of b
hadrons, characterizes the event in the following way:

(i) The hard fragmentation related to the large mass
implies that less energy is carried away by gluon
radiation, leaving most of the available energy to
heavy-hadron decay products.

(ii) The decay products themselves show a transverse
momentum (p') with respect to the associated
jet, which is typically larger than the p' of frag-
mentation particles.

(iii) It is unlikely hat a single detected particle carries
away a fraction of the total energy much larger
than the other particles of the event. In contrast,
this happens in light-quark events where the pri-
mary quark hadronizes in a stable particle.

None of these properties can be efficiently described
by a single variable; a combination of several variables
selected to enhance the above features is used in a mul-
tidimensional analysis (DELPHI, 1992b; ALEPH,
1993b, 1994c; L3, 1993b; OPAL, 1995c).

Artificial neural network techniques (Rumelhart
et al., 1986; Lonnblad et al., 1991; Bottigli, 1993) have
proven very useful for combining several event shape
variables with the highest possible selection efficiency by
properly treating correlations and making the best use
of the available information (Bellantoni et al., 1991, Bor-
tolotto et al., 1991). For this kind of application the re-
sponse of the neural network is typically a single vari-
able, which disentangles b events from the background.
The training of the network is usually performed on
Monte Carlo samples. To achieve the best performance
it is important that these samples reproduce as closely as
possible the features of real data. Moreover, in order to
give confidence in the evaluation of the background con-
tamination, the output of the network is controlled on
data selected by a different tagging (for instance high p'

leptons) to check the Monte Carlo response.
Event shape methods alone are not competitive for

tagging Z→bb̄ events. It is hard to obtain purities
greater than 70% while keeping a reasonable and well
controlled efficiency. However, they have proved to be
very useful when combined with other techniques (see
Sec. III.B).

4. D* tagging

The peculiar kinematics of charged D* decays pro-
vide an excellent tool for heavy-flavor tagging at LEP
(DELPHI 1990, 1995a; ALEPH, 1991b, 1994c; OPAL,
1995c, 1997d), charm in particular. A D* can be pro-
duced either directly from a primary c quark in Z→cc̄
or as a decay product of a b hadron. Typically the search
for D* is done through the channel D* 1→D0p1 which,
being a decay with a q value of only 6 MeV, gives a
charged pion of low momentum and small transverse
momentum with respect to the D* line of flight. A very
effective tagging can be performed by searching for ex-
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clusive decay chains like4 D* 1→D0p1 with D0

→K2p1, D0→K2p1p1p2, or D0→K2p1p0. Because
of the small q value, the distribution of the mass differ-
ence DM5M(Kpp)2M(Kp) yields a sharp peak over
a small background, as can be seen in Fig. 25. The re-
maining two channels, D0→K2p1p1p2 and D0

→K2p1p0, are less clean but can still provide a signal-
to-background ratio 2:3.

Even if exclusive decays give rather pure samples of
D* , the efficiency is limited by the low branching ratios;
for instance the D* 1→D0p1, D0→K2p1 decay chain
has a branching ratio of 2.7%, reduced to less than 2%
by typical selection cuts. Furthermore D* produced by
Z→cc̄ events have to be disentangled from b-hadron
decays. Since primary D* ’s carry away a larger fraction
of the original beam energy, a cut on XE5ED* /Ebeam
can be used to select an enriched Z→cc̄ sample
(ALEPH, 1994c). The separate contributions of Z→cc̄
and Z→bb̄ events to the XE distribution are usually
measured by means of event shape or lifetime tagging
on the hemisphere opposite to the D* (ALEPH, 1994c;
DELPHI, 1995a, OPAL, 1995c). The combined use of
XE and opposite-side tagging improves the separation of
Z→cc̄ from Z→bb̄ events tagged through a secondary
D* and allows electroweak measurements to be per-
formed on both the c and the b sectors (DELPHI,
1995a, OPAL, 1995c).

An alternative method of tagging Z→cc̄ events by
means of D* 1→D0p1 is based on the inclusive proper-
ties of the p1 which, as was pointed out above, has a
very low momentum in the D* 1 rest frame (p* 540

4In this section charge-conjugate modes are implied.

FIG. 25. D* tagging. The mass difference distribution for XE

.0.25 as seen by ALEPH (1994c) in the channel D* 1

→D0p1, D0→K2p1. Data (points) and Monte Carlo results
(solid histogram) are shown. The background (dashed histo-
gram) is calculated by an event-mixing technique.
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MeV); (DELPHI, 1990, ALEPH, 1991b). As a conse-
quence, the pion takes a very low transverse momentum
with respect to the original c quark (much lower than
the typical 300 MeV of fragmentation tracks) and there-
fore with respect to the jet axis. The pion longitudinal
momentum is bounded by kinematics to be lower than 3
GeV. Therefore the pion is soft and collinear to the jet
axis, as is shown in Fig. 26.

This method has the advantage of not being restricted
to a particular D0 decay channel. However, the extrapo-
lation of the background below the peak is complicated
by the presence of D* from b hadrons, which produce a
broad accumulation in that region.

B. Measurement of Rb from double tagging

The most precise measurements of Rb take advantage
of the fact that the b hadrons produced in Z→bb̄ are
typically boosted in opposite directions. The two b had-
rons are essentially uncorrelated as far as the flavor of
their accompanying quarks and their baryonic number
are concerned. Therefore it is useful to divide the events
into two hemispheres according to the thrust axis and to
apply a tag on both sides of the event. This allows one to
measure the b tagging efficiency directly on data. If F1 is
the fraction of hemispheres that are tagged and F2 the
fraction of events that are tagged in both hemispheres,
one can write

F15Rb•~eb2euds!1Rc•~ec2euds!1euds ,

F25Rb•~Cb•eb
22euds

2 !1Rc•~ec
22euds

2 !1euds
2 ,

where eb ,ec ,euds are the efficiency of the tags on b , c ,
and uds events, respectively, and Cb is a coefficient that
takes into account possible correlations between the ef-
ficiencies in the two hemispheres for b events. These
relations are based on the very similar efficiencies of the
tagging methods for Z→uū , Z→dd̄ , and Z→ss̄ decays
and on the fact that the sum of partial decay fractions of
the Z to the five quark species is one. Efficiency corre-
lation coefficients for lighter quarks can be neglected,
since the tags are designed to have low efficiency for

FIG. 26. D* tagging. Distributions of the squared transverse
momentum with respect to the jet axis at DELPHI for (a)
inclusive pions, (b) pions from selected D* .
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udsc events; therefore the effect of these correlations
on the measurement is negligible.

The main advantage of the double tagging method is
that the two equations can be solved simultaneously for
Rb and eb , so that the b tagging efficiency is measured
on data and is not a source of systematic error. It is
instructive to solve the two equations by neglecting ec
and euds :

Rb'
Cb•F 1

2

F2

eb'
F2

Cb•F1
.

These equations show that the statistical error on Rb is
dominated by the double tagging fraction, which has by
far the largest statistical uncertainty. With the statistics
so far accumulated by LEP experiments, and using high-
efficiency tagging methods such as lifetime or event
shape tagging, rather low statistical errors are obtained.
More important for precision measurements is the fact
that the measurement of Rb is directly affected by the
knowledge of Cb , i.e., by the uncertainty on the corre-
lation coefficient. Efficiency correlations originate from
detector effects, from the physics, or from the algorithm
itself. Typical examples of the first two cases are the
correlated loss in acceptance due to the beam hole and
hard gluon radiation, which sometimes pushes both b
hadrons into the same hemisphere. An example of an
algorithm-related correlation is the possible bias in the
primary vertex position due to inclusion of a displaced
track produced in a b-hadron decay. The primary vertex
is pulled by the b hadron, causing bias, and is pushed
away from the opposite b̄ , yielding a negative correla-
tion. Great care is taken in the most precise measure-
ments (DELPHI, 1996a; ALEPH 1997a, 1997b; OPAL,
1997a) to identify the cause of the correlations and make
sure that the Monte Carlo simulation is reliable in pre-
dicting the magnitude of the effect. In these measure-
ments the value of the coefficient Cb is very close to 1.0,
and any deviation due to individual components is of the
order of a percent or less.

The presence of lighter quarks, in particular of charm
particles, is another source of systematic error. The un-
certainty on ec is evaluated with the help of Monte
Carlo simulations tuned to reproduce charm hadron
properties (lifetimes, decay multiplicities) measured at
lower-energy experiments. A major uncertainty for the
efficiencies of light quarks is the yield of hard gluons
splitting to a bb̄ pair. Theoretical arguments (Seymour,
1995) as well as the directly measured g→cc̄ (OPAL,
1995a) are used to constrain this process.

Another source affecting the size of the estimated
charm background is the value of Rc . Since this is pre-
dicted quite precisely by the standard model, results are
usually given assuming Rc50.172; nevertheless the de-
pendence of the result on Rc is given by all papers and is
used to perform the combined Rb , Rc averages de-
scribed later on.
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Double tagging provides the most accurate measure-
ments to date. Event shape tagging methods (ALEPH,
1993b) and, even better, lifetime tagging methods
(ALEPH, 1993a, DELPHI 1995b, OPAL, 1995b) are
best suited for the high efficiency needed. Results using
lepton tagging alone suffer from statistical errors
(ALEPH, 1994a), but can be extended to simultaneous
measurement of Rb and Rc . In the most recent mea-
surements (ALEPH, 1997b; DELPHI, 1997a; L3, 1997a,
OPAL, 1997a; SLD, 1997f) several tagging methods are
used to increase efficiency. Multitag methods also have
the advantage of permitting, at least for some of the
tagging variables, the determination of charm and
lighter-quark efficiencies from data, reducing the depen-
dence on Monte Carlo simulation and external measure-
ments.

C. Rc from the D* and D mesons

High-energy D* mesons are a signature of Z→cc̄
events and can be used to measure Rc . The techniques
used to detect prompt D* mesons and to disentangle
them from b-hadron decay products have been de-
scribed in Sec. III.A.4. The production rate in the low-
background channel D0→K2p1, which is most often
used, can be written as the product of the following
quantities:

Rc•P~c→D* 6!•B~D* 1→D0p1!•B~D0→K2p1!,

where P(c→D* 6) is the probability that a c quark had-
ronizes in a D* . The first published measurements at
LEP assumed that the hadronization of a c quark yields
the same fraction of D* mesons as in lower-energy mea-
surements (CLEO, 1988; HRS, 1988; TASSO, 1989a)
and Rc was measured with this hypothesis (DELPHI,
1993, OPAL, 1995c). This assumption relies on the ex-
pectation that no significant differences exist in c-quark
hadronization to excited D states over a wide range of
energies far from the charm threshold.

With the full statistics collected at the Z by LEP ex-
periments, it is possible to perform measurements free
from this assumption by using double-tagging tech-
niques (ALEPH, 1996e; DELPHI, 1996b; OPAL,
1997d). As the double-tagging sample suffers from low
statistics, one of the two D* is taken from the inclusive
D* sample by tagging the soft pion (see Sec. III.A.4).
This method was originally employed to perform a
single-tag Rc measurement (DELPHI, 1990). This re-
quires a careful assessment of the background below the
prompt D* peak due to secondary B→D* decays and
resonances yielding pions at low transverse momentum.
Since all excited D states should eventually decay to D0

or D1 mesons, the D01D1 yield can be used to per-
form an Rc measurement. This technique was pioneered
by DELPHI (1993) and recently extended to double tag-
ging by ALEPH (1996e). One method that is relatively
free from assumptions is the charm counting method.
The sum of the yield of high-energy D0, D1, Ds , and
Lc is directly proportional to Rc , as essentially all charm
hadrons are decaying to one of these weakly decaying
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states. Measurements of Rc using this method have re-
cently been presented by DELPHI (1996b), OPAL
(1996b), and ALEPH (1997d). Precise measurements of
Rc are also obtained using lepton fits.

D. Average of Rb and Rc

In most Rb and Rc measurements the systematic error
is the dominant component of the total error. This
means that averaging the measurements requires a care-
ful assessment of the common systematics. A robust pro-
cedure for averaging heavy-flavor electroweak measure-
ments was worked out by the four LEP Collaborations
within the LEP Electroweak Working Group (1996).
This procedure also takes care of the correlations be-
tween different electroweak quantities such as Rb versus
Rc . The average of the most recent Rb and Rc measure-
ments, which includes new preliminary measurements
presented at the Jerusalem conference (LEP Eec-
troweak Group, 1997), is

Rb50.217060.0009,

Rc50.173460.0048.

The average is compared to the most precise results and
to the standard-model expectation in Fig. 27. The Rb
and Rc averages are negatively correlated, and the cor-
relation coefficient is 20.20. This result is shown in Fig.
28 together with the standard-model expectation versus
the top mass. The agreement with the standard model
for Rc is very good, while for Rb it is slightly worse than
one standard deviation. It has to be said that the latest
Rb measurements are showing a very good agreement
with the standard model (Steinberger, 1997). In the past
(Olshevski, 1995) both Rc and Rb were off with respect
to the expectations. Since then a considerable effort has
been made to improve our understanding of the system-
atics and, in particular for Rb , this has led to a reduction
of the charm background and to the development of
analyses as independent as possible from the hemi-
sphere correlations (see Sec. III.B).

IV. ASYMMETRIES AT THE Z POLE

Parity violation in the weak neutral current is caused
by the difference between couplings of the Z to right-
handed and left-handed fermions. In the reaction e1e2

→Z→f f̄ with unpolarized beams, parity violation in the
production causes the Z to be polarized along the direc-
tion of the beams. The amount of polarization (Ae) de-
pends on the ratio between the vector (gVe) and axial-
vector (gAe) coupling constants of the electron:

Af5
2gVfgAf

~gVf!
21~gAf!

2 5
2gVf /gAf

11~gVf /gAf!
2 . (37)

In the parity-violating decay of the Z→f f̄ , the fermion
is emitted in a preferential direction with respect to the
direction of the spin of the Z . The asymmetry for fully
polarized Z is 3

4Af where the factor 3
4 comes from inte-
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gration over the polar angle. Due to angular momentum
conservation, the helicity of the fermion is correlated to
the direction of the spin of the Z .

Each Z decay into an f f̄ pair can be characterized by
the direction and the helicity of the emitted fermion f .
Referring to the hemisphere where the electron beam is
pointing as ‘‘forward,’’ we can subdivide the events into
four categories: FR, BR, FL, and BL, corresponding to
right-handed (R) or left-handed (L) fermions emitted
in the forward (F) or backward (B) direction. The total
cross section s tot is measured by adding up the four cat-
egories. Three asymmetries can be defined:

Apol5
sF ,R1sB ,R2sF ,L2sB ,L

s tot
5

sR2sL

s tot
, (38)

FIG. 27. The most recent Rb , Rc measurements and the re-
sulting LEP/SLD average are compared with the prediction of
the minimal standard model. The hatching code of the MSM
prediction is described in Fig. 3. The MSM prediction for Rc is
a very thin line almost coincident with the average of the mea-
surements.



604 Martinez et al.: Precision tests of the electroweak interaction . . .
Apol
FB5

sF ,R1sB ,L2sB ,R2sF ,L

s tot
, (39)

AFB5
sF ,R1sF ,L2sB ,R2sB ,L

s tot
5

sF2sB

s tot
. (40)

The polarization asymmetry Apol depends only on the
helicity of the fermions emitted in the decay of the Z
and is not sensitive to parity violation in the production.
The forward-backward polarization asymmetry Apol

FB

measures the polarization of the Z produced in the
e1e2 collision and does not depend on the flavor of the
fermion emitted in the Z decay. The forward-backward
asymmetry AFB is proportional to the product of the two
effects and can be measured without analyzing the po-
larization of the final state. The first two asymmetries
require the measurement of the helicity of the fermion.
In practice it can be statistically measured only for the
channel Z→t1t2. The forward-backward asymmetry
AFB is easier to measure because only the identification
of the charge of the fermion and the measurement of its
direction are needed. It can be measured for all tagged
flavors (e , m, t, s , c , and b) and inclusively for hadrons
(jet charge asymmetry).

Beam polarization provides the most natural way to
separate initial from final-state couplings. The simplest
way to access initial-state couplings with polarized
beams is the measurement of the left-right asymmetry
ALR . The cross sections for Z production s l and sr are
measured at SLD with the electron beam having left-
handed (l) or right-handed (r) polarization, while the
positron beam is unpolarized (lower-case indices are
used to distinguish initial-state helicity from final-state
helicity). The left-right asymmetry is defined as

ALR5
1
P

s l2sr

s l1sr
, (41)

FIG. 28. The LEP and SLD average of Rc vs Rb showing the
1s, 99% C.L. and 3s contours. The standard-model expecta-
tion as a function of the top mass is indicated.
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where P is the average beam polarization.
Beam polarization is also useful for the measurement

of the final-state couplings where one can take advan-
tage of the difference—which is sizable, especially for
quark production—in the forward-backward asymmetry
when the polarization of one of the beams is switched
from left-handed to right-handed. It is convenient to de-
fine the forward-backward polarized asymmetry for the
production of a fermion f as

AFB
pol5

1
P

~sF ,l2sF ,r!2~sB ,l2sB ,r!

~s l1sr!
, (42)

where sF ,l is the forward cross section for the left-
handed beam and the other terms are defined using the
same convention.

These asymmetries have been measured at LEP and
SLC and have been interpreted as measurements of the
ratios of the fermion coupling constants to the neutral
current. To match the experimental precision, the mea-
sured asymmetries have been corrected for the effects of
initial and final-state radiation, for the photon exchange,
and for Z2g interference using the standard-model pre-
diction. Moreover, their predicted energy dependence is
used to extrapolate the measurement to As5MZ . In this
report the superscript ‘‘0’’ indicates that the measured
asymmetry has been corrected for the above-mentioned
effects. In the Appendix it is shown that at As5MZ the
corrected asymmetries can be expressed in terms of the
ratio of the effective fermion couplings to the neutral
current:

Apol52Af , (43)

Apol
FB52 3

4Ae , (44)

AFB5 3
4AeAf , (45)

ALR5Ae , (46)

AFB
pol5 3

4Af . (47)

The vector coupling of charged leptons (l ) to the
neutral current is small compared to the axial-vector
coupling, and the expected value of Al is about 15%.
The expected forward-backward asymmetry of leptons
at the Z pole is very small (;1.5%), whereas it changes
very rapidly with energy. Therefore the precise determi-
nation of this asymmetry requires a careful handling of
the energy dependence. The other asymmetries are
larger (see Table VI for the forward-backward asymme-

TABLE VI. Magnitude of the forward-backward asymmetry
and its sensitivity to sin2 ueff

l for various fermion species at the
pole of the Z . The numerical values of the couplings given in
the Appendix are used.

AFB ]AFP /] sin2 ueff
l

Leptons 0.02 21.7
u and c quarks 0.07 24.0
d , s , and b quarks 0.10 25.6
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tries) and their energy dependence is less important and
can be handled by applying a simple correction to the
measured value.

Assuming lepton universality, the ratios of the cou-
plings of the Z to the charged leptons are equal. This
ratio is used to define the effective mixing angle sin2 ueff

l

[see Eq. (10)]:

sin2 ueff
l 5

1
4 S 12

gVl

gAl
D . (48)

The asymmetries involving leptons provide a direct de-
termination of the effective mixing angle. As is shown in
Sec. IV.E, the forward-backward asymmetries measured
from quark final states also provide a measurement of
sin2 ueff

l up to a very small correction.
At the Z pole the forward-backward asymmetry is

proportional to AeAf [see Eq. (45)]. In the case of
quarks the second term Af is large and weakly depen-
dent on sin2 ueff

l , leaving most of the dependence on the
weak mixing angle to Ae . Therefore, at the Z , the
forward-backward asymmetry for quarks is essentially
linearly dependent on sin2 ueff

l , while for leptons it shows
a quadratic dependence. The effect of this behavior is
shown in Table VI, where the sensitivity of the forward-
backward asymmetry to sin2 ueff

l is given for leptons and
for u-type and d-type quarks. The sensitivity to sin2 ueff

l

is maximal for the ALR asymmetry and for other asym-
metries that measure Al directly (]AFB /] sin2 ueff

l

.27.8).

A. Lepton forward-backward asymmetries

The lepton forward-backward asymmetry is measured
from the angular distribution of the final-state fermion
in the process e1e2→l 1l 2(g) after these events are
selected with procedures similar to those used for the
measurement of the total cross section (see Sec. II.B.3).

In the case of the e1e2 final state, the t-channel pho-
ton exchange is taken into account by subtracting the
MSM expectation for the angular distribution of all
t-channel contributions from the measured angular dis-
tribution. This expectation is defined as the complete
expectation for the e1e2 final state, as computed by
Beenakeer et al. (1991a, 1991b) minus the expectation
for the m1m2 final state.

The information contained in the angular distribution
is extracted from the data either by counting the events
with the negative lepton in the forward or backward
hemisphere and applying Eq. (40) or by fitting the odd
term AFB of the angular distribution of the negative lep-
ton:

ds

d cos u
5

3
8

s l C~cos u!S 11cos2 u1
8
3

AFB cos u D ,

(49)

where u is the angle of the negative lepton and C(cos u)
is an acceptance function which is symmetric, provided
the selection efficiency is charge symmetric or forward-
backward symmetric. This method assumes a given be-
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havior of the angular distribution and, under this as-
sumption, allows a more accurate determination of AFB ,
since the whole angular distribution is used.

The corrected asymmetries AFB
0 (l ) (l 5e , m, and t)

are extracted by fitting the measured AFB(s) to a model-
independent formula that explicitly incorporates the
photonic corrections as well as those due to boxes and to
imaginary parts, notably the imaginary part of the pho-
ton vacuum polarization Da (see Sec. I.B). The fitting
formula takes into account the energy dependence of
the asymmetry, and the fit is done simultaneously with
the line-shape data to account for the effect of the en-
ergy uncertainty, which enters in the form (s2MZ

2 ).
The energy dependence near the Z peak (given in the

Appendix) is caused by interference between the photon
and the Z exchange and corresponds to a change of

DAFB
l /DEc.m..0.00009/MeV.

Since the vector couplings of the leptons are small, the
slope of AFB

l (s) as a function of the energy is mainly
sensitive to the axial couplings. In the simultaneous fit of
the line-shape data and AFB

l (s) the axial couplings are
mainly determined by the line-shape and they are used
to transport the off-peak measurements of AFB

l (s) to
As5MZ . In a different approach (Leike et al., 1991; Stu-
art, 1991; Riemann, 1992), the slope of the asymmetry is
described by a free parameter and the consistency in the
determination of axial couplings between the line-shape
and the forward-backward asymmetries is checked.

The measurement of AFB
0 (l ) is quite simple and ro-

bust, and its accuracy is limited by the statistical error.
When a log-likelihood method is applied to fit the data
using Eq. (49), the result is independent of the detection
efficiency of the apparatus as a function of the polar
angle, provided it is charge-symmetric or forward-
backward symmetric. Typical systematic errors quoted
by the LEP experiments are of the order of DAFB

0 (l )
50.001 for l 5m ,t . For l 5e , the theoretical uncer-
tainty introduced in the treatment of the t-channel terms
increases this error to DAFB

0 (l )50.002. The error on
the center-of-mass energies gives a contribution of
DAFB

0 (l )50.0008, comparable to the experimental sys-
tematics. Some of these errors are common to the four
experiments and are treated in a correlated way when
averaging the measurements.

Assuming lepton universality, the three measure-
ments of AFB

0 (l ) for l 5e , m, and t can be averaged.
The results of these averages of the four LEP experi-
ments and the global LEP average are shown in Fig. 29.
The LEP average, including preliminary results pre-
sented at the Jerusalem Conference (LEP Electroweak
Group, 1997), is AFB

0 (l )50.017160.0010.
This result can be converted into a precise measure-

ment of sin2 ueff
l using Eqs. (45), (37), and (48). Alterna-

tively, using Eqs. (45) and (37), one can interpret the
measurements of AFB

0 (l ) for l 5e , m, and t as measure-
ments of the products AeA l and can use them to deter-
mine the ratios gVl /gAl for the three charged leptons
up to a common sign.
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B. Tau polarization asymmetries

The t polarization as a function of the polar angle is
used to measure the two asymmetries defined by Eqs.
(38) and (39).

The helicity of the two taus from Z decay are nearly
100% anticorrelated and the tau polarization for any
cos u bin is defined by

Pt5
sR2sL

sR1sL
, (50)

where sR is the cross section to produce a right-handed
t2 and sL is the cross section to produce a left-handed
t2. Comparing this definition with Eq. (38), we see that
the polarization asymmetry Apol is equal to the tau po-
larization measured over the entire cos u range. The
forward-backward polarization asymmetry Apol

FB can be
measured by comparing the polarization measured in
the forward and in the backward directions.

A more sensitive method is to fit the measured depen-
dence of the polarization as a function of the polar angle
u to its prediction to lowest order:

Pt~cos u!5
Apol~11cos2 u!1 8

3 Apol
FB cos u

~11cos2 u!1 8
3 AFB cos u

(51)

where AFB is the forward-backward asymmetry of the
tau pairs.

The polarization of the t is measured by exploiting the
parity violation of its decay (Tsai, 1971), which is medi-
ated by the weak charged current. Due to the undetec-
ted neutrinos, the t direction cannot be precisely recon-
structed, and all polarization estimators have to be
defined in the laboratory reference system. The t polar-
ization is obtained by fitting the measured distributions

FIG. 29. The most recent measurements of AFB
0 (l ) and the

resulting LEP average compared with the expectation of the
standard model. The hatching code of the MSM prediction is
described in Fig. 3.
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for each t decay channel. Since decay distributions of a
t2 with given helicity are identical to those of a t1 with
opposite helicity, the decay distributions of a t1 decay-
ing at a polar angle u can be simply added in the analysis
to the distributions of the t2 decaying at polar angle p
2u .

In the case of the two-body decay t→pn and for the
leptonic decays t→l nn̄ the only available observable of
the t decay is the energy (momentum) of the charged
particle, and the decay distributions have simple forms
(Jadach and Was, 1989). The hadronic decays t
→(2,3)pn are more difficult and various methods
(Rougé, 1990; Kühn and Mirkes, 1992; Davier et al.,
1993; Privitera, 1993) have been proposed to measure Pt

from the decay distributions. The decay modes with
more than three pions in the final states, which corre-
spond to about 10% of the branching ratio, are not use-
ful for the polarization measurement because the de-
scription of the decays depends on model assumptions
and because they cannot be selected with high purity.

The measurement of the polarization is dominated by
the t→pn and t→2pn channels that have large sensi-
tivity and large branching ratios and that can be selected
with sufficiently high purity. The leptonic channels have
smaller sensitivities because of the two undetected neu-
trinos in the final state.

When both t’s from the same Z decay are used in the
polarization measurement the correlated decay distribu-
tion (Rougé, 1990) should be used to take into account
the nearly 100% anticorrelated helicity of the two t’s. In
practice this effect is small because typical selection ef-
ficiencies are of the order of 50%, and only in a rela-
tively small fraction of the events are both t’s selected
for the measurement.

The tau polarization has been measured by L3
(1994b), DELPHI (1995e), ALEPH (1996d), and OPAL
(1996c), selecting Z→t1t2 events and identifying the t
decay channel. The typical signature of the decay of the
Z boson in two t’s is the detection of two almost back-
to-back very collimated jets, with small charge multiplic-
ity and with large missing energy and unbalanced trans-
verse momentum due to the undetected neutrinos. The
tau decay channels are separated using charge multiplic-
ity, particle identification, photon counting, and the in-
variant mass of the visible state. For reviews see the
papers of Bella (1995), Harton (1995), and Koumine
(1995). No attempt is made to separate pions from ka-
ons, since they have similar decay distributions. The
large background from Z decays into electron and muon
pairs is rejected mainly by applying cuts on the opposite
jet in order to minimize the energy dependence of the
efficiency.

The efficiencies and purities are very different in the
various experiments, reflecting the different designs of
the detectors, and have a strong dependence on the po-
lar angle. Some experiments restrict the acceptance of
the analyses to the central region, where particle identi-
fication and photon counting are more powerful, thus
reducing sensitivity to the polarization asymmetry.
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In the pn channel the main source of background is
from tau decays into 2pn when the photons from the po

decays are not identified. The purity of the selected
samples ranges from 84% to 94% depending on the ex-
periment. In the 2pn channel the main source of back-
ground is from t decays with more than one p0. The
purity of the selected samples ranges from 80% to 92%.

The charge, the momentum, and the direction of the
charged particles are measured with the tracking de-
vices, except for the experiments of L3, in which the
energy deposits in the calorimeters are combined with
the momentum measured by the tracking chamber. In
ALEPH and DELPHI the photons are reconstructed as
local maxima in highly segmented calorimeters, at a dis-
tance of a couple of centimeters from the impact point
of the charged-particle track. L3 and OPAL fit the
shower profile in the calorimeters, using reference histo-
grams to subtract the energy coming from the hadronic
shower of the nearby charged pion.

The fit for the polarization uses two sets of reference
decay distributions, obtained applying the selection pro-
gram to simulated data produced with the KORALZ
Monte Carlo Simulation (Jadach et al., 1991a, 1991b)
and the full detector simulation. The two simulated sets
are generated for positive and negative t2 helicity, re-
spectively (see Fig. 30). The polarization is extracted by

FIG. 30. Distribution in the kinematic variable used by OPAL
(1996c) in the fits for four different t decay channels where the
data (shown with error bars) are integrated over the cos u
range. Overlaying these distributions are Monte Carlo distri-
butions for the positive-helicity (dashed) and negative-helicity
(dotted) t leptons and for their sum (solid) assuming the fitted
value of Pt . The small background from non Z→tt events is
shown as a hatched histogram (almost invisible in the figure).
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performing a binned maximum likelihood fit of the mea-
sured distributions to the sum of the corresponding
simulated distributions normalized by the coefficients
N(11Pt) and N(12Pt).

With this procedure the main systematic errors are
related to inconsistency between data and Monte Carlo
simulations. Since the kinematic variables used in the fit
depend on the momentum, an important source of sys-
tematic error is linked to the momentum dependence of
the selection efficiency. In the 2pn channel the simula-
tion of showers in the electromagnetic calorimeter is
also an important source of systematic errors. Depen-
dence on the model (Davier et al., 1993) used for simu-
lation of the decay t→3pn does not affect the final re-
sult, since the weight of this channel is small.

The measurements obtained from the different t de-
cay channels are consistent with each other. They are
averaged to obtain a more precise measurement of Pt in
a few separate cos u bins. The measured angular depen-
dence is eventually fitted using Eq. (51) to extract Apol
and Apol

FB . Since AFB is small (;0.02) and well mea-
sured, its uncertainty is not propagated to the measure-
ment of Apol and Apol

FB . In some experiments the small
term AFB is expressed in the fitting formula in terms of
Apol and Apol

FB, using Eqs. (43), (44), and (45). The cor-
relation between Apol and Apol

FB is small (;4%). The
experimental systematic errors are correlated among the
different cos u bins of the angular fit, resulting in a
smaller systematic error on Apol

FB .
The measurements of Apol and Apol

FB can be inter-
preted as measurements of At and Ae using Eqs. (43)
and (44) after a small correction (.0.003) is applied to
take into account the effects of the photon exchange, the
Z2g interference, and initial and final-state radiation.
Figure 31 shows the measurements of At and Ae and
their averages including preliminary results presented at
the Jerusalem conference (LEP Electroweak Group,
1997). The accuracy is typically limited by the statistical
error. The measurements of Ae and At can be inter-
preted using Eq. (37) as measurement of the ratios
gVl /gAl for l 5e and t. Assuming lepton universality,
they can also be used for a precise determination of
sin2 ueff

l .

C. Measurement of ALR at SLD

The left-right asymmetry [see Eq. (41)] has been mea-
sured with increasing precision by SLD (1994, 1997a)
thanks to the possibility of operating SLC with a polar-
ized electron beam (Phinney, 1993; Woods, 1995).

Polarized electrons are produced by a circularly polar-
ized laser source hitting a GaAs photocathode, allowing
SLC to be operated with an electron beam polarization
of about 80%. The sign of the polarization is randomly
chosen at the frequency of the SLAC machine pulse
rate, so that the measurement is not affected by time
variations of the apparatus efficiency.

The asymmetry of the cross sections is measured in a
counting experiment. Hadronic Z decays are selected
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with 99.9% purity, requiring at least four charged tracks,
at least 22 GeV visible energy in the calorimeters, and
an energy imbalance (ratio of vector to scalar energy
sum in the calorimeter) less than 0.6. The events pro-
duced with left-handed (NL) and right-handed (NR)
polarization are counted and their asymmetry (NL
2NR)/(NL1NR);0.12 is measured. A small correction
of (0.0660.06)% is applied to take into account the re-
sidual contamination and small beam asymmetries.

The polarimeter measures the longitudinal polariza-
tion of electrons by Compton scattering after the inter-
action point with circularly polarized light from a
Nd:YAG laser beam. The Compton-scattered electrons

FIG. 31. The most recent measurements of At and Ae mea-
sured using t polarization and the resulting LEP averages com-
pared with the expectation of the standard model. The hatch-
ing code of the MSM prediction is described in Fig. 3.
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are deflected by the first beam-line dipole after the in-
teraction point and enter a threshold Cherenkov detec-
tor segmented in seven cells transverse to the beam line.
The Compton cross-section asymmetry between the two
laser polarizations is calculable within QED and is com-
pared with the measured asymmetries, providing a re-
dundant measurement of the product (P)Pg of the elec-
tron and laser-beam polarization. The laser-beam
polarization, typically 99.8%, is continuously monitored.
The statistical accuracy on (P) is of 61% every three
minutes. The relative systematic uncertainties in the po-
larization measurement are summarized in Table VII.
The last entry of this table is the effect of the difference
between the measured polarization and the polarization
at the interaction point, mainly due to off-energy elec-
trons which do not contribute to the effective luminosity
(SLD, 1994).

The uncertainty on the polarization measurement
gives the main systematic error for left-right asymmetry
determination. The measured value of the asymmetry
ALR is slightly corrected by 10.0029 to take into ac-
count the effects of photon exchange, Z2g interference,
and initial and final-state radiation. SLD (1997a) has re-
cently obtained

ALR
0 50.154560.0032, (52)

which can be interpreted using Eq. (46) as a measure-
ment of the ratios gVe /gAe and yields a very precise
measurement of sin2 ueff

l .

D. Universality of the neutral-current couplings

Lepton universality requires that the vector (gVl ) and
the axial (gAl ) couplings of the neutral current to elec-
tron, muon, and tau be equal. The sum of the squares of
the couplings is determined by measuring the partial
width of the decay Z→l 1l 2 (see Sec. II.E), using Eq.
(11). The ratio of the vector and axial couplings is deter-
mined by measurements of the asymmetry Al defined in
Eq. (37) and described in the previous sections.

Figure 32 compares the vector and axial coupling con-
stants of the neutral current to the different lepton fla-
vors: the vector coupling of the muon is less precise than
those of the electron and tau, since it is constrained only
by the measurement of AFB

0 (m). The measurements are

TABLE VII. Relative systematic uncertainties (%) on the
electron-beam polarization at SLD (Schumm, 1997). The 1996
result is preliminary and is expected to be reduced after the
full analysis is completed.

Uncertainty 1994/5 1996

Laser polarization 0.2 0.2
Detector linearity 0.5 0.5
Detector calibration 0.29 0.30
Electronic noise 0.20 0.20
Interchannel consistency – 0.80
Compton/SLD IP 0.17 0.18
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in good agreement, and lepton universality is tested to
0.2% for axial couplings and to 7% for the small vector
coupling:

gVm

gVe
50.93260.087

gAm

gAe
50.99960.0016,

gVt

gVe
50.94960.044

gAt

gAe
50.999860.0018.

E. Quark forward-backward asymmetry

The measurement of the forward-backward asymme-
try of the decay Z→qq̄ provides a very precise determi-
nation of sin2 ueff

l . Indeed, as shown in Table VI, the
sensitivity of fermion forward-backward asymmetries to
the mixing angle is particularly enhanced for quarks. A
further advantage of the quark asymmetry is that depen-
dence on the actual value of the center-of-mass energy
(see Appendix) is much weaker for quarks than for lep-
tons because of their smaller electric charge.

The extraction of Ae and sin2 ueff
l from quark forward-

backward asymmetries requires a knowledge of Aq ,
which is evaluated in terms of sin2 ueff

l using Eqs. (37)
and (10):

gVq

gAq
512

2Qq

Iq
3 ~sin2 ueff

l 1Cq!.

The residual vertex correction Cq is computed in the
minimal standard model. For udsc quarks this correc-
tion is small and has very little dependence on the pa-
rameters of the model, while for b it depends on the top
mass because of the additional Z→bb̄ vertex correc-
tions (see Fig. 2) and it is 10.0014 for a top mass of 175
GeV (Hollik, 1993, 1995).

Measuring the asymmetry for a given quark requires
evaluating its original charge from particles detected in
the experiments. When the correlation from the charge
of primary hadrons and their decay products is ex-

FIG. 32. 68% contours of gVl vs gAl for l 5e ,m ,t measured
by LEP and the constraint from the SLD measurement of Ae

are compared with the prediction of the standard model.
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ploited, for instance by means of prompt leptons or D* ,
the decay products themselves provide the separation of
the interesting events from other quark species. An al-
ternative method is to employ an efficient method of
event tagging, such as the lifetime b tagging described in
Sec. III.A.1, and to measure the original quark charge
with a jet charge technique.

Most of the measurements given in the following sec-
tions rely on the heavy-flavor tagging methods described
in Sec. III.A. The precision obtained on the b and c
asymmetries requires a careful assessment of the correc-
tion needed to extract AFB

0 as defined in Eq. (45) from
the observed experimental asymmetry. This includes the
treatment of QCD corrections.

The weak mixing angle can also be determined from
the forward-backward jet charge asymmetry of inclusive
hadrons without explicit tagging of individual flavors.
These measurements, which require the detailed under-
standing of inclusive hadron properties, are described in
the last section.

1. Measuring the asymmetry of b and c quarks from decays
into leptons

In primary semileptonic decays of b hadrons there is a
natural correlation between the sign of the lepton and
the particle-antiparticle nature of the original b quark.
Therefore a pure sample of b→l decays, obtained with
lepton tagging techniques, can be used to measure the b
forward-backward asymmetry. Experimentally the best
definition of the primary quark direction is provided by
the thrust axis, especially if both charged and neutral
particles are used.

The thrust axis is normally taken as pointing to the
hemisphere containing the lepton; then it is signed with
the charge Q of the lepton, yielding the following esti-
mator for the b quark direction:

cos ub52Q cos u thrust .

In a sample of semileptonic b decays, the asymmetry
AFB

obs can be measured from the odd term AFB in the
angular distribution of Eq. (49). Provided the lepton and
antilepton identification efficiencies are the same, the
acceptance term C(cos ub) is symmetric and does not
contribute to the evaluation of the asymmetry if the
minimum likelihood method is used to fit the angular
distribution. An example of acceptance-corrected angu-
lar distribution can be seen in Fig. 33.

Even in a totally pure sample of b→l decays, the
observed asymmetry AFB

obs is diluted with respect to the
true b asymmetry by the presence of B0B̄0 oscillations.
The observed asymmetry is lowered by a factor (1
22x) where x is the average b mixing parameter, de-
fined as the probability that a produced b state yields a
b̄ state. The observed asymmetry is further diluted by
the presence of the b→c→l cascade, which yields the
wrong charge, hence reversing the direction of the b
quark, and by charm semileptonic decay, which is sensi-
tive to c asymmetry. This can be expressed as
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AFB
obs5~122x!~hb→l 1hb→t→l 1hb→ c̄→l

2hb→c→l !AFB
b 2hc→l AFB

c 1hbkgAFB
bkg,

where the h i are the fractions of lepton candidates from
a given source and AFB

b , AFB
c , and AFB

bkg are the true b
asymmetry, the c asymmetry, and the effective back-
ground asymmetry due to lepton fakes, respectively. The
small components due to a t from a b decay (b→t
→l ) and from b→cc̄ s followed by c̄→l 2 (indicated as
b→ c̄→l ) have the correct sign. The background asym-
metry AFB

bkg is small but nonzero because of correlations
in sign between high-p' hadrons and the original quark.
This effect is normally evaluated by Monte Carlo simu-
lations tuned on data.

The use of the above relation to extract the b asym-
metry requires assumptions about the c asymmetry or
an independent measurement of the c asymmetry itself.
This can be avoided if, instead of applying a p' cut, a fit
of the lepton distribution in the (p ,p') plane is per-
formed by taking into account the lepton composition in
each bin of the plane. In this way the c asymmetry be-
comes a free parameter of the fit and can be evaluated
from low-p' leptons. The typical correlation between b
and c asymmetry, when measured simultaneously in lep-
ton fits, is 20%. The precision of present measurements
(OPAL, 1993b, 1996a; ALEPH, 1994a, 1996b; L3, 1994a;
DELPHI, 1995c) of the b (and c) asymmetry using lep-
tons is limited by the statistics of the sample, the main
systematic error being the uncertainty on the mixing pa-
rameter x. It should be pointed out that modeling as-
sumptions about the lepton spectra, which are necessary
in order to calculate the h i fractions, are not the main
source of systematic errors in the b asymmetry. The ef-
fects of these assumptions on x and on the semileptonic
branching ratios BR(b→l ) and BR(b→c→l ) work
out in opposite directions, so that they partially cancel.

FIG. 33. Forward-backward b asymmetry from inclusive lep-
tons. The angular distribution are as seen by ALEPH (1994a)
before and after acceptance corrections.
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2. Measuring c quark asymmetry from D*

The charge correlation between prompt D* and c
quarks can be exploited to measure the c asymmetry in
a way similar to the b asymmetry for high-p' leptons.
Here the main discriminating variable between the c
and b sectors is the scaled energy XE (see Sec. III.A.4).
A cut on XE allows us to select high-energy D* and
therefore a rather pure sample of Z→cc̄ . The typical
purity for XE.0.5 is about 80%. The thrust axis direc-
tion, signed by the D* charge, is used and a maximum
likelihood fit to the log angular distribution is per-
formed.

Since D* ’s are selected by means of invariant-mass
cuts in channels that have a sizable amount of back-
ground, particular care has to be taken to evaluate cor-
rectly the background contamination, which dilutes the
asymmetry. For this purpose event-mixing techniques
(i.e., taking the D meson combination and the slow pion
from opposite hemispheres or from different events) are
used to evaluate the background shape in an unbiased
way. This allows one to treat partially reconstructed
events and signal reflections which, being charge-
correlated to the original quark, should not be counted
as background. Sidebands of invariant-mass peaks or
mixed events themselves can be used to evaluate the
background asymmetry, which is generally close to zero.

When a hard cut on XE is applied, the effect of the b
asymmetry, which originates from the charge correlation
in the b→D* process, has to be taken into account and
subtracted using an independent measurement of AFB

b

(ALEPH, 1995a). Alternatively, the XE shape can be
fitted to a c and b component and both c and b asym-
metries can be measured (OPAL, 1993c; 1997b; DEL-
PHI, 1995a). In all cases the effect of b mixing on the b
asymmetry needs to be accounted for in a way that dif-
fers from an unbiased sample: the b→D* process pref-
erentially selects Bd hadrons, causing the effective x pa-
rameter to be dominated by xd .

3. Measuring b quark asymmetry from jet charge

Tagging methods based on the long lifetime of b had-
rons give the best performance in selecting Z→bb̄ de-
cays (see Sec. III.A.1). As lifetime tagging does not di-
rectly provide a way to separate b from anti-b quarks, a
charge estimator has to be built from the b hadroniza-
tion and decay products. The event is divided into two
hemispheres, using the thrust axis, and for each hemi-
sphere the jet charge is defined as

Qj5
( iup i iukqi

( iup i iuk
, (53)

where p i i is the longitudinal component of the charged-
particle momentum i with respect to the thrust axis, qi is
the charge of the particle, and the sum runs over the
charged particles in a given hemisphere. The k param-
eter weighs the momentum of each particle and is set to
a value giving the smallest statistical error to the mea-
surement. This quantity is used in a statistical way, tak-
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ing advantage of the fact that fragmentation and decay
products retain some memory of the original quark
charge.

The average difference between jet charges in the for-
ward and backward hemispheres can be related to the b
asymmetry through the relation

^QFB
b &[^QF2QB&5dbAFB

b , (54)

which holds for a pure sample of Z→bb̄ decays. The
quantity db is called the b charge separation, and it must
be known in order to extract the asymmetry. For a pure
sample of a given quark flavor, the charge separation d f
can be measured from data by comparing the width of
the QFB5QF2QB distribution to the width of Q5QF
1QB , which is narrower and has an average value close
to zero, as can be seen in Fig. 34. The procedure is ex-
plained in detail in the papers of the ALEPH (1994b)
and OPAL (1995d) collaborations.

Actually, lifetime-tagged samples are contaminated
by lighter quarks, in particular charm, and therefore the
b asymmetry has to be extracted from the more general
relation

^QF2QB&5 (
f5u ,d . . .

b

PfCfd fAFB
f , (55)

where Pf are the purities for each flavor (Pu ,d ,s ,c!1)
and Cf are acceptance factors which depend on the
quark flavor, since the lifetime tagging biases the polar
angle distribution of different flavors in different ways.
The charge separations for light quarks cannot be mea-
sured on data, therefore extraction of the b asymmetry
is affected by Monte Carlo-dependent small corrections.

This method allows one to measure the b asymmetry
with a statistical precision similar to the method based
on semileptonic decays: lifetime tagging selects b had-

FIG. 34. Distributions of QFB and Q in the measurement of
the b asymmetry from jet charge by ALEPH (1994b). The
quantities sFB

b and sQ
b are the widths of QFB and Q for a b

quark going forward. The charge separation (db) can be mea-
sured by comparing the total width of QFB to the width of Q .
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rons with much higher efficiency, but this is compen-
sated for by the reduced sensitivity of the charge estima-
tor. An advantage of this technique is that the effect of
B0B̄0 oscillations is included in db , which is measured
with data. Hence an explicit correction for b mixing is
not needed. On the other hand, since the asymmetry is
measured from the charge flow in forward versus back-
ward hemispheres, the angular acceptance has to be
studied, and it is a source of systematic error, in contrast
to the measurement based on semileptonic decays. The
main systematic errors arise from uncertainties in the
fragmentation modeling used to evaluate the charge
separations d for light quarks and from detector biases
for the db measurement. Published measurements of the
b asymmetry using jet charge can be found in papers by
ALEPH (1994b), DELPHI (1995c), and OPAL (1995d,
1997c).

4. Corrections to the measured heavy-quark asymmetries

The extraction of the effective electroweak mixing
angle requires evaluation of the corrected b and c asym-
metries AFB

0 (b) and AFB
0 (c), from the measured asym-

metries. Corrections have to be applied for QED initial
and final-state radiation and for the effect of photon ex-
change and Z-g interference, similarly to what is done
for lepton forward-backward asymmetries. The mea-
sured asymmetry is extrapolated to As5MZ assuming
the standard-model energy dependence.

Heavy-quark asymmetries are also affected by radia-
tive corrections due to strong interactions (Djouadi
et al., 1990; Altarelli and Lampe, 1993; Djouadi et al.,
1995), and one-loop QCD corrections are sufficient at
the level of precision of present measurements. They
consist of virtual vertex corrections and gluon brems-
strahlung corrections to the final states. The latter re-
quire a correct definition of the b quark direction, which
should closely match the experimental definition based
on thrust axis reconstruction. This has been done in the
paper by Djouadi et al. (1995), where full one-loop cor-
rections, including quark mass effects, have been calcu-
lated. The correction can be expressed as a factor modi-
fying the asymmetry by @12Cf(as /p)# , where Cf is a
flavor-dependent coefficient. Typical values of b and c
quark masses yield Cc50.87 and Cb50.79. The experi-
mental cuts bias the theoretical corrections. For in-
stance, the momentum cut that is applied in lepton tag-
ging selects events with reduced gluon radiation and
thus has the effect of lowering the correction (Abbaneo
et al., 1997). QCD corrections do not apply when the b
asymmetry is measured with a jet charge technique as
described in Sec. IV.E.3. In this case the b charge sepa-
ration, measured with data, naturally incorporates the
effect of hard-gluon radiation. The sizes of the theoret-
ical corrections used to extract the tree-level asymme-
tries are shown in Table VIII.

Averaging several measurements of b and c forward-
backward asymmetries requires a correct treatment of
the correlations between different techniques and differ-
ent experiments. Still this is not as crucial as for other
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heavy-flavor measurements, since all the results are
dominated by the statistical error. The present world av-
erages for the corrected asymmetries, as given by the
LEP Electroweak Group (1997), are

AFB
0 ~b !50.098360.0024,

AFB
0 ~c !50.073960.0048.

There is a 10% correlation between the two results. The
averages include preliminary results presented at the
Jerusalem Conference. The most precise results, to-
gether with the average, are compared to the standard
model prediction in Fig. 35.

5. Measurement of jet charge asymmetry in Z→qq̄

The measurement of jet charge was introduced in Sec.
IV.E.3 for a sample of hadronic Z decays highly en-
riched in Z→bb̄ . The same technique can be applied to
the full Z→qq̄ sample. If heavy-quark tagging is not
used, Eq. (55) can be rewritten as

^QFB&[^QF2QB&5C (
f5u ,d . . .

b

d fAFB
f G f f̄

Ghad

5C
3
4 (

f5u ,d . . .

b

d fAeAf

G f f̄

Ghad
(56)

where C is the geometrical acceptance. This relation is a
linear function of Ae and can be used to extract the
electroweak mixing angle from a measurement of the jet
charge forward-backward asymmetry.

Knowledge of the five charge separations is crucial for
a determination of sin2 ueff

l . At parton level d f is equal to
twice the quark charge (2qf) but hadronization and de-
cays dilute the charge separation in a flavor-dependent
way: for example, the charm charge separation gets par-
ticularly reduced by the presence of the soft pion in the
D* 1 decay. The soft pion retains memory of the original
charm charge, but being low momentum it gets a low
weight from the jet charge definition [see Eq. (53)]. The
d f’s can be computed with Monte Carlo simulations of
the hadronization process and of the charge flow in the
detector (ALEPH, 1991a; DELPHI, 1992a; OPAL,
1992).

Measuring at least some of the d f’s with data greatly
increases the confidence level on the sin2 ueff

l extraction.
As is explained in Sec. IV.E.3, db can be measured from

TABLE VIII. Relative corrections to the experimental asym-
metries.

Effects

Relative corrections

b asymmetry c asymmetry

QED I.S.R. 14.4% 115.6%
QED F.S.R. 10.02% 10.08%
g exchange and Z-g interference 20.003% 20.1%
Final-state QCD corr. 13.1% 13.6%
Energy corr. at peak 21.5% 25.1%
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pure samples of Z→bb̄ decays. In the paper by ALEPH
(1996a) a novel technique was employed to evaluate dc
from lifetime-tagged samples with varying charm con-
tent, as well as from fast-D* 1 tagged samples. Indi-
vidual charge separations for lighter quarks cannot be
measured separately, but the average duds can be in-
ferred from the difference in width of the ^QF2QB& and
^QF1QB& distributions or, equivalently, from forward-
backward jet charge correlations (ALEPH, 1994b,
1996a). Detailed Monte Carlo studies are needed to dis-

FIG. 35. The most recent AFB
b , AFB

c measurements and the
resulting LEP average. The measured asymmetries have been
readjusted to common values for the relevant parameters (like
the x mixing parameter) and translated into pole asymmetries.
Only measurements at the Z peak are shown. The displayed
error does not include systematic errors, which are common to
at least two measurements. They are compared with the pre-
diction of the standard model. The hatching code of the MSM
prediction is described in Fig. 3.
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entangle the du , dd , and ds contributions. In particular,
the simulation has to be tuned to measured kaon and L
production in order to have a realistic description of
strangeness production. Indeed, the uncertainty on the
gs parameter, which controls the relative amount of s
versus u and d quark production from the sea, is one of
the main sources of systematic error (ALEPH, 1991a,
1996a; DELPHI, 1992a; OPAL, 1992).

The present world average of sin2 ueff
l from the jet

charge asymmetry, including new preliminary results by
Ezion (1997), is

sin2 ueff
l 50.232260.0010,

where the error is dominated by the uncertainty in frag-
mentation and decay modeling.

6. Measurements of heavy-quark forward-backward
polarized asymmetries

The measurement of the combined final-state cou-
plings Ab is complementary to the determination of Rb
(Boulware and Finnel, 1991). Furthermore, it is only
weakly dependent on sin2 ueff

l (dAb'20.63d sin2 ueff
l ),

thus probing different electroweak corrections than Ae
(Blondel et al., 1988).

The polarized forward-backward asymmetry of b and
c quarks was measured by the SLD experiment using
flavor-tagging techniques very similar to that used for
unpolarized asymmetries (see Secs. III and IV.E). Life-
time tagging coupled to jet charge provides the best de-
termination of Ab (SLD, 1995b, 1997c). The fit of the
inclusive lepton spectra provides a simultaneous deter-
mination of Ab ,Ac (SLD, 1995c, 1997d), while D and
D* 1 mesons are used to measure Ac (SLD, 1995a).
Lifetime-tagging analyses based on the correlation be-
tween the charge of identified kaons and the original
primary b and c quarks provide additional measure-
ments of Ab and Ac (SLD, 1997b, 1997e). These mea-
surements are corrected for QCD effects. The correc-
tion depends on the flavor-tagging technique and it is
about 3%, similar to the unpolarized case (see Sec.
IV.E.4). A nice feature of forward-backward polarized
asymmetries is their weak dependence on the center-of-
mass energy within a few GeV around the Z pole
(Blondel et al., 1988). This makes the measurement es-
sentially independent of QED initial-state radiation.
The SLD results are combined (LEP Electroweak
Group, 1997), yielding

Ab50.90060.050,

Ac50.65060.058,

with an 8% Ab ,Ac correlation.
The A parameters for b and c quarks can be evalu-

ated at LEP from the unpolarized b and c asymmetries
using Eq. (40) and the value of Ae derived from
AFB

0 (l ), the tau polarization, and ALR
0 (see Sec. IV.F),

obtaining Ab50.87160.025 and Ac50.65460.045.
These values are consistent with the direct measure-
ments from SLD and can be averaged with them, giving
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Ab50.87760.023

Ac50.65360.037,

to be compared to the standard-model prediction of
Ab50.935 and Ac50.668. The measurement of the c
asymmetry is in agreement with the prediction of the
standard model, while the measurement of Ab is 2.5
standard deviations lower than the predicted value.

F. Comparison of the different determinations of sin2 ueff
l

The most precise measurements of the asymmetries
presented in the previous sections can be used to com-
pute sin2 ueff

l . A compilation of the various measure-
ments is shown in Fig. 36. The average of the seven
measurements is

sin2 ueff
l 50.2315260.00023,

with a x2 of 12.5 for six degrees of freedom correspond-
ing to a confidence level of 5%.

There are two classes of measurements. The first class
contains AFB

0 (l ), the measurements of Ae and At from
tau polarization, and the measurement of ALR

0 done at
SLC, which can be interpreted in terms of the lepton
asymmetry Al and of sin2 ueff

l with the only assumption
that of lepton universality. The second class contains the
other three measurements. The derivation of the sine
from them requires a knowledge of the Aq terms, which
as discussed in Sec. IV.E, have a very mild dependence
on sin2 ueff

l in the standard model.
The extraction of Al from AFB

0 (l ), Ae , At , and ALR
0

gives Al 50.150560.0023 with a x2 of 6.0 for three de-

FIG. 36. The most precise determinations of sin2 ueff
l and their

average compared with the prediction of the standard model.
The hatching code of the MSM prediction is described in
Fig. 3.
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grees of freedom corresponding to a confidence level of
11%. This value of Al gives

sin2 ueff
l 50.2310860.00030.

The differences between this model-independent
value of the sine and those derived from AFB

0 (b) and
AFB

0 (c) are as follows: D sin(b)520.0012860.00052 and
D sin(c)520.0003260.00115. The 2.5s discrepancy
shown by D sin(b) is very strongly correlated with the
discrepancy (2.5s) already discussed in Sec. IV.E.6,
where a value of Ab was extracted from AFB

0 (b) and
compared to the standard-model prediction. These dis-
crepancies are caused by the combination of two uncor-
related effects: as shown in Fig. 36, the effective mixing
angle derived from the LEP b forward-backward asym-
metry is high compared to the average, while the mea-
surement from ALR

0 , which dominates the model-
independent value, shows the opposite behavior.

V. W MASS MEASUREMENT

The precise measurement done at the Z pole can be
used to predict the mass of the W boson within the
framework of the standard model. The comparison be-
tween the predicted and the measured masses is one of
the most stringent tests of the minimal standard model.
In the following sections, the direct measurement of the
W mass is briefly described. The indirect determination
of the W-to-Z mass ratio is also discussed, using the
measured ratio of neutral- and charged-current interac-
tions on an isoscalar target.

A. Measurement of the W mass at pp̄ colliders

At proton-antiproton colliders W bosons are pro-
duced with a large cross section by quark-antiquark an-
nihilation. W decays (into electron or muon plus neu-
trino) are selected by requiring an isolated lepton with
high momentum, large transverse missing energy caused
by the undetected neutrino, and additional cuts on the
energy of the recoiling hadronic system. This yields a
large sample with a background of a few percent.

Since the longitudinal component of the missing mo-
mentum cannot be measured, there is not sufficient in-
formation to reconstruct the mass on an event-by-event
basis. The W mass MW is extracted from a model-based
fit of the Jacobian line shape of the transverse mass MW

T

distribution (see Fig. 37). The transverse mass is analo-
gous to the invariant mass except that only the particle
momentum components transverse to the beams are
used:

MW
T 5A2pT

leptonpT
n ~12cos f!, (57)

where f is the angle between the lepton and the missing
momentum measured on the transverse plane.

The W mass has been measured with this method by
the UA2 Collaboration (1992) and more recently by
CDF (1995a, 1997) and DO” (1997a). The measurement
of CDF is based on the result of Run 1-A, from which
they selected about 6000W→en candidates and 3000W
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→mn candidates. The measurement of DO” is based on
the full data sample, from which they selected about
33000W→en candidates.

The largest single source of systematic error in these
measurements is the determination of the absolute en-
ergy scale. The momentum scale of the central detector
of CDF is calibrated using a large sample of J/c decays
to a precision of 631024, contributing only 50 MeV to
the W mass measurement. This calibration is transferred
to the calorimeter using high-energy electrons and cor-
recting for radiation in the tracker. This procedure con-
tributes an additional 110 MeV scale uncertainty on MW
in the electron channel.

The DO” calorimeter is calibrated using test-beam
data, Z and J/c decays to electron pairs and p0 decays.
The uncertainty on the energy scale results in a 77-MeV
uncertainty on MW dominated by the limited statistics of
Z decays.

Other sources of systematic errors enter through the
modeling of the MW

T distribution used for the fit. The
most relevant are limited knowledge of the electron en-
ergy and muon momentum resolutions, simulation of
the detector response to the recoiling hadronic system,
and distributions of the W transverse and longitudinal
momentum. The first two effects are calibrated using Z
decays, while the latter is constrained by also using the
measurement of the forward-backward charge asymme-
try in W decays. The total systematic error on the mod-
eling is about 130 MeV for the CDF measurement in the
electron channel, 120 MeV for the CDF measurement in
the muon channel, and 130 MeV for the DO” measure-
ment in the electron channel, with small correlations.
The average of the measurements of the W mass from
the pp̄ colliders given at the Lepton Photon Symposium
in Hamburg (Kim, 1997) is MW580.4160.09 GeV.

B. Measurement of the W mass at LEP

Pairs of W bosons have been recently produced at
LEP in two runs at center-of-mass energies of 161 and

FIG. 37. Transverse mass distribution in run 1-b W sample of
DO” (1997a).
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172 GeV. The measurement of the cross section at
threshold (As;2mW10.5 GeV) provides a sensitive
measurement of the W mass because the dependence of
the cross section on the mass is mainly of kinematical
origin. However, since the cross section is measured
only at one point, the determination of the mass can
only be done within the framework of the standard
model, though with very small dependence on its input
parameters. At 172 GeV the W mass is measured from
direct reconstruction of the final state.

The event selection is simple for final states where at
least one W decays into a lepton plus neutrino. The final
state l l nn (11%) has two acoplanar leptons and miss-
ing energy, while the final state q8q̄l n (43%) has an
isolated lepton, two hadronic jets, and isolated missing
energy. These channels can be selected with high effi-
ciency and very low background. The totally hadronic
channel (46%) has a large QCD background that is less
relevant at 172 GeV, where the WW cross section is
larger. The events are selected using many topological
properties that are combined in a single distribution
(neural networks, likelihood function, weights), which is
compared with the predicted distributions for the signal
and the background obtained with Monte Carlo simula-
tion.

In the 161-GeV data sample, each experiment
(OPAL, 1996d; ALEPH, 1997e; DELPHI, 1997b; L3,
1997c) selected typically 5 events in the channel l l nn
and 15 events in the q8q̄l n channel. The small (few %)
contribution of four-fermion events not resulting in two
real W’s in the final state is subtracted using Monte
Carlo simulation. The cross sections measured in each
channel are combined using the standard model branch-
ing ratios for the W decays. The results of the four ex-
periments are averaged, giving a cross section for pro-
duction of two real W’s in the final state (usually called
the CCO3 cross section) of 3.6960.45 pb. This corre-
sponds (see Fig. 38) to MW580.4060.22 GeV. The main

FIG. 38. Dependence of the WW cross section on MW at 161
GeV.
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systematic error on the W mass comes from uncertainty
on the beam energy and is around 30 MeV.

At 172 GeV the W mass is measured by direct recon-
struction, using the q8q̄l n and the fully hadronic chan-
nels. A value of the W mass is extracted for each event
using the energies and the directions of the recon-
structed jets and leptons, applying the constraints of en-
ergy and momentum conservation and imposing, in
some cases, the equality of the two W masses. With this
procedure, the absolute energy scale of the W mass is
constrained by the beam energy. The measured distribu-
tion is compared with the Monte Carlo expectations for
many W masses to fit MW . The simulation predicts a
bias of about 200 MeV, mainly due to the combined
effects of the constraints and initial-state radiation. Each
Collaboration selected about 80 WW pairs for this mea-
surement, which is statistically limited. The main system-
atic errors come from the simulation of the jets and, in
the fully hadronic events, from final-state effects involv-
ing quarks or hadrons from the decays of the two W’s
(color reconnection, Bose-Einstein effects). The LEP
average mass with direct reconstruction is MW580.53
60.18 GeV.

The two values of the W mass measured at LEP with
two different techniques are comparable in precision.
Their average is MW580.4860.14 GeV. This average is
in good agreement with the average of the measure-
ments done at pp̄ colliders.

C. Neutrino-nucleon scattering

The quantity Rn5sNC
n /sCC

n , i.e., the ratio between the
neutral- and charged-current interactions of neutrinos
on an isoscalar target, provides a precise indirect mea-
surement (Llewellyn Smith, 1983) of sW

2 with very little
dependence on other unknown parameters of the theory
(Marciano and Stirlin, 1980; Stuart, 1987).

Blondel (1990) has shown that within the standard
model this ratio can be written as

Rn5S MW

MZ
D 4 1

2

122sW
2 110/9sW

4 ~11r !

122sW
2 1sW

4 , (58)

where r50.3860.01 is the ratio between neutrino- and
antineutrino-induced charged currents. By numerical ac-
cident, the dependence of the last term of Eq. (58) on sW

2

is very weak and

Rn5S MW

MZ
D 4 1

2
~110.05060.003!

provides a precise indirect measurement of the ratio be-
tween the W and Z masses. The largest theoretical er-
rors in Eq. (58) come from uncertainties in the distribu-
tions of strange and charm quark seas in the nucleon.

Events induced by the muon neutrino beam in thick
calorimeters are classified as NC or CC events using the
event length, thus exploiting the characteristic penetra-
tion of the muons produced in charged currents. The
main experimental systematic error comes from the
model needed for subtraction of the short charged-
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current events that are misclassified. The largest source
of contamination in the short-event sample comes from
events in which the outgoing muon does not cross the
required number of counters and from events induced
by the the small fraction of electron neutrinos present in
the beam. The CCFR experiment (CCFR, 1996) mea-
sures sW

2 512(MW /MZ)2 with a statistical error of
0.0025. The main contribution to the experimental error
(0.0038) comes from limited knowledge of the electron
neutrino flux, while the theoretical error (0.0039) is
dominated by uncertainties in the charm production.

The present world average is essentially a combina-
tion of the measurements done by CDHS (1986),
CHARM (1987), and CCFR (1996):

sW
2 512~MW /MZ!250.225460.0037

or, equivalently, a value of MW580.2660.19 GeV. This
indirect measurement of the W mass is compared to the
other measurements in Fig. 39 together with the
standard-model prediction.

VI. STANDARD-MODEL TESTS

Precise measurements of many electroweak observ-
ables performed at LEP and SLC have been presented
in the previous sections. The first part of this section
analyzes these data within the framework of the minimal
standard model. Then possible models beyond the MSM
are studied. In particular, the epsilon variables intro-
duced by Altarelli et al. (1992, 1993a, 1993b) are used to
obtain constraints on new physics arising from the mini-
mal supersymmetric standard model or technicolor. Fi-
nally, limits on extra neutral bosons are discussed in Sec.
VI.C.

FIG. 39. Recent determinations of the W mass compared with
the expectation of the standard model. The hatching code of
the MSM prediction is described in Fig. 3.
Rev. Mod. Phys., Vol. 71, No. 3, April 1999
A. Standard-model fits

The measurements of the electroweak observables
discussed in this report are analyzed within the frame-
work of the minimal standard model to verify whether
the data are able to discriminate the nontrivial MSM
radiative corrections introduced in Sec. I.B. In a first
stage the test is restricted to the subset of measurements
specifically sensitive to the different electroweak radia-
tive corrections discussed in Sec. I.D: G l , sin2 ueff

l , MW ,
and Rb , which are, respectively, directly sensitive to Dr,
Dk, Dr , and the Z→bb̄ vertex correction.

Figure 40 compares the probability contours from the
measurements of G l and sin2 ueff

l with the MSM predic-
tion. This plot contains almost all the information on
radiative corrections obtained from Z line-shape and
asymmetry measurements. The measurements are not
consistent with the ‘‘Born’’ prediction—in which the
only radiative correction included is the running of the
electromagnetic coupling constant—while they are con-
sistent with the MSM prediction for light Higgs masses,
with a confidence level better than 68%.

The effect of nontrivial electroweak corrections is
even more apparent in Fig. 41, showing probability con-
tours from the measurements of MW and sin2 ueff

l . The
measurements are again inconsistent with the ‘‘Born’’
prediction and consistent with the MSM prediction. Fig-
ure 42 shows the intersections among the one-standard-
deviation bands (68% C.L.) for Rb , sin2 ueff

l and R l

measurements, the latter mixing both dependences. The
consistency of the intersections provides a rather model-
independent check of the direct and indirect determina-
tions of Rb . The intersection region is in good agree-
ment with the MSM predictions.

FIG. 40. The 68%- and 95%-confidence level contours of G l

vs sin2 ueff
l compared with the MSM predictions. The star shows

the ‘‘Born’’ prediction (only the running of a is included) and
the arrow shows the effect of its present uncertainty.
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The previous plots show that the measurements are
sufficiently precise to discriminate the nontrivial radia-
tive corrections. It is now important to verify that mea-
surements sensitive to different radiative corrections
show consistency with the predictions when these cor-
rections are computed within the MSM with a given set
of values for its input parameters.

FIG. 41. Contours at 39%, 68%, and 95% confidence levels of
MW vs sin2 ueff

l compared with the predictions of the minimal
standard model. The star shows the ‘‘Born’’ prediction (only
the running of a is included), and the arrow shows the effect of
its present uncertainty.

FIG. 42. One-standard-deviation bands of the Rb , sin2 ueff
l ,

and R l measurements compared with MSM predictions.
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This analysis is done with a x2 fit of the measurements
to their MSM predictions using the complete set of elec-
troweak observables discussed in this review. In the fit it
is assumed that the systematic errors—prevailing over
the statistical ones for some of the relevant
measurements—have a Gaussian behavior. The set of
data used in the fit is summarized in Table IX. The two
values for Rb and the two values for Rc are combined
before the fit, to take into account the correlations be-
tween their systematic errors, resulting in 21 input mea-
surements, including a(MZ

2 ), as , and mt . The x2 is
minimized by recomputing the MSM predictions of the
21 input observables with different values of the MSM
parameters. GF is not varied, since it is known with high
precision, while the Z mass—known with similar
precision—is varied to take into account the small cor-
relation with some of the input data. All the other MSM
parameters are varied. Table IX shows the result of the
fit and the statistical significance—in standard
deviations—of the difference between the measured val-
ues and their MSM predictions. No significant discrep-
ancy is observed.

The x2 of the fit is 18 for 16 degrees of freedom, which
corresponds to a confidence level of 30%. It is worth
noting that the numerical value of the x2/NDF depends
on the choice of dataset used in the fit. This choice is
unbiased but also arbitrary, since the actual set of indi-
vidual direct measurements is much larger, and some of
them have been combined with a priori assumptions into
the quantities used in the fit. In the combination process,
the information on the internal consistency among the
combined measurements is lost, and therefore some rel-
evant statistical information is missing. As an example,
the largest pulls in Table IX come from the SLD ALR
determination of sin2 ueff

l and from the forward-
backward b asymmetry. If these measurements were
combined before the fit, together with the other asym-
metries, the resulting x2/NDF of the fit would be smaller
(see discussion in Sec. IV.F). Conversely, combining the
two values of the W mass before the fit results in an
increase of the x2/NDF .

The fit has been repeated, excluding from the input
values a(MZ

2 ), as , and mt in turn. In this study the
Higgs mass is fixed at 300 GeV. The results are given in
Table X. When a(MZ

2 ) is left unconstrained, the data
predict a21(MZ

2 )5129.1060.1120.32
10.25 , in good agreement

with the actual measurement of a21(MZ
2 )5128.896

60.090, with slightly larger uncertainty and a large
variation when the Higgs mass is moved from 70 GeV to
1 TeV. This is because the maximal sensitivity to Da
comes from the measurement of sin2 ueff

l , which is also
very sensitive to MH (see Table I in Sec. I.C).

When as is left free, the data predict as50.1211
60.003020.0019

10.0026 , in good agreement with the world aver-
age as50.11860.003 and with the same accuracy for a
fixed value of the Higgs mass. The influence of the Higgs
mass is, in this case, quite small because the main sensi-
tivity to as comes from R l , which is almost insensitive
to non-QCD radiative corrections, as discussed in Sec.
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TABLE IX. Summary of the measurements included in the combined analysis of standard-model parameters. Section (a) sum-
marizes LEP averages, Section (b) summarizes the relevant SLC results, and Section (c) the electroweak results from hadron
colliders and nN scattering. The estimated systematic error component of the quoted uncertainty is indicated in parenthes. The
MSM fit result in column 3 and the pulls in column 4 are derived from the fit including all data with the Higgs mass as a free
parameter (MH5109 GeV).

Measurement
Correlation

matrix
Standard-
model fit Pull

a(MZ
2 )21 128.89660.090(83) 128.909 20.2

as(MZ
2 ) 0.11860.003(3) 0.119 20.3

(a) LEP
Line-shape and lepton asymmetry:
MZ [GeV] 91.186760.0020(15) 91.1866 0.0
GZ [GeV] 2.494860.0025(15) 0.05 2.4962 20.6
sh

o [nb] 41.48660.053(52) 20.01 20.16 41.471 0.3
R l 20.77560.027(24) 20.02 0.00 0.14 20.751 0.9
AFB

o (l ) 0.017160.0010(7) 0.06 0.00 0.00 0.01 0.0163 0.9
t polarization:
At 0.141160.0064(40) 0.1472 21.0
Ae 0.139960.0073(20) 0.1472 21.0
b and c quark:
Rb 0.217460.0009(7) 0.2158 1.8
Rc 0.172760.0050(38) 20.22 0.1723 20.1
AFB

0 (b) 0.098360.0024(10) 20.03 0.03 0.1032 22.0
AFB

0 (c) 0.073960.0048(25) 0.02 20.08 0.13 0.0737 0.0
qq̄ charge asymmetry:
sin2 ueff

l (QFB) 0.232260.0010(8) 0.23150 0.7
MW [GeV] 80.4860.14(5) 80.377 0.7
(b) SLD
sin2 ueff

l (ALR
o ) 0.2305560.00041(14) 0.23150 22.3

Rb 0.212460.0029(17) 0.2158 21.1
Rc 0.181060.0145(79) 0.1723 0.6
Ab 0.90060.050(31) 0.935 20.7
Ac 0.65060.058(29) 0.668 20.3
(c) pp̄ and nN
MW [GeV] (pp̄) 80.4160.09(07) 80.377 0.4
12MW

2 /MZ
2 (nN) 0.225460.0037(23) 0.2230 0.6

mt [GeV] (pp̄) 175.665.5(4.2) 172.9 0.5
I.D. The difference between the value of as obtained
from this fit and the value quoted in Sec. II.D.3, where
as was derived from R l alone, comes from the addi-
tional sensitivity of GZ and sh

o to as .
When mt is left unconstrained the data predict mt

5181.326.2
16.1

217.3
115.7 GeV, in perfect agreement with the

Tevatron measurement mt5175.665.5 GeV. For a fixed
value of the Higgs mass the uncertainty in the fitted
Rev. Mod. Phys., Vol. 71, No. 3, April 1999
value is similar to that of the direct measurement. The
large variation of the central value when MH is changed
reflects the large correlation between the contributions
of mt and MH to radiative corrections already discussed
in Sec. I.D.

The results of the fits when only MH is left free are
shown in Table XI. The data predict MH
5109260

1108 GeV. This value is in agreement with the
TABLE X. Results of fits to the data set of Table IX for fixed MH values. The central values and the
first errors refer to MH5300 GeV. The second errors correspond to the variation of the central value
when varying MH from 70 GeV (lower number) to 1 TeV (upper number).

Free → a21(MZ
2 ) as mt

a21(MZ
2 ) 129.1060.1120.32

10.25 128.9760.0720.12
10.10 128.9560.0820.05

10.03

as 0.119360.002120.0005
10.0010 0.121160.003020.0019

10.0026 0.119560.002120.0007
10.0011

mt (GeV) 174.764.822.3
12.8 178.064.227.4

16.9 181.326.2 217.3
16.1 115.7
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negative result of the searches at LEP, which bounds
MH from below at about 77 GeV (Janot, 1997), and with
the validity range of our perturbative calculations
(Cabibbo et al., 1979; Lindner, 1986; Luscher and Weisz,
1988; Sher, 1989; Altarelli and Isidori, 1994; Casas et al.,
1995), which bound MH from above at about 1 TeV.
This result is the best estimate of MH now possible,
since it uses all the relevant data available. The depen-
dence of the radiative corrections on MH is logarithmic,
and the result of the fit is more correctly expressed as
log10(MH/1 GeV)52.0420.35

10.30 .
Figure 43 shows the x2 variation of this fit as a func-

tion of the Higgs mass and the effect of uncertainties in
the calculations used for the predictions, already dis-
cussed in Sec. I.C. A 95-%-confidence-level upper limit
MH,420 GeV can be derived from this fit, using the
most pessimistic assumption for the theoretical error on
the calculations and neglecting the information con-
tained in the lower limit from direct searches. Recent
calculations of higher-order contributions for some of
the main observables (Degrassi et al., 1997b) may re-
duce the theoretical uncertainty, thus possibly reducing
the upper limit on the Higgs mass computed with this
technique to about MH,295 GeV.

TABLE XI. Results of fits to the data set of Table IX with the
Higgs mass left free (column 2) and all listed parameters left
free (column 3).

Free → MH all

a21(MZ
2 ) 128.9160.09 128.7520.27

10.35

as(MZ
2 ) 0.118860.0022 0.120420.0034

10.0038

mt (GeV) 172.965.3 165211
112

MH (GeV) 109260
1108 25216

1143

x2/(NDF) 18/16 16/13

FIG. 43. Variation of the x2 of the fit vs Higgs mass using all
precision data. Different lines correspond to results obtained
using electroweak libraries with different options in the calcu-
lations (Burgers et al., 1990; Bardin et al., 1992; Montagna
et al., 1993).
Rev. Mod. Phys., Vol. 71, No. 3, April 1999
A word of caution on the determination of the upper
limit on the Higgs mass: since the measurements are
sensitive to log MH , small fluctuations in the position of
the minimum generate significant changes in MH and in
its error, resulting in large variations of the upper limit.
Moreover a proper evaluation of the upper limit should
include the information contained in the direct limit
from searches at LEP2. The main conclusion from Fig.
43 is that the electroweak fit prefers a light Higgs mass
in a range consistent with the negative searches per-
formed at LEP2.

The last column of Table XI shows the result of the fit
when the MSM input parameters mentioned above are
simultaneously unconstrained. Even in this case the data
are precise enough to predict values for these param-
eters. They are in good agreement with direct measure-
ments and theoretical expectations.

B. Tests of new physics using the «’s variables

As already discussed in Sec. I.D, there are four non-
trivial and numerically relevant loop corrections contrib-
uting beyond tree level to predictions of the observables
presented in this report. They are the three vacuum po-
larization corrections Dr , Dk, and Dr and the Z→bb̄
vertex correction. In the MSM they have a similar lead-
ing dependence, as shown by Eq. (20).

In other models, due to the contributions of still un-
discovered heavy particles, the vacuum polarization
terms PW, PgZ, and PZ could be different. It is inter-
esting to analyze the precise electroweak measurements
to extract the loop contributions as if they were indepen-
dent. Several possibilities have been suggested
(Kennedy and Langacker, 1990; Peskin and Takeuchi,
1990; Novikov et al., 1993), among which the most popu-
lar are the « parameters (Altarelli et al., 1995). The «
parameters are a set of four variables, defined in terms
of measured electroweak observables, which quantify
the deviations of these observables with respect to the
Born prediction plus QED and QCD effects, which we
shall call the ‘‘Born’’ expectation below.

The defining observables are MW , AFB
0 (l ), G l , and

Gb , which are related to the loop corrections introduced
in Sec. I.B as follows:

MW

MZ
→DrW[Dr2Da ,

AFB
0 ~ l !→sin2 ueff

l 5s0
2~12Dk8!,

G l →gAl
52

1
2 S 11

Dr l

2 D ,

Gb→gAb
52

1
2 S 11

Dr l

2 D ~11«b!,

gVb

gAb

5S 12
3
4

sin2 ueff
l 1«bD Y ~11«b!,
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where «b is the Z→bb̄ vertex correction introduced to
modify only the left-handed b-quark coupling to the Z
and not the right-handed one. The quantity s0 is defined
by

s0
2c0

25
pa~MZ!

&GFMZ

, (59)

with c0
2512s0

2. This definition of the sine is similar to
that in the tree-level Eq. (1), but includes the running of
a to q25MZ

2 .
The quantities DrW , Dr l , Dk8, and «b measure de-

viations from the ‘‘Born’’ expectations of the defining
observables. The « variables are defined by linear com-
binations of these deviations:

«15Dr l ,

«25c0
2Dr l1

s0
2

c0
22s0

2 DrW22s0
2Dk8,

«35c0
2Dr l1~c0

22s0
2!Dk8. (60)

In the MSM the leading contributions to the « variables
are

«15
3GF

8p2&
mt

22
3GFMW

2

4p2&

sW
2

cW
2 ln

MH

MZ
1¯ ,

«252
GFMW

2

2p2&
ln

mt

MZ
1¯ ,

«35
GFMW

2

12p2&
ln

MH

MZ
1¯ ,

«b52
GF

4p2&
mt

21¯ . (61)

Here «1 has the dominant mt and MH dependences, «2
contains the logarithmic mt dependence, «3 is mainly
sensitive to ln(MH /MZ)—but about three times less sen-
sitive than «1—and «b has a quadratic sensitivity to mt

from the Z→bb̄ vertex correction. The variables «2 and
«3 do not have contributions of the order GFmt

2 and
hence are more sensitive to possible contributions from
new physics.

The analysis in terms of the « variables can be ex-
tended with some dynamical assumptions to other elec-
troweak observables. In particular, the observables dis-
cussed in this review can be included in the analysis with
the assumption that all deviations from the MSM are
only contained in the vacuum polarization diagrams and
in the Z→bb̄ vertex (Altarelli et al., 1995). A subset of
the data shown in Table IX is analyzed in terms of the «
variables using the formulas of reference (Altarelli et al.,
1995) and propagating the present uncertainties in
a(MZ

2 ) and in as(MZ
2 ) in the fit. The result is

«15~4.161.2!31023,

«25~29.562.1!31023,
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«35~3.961.1!31023,

«b5~23.561.9!31023,

in good agreement with the standard-model expecta-
tions.

Figure 44 shows the results for «1 , «3 , and «b , which
are the variables mainly constrained by LEP and SLD
measurements. These results are compared in Fig. 45
with «2 that is linked to the W mass measurement. In
these plots the 39%-C.L. contours obtained from mea-
surements of the « variables are shown together with the
MSM predictions for different values of mt and MH .
The ‘‘Born’’ prediction corresponds to « i50 and is not
compatible with the results of the fit, which are consis-
tent with the direct measurement of the top mass and
prefer a light Higgs mass.

1. Implications for the minimal supersymmetric standard
model

The minimal supersymmetric standard model
(MSSM) (Nilles, 1984; Haber and Kane, 1985; Barbieri,
1988) is a natural extension of the MSM with solid mo-
tivations. It is a complete and consistent model and can
be used to predict all the observables discussed in the
present report. However, it has a large number of free
parameters, which make fitting the data in the most gen-
eral case very difficult. Following (Altarelli, 1997; see
also Altarelli et al., 1993b), we consider two limiting sce-
narios:

(i) The ‘‘heavy MSSM,’’ in which all supersymmetric
particles (s particles or sparticles) are rather mas-
sive. In this case the MSSM predictions for the
radiative corrections reproduce the MSM results
with a light Higgs particle (MH<100 GeV); (Bar-
bieri et al., 1992).

(ii) The ‘‘light MSSM,’’ in which some of the spar-
ticles have a mass close to their present experi-
mental lower bounds. In this case, the pattern of
radiative corrections may deviate sizably from
that of the MSM. The most relevant differences
occur in vacuum polarizations and/or in the Zbb
vertex. These effects can be described in terms of
the « variables obtained from the fit described in
the previous section.

Since the data interpreted in the MSM prefer a light
Higgs particle, they are also compatible with the heavy
MSSM scenario. This case is illustrated in Fig. 46. In this
figure the width of the band of the MSSM prediction is
due to the MSSM Higgs sector and corresponds to the
region covered by the allowed values for the masses of
the Higgs bosons.

Several effects in the « variables are predicted
(Alvarez-Gaumé et al., 1983; Barbieri and Maiani, 1983;
Hollik, 1990b; Boulware and Finnel, 1991; Garcia and
Solà, 1995; Altarelli, 1997) in the light MSSM scenario.
The good agreement of the « variables with their MSM
expectations gives little room for the expected devia-
tions, and limits on the MSSM parameters can be ob-
tained. However, in most cases large deviations from the
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FIG. 44. The 39% C.L. contours of the « variables compared with the predictions of the minimal standard model as a function of
mt and MH . The ‘‘Born’’ expectation (« i50) is indicated by a solid square.
MSM prediction correspond to regions of the MSSM
parameters already excluded by direct searches, and no
further constraint can be derived.

2. Implications for technicolor

Most technicolor models (Weinberg, 1976; Farhi and
Susskind, 1981) produce large and positive corrections
to «3 (Ellis et al., 1995). The experimental values of «1
and «3 are small enough to rule out a substantial class of
simple technicolor models (Ellis et al., 1995), as is shown
in Fig. 46.

The fitted value of «b also disfavors a wide class of
such models: in extended technicolor models the same
mechanism that generates the large top-quark mass also
leads to large corrections to the Z→bb̄ vertex (Chi-
vukula et al., 1992). These imply large, negative correc-
tions to «b that are not observed.

C. Limits on extra neutral bosons

In most grand unified theories the gauge group is such
that, after the breaking of the GUT symmetry, it gives
rise to one or more extra U(1) groups (Ross, 1987). If
one of these groups, or a combination of them, would
remain unbroken at relatively low energies (a few TeV),
the effect of the extra neutral gauge boson, called Z8,
could be seen at LEP (Hewett and Rizzo, 1989).
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Extra Z bosons have three effects on LEP observ-
ables:

(i) The exchange of a virtual Z8 in the s channel
modifies cross sections and asymmetries for all
pairs of fermions. However, since around the Z
pole the interference between the almost purely
imaginary Z-mediated amplitude and the almost
purely real Z8-mediated amplitude is very small,
the effect of the Z8 amplitude squared is very
small for Z8 masses above the direct limits set by
CDF (1997c) and DO” (1996).

(ii) If the new neutral gauge boson and the Z boson
mix, then the low-mass eigenstate (the one seen at
LEP1) does not coincide with the standard-model
Z boson. The measured mass is shifted by a small
amount—below 1 MeV—for Z8 masses above the
Tevatron limits.

(iii) In the case of Z-Z8, mixing, the couplings of the
low-mass eigenstate to fermions contain an admixture of
the Z8 coupling to fermions. Since the couplings of the
Z to fermions have been very precisely measured at
LEP and SLD, the Z-Z8 mixing can be severely con-
strained.

Several experiments have studied putting limits on the
Z-Z8 mixing and Z8 mass (L3, 1993c; ALEPH, 1994f).
The program of reference (Riemann, 1993) is generally
used to compute the predictions for the electroweak ob-
servables discussed in this report when including the ef-
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FIG. 45. The 39% C.L. contours of the « variables compared with the predictions of the minimal standard model as a function of
mt and MH . The ‘‘Born’’ expectation (« i50) is indicated by a solid square.
fect of an extra Z boson from E6 models or left-right
symmetric models (Ross, 1987). A fit to all data is per-
formed, leaving free the Z-Z8 mixing angle, the Z mass,
the top mass, and as , although the last three quantities
are constrained to their measured values. The Z8 mass
and the Higgs mass are fixed. With this method, and
using the data presented here, mixing angles larger than
about 2–5 mrad can be excluded at the 95% confidence
level for most Z8 models. If the Z8 mass is left free in
the fit, one observes that the sensitivity to its value is
rather poor.

Some experiments have used Z peak events with pho-
tons radiated in the initial state to probe the regions
with effective center-of-mass energy, As8, well below the
Z mass (DELPHI, 1995f; L3, 1996; ALEPH, 1997c). In
this case, the interference between photon-mediated,
Z-mediated, and Z8-mediated amplitudes can be sizable
and therefore one has a handle on the Z8 mass. Unfor-
tunately, most of the sensitivity comes from events with
hard initial-state radiation, of which there are not many.
The exclusion limits on MZ8 that can be obtained are
not competitive with the direct limits obtained at the
Tevatron.

D. Conclusions and outlook

The measurements performed at LEP and SLC by the
collaborations ALEPH, DELPHI, L3, OPAL, and SLD
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have substantially improved the precision of the test of
the standard model. The Z mass is measured with an
accuracy of 2 parts in 105 and all the other relevant elec-
troweak observables are measured with a typical preci-
sion of about 1 part in 103.

These measurements are compared with predictions
based on the standard model of the electroweak interac-
tions, showing a good overall agreement. At this level of
precision the effects of the nontrivial loop contributions
are visible with a significance larger than three standard
deviations. The top mass predicted by the electroweak
fit of LEP and SLC data is 181618 GeV, in very good
agreement with the direct measurement 17566 GeV by
the CDF and DO Collaborations.

The mass of the Higgs boson is predicted including
the measured value of the top mass in the fit. The pre-
diction MH5109260

1108 GeV has large asymmetric errors,
reflecting the intrinsic logarithmic dependence of the
electroweak radiative corrections on the mass of the
Higgs boson. This result translates into an upper limit of
420 GeV on the Higgs mass at 95% confidence level.

Few improvements are expected from the final analy-
ses of the present LEP data set. The prolongation of the
run of SLD up to 0.5 million Z decays would reduce the
error on ALR by a factor of 1.5 and consequently the
error on the sin2 ueff

l by about 20%. With 500 pb21 per
experiment above the threshold for production of W
pairs, LEP2 will measure the W mass with a precision of
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30 MeV. Combining this result with the final value of
MW from run 1 of the Tevatron will reduce the present
error on MW by about a factor of three. In addition the
final analysis of the top mass could reduce the error to
about 4 GeV. With this improved precision the error on
the prediction of log10(MH/1 GeV) is reduced from 0.3
to about 0.2.

If LEP2 does not discover the Higgs boson, no other
important improvements in the precision of the test of
the standard model are expected before the new cen-
tury. Then the new high-luminosity run of the Tevatron
and eventually LHC will produce a new set of data that
will put the standard model to more stringent tests.
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APPENDIX: CROSS SECTIONS AND FORMULAE

The differential cross section for f f̄ production, collid-
ing unpolarized e1 with polarized e2 with longitudinal
polarization Pe , can be computed in terms of the effec-
tive couplings using the amplitudes introduced in Sec-
tion I.B in Eqs. (3) and (9).

Neglecting the masses of the fermions, producing ef-
fects of O(mf

2/s), we can write the differential cross sec-
tion for the production of a fermion f with helicity l
(l561) at an angle u with respect to the direction of
the incoming e2 in the following way:

ds

d cos u
~s ,cos u ,l ;Pe!

5
pa2~s !

4s
Nc

f $@~11cos2 u!G1~s !12 cos uG2~s !#

2l@~11cos2 u!G4~s !12 cos uG3~s !#

2Pe~@~11cos2 u!G3~s !12 cos uG4~s !#

2l@~11cos2 u!G2~s !12 cos uG1~s !# !% (A1)

where Nc
f is the color factor (Nc

f 51 for leptons and Nc
f

53(11as /p) for quarks) and

G1~s !5Qe
2Qf

212QeQfgVegVfxgZ~s !

1~gVe
2 1gAe

2 !~gVf
2 1gAf

2 !xZZ~s !,

G2~s !52QeQfgAegAfxgZ~s !

14gVegAegVfgAfxZZ~s !,

G3~s !52QeQfgAegVfxgZ~s !

12gVegAe~gVf
2 1gAf

2 !xZZ~s !,

G4~s !52QeQfgVegAfxgZ~s !

12~gVe
2 1gAe

2 !gVfgAfxZZ~s !.

The couplings gVf and gAf are defined in Eq. (10) and

xgZ~s !5FG~s !
s~s2MZ

2 !1s2GZ /MZ Im~Da!

~s2MZ
2 !21s2GZ

2 /MZ
2 ,

xZZ~s !5FG
2 ~s !

s2

~s2MZ
2 !21s2GZ

2 /MZ
2 ,

FG~s !5
GFMZ

2

2&pa~s !
.
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The coefficient FG at the Z pole is FG(MZ
2 ).1.407.

The total cross section, summing on the two possible
helicities of the outgoing fermion, is

s~s !5
4pa2~s !

3s
Nc

f @G1~s !2PeG3~s !# . (A2)

In Eqs. (A1) and (A2) the electron polarization is de-
fined as Pe511 for 100% right-ended electron polariza-
tion and Pe521 for 100% left-ended electron polariza-
tion. The symbol P used in Eqs. (41) and (42) represents
the average magnitude of the beam polarization, which
is by definition a positive quantity. The asymmetries de-
fined in the Eqs. (38) to (42) can be computed using the
differential cross section (A1):

Apol~s !52
G4~s !

G1~s !
,

Apol
FB~s !52

3
4

G3~s !

G1~s !
,

AFB~s !5
3
4

G2~s !

G1~s !
,

ALR~s !5
G3~s !

G1~s !
,

AFB
pol~s !5

3
4

G4~s !

G1~s !
.

The energy dependence of the ratios Gi /G1 near the Z
pole is given by

G2~s !

G1~s !
5AeAf1S2

f 1

FG~MZ
2 !

F ~s2MZ
2 !

s

1
GZ

MZ
Im~Da!G ,

G3~s !

G1~s !
5Ae1S3

f 1

FG~MZ
2 !

F ~s2MZ
2 !

s
1

GZ

MZ
Im~Da!G ,

G4~s !

G1~s !
5Af1S4

f 1

FG~MZ
2 !

F ~s2MZ
2 !

s
1

GZ

MZ
Im~Da!G ,

(A3)
where the asymmetries Af are defined by Eq. (37) and
the coefficients Si

f are

S2
f 5

2QeQf

~gVe
2 1gAe

2 !~gVf
2 1gAf

2 !
~gAegAf2gVegVfAeAf!,

S3
f 5

2QeQf

~gVe
2 1gAe

2 !~gVf
2 1gAf

2 !
gVe~gAf2gVfAf!,

S4
f 5

2QeQf

~gVe
2 1gAe

2 !~gVf
2 1gAf

2 !
gVf~gAe2gVeAe!. (A4)

Table XII shows the numerical values of the effective
couplings computed from Eq. (10) assuming r f51 and
sin2 ueff

f 50.2316 and also the numerical values of other
functions of these couplings introduced in this Appen-
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dix. The energy dependence of the measured asymme-
tries and the correction due to the imaginary part of Da
can be computed using the numerical coefficients given
in Table XII. The largest effect is for the forward-
backward asymmetry of the leptons:

AFB
l ~s !5

3
4 FAeAl 1S2

l
1

FG~MZ
2 !

3S 2
As2MZ

MZ
1

GZ

MZ
Im~Da! D G

5
3
4
AeAl 10.00009DE~MeV!10.002, (A5)

where DE5As2MZ . This is also the asymmetry mea-
sured with the smallest statistical error (0.001). For the
other asymmetries the effect is smaller:

ALR
q ~s !5Ae1S3

q 1

FG~MZ
2 !

S 2
As2MZ

MZ
1

GZ

MZ
Im~Da! D

5Ae10.00002DE~MeV!10.0005 (A6)

and

Apol
t ~s !5Ae1S4

t 1

FG~MZ
2 !

S 2
As2MZ

MZ
1

GZ

MZ
Im~Da! D

5Ae10.000009DE~MeV!10.0002. (A7)
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