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A review is given of theoretical concepts and experimental results on spontaneous formation of
periodically ordered nanometer-scale structures on crystal surfaces. Thermodynamic theory is
reviewed for various classes of spontaneously ordered nanostructures, namely, for periodically faceted
surfaces, for periodic surface structures of planar domains, and for ordered arrays of
three-dimensional coherently strained islands. All these structures are described as equilibrium
structures of elastic domains. Despite the fact that driving forces of the instability of a homogeneous
phase are different in each case, the common driving force for the long-range ordering of the
inhomogeneous phase is the elastic interaction. The theory of the formation of multisheet structures
of islands is reviewed, which is governed by both equilibrium ordering and kinetic-controlled ordering.
For the islands of the first sheet, an equilibrium structure is formed, and for the next sheets, the
structure of the surface islands meets the equilibrium under the constraint of the fixed structures of the
buried islands. The experimental situation for the fabrication technology of ordered arrays of
semiconductor quantum dots is analyzed, including a discussion of both single-sheet and

multiple-sheet ordered arrays. [S0034-6861(99)01304-5]
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sists of delta peaks, in contrast to the continuous spec-
trum of the bulk. Thus the electronic spectrum of the
dot is sometimes referred to as an atomlike spectrum,
and the dot is called a “‘superatom,” although it contains
from ~10° to ~10° atoms.

To act as a quantum dot, the size of the inclusion has
to lie within a certain range. On the one hand, the con-
finement potential has to have at least one localized
state, which implies a lower size limit. On the other
hand, the inclusions should not exceed a certain size, at
which the energy-level spacing becomes too small and
thermal smearing and evaporation of carriers from the
dot will destroy the desired quantum dot properties. The
particular size limits depend on the material, e.g., for
InAs quantum dots in a GaAs matrix Ledentsov (1996)
estimated the dot size to be within the range 4-20 nm.

Such small structures are difficult to prepare by stan-
dard lithography techniques. Recent breakthroughs in
fabrication of quantum dots and quantum wires have
been achieved by using the effects of spontaneous for-
mation of ordered nanostructures on semiconductor sur-
faces. Quantum dots having an atomlike electronic spec-
trum have become a fascinating object both for basic
research and for device applications, for example, as an
active medium of semiconductor lasers (Kirstaedter
et al., 1994; Alferov, 1996; Bimberg, Ledentsov et al.,
1996; Ledentsov, Grundmann, et al., 1996; Bimberg,
Kirstaedter et al., 1997; Ustinov et al., 1997), in which
they improve the laser performance. Fabrication of
quantum dots even allows one to construct new kinds of
devices, e.g., single-electron transistors (Kastner, 1996),
cellular automata (Chen and Porod, 1995), or lasers
based on the resonant waveguiding effect (Ledentsov,
Krestnikov, et al., 1996, 1997; Krestnikov, Ivanov, et al.,
1998).

In the present article we review the physical mecha-
nisms which govern spontaneous formation of nano-
structures on crystal surfaces. The discussion includes
five classes of spontaneously formed nanostructures
shown in Fig. 1. These nanostructures are periodically
faceted surfaces [Fig. 1(a)], periodic structures of planar
domains, e.g., monolayer high islands [Fig. 1(b)], or-
dered arrays of three-dimensional coherently strained is-
lands in lattice-mismatched heteroepitaxial systems [Fig.
1(c)], multisheet arrays of two-dimensional islands [Fig.
1(d)], and multisheet arrays of three-dimensional islands
[Fig. 1(e)].

Despite the fact that the geometry of the five classes is
different, there exist common features for all the nano-
structures. The main one is that the driving force of the
periodic ordering is long-range elastic interaction. The
elastic strain field is created due to the discontinuity of
the intrinsic surface stress tensor 7; on domain bound-
aries and/or by the lattice mismatch between two mate-
rials composing the heteroepitaxial system.

The first three classes depicted in Figs. 1(a)—1(c), are
described as equilibrium structures. We concentrate on
structures that are observed upon annealing of the crys-
tal, or upon interruption of the crystal growth. In our
general approach we consider them as equilibrium struc-
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FIG. 1. Various classes of spontaneously ordered nanostruc-
tures: (a) periodically faceted surfaces; (b) surface structures of
planar domains; (c) ordered array of three-dimensional coher-
ently strained islands 2 lattice-mismatched to the substrate 1;
(d) cross-sectional scheme of a multisheet array of two-
dimensional islands; (e) cross-sectional scheme of a multisheet
array of three-dimensional islands.

tures of elastic domains (Shchukin, 1996; Shchukin, Le-
dentsov, et al., 1997; Bimberg, Ipatova et al., 1997).

Multisheet arrays of islands, shown in Figs. 1(d) and
1(e), are nanostructures whose formation is governed by
both equilibrium ordering and kinetic-controlled order-
ing. If the deposition of the first sheet of islands is fol-
lowed by an interruption in growth, islands of the equi-
librium structure are formed. For typical growth
temperatures and growth rates, the structure of the bur-
ied islands of the first sheet does not change during the
deposition of the second sheet. The second sheet of is-
lands grows in the strain field created by the buried is-
lands of the first sheet. And the structure of the second
sheet of islands reaches partial equilibrium, that is, equi-
librium under the constraint of the fixed structure of
buried islands of the first sheet. The same is valid for
subsequent sheets.

The role of long-range elastic interaction in the for-
mation of periodic domain structures has been studied
in detail for another class of elastic domains, namely, for
compositional elastic domains in phase-separating al-
loys. The theory of compositional elastic domains in
bulk samples of metals alloys was developed by Kh-
achaturyan (1969) and is presented in his monograph
(Khachaturyan, 1974; English translation 1983). Struc-
tures of compositional elastic domains in bulk samples
of semiconductor alloys were studied by Ipatova (1990)
and by Ipatova et al. (1991, 1993). The theory of compo-
sitional elastic domains in epitaxial films of semiconduc-
tor alloys was developed by Ipatova et al. (1993, 1994).
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Another class of elastic domains in epitaxial films,
namely, martensite-type domains, was studied by Roit-
burd (1976).

The five classes of spontaneously ordered nanostruc-
tures presented in Fig. 1 are the subject of the next five
sections. In Sec. II the problem of the equilibrium crys-
tal shape in relation to surface faceting is reviewed. A
detailed discussion is presented of intrinsic surface
stress, since it is the common driving force for the order-
ing of the first three types of nanostructures, Figs. 1(a)—
1(c). The energetics of periodic faceting is considered, in
which the elastic relaxation energy due to crystal edges
always provides the optimum period of the faceted
structure. An example of equilibrium faceting takes
place on vicinal surfaces, i.e., on surfaces misoriented by
a small angle from low index surfaces. On vicinal sur-
faces, periodic arrays of step bunches can occur, and
such arrays are discussed as a particular class of periodi-
cally faceted surfaces. We also discuss the physical
mechanism whereby cluster growth is favored in a
GaAs/AlAs system with corrugated interfaces and thus
direct fabrication of quantum wires and quantum-wire
superlattices is made possible.

In Sec. III the ordering of surface structures of planar
domains is considered. Although the geometry of these
structures is very different from that of faceted surfaces,
the basic energetics is the same, and the ordering of do-
mains in both size and periodic lateral arrangement al-
ways occurs.

Section IV is devoted to ordering phenomena in ar-
rays of three-dimensional coherently strained islands of
a deposited material that are lattice-mismatched to the
substrate. As concerns ordered arrays of 3D coherently
strained islands (quantum dots), their origin is, at
present, a highly debated issue. It was traditionally be-
lieved that an array of 3D islands is always unstable and
that large islands will grow at the expense of evapora-
tion or dissolving of small islands. This process is known
as Ostwald ripening (Lifshits and Slyozov, 1958;
Chakraverty, 1967). Formation of ordered arrays of 3D
coherent islands implies the absence of Ostwald ripen-
ing. Among theoretical works that address the apparent
absence of Ostwald ripening, there are two groups of
papers. Thermodynamic theory states that, in a certain
range of parameters, the equilibrium state of a het-
eroepitaxial system is a periodically ordered array of 3D
coherently strained islands, and Ostwald ripening does
not occur since it is not favored energetically (Shchukin,
Ledentsov, et al., 1995; Daruka and Barabasi, 1997;
Shchukin, Ledentsov, et al., 1997). Kinetic theories state
that the formation of coherent strained islands having a
narrow size distribution is due to strain-induced barriers
which hinder the evolution of the system towards Ost-
wald ripening (Chen ef al., 1995; Barabasi, 1997; Jesson
et al., 1998). We focus on this debate in detail.

In the theoretical part of Sec. IV, we present the ther-
modynamic theory of arrays of 3D coherently strained
islands. The complexity of these systems is due to two
sources of the long-range strain field, the one being the
lattice mismatch and the other being the discontinuity of
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the intrinsic surface stress tensor on the island edges.
We evaluate the total energy of the system, which in-
cludes the elastic energy, the surface energy, and the
edge energy. The elastic energy includes contributions
from the two sources of the strain and the cross term,
while the surface energy includes strain-induced renor-
malization terms. The total energy is calculated, and a
phase diagram of the system is constructed which con-
tains both a parameter region corresponding to the or-
dering in a two-dimensional array of three-dimensional
islands, and a parameter region corresponding to Ost-
wald ripening of islands, which leads to the formation of
large dislocated clusters.

In Sec. V, the formation of multisheet arrays of 3D
islands in the semiconductor matrix is discussed. The
formation mechanism involves both strain-driven equi-
librium ordering and strain-driven growth kinetics.

In Sec. VI, the formation of multisheet arrays of 2D
islands is considered and compared with the process for
multisheet arrays of 3D islands.

In Sec. VII we summarize the review and discuss un-
solved problems and future trends in the field.

Il. PERIODICALLY FACETED SURFACES

A. Equilibrium crystal shape: Two distinct formulations
of the problem

The phenomenon of equilibrium faceting plays the
key role in determining the equilibrium crystal shape
(ECS). We emphasize here two distinct problems re-
lated to the ECS which correspond to two different
physical situations. The first problem is the ECS of a
single crystal, which dates back at least to Wulff’s paper
(1901), and further developments of the ECS theory can
be found in papers by Herring (1951a), Chernov (1961),
and Mullins (1963). The exact thermodynamic formula-
tion may be found, for example, in the review of Rott-
man and Wortis (1984), who discussed the shape of a
single solid inclusion of a fixed volume  which is in
equilibrium with the liquid or with the vapor phase. The
surface free energy of the inclusion is the integral over
the surface of w,

Fsurf(T,w): § ’)’(lil;T)dA.

Jw

(2.1)

Here y(m;T) is the surface free energy per unit surface
area, dependent on the orientation m of the surface el-
ement dA relative to crystal axes. In the thermodynam-
ics of the ECS a macroscopic inclusion of a fixed volume
V(w)= f av (2.2)
takes at equilibrium that shape which minimizes the sur-
face free energy (2.1) subject to the constraint (2.2).
ECS theory may be briefly summarized as follows
(Rottman and Wortis, 1984). The orientational depen-
dence of the surface free energy y(i;7) is expected to
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have cusps in symmetry directions leading to facets in
the crystal shape at sufficiently low temperatures. These
cusps represent discontinuities in the angular derivatives
of the surface free energy, the discontinuities being as-
sociated with the free energy of the steps on a given
facet. As the temperature is increased, step free energies
decrease, cusps blunt, and corresponding facets shrink.
A given facet will finally disappear at the roughening
transition temperature 7, of the corresponding infinite
planar surface, T; being different for different symme-
try directions. Above each Ty the corresponding region
of the equilibrium crystal shape becomes smoothly
rounded.

References to experimental data on equilibrium crys-
tal shapes of micrometer-scale metal clusters is pre-
sented in the review paper of Rottman and Wortis
(1984). Transmission electron microscopy studies of the
equilibrium shape of voids in Si have revealed the ori-
entational dependence of the surface free energy of Si
(Eaglesham et al., 1993).

Statistical mechanics is the tool for microscopic evalu-
ation of the orientational dependence of the surface free
energy y(m;7) and for determining the ECS. An over-
view of theoretical results may be found in the review of
Rottman and Wortis (1984).

The important issue of ECS theory is that there exist
surface orientations that are not present in the crystal
shape at a given temperature. At 7=0 only several
high-symmetry surface orientations are present in the
ECS, and all others are passive in the sense that they do
not contribute to the ECS. With an increase in tempera-
ture the domain of passive orientations shrinks as the
crystal becomes more rounded.

The importance of this issue becomes plainer as one
considers a second problem of ECS theory. This con-
cerns a crystal that is in equilibrium with the liquid or
with the vapor phase and has its volume fixed and all
surfaces fixed but the top one. This formulation of the
problem is relevant to any experimental situation in
which only the top crystal surface is studied, e.g., to ther-
mal annealing of the crystal or to growth interruptions
introduced in crystal growth experiments.

The top crystal surface is not fixed and is allowed to
rearrange into a hill-and-valley structure. The question
that arises here is: when can the free energy of a plane
surface be lowered by rearranging the atoms into hills
and valleys? Since these hills and valleys are large com-
pared to the lattice parameter, new tilt facets can be
defined, and the free energy of the hill-and-valley struc-
ture can be written as a surface integral over the tilt
facets:

y(i; T)

Fsurf: WdA (23)
Here 1 is the coordinate-dependent unit vector locally
normal to the surface at each point, and i is the constant
unit vector normal to the initially planar surface. The
scalar product (m-f) in the denominator of the inte-
grand means that the surface element dA of a tilt facet
is normalized per unit projected area of the nominally

Rev. Mod. Phys., Vol. 71, No. 4, July 1999

planar surface. Fixed side surfaces of the crystal imply
that the average normal to the top surface coincides with
the normal to the nominally planar surface, i.e.,
1 A A
1 J mdA=n, (2.4)
where A is the total area of the nominally planar sur-
face.

The theorem proved exactly by Herring (1951a)
reads: “If a given macroscopic surface of a crystal does
not coincide in orientation with some portion of the
boundary of the equilibrium shape, there will always ex-
ist a hill-and-valley structure which has a lower free en-
ergy than a flat surface, while if the given surface does
occur in the equilibrium shape, no hill-and-valley struc-
ture can be more stable.”

When the planar surface is unstable, the resulting hill-
and-valley structure is determined by the minimum of
the surface free energy [Eq. (2.3)] subject to the con-
straint (2.4). This minimization will yield the orientation
of tilt facets as well as the fraction of the nominal planar
surface onto which each facet is projected. Microscopic
theory based on statistical mechanics can yield the ori-
entational dependence of the surface free energy
v(im;7T) and thus allow one to determine the ECS. Re-
cent developments in this area have been made by Wil-
liams et al. (1993) for surfaces vicinal to Si(111) and by
Mukherjee et al. (1994) for surfaces vicinal to Si(001).

The theory formulated by Egs. (2.3) and (2.4) does
not give, however, the linear scale of the equilibrium
faceted structure, and therefore the formation of peri-
odic structures was not discussed in the papers by Wulff
(1901), Herring (1951a), Chernov (1961), Mullins
(1963), and Rottman and Wortis (1984). The latter prob-
lem requires the additional concepts of intrinsic surface
stress and of capillarity effects on solid surfaces, which
are addressed in the next two subsections.

B. Intrinsic surface stress of a solid

Since atoms in the surface layer of any material are in
a different environment than in the bulk, the surface
layer energetically favors a lattice parameter different
from the bulk value in the directions parallel to the sur-
face. Being adjusted to the bulk lattice parameter, the
surface layer is intrinsically stretched or compressed.
Therefore the surface is characterized by intrinsic sur-
face stress.

The intrinsic surface stress of a solid is analogous to
the surface tension of a liquid. However, there is a fun-
damental difference between the thermodynamic prop-
erties of a liquid surface and of a solid surface, pointed
out long ago by Gibbs (1928; see also Marchenko and
Parshin, 1980; Needs, 1987). This is that any liquid is
considered to be incompressible. When a liquid film is
stretched, atoms or molecules move out from the bulk to
form new surface, which is structurally identical to the
existing surface. Thus an attempt to stretch a liquid film
by 1% (say, by means of a thought experiment) results
in a 1% increase in the number of surface atoms or mol-
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ecules, whereas the spacing between surface atoms re-
mains unchanged. Thus the processes of creation and
deformation of a liquid surface are identical and are de-
scribed by a single parameter v, the energy required to
create a unit area of the surface. However, when a crys-
tal surface is stretched, the distance between atoms in-
creases and the nature of the surface itself changes. This
process is quite different from the creation of a new
surface by the cutting of bonds. The energy to create
unit area of the surface of a given orientation is charac-
terized by the scalar quantity y termed the surface en-
ergy, but the energy change due to deformation of the
crystal surface is described by the intrinsic surface stress
tensor 7,5. The concept of the intrinsic surface stress
tensor was proposed by Gibbs (1928) and discussed later
by Shuttleworth (1950), Herring (1951b), and March-
enko and Parshin (1980). The linear term in strain in the
change of the surface energy may be written as the fol-
lowing integral over the surface:

f Taﬁ(l'ﬁ)gaﬁ dA,

where the intrinsic surface stress tensor 7,4 has nonva-
nishing components only in the surface plane, a,8=1,2
(Marchenko and Parshin, 1980). The principle values of
the intrinsic surface stress tensor can be either positive
(tensile) or negative (compressive). A tensile surface
stress is associated with a surface that favors contraction,
while a compressive stress is associated with a surface
that favors expansion.

Values of the intrinsic surface stress for solids are
known either from first-principles calculations or from
comparison with indirect experimental data on param-
eters of surface domain structures (see also the next sec-
tion). No direct experimental method for determining
the intrinsic surface stress of a solid has been proposed
so far. For most solid surfaces, the intrinsic surface stress
is tensile (see, for example, Needs, 1987, and Fiorentini
et al., 1993), whereas the compressive surface stress is
known for a Si(001) surface in the direction perpendicu-
lar to dimers (Garcia and Northrup, 1993; Dabrowski
et al., 1994). The order of magnitude of 7for both tensile
and compressive surface stress is 100 meV A2

At this point it is worthwhile to note the following.
Since a liquid surface is characterized by the single
quantity v, which is both the energy for creation of a
unit surface area (i.e., the surface energy) and the quan-
tity responsible to capillarity effects of the Laplace-
pressure type, the term “‘surface tension” is widely used
for the surface energy y. Mainly for historical reasons,
the use of this term has been extended to the surfaces
and interfaces of solids. However, the use of ‘“‘surface
tension” for solids turns out to be totally ambiguous
since it may produce a confusion between the surface
energy vy and the intrinsic surface stress 7,5. Therefore
we make a distinction between the “‘surface energy’” and
the ““intrinsic surface stress” and do not use the term
“surface tension” for solids.

The change in the surface energy due to strain (2.5)
indicates the interconnection that exists between surface

(2.5)
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effects and strain-related phenomena. Within the frame-
work of the linear theory of elasticity where the bulk
strain energy is a quadratic function of the strain, it is
possible to expand the surface energy up to second-
order terms in strain. The thermodynamics of solid sur-
faces and interfaces up to second-order terms in strain
has been studied by Andreev and Kosevich (1981); fur-
ther progress was made by Nozieres and Wolf (1988; see
also a review article by Kosevich, 1997). The depen-
dence of the surface or interface free energy on strain
may be written as the following expansion:

'}’(1’1\1;80,'3) = '}’o(ﬁl) + Tazﬁ(ﬁl)saﬁ

1
+ zsaﬂw(m)saﬁsw

+ zhaﬁi(ﬁl)saﬁaijmj . (2.6)
Here m is the normal to the surface or interface, Greek
characters label two-dimensional indices in the surface
plane whereas Roman indices are three-dimensional
ones. The quadratic coefficients S 4., and 4 have the
meaning of surface excess elastic moduli and can be ei-
ther positive or negative. oy; is the bulk elastic stress
tensor, and the fourth term in Eq. (2.6) exists on solid-
solid interfaces and vanishes on stress-free surfaces
where the bulk stress tensor obeys the boundary condi-
tions o;;m;=0.

Following the conventional approach of elasticity
theory (Landau and Lifshits, 1959) we use here and ev-
erywhere below all surface quantities defined per unit
area of the undeformed surface. The dependence of the
surface free energy on the strain (2.6) can be interpreted
as the strain-induced renormalization of the surface free
energy.

C. Capillarity phenomena on solid surfaces

Apart from the difference between a solid surface and
a liquid surface emphasized in the previous subsection,
there is a basic similarity between these two types of
surfaces. Both liquid and solid surfaces are intrinsically
stressed. Therefore solid surfaces exhibit capillarity (or
surface stress-induced) phenomena similar to the famil-
iar Laplace capillarity pressure near a curved liquid sur-
face, and a strain field is generated at a curved surface of
a solid. The existence of a surface stress-induced strain
field was pointed out by Marchenko and Parshin (1980),
who considered the elastic energy of a solid including
both bulk and surface contributions:

1
Eelasticzzf )\ijlmeijslmdv"_f Top(M)e g dA.

(2.7)

Equation (2.7) yields the elastic energy as a function of
strain for a given configuration of the surface. The pres-
ence of a term linear in the strain means that the un-
strained state [g;;(r)=0] does not correspond to me-
chanical equilibrium. The term linear in the strain
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FIG. 2. Capillarity effects on liquid and on solid surfaces. (a)
The balance of forces acting on an element of the curved sur-
face layer of a liquid. Forces caused by the surface tension 7
are balanced by the force G acting from the bulk of the liquid.
According to Newton’s third law, the reactio F=— G is acting
from the surface layer on the bulk of the liquid. This force
results in the excess Laplace pressure AP=P,— P, below the
curved surface of the liquid, P, and P, being the values of the
pressure below and above the curved liquid surface. (b) The
balance of forces acting on a crystal edge. Forces caused by the
intrinsic surface stress 7 are balanced by the force G acting
from the bulk of the crystal. According to Newton’s third law,
the reactio F= — G is acting from the surface layer on the bulk
of the crystal, resulting in the strain field. The inset in the
middle depicts the force balance, which is similar for a liquid
and for a crystal. All forces in Fig. 2 are defined per unit length
in the direction perpendicular to the figure.

implies effective forces applied to the crystal edges
which give rise to elastic relaxation and to nonzero
strain in the mechanical equilibrium.

To explain the origin of these forces, we note that the
components of the tensor 7,5 depend on the surface ori-
entation m (even the orientation of the axes where the
tensor components do not vanish changes with m).
Therefore a divergence of the surface stress tensor ap-
pears which gives the effective elastic force applied to
the crystal,

dTig
= iry’ (2.8)
The force F; creates the elastic strain field in the crystal.
It should be noted here that although elastic forces in
Eq. (2.8), in Fig. 2, and below are denoted F, and the
Helmholtz free energy is denoted F, there is no confu-
sion at this point. The force is a vector quantity F de-
noted in bold throughout the text, or by using Cartesian
subscripts F;, whereas the free energy, being a scalar
quantity, is denoted F.

The ultimate case of a curved solid surface is a sharp
edge between neighboring facets. Figure 2 depicts the
force balance on the curved surface of a liquid and at the
crystal edge and thus demonstrates the similarity be-
tween capillarity effects in liquids and solids. The sur-
face tension on a curved liquid surface results in an ex-
cess pressure below the surface, and, similarly, the
intrinsic surface stress of crystal surfaces causes an effec-
tive force applied to the edge of the crystal. This force
generates the strain field, which significantly affects the
energetics of a faceted surface and promotes the forma-
tion of a periodic structure of facets.
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FIG. 3. Saw-tooth profile of a faceted surface. Effective forces
of alternating sign are applied to neighboring edges.

D. Periodically faceted surfaces

If a planar crystal surface is unstable and breaks up
into a system of tilt facets, the conservation of the aver-
age orientation of the normal to the surface [Eq. (2.4)]
implies the coexistence of alternating facets [Fig. 1(a)].
At the intersection of neighboring facets there appear
either sharp crystal edges or narrow rounded parts of
the surface. Both these types of intersections may be
described as linear defects at the surface. These linear
defects give a short-range contribution to the surface
free energy and a long-range contribution due to elastic
strain energy.

It has been shown by Andreev (1980a) that if the or-
der parameter related to the phase transition at the sur-
face is linearly coupled to the strain field, i.e., if linear
striction effects exist, they favor formation of a periodic
structure whose period can be macroscopically large.
For the faceting phase transition, the possibility of the
formation of a faceted surface with a macroscopic pe-
riod has been pointed out by Andreev (1980b).

The theory of a periodically faceted surface was de-
veloped by Marchenko (1981a), who found the period of
the equilibrium structure. Following the paper by
Marchenko (1981a) we consider a faceted surface with a
one-dimensional periodic saw-tooth profile, depicted in
Fig. 3. The free energy per unit projected area equals

F=Fgt Eedges+ AE qjastic - (2.9)

Here Fgq is the free energy of the tilted facets, Egge 18
the short-range energy of the edges, and AE ;. is the
elastic energy due to the discontinuity of the surface
stress tensor 7;; at the crystal edges.

The free energy of tilted facets per unit projected area
depends only on the orientation of the facets, Eg,;
= y(¢)sec(¢), and does not depend on the period of the
structure D. The short-range energy of the edges per
unit projected area equals

n(e) _n'(e)+n (¢)

Eedges: D D >

(2.10)

where 77 (@) is the short-range energy of the convex
edge per unit length of the edge, and %~ (¢) denotes the
same energy of the concave edge.

While discussing the elastic strain energy, we note the
following. First, E . 1S given by the general formula
(2.7) in which the energy is zero in the absence of strain
and contains both linear and quadratic terms as a func-
tion of strain. Therefore the elastic strain energy in the
equilibrium is negative, which corresponds to the relax-
ation of the surface stress at crystal edges. This negative
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FIG. 4. The energy of a periodically faceted surface per unit
surface area vs the period D. There always exists an optimum
period of faceting D, due to the logarithmic dependence of
the elastic relaxation energy on the period D.

elastic energy will henceforth be called the elastic relax-
ation energy due to crystal edges. Second, effective elas-
tic forces acting at the edges are displayed in Fig. 3.
Force monopoles are acting at each edge, and forces ap-
plied to neighboring edges are balanced, so that the total
force applied to the system vanishes. Elastic strains gen-
erated by linear crystal edges propagate into the crystal
over a distance of the order of D and decay at larger
distances from the surface. Since the strain field is gen-
erated by linear defects at the surface, that is, by the
linear crystal edges, the elastic relaxation energy de-
pends logarithmically on the period D of the structure
(Marchenko, 1981a):

C(g)F> (D)_ C(p) 7 (D
1 = - ln;.

AEelastic: - YD - YD

2.11)

a

Here ris the characteristic value of the intrinsic surface
stress tensor, Y is the Young’s modulus, a is the lattice
parameter, and C(¢) is the geometric factor which ac-
counts for the particular symmetry of the tensor 7;;,
elastic anisotropy of the crystal, etc.

By substituting Egs. (2.10) and (2.11) into Eq. (2.9),
one obtains the following expression for the free energy
of the faceted surface per unit projected area:

oSO C(¢)Tzln<D

T cosg D YD a

(2.12)

The dependence of the free energy on the period of
the faceted surface D is displayed in Fig. 4. Due to the
logarithmic dependence of the elastic relaxation energy
on the period D, there always exists an optimum period
of faceting D, equal to

(@)Y
Clp)7

All material parameters that enter the exponential in
Eq. (2.13) have typical atomic values. Therefore the
combination which appears as the argument of the ex-
ponential is of the order of 1. Since the exponential
function is steep, and the argument can eventually be,
say, equal to or larger than 3, the period D can exceed
the lattice parameter a by at least an order of magni-
tude, i.e., can be macroscopically large. In this case the
macroscopic approach is justified.

It should be noted that the free energy of facets, i.e.,

+1

D, =a exp . (2.13)
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the first term in Egs. (2.9) and (2.12), contains the en-
tropy contribution which describes the dependence of
the faceting itself and of the facet orientation on tem-
perature. However, there exists another entropy contri-
bution to F associated with possible deviations of the
structure from a perfect periodic structure (the configu-
ration entropy). For periodically faceted surfaces, the
configuration entropy has not been considered in the
literature so far. Therefore the present discussion refers,
strictly speaking, to the case T=0. Below we shall omit
everywhere the entropy contribution to F and discuss
only the total energy of the system.

Periodic faceting with macroscopic periods has been
observed on various surfaces of different materials, e.g.,
on surfaces vicinal to Si(111) (Hibino et al., 1993; Will-
iams et al., 1993), on surfaces vicinal to GaAs(001)
(Kasu and Kobayashi, 1993; Golubok et al., 1994; Le-
dentsov, Gurianov et al., 1994), on surfaces vicinal to
Pt(100) (Watson et al., 1993), on high-index surfaces of
GaAs (Notzel et al., 1991) on Si(211) (Baski and Whit-
man, 1995), and on low-index surfaces of TaC(110) (Zuo
et al., 1993). The formation of facets has also been ob-
served on Ir(110) (Koch et al., 1991) although no peri-
odicity has been revealed. All of the above-cited experi-
mental observations of faceting refer to equilibrium
conditions (e.g., thermal annealing).

E. Periodic arrays of macroscopic step bunches

An important particular example of surface faceting is
the faceting of a vicinal surface. A homogeneous vicinal
surface of a crystal consists of planar terraces with low
Miller indices, the neighboring terraces being separated
by equidistant monoatomic or monomolecular steps.
The phenomenon of step bunching has been known for
a long time as one of the possible kinetic instabilities of
the crystal growth on vicinal surfaces (see, for example,
Chernov, 1984). Recent experiments on surfaces vicinal
to Si(111) (Williams et al., 1993) and on surfaces vicinal
to GaAs(100) (Kasu and Kobayashi, 1993; Golubok
et al., 1994; Ledentsov, Gurianov, et al., 1994) have re-
vealed step bunching which appears upon annealing of a
cleaved surface or upon growth interruption. This indi-
cates equilibrium step bunching. The height of step
bunches was found to be homogeneous throughout the
sample (Kasu and Kobayashi, 1993; Williams et al., 1993;
Golubok et al., 1994; Ledentsov, Gurianov, et al., 1994).
The observation of equal-width terraces (or equidistant
step bunches) was reported for vicinals to GaAs(100)
(Kasu and Kobayashi 1993; Golubok et al., 1994; Le-
dentsov, Gurianov, et al., 1994).

The height of step bunches observed on vicinals to
GaAs(100) (7-15 monolayers) allows us to consider
them as macroscopic step bunches forming new facets
(Fig. 5). Another example of faceting of a vicinal surface
is its breaking into two vicinal surfaces with different
concentration of steps, as observed for vicinals to
Si(111) (Williams et al., 1993).

Figure 5 depicts a periodic array of step bunches of a
macroscopic height. The discontinuity of the intrinsic
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FIG. 5. A periodic array of macroscopic step bunches resulting
from the faceting of a vicinal surface. Force monopoles are
acting at the edges of the structure. The elastic interaction
between the two edges of the same step bunch is the
monopole-monopole interaction, whereas the interaction be-
tween different step bunches is the dipole-dipole one.

surface stress tensor 7; at the edges results in effective
force monopoles acting at the edges. Thus the elastic
interaction between the two edges of the same step
bunch is the monopole-monopole interaction. Force
monopoles acting at the two edges of the same bunch
compensate each other, and the strain field due to a
single step bunch is equal at large distances to the strain
field of an elastic dipole. Therefore the elastic interac-
tion between step bunches is the dipole-dipole interac-
tion, which decreases with the separation L as L2,
similar to the elastic interaction between steps of a mi-
croscopic height (Marchenko and Parshin, 1980). The
total energy per unit surface area equals (where dipole-
dipole interaction and higher terms are truncated)

n .

E:70+715+T_ YD] — (214)
Here v, is the surface energy of a flat terrace, v, is the
surface energy of a step bunch, » is the energy of two
edges, a convex one and a concave one, per unit length
of the edges, similar to the coefficient in the second term
in Eq. (2.12), and C; and C, are geometric factors.

Since the average orientation of the faceted surface in
Fig. 5 coincides with the orientation of an initially ho-
mogeneous vicinal surface, there exists a relation be-
tween the height /4 of macroscopic step bunches and the
period D of the structure, h=D ¢, where ¢ is the mis-
orientation angle of the initially homogeneous vicinal
surface. By using this relation, it is possible to write Eq.
(2.14) in a form similar to Eq. (2.12), E=vyy+ y,¢
+¢[Ciph 1= Cy7?Y 'h 'In(h/a)]. Due to the loga-
rithmic dependence of the elastic relaxation energy on
the height of the step bunch, there is always an optimum
equilibrium height of step bunches.

F. Formation of quantum wires on faceted surfaces

Periodic surface faceting makes possible direct fabri-
cation of ordered arrays of quantum wires. The growth
of a deposited material 2 on the faceted surface of ma-
terial 1 allows, in principle, the fabrication of quantum
wires provided the growth proceeds in grooves of the
faceted substrate. Here we focus on heteroepitaxial
growth in the system GaAs/AlAs, where the two mate-
rials are nearly lattice matched.
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FIG. 6. Possible structures of a heteroepitaxial system in which
material 2 is deposited on a periodically faceted surface of
material 1: (a) homogeneous coverage; (b) separated “‘thick”
clusters; (c) “thin” clusters; (d) high coverage, in which the
periodic surface corrugation is restored, and the hills of the top
surface appear over the valleys of the substrate, and vice versa.
The heteroepitaxial system contains a continuous layer of ma-
terial 2 with a periodically modulated thickness.

Two examples of heteroepitaxial growth on faceted
surfaces in a GaAs/AlAs system are the growth on a
faceted vicinal surface to the (001) surface (Kasu and
Kobayashi, 1993) and the growth on a faceted surface
(311) (Notzel et al., 1991; Alferov et al., 1992).

The theory of quasi-equilibrium heteroepitaxial
growth on periodically corrugated substrates has been
developed by Shchukin, Borovkov, et al. (1995b). Here
we focus on the practical case in which the surfaces of
both material 1 and material 2 are unstable against face-
ting. This is the case for vicinals to both (001) surfaces
(Kasu and Kobayashi, 1993) and (311) surfaces (Notzel
et al., 1991) of GaAs and AlAs and offers several possi-
bilities for the morphology of the heteroepitaxial system
depicted in Fig. 6.

The total energy of the heteroepitaxial system equals
(Shchukin, Borovkov et al., 1995b)

E= Esurf+ Einterface + Eedges +A Eelastic . (2 15)

Here, in addition to the three contributions to the en-
ergy of the faceted surface [see Eq. (2.9)], one more
contribution enters, which is the interface energy. The
total energies of several distinct types of heteroepitaxial
structure, depicted in Fig. 6, have been compared by
Shchukin, Borovkov, et al. (1995b), with the following
conclusions.

The selection between two possible growth modes is
determined by whether the deposited material wets or
does not wet the substrate. If the deposited material
wets the substrate, then homogeneous coverage of the
periodically corrugated substrate occurs [Fig. 6(a)]. The
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FIG. 7. Effective forces applied to domain boundaries in a
system of planar surface domains.

example is the growth of AlAs on a periodically corru-

gated vicinal surface of GaAs(001), 3° off towards [110]
(Kasu and Kobayashi, 1993).

If the deposited material does not wet the substrate,
then isolated clusters of the deposited material appear
on the periodically corrugated substrate [Fig. 6(b)]. This
situation is likely to be realized for the growth of GaAs

on a vicinal surface of AlAs(001) 3° off towards [110]
(Kasu and Kobayashi, 1993) and for both GaAs/AlAs
and AlAs/GaAs heteroepitaxial growth on a (311)A sur-
face (Notzel et al., 1991; Alferov et al., 1992).

In the case of inhomogeneous cluster coverage the
periodic surface corrugation is restored after deposition
of the first several monolayers. Then the hills of the top
surface of a heteroepitaxial system appear over the val-
leys of the substrate, and vice versa, and a continuous
layer of the deposited material with periodically modu-
lated thickness is formed [Fig. 6(d)]. Thus the formation
of clusters allows direct fabrication of quantum wires
and quantum wire superlattices in heteroepitaxial semi-
conductor systems.

Since any periodically faceted surface is a structure of
elastic domains, its geometrical parameters (e.g., the pe-
riod) can be tuned in a controlled way by applying an
external stress. Detailed consideration may be found in
the paper by Shchukin, Borovkov, et al. (1995a).

To conclude the present section, we emphasize that
spontaneous periodic faceting of semiconductor surfaces
and cluster growth in grooves make possible direct fab-
rication of isolated quantum wires, of quantum wire su-
perlattices, and of quantum well superlattices with
modulated thickness of quantum wells.

lll. SURFACE STRUCTURES OF PLANAR DOMAINS;
HETEROEPITAXIAL SYSTEMS AT SUBMONOLAYER
COVERAGE

Another class of spontaneously ordered nanostruc-
tures is associated with periodically ordered structures
of planar surface domains [Fig. 1(b)]. Surface domain
structures occur if different phases can coexist on the
surface, e.g., phases of (2X1) and (1X2) surface recon-
struction of Si(001), monolayer high islands in het-
eroepitaxial systems, etc. Then neighboring domains
have different values of the intrinsic surface stress tensor
7;, and effective force monopoles are applied to the
domain boundaries (Fig. 7),

(3.1)

where mg is the two-dimensional vector normal to the
domain boundaries. The effective force from Eq. (3.1)

Fa:(ATaﬂ)mBE(T(azﬁ)_ T(alﬁ))mﬁ’
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gives rise to elastic relaxation. The elastic energy of such
a system can be written in a form similar to Eq. (2.7),
which contains a term linear in the strain. This indicates
the existence of linear striction effects which favor for-
mation of periodic structures with macroscopic periods
(Andreev, 1980a). The theory of surface structures of
planar domains governed by the discontinuity of 7;; was
developed by Marchenko (1981b). Although the geom-
etry of these structures is very different from that of
periodically faceted surfaces, the energetics is basically
the same. The total energy of the domain structure per
unit surface area equals

E= Esurf+ Eboundaries +A Eelastic . (32)

Here the surface energy Eg,; does not depend on the
period of the structure D, the energy of domain bound-
aries equals Epgundaies= C17D ~!, where 7 is a short-
range energy of domain boundaries, and the
elastic relaxation energy equals AFE astic
=—C,(A7)2Y 'D 'In(D/a), where Y is the Young’s
modulus. Due to the logarithmic dependence of the elas-
tic relaxation energy on the period of the structure D,
the total energy (3.2) always has a minimum at a certain
optimum period,

a0 !

The best-known system exhibiting surface stress do-
main structures is the Si(001) surface and corresponding
vicinal surfaces. In this system domains of (2X1) and
(1X2) surface reconstruction coexist on the surface and
are separated by single-height atomic steps. Such a do-
main structure was first observed by Men et al. (1988),
and the explanation was given by Alerhand et al. (1988).
Comparison of the measured period of the domain
structure with Eq. (3.3) allows one to extract the value
of (A7) from experiment (provided the short-range en-
ergy of single-height atomic steps is known) and to com-
pare (A7) with the results of first-principles calculations.
A detailed discussion may be found, for example, in the
paper of Dabrowski ef al. (1994). Force monopoles ap-
plied to single-height atomic steps lead to a variety of
structures on vicinal surfaces as a function of miscut
angle. Both experimental and theoretical work on these
structures is reviewed by Mukherjee et al. (1994).

It should be noted that force monopoles acting at op-
posite boundaries of a given domain are balanced, and
the interaction between domains at large distances is the
dipole-dipole interaction. Similar to elastic domain
structures are domain structures known for systems with
dipole-dipole electrostatic interactions (Langmuir
monolayers at the water/air interface) or for systems
with dipole-dipole magnetic interactions in ferromag-
netic films or in planar-confined ferrofluid/water mix-
tures in magnetic fields. Corresponding references may
be found in the paper by Ng and Vanderbilt (1995).

Although the scaling behavior of the energy is similar
for all systems mentioned, the particular pattern of the
domain structure depends strongly on the orientational
dependence of the long-range interaction and of the en-

D, =aexp . (3.3)
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ergies of domain boundaries. For isotropic interactions,
there is a transition from a 1D array of stripes to a 2D
hexagonal array of disks (Vanderbilt, 1992; Ng and
Vanderbilt, 1995), disks being more favorable if the cov-
erage of the surface is close to 0 or to 1. Anisotropic
interactions which always occur for elastic interactions,
and anisotropic domain boundaries, which always occur
for crystal surfaces, favor, generally speaking, striped
domains over disk-shaped domains.

An important class of planar structures of surface do-
mains includes periodic arrays of islands formed in het-
eroepitaxial systems at submonolayer coverage. A peri-
odic structure of stripes has been observed by scanning
tunneling microscopy in the system O/Cu(110) (Kern
et al., 1991). The first experimental studies of a sub-
monolayer array of InAs islands on GaAs(001) were
carried out for a structure covered by GaAs, i.e., for an
array of InAs inclusions of a monolayer thickness in a
GaAs matrix (Wang et al., 1994, 1995). The anisotropy
of photoluminescence intensity from these inclusions in-

dicated that the inclusions were elongated in the [110]
direction. The existence of stripe-shaped monolayer
high islands of InAs on an uncovered surface of
GaAs(001) was confirmed by scanning tunneling micros-
copy (Bresller-Hill ef al., 1994); the islands were elon-

gated in the [110] direction.

The existence of a stable periodic structure of surface
domains is a general phenomenon which occurs, at sub-
monolayer coverage, in any heteroepitaxial system that
grows according to the Stranski-Krastanow growth
mode (see below, Sec. IV). This is distinct from ho-
moepitaxial system where islands of the top (partially
filled) monolayer undergo Ostwald ripening and tend to
grow to an infinitely large size. No Ostwald ripening oc-
curs for planar islands at submonolayer coverage in a
heteroepitaxial system.

Zeppenfeld et al. (1994), established a relation be-
tween the size of a single surface domain (for low do-
main concentration) and the minimum separation be-
tween them at intermediate concentration. In the
particular case of monolayer high islands, this result
means that there exists an optimum island size for a
dilute array of islands. The existence of the optimum
size of islands confirms again that two-dimensional
strained islands in a heteroepitaxial system do not un-
dergo Ostwald ripening.

Surface structures of planar domains manifest them-
selves even if the coverage is equal to or larger than one
monolayer (ML). Thus, an InAs/GaAs(001) system with
the nominal 1-ML coverage has a corrugated surface
that contains regions of 2 ML of InAs, regions of 1 ML
of InAs, and regions of bare GaAs substrate (Guryanov
et al., 1996). The corrugation occurs in the [100] direc-
tion and is well pronounced for surface coverage 1-1.5
ML before the morphological transformation to three-
dimensional islands of InAs occurs at the coverage
~1.7ML.

The above treatment demonstrates the existence of a
stable periodic structure of islands and the absence of
Ostwald ripening in a heteroepitaxial system at sub-
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FIG. 8. Effective forces applied to side facets of a flat island.

monolayer coverage. This result can be extended to a
system of planar islands with all three macroscopic di-
mensions, i.e., for islands where

a<h<L. (3.4)

Here L is the lateral dimension of an island, and 4 is the
island height.

If a uniform film of material 2 is coherently conju-
gated to a substrate of material 1, the elastic stress ten-
sor in the film has nonvanishing in-plane components
0.5 (a,8=12). In an island with a finite lateral size L,
side facets lead to elastic relaxation. A nonuniform
strain field can be described as the strain field created by
effective forces with the density P, = — o ,zn 5 applied to
the side facets of the island, where ng is the three-
dimensional unit vector normal to the island surface
(Fig. 8; see, for example, Maradudin efal., 1991;
Shchukin, Borovkov et al., 1995a). If one considers the
boundary of the island base, the total force per unit
length of the boundary is then

(3.5)

where m g is the two-dimensional unit vector normal to
the boundary of the island base, as in Eq. (3.1). Equa-
tion (3.5) formally coincides with Eq. (3.1) if one sets

(3.6)

However, although the intrinsic surface stress 7,4 can
be qualitatively modeled as bulk stress in an epitaxial
layer, Eq. (3.6) does not hold quantitatively for mono-
layer high islands. A substrate surface covered by a
monolayer-thick epitaxial layer is, strictly speaking, a
completely new surface distinct from both the substrate
and the surface of the deposited material. This complex
surface has its own surface energy and its own intrinsic
surface stress tensor.

Nevertheless, apart from special cases in which the
discontinuity of the intrinsic surface stress tensor A7,z
differs significantly from Eq. (3.6) (see, for example,
Grossmann et al., 1996), in many lattice-mismatched het-
eroepitaxial systems Eq. (3.6) yields the correct sign and
the correct order of magnitude of A7,z even for mono-
layer high islands. To clarify the physical reason for this,
we make a rough estimate of the right-hand side of Eq.
(3.6), by setting o ,za~Yeoa, where Y is the Young’s
modulus, ¢ is the lattice mismatch, and a is the lattice
parameter. The substitution of Y~500 meV A3 g,
~0.07, and a=3 A yields ~100 meV A2 which is of the
order of the characteristic value of 7 for surfaces of pure
crystals.

Due to the similarity between monolayer high islands
and planar islands obeying the inequality (3.4), a stable
structure of islands exists for both these classes. A dilute

Fa:,(}:[;hmﬁv
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FIG. 9. Schematic diagrams of the three growth modes for
heteroepitaxial systems: Frank-van der Merwe (FM), Volmer-
Weber (VW), and Stranski-Krastanow (SK).

array of macroscopic strained islands was considered by
Tersoff and Tromp (1993) for the case in which islands
have a planar top surface and their height is kinetically
limited to a value considerably smaller than the lateral
size. An important issue is that there exists an optimum
size in the system of planar strained islands and no Os-
twald ripening occurs.

In the next section, another situation will be consid-
ered which occurs for essentially three-dimensional
strained islands (e.g., pyramid-shaped islands), where
two different regimes are possible, one being the regime
where an optimum size of islands exists, and the other
being the regime of ripening.

IV. ORDERED ARRAYS OF THREE-DIMENSIONAL
COHERENTLY STRAINED ISLANDS

A. General morphology of lattice-mismatched systems

In the equilibrium theory of heteroepitaxial growth,
three growth modes are traditionally distinguished
(Bauer, 1958). They are Frank—van der Merwe (FM;
Frank and van der Merwe, 1949), Volmer-Weber (VW;
Volmer and Weber, 1926), and Stranski-Krastanow (SK;
Stranski and Krastanow, 1937) growth modes. They may
be described as layer-by-layer growth (2D), island
growth (3D), and layer-by-layer plus islands (Fig. 9).
The particular growth mode for a given system depends
on the interface energies and on the lattice mismatch.

In lattice-matched systems, the growth mode is gov-
erned by the interface and surface energies only. If the
sum of the epilayer surface energy 7y, and of the inter-
face energy v, is lower than the energy of the substrate
surface, y,+ y1,<7i, i.e., if the deposited material wets
the substrate, the Frank—van der Merwe mode occurs. A
change in y,+ 7y, alone may drive a transition from the
FM to the VW growth mode. For a strained epilayer
with small interface energy, initial growth may occur
layer-by-layer, but a thicker layer has a large strain en-
ergy and can lower its energy by forming isolated islands
in which strain is relaxed. Thus the SK growth mode
occurs.

Rev. Mod. Phys., Vol. 71, No. 4, July 1999

(@) (b)

FIG. 10. Effect of island shape on the volume elastic relax-
ation of a coherently strained island. The dark area is that with
a large elastic strain energy density: (a) island with height-to-
width ratio 4/L <1 is weakly relaxed; (b) island with height-
to-width ratio #/L>1 is nearly completely relaxed.

It was traditionally believed that islands formed in the
SK growth mode were dislocated. However, experi-
ments on InAs/GaAs(001) (Goldstein ef al., 1985) and
on Ge/Si(001) (Eaglesham and Cerullo, 1990; Mo et al.,
1990) have demonstrated the formation of three-
dimensional coherently strained, i.e., dislocation-free, is-
lands. This indicates the existence of a coherent mecha-
nism of strain relaxation.

The relaxation of the elastic strain energy due to for-
mation of coherently strained islands is related to the
Asaro-Tiller-Grinfel’d instability of a strained layer
against a long-wavelength corrugation of the surface
(Asaro and Tiller, 1972; Grinfel’d, 1986; Srolovitz, 1989;
Spencer et al., 1991). To illustrate the physical mecha-
nism of elastic relaxation, it is convenient to consider a
strongly pronounced corrugation, e.g., an island, trough
(Vanderbilt and Wickham, 1991), surface cusp (Jesson
et al., 1993), or crack (Yang and Srolovitz, 1993). The
formation of troughs, cusps, and cracks can occur in a
strained epitaxial film of a certain macroscopic thickness
under annealing. At the same time, for the first stages of
heteroepitaxial growth on a substrate, the formation of
islands seems to be the only coherent mechanism of
elastic relaxation.

Figure 10 shows two islands of a different shape. A
flat island with a small height-to-width ratio is practically
nonrelaxed, whereas a hypothetical island having the
shape of a vertical bar with a large height-to-width ratio
is relaxed almost completely. Thus the elastic relaxation
depends strongly on the island shape. For a given shape,
the elastic relaxation energy is proportional to the vol-
ume of the island (for details, see Appendix A). In order
to distinguish this type of elastic relaxation from that
due to capillarity effects (see Secs. II and III) we shall
call it ““volume elastic relaxation.”

Volume elastic relaxation of coherently strained is-
lands is a mechanism that competes with the formation
of dislocations. The theory developed by Vanderbilt and
Wickham (1991) compares the two mechanisms of elas-
tic relaxation and yields a phase diagram of a lattice-
mismatched system in which all possible morphologies
are present, i.e., uniform films, dislocated islands, and
coherent islands (Fig. 11). The formation of an island
from a uniform film is accompanied, first, by relaxation
of the elastic energy, AE) . <0, and, second, by a

elastic
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UF

FIG. 11. Elastic strain relaxation during Stranski-Krastanow
growth (schematic). Light grey areas denote the substrate,
dark grey areas denote the lattice-mismatched epilayer. The
lines symbolize lattice planes. It is assumed that surface and
interface energies are such that the formation of a wetting
layer is energetically preferred. Top (UF), uniformly strained
film, Eyp=\ejV; middle (DI), dislocated relaxed islands,
Epi=7,(AA)+y,A,; bottom (CI), coherently strained is-
lands, Ec;=v,(AA)+NelV—|AE . From Pehlke et al.
(1997) with the kind permission of the authors.

change of the surface area, AA>0. The corresponding
change in the surface energy is then caused by the for-
mation of side facets of the islands and by the disappear-
ance of certain areas of a planar surface. It is usually
believed that the change in the surface energy is posi-
tive, AE 0. It was shown by Vanderbilt and Wick-
ham (1991) that the morphology of a mismatched sys-
tem is determined by the relation between AEg,; and
the energy of the dislocated interface E ﬂifirface. The ratio
of these two energies, denoted A=EM . JAE ., is
the control parameter that governs the morphological
phase diagram of Fig. 12.

If AEg, is positive and large, or if the energy of the
dislocated interface is relatively small, the corresponding
value A on the phase diagram of Fig. 12 is smaller than
Ay. Then formation of coherently strained islands is not
favored. With an increase in the amount of deposited
material, a transition occurs from a uniform film to dis-
located islands, and coherently strained islands are not
formed.
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FIG. 12. Phase diagram showing the preferred morphology as
a function of the amount of deposited material Q (horizontal
axis) and of the quantity A=AFE ./ Eﬂ:ile,face, where AE; is
the change in the surface energy due to island formation, and
ESM e is the energy of a dislocated interface. The labels UF,
CI, and DI refer to ‘“uniform film,” ‘“‘coherent island,” and
“dislocated island,” respectively. From Vanderbilt and Wick-

ham (1991) with the kind permission of the authors.
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If AE,; is positive and small, or if the energy of the
dislocated interface is relatively large, the corresponding
value A on the phase diagram of Fig. 12 is larger than
Ay. With an increase in the amount of deposited mate-
rial, a transition from a uniform film to coherent islands
occurs. Further deposition may cause the onset of dislo-
cations in the islands. The theory of Vanderbilt and
Wickham (1991) deals with islands having the shape of
elongated prisms (‘“ridges”). The theory of Ratsch and
Zangwill (1993) yields the same morphologies, i.e., uni-
form films, coherent islands, and dislocated islands in
the case of pyramid-shaped islands.

As coherent islands are formed, the common under-
standing is that they will undergo Ostwald ripening in
order to reduce the overall surface area and thus to re-
duce the total surface energy of the system. The process
of ripening implies the growth of large islands at the
expense of the evaporation of small islands (Lifshits and
Slyozov, 1958; Chakraverty, 1987). Ripening yields a
rather wide size distribution of islands, which evolves
with time in a self-similar way, leading to an increase in
the average volume of an island and to a corresponding
decrease in island density. Although some slowing down
has been predicted for a system of strained islands
(Drucker, 1993), this mechanism does not yield substan-
tial narrowing of the size distribution or the halt of is-
land growth. After a given island reaches a certain criti-
cal volume for the onset of dislocations, plastic
relaxation occurs, which accelerates the further growth
rate of the island.

Surprisingly, experimental studies of coherent islands
of InGaAs/GaAs(001) (Leonard et al., 1993), and of
InAs/GaAs(001) (Ledentsov et al, 1994b; Leonard
et al., 1994; Madhukar et al., 1994; Moison et al., 1994)
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have revealed a narrow size distribution of islands which
does not follow from the Stranski-Krastanow growth
mode itself. Such a narrow size distribution has been
observed in a wide range of heteroepitaxial systems, in-
cluding InAs/InP(001) (Ponchet et al., 1995), AllnAs/
GaAlAs(001) (Leon et al., 1995), GeSi/Si(001) (Apetz
et al., 1995; Schittenhelm et al., 1995; Jesson et al., 1996),
CdSe/ZnSe(001) (Xin et al., 1996), InAs/InAlAs(001),
and InAs/InGaAs(001) (Ustinov et al., 1998), and InAs/
Si(001) (Cirlin et al., 1998).

The small size of these islands allows them to work as
quantum dots and realize electron confinement in all
three dimensions, while their narrow size distribution
and the absence of misfit dislocations make them suit-
able for laser applications (Kirstaedter et al., 1994; Bim-
berg, Kirstaedter, et al., 1997b).

The narrow size distribution and the absence of Ost-
wald ripening are the subject of intense debates. Ther-
modynamic theory states that, under certain conditions,
the equilibrium state of a lattice-mismatched heteroepi-
taxial system is an ordered array of three-dimensional
coherently strained islands. No Ostwald ripening occurs
in this case. Kinetic theories state that, once three-
dimensional islands are formed, there will be a thermo-
dynamic tendency towards ripening, but the growth of
islands above a certain size can be kinetically slowed
down (so-called kinetically self-limited growth).

Within this general debate, one can focus on two dif-
ferent questions. The first question is rather general:
whether equilibrium arrays of 3D islands can indeed ex-
ist. The second question arises for any particular system:
whether an observed array of 3D islands is in equilib-
rium or is kinetic controlled.

A number of papers report work in which 3D islands,
after they are formed, are immediately capped by the
substrate material (e.g., Leonard ef al., 1994; Leon et al.,
1995) or are immediately cooled down (e.g., Moison
et al., 1994). This approach allows one to obtain rather
small dislocation-free islands which can work as quan-
tum dots. However, it adds little to our understanding of
the origin of arrays of 3D strained islands.

To determine experimentally whether an array of is-
lands is an equilibrium one, it is necessary to stop depo-
sition of the material and to interrupt growth before
overgrowth of the islands, or before cooling down, or
before any other change of the system. Then the het-
eroepitaxial system is a closed system with a fixed
amount of deposited material and evolves towards equi-
librium.

Ledentsov, Grundmann, ef al. (1996) focused on the
behavior of the system when epitaxial growth of InAs on
GaAs(001) was interrupted. This work will be discussed
in detail in Sec. IV.L.1. Briefly, those results indicate
that, irrespective of the amount of deposited InAs, upon
growth interruption, islands reach their optimum size
(=140 A), and their size and density does not change
upon further growth interruption. Moreover, neighbor-
ing islands exhibit strongly correlated arrangements.
This correlation is typical for a periodic square superlat-
tice of islands (Bimberg et al., 1995; Cirlin et al., 1995;
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Grundmann ef al., 1995a, 1995b). These results indicate
the existence of a new class of spontaneously ordered
nanostructures, namely, ordered arrays of three-
dimensional coherently strained islands.

Motivated by these observations, Shchukin, Le-
dentsov et al. (1995) developed a thermodynamic theory
for the spontaneous formation of arrays of 3D coher-
ently strained islands. In this theory, it is taken into ac-
count that there are two sources of strain in the system,
the lattice mismatch, on the one hand, and the disconti-
nuity of the surface stress tensor at the island edges, on
the other hand. Secondly, the dependence of the surface
energy on strain is taken into account. The analysis of
Shchukin, Ledentsov et al. (1995) shows that, for a cer-
tain parameter region, the equilibrium in a system of 3D
coherently strained islands corresponds to a periodically
ordered array of identical islands, and Ostwald ripening
does not occur.

There are two driving forces for the ordering of is-
lands in size. The first is the elastic relaxation due to
discontinuity of the intrinsic surface stress tensor at the
island edges, similar to that described in Secs. II and III.
The second is the strain-induced renormalization of sur-
face energies. This renormalization may result in a de-
crease in the total surface energy (Shchukin, Ledentsov,
et al., 1996), despite an increase of the total surface area,
owing to creation of a 3D island. In this case, there is no
energy benefit in Ostwald ripening, and the latter does
not occur.

In a subsequent paper, Shchukin, Ledentsov, et al.
(1997) emphasized that the wetting layer formed in
Stranski-Krastanow growth has a microscopic thickness
and is surface distinct from the surface of the deposited
material. Therefore the wetting layer has a different sur-
face energy than the (001) surface of a bulk crystal of
the deposited material (e.g., the surface energy of an
InAs wetting layer on GaAs(001) differs from the sur-
face energy of an (001) surface of bulk InAs). Thus the
appearance of tilted facets via formation of a 3D island
competes with the disappearance of a certain area of the
wetting layer. In a heteroepitaxial system, the formation
of a 3D island is accompanied, despite the increase of
the surface area, by a decrease in the surface energy.

Following the approach of Shchukin, Ledentsov, et al.
(1995), Daruka and Barabasi (1997) constructed an
equilibrium phase diagram of a lattice-mismatched het-
eroepitaxial system, which reproduces all possible mor-
phologies observed in experiment, i.e., a flat film, an or-
dered array of islands over the wetting layer or over a
bare substrate, ripened islands over the wetting layer or
over a bare substrate, and a bimodal size distribution of
islands including both ordered and ripened islands.

Other thermodynamic studies of lattice-mismatched
systems focus on the equilibrium shape of a single iso-
lated island. Kaminski and Suris (1996), Chen et al.
(1997), and Duport et al. (1997) determined, under dif-
ferent assumptions about the facet energies, that the
shape of a strained island changes with its volume, larger
islands having steeper side facets. The same results for a
particular system were obtained from ab initio calcula-
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tions by Pehlke ef al. (1996). Duport ef al. (1997) sug-
gested that the ultimate shape of an island as the volume
increases corresponds to an overhanging island, nearly
detached from the substrate, and the strain energy in
such islands is completely relaxed. Spencer and Tersoff
(1997) developed a model in which an asymptotic shape
of a large coherent island is a ball sitting atop the wet-
ting layer. Such a mode of total relaxation is an alterna-
tive to the onset of dislocations, which is unavoidable in
large islands if the elastic relaxation is only partial
(Vanderbilt and Wickham, 1991). Based on this effect of
total elastic relaxation in overhanging coherent islands,
Duport et al. (1997) and Spencer and Tersoff (1997) con-
cluded that the equilibrium state of a lattice-mismatched
system is in any case a single island formed via Ostwald
ripening.

In Sec. IV.I we focus on the above statements of Du-
port et al. (1997) and of Spencer and Tersoff (1997). We
show that, despite the possibility of the formation of to-
tally relaxed overhanging islands, there exists, neverthe-
less, a parameter region where the equilibrium state of a
lattice-mismatched heteroepitaxial system is an ordered
array of 3D islands, and ripening does not occur.

The present section is organized as follows. In Sec.
IV.B, the general equation is derived for the total en-
ergy of an array of 3D coherently strained islands. Pro-
vided the total amount of deposited material is fixed,
i.e., the growth is interrupted, and evaporation is ne-
glected, the system is a closed system and evolves to-
wards the Helmholtz free-energy minimum. We omit
the entropy term and seek the minimum of the total
energy. Since the deposited material is, in general, dis-
tributed between 3D islands and the wetting layer, the
total energy is a function of the amount of material in
the islands, the shape, the volume, and the relative ar-
rangement of the islands. First, we fix the amount of the
material in the islands (and thus we fix the thickness of
the wetting layer) and minimize the total energy under
this constraint. In Sec. IV.C, we focus on a dilute array
of islands, where the island-island elastic interaction is
negligible, and obtain the equation for the energy of a
single island. In Sec. IV.D we describe how the minimi-
zation of the energy of a single isolated island of a fixed
volume can give the shape of the island. The main con-
cern of the theoretical part of this section is to show that
equilibrium arrays of 3D islands can exist and that Ost-
wald ripening does not occur for such arrays. In this
connection, in Secs. IV.E-IV.G, we assume a constant
island shape and seek an optimum island size, following
papers by Shchukin, Ledentsov, et al. (1995, 1996, 1997).
We demonstrate that, in a certain parameter region, the
equilibrium corresponds to an ordered array of 3D co-
herently strained islands, and ripening is not energeti-
cally favored. In Sec. IV.H, we follow the paper by
Daruka and Barabasi (1997) and show how the thermo-
dynamic theory reveals the phase diagram which repro-
duces all possible morphologies observed experimen-
tally. In Sec. IV.I we refer to recent papers by Duport
etal. (1997) and by Spencer and Tersoff (1997), who
pointed out the possibility of formation of totally re-
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laxed overhanging coherent islands, which should favor
ripening in all systems. By taking into account the
shape-versus-volume dependence of 3D islands, we
demonstrate that there still exists a parameter region
where ripening is not favored. In Sec. IV.J we give a
brief description of kinetic theories of island formation,
focusing on particular mechanisms that can eventually
slow down Ostwald ripening and result in a narrow size
distribution of islands. In Sec. IV.J we focus on how an
experiment should be carried out in order to distinguish
thermodynamic-controlled arrays of islands from
kinetic-controlled ones.

In Sec. IV.K we discuss experimental techniques used
for characterization of systems with 3D islands (quan-
tum dots). We focus mainly on direct imaging tech-
niques such as scanning tunneling microscopy, atomic
force microscopy, and transmission electron microscopy.
We compare these methods, discussing advantages and
disadvantages, problems that can arise, and ways to
overcome these problems. In Sec. IV.L we examine ex-
perimental data on the formation of 3D islands (quan-
tum dots), mostly on InAs/GaAs and GalnAs/GaAs sys-
tems. Particular attention is paid to key experiments that
allow one to distinguish thermodynamic-controlled ar-
rays of islands from kinetic-controlled arrays. These ex-
periments reveal two examples of reversible phase tran-
sitions. The first is, a reversible phase transition from 3D
to 2D morphology in an InAs/GaAs system grown by
molecular beam epitaxy (MBE); the transition is driven
by lowering of As pressure (Ledentsov, Grundmann,
et al., 1996). The second example is a reversible phase
transition from 3D to 2D morphology in an InGaAs/
GaAs system grown by metalorganic vapor phase epi-
taxy (MOVPE) (Ozasa et al., 1997). In the latter case,
the transition is driven by switching off the AsH; flux
and switching on the PH; flux. Such reversibility strongly
indicates the thermodynamic nature of these arrays.
Other materials systems, such as SiGe/Si and CdSe/
ZnSe, are discussed. In the summary of this section, we
formulate key experimental options that will allow us,
for any particular materials systems, to distinguish
thermodynamic-controlled arrays of islands from
kinetic-controlled arrays.

B. Energetics of a heteroepitaxial system

We focus on the equilibrium structure of a heteroepi-
taxial lattice-mismatched system which may be achieved
by interruption of growth. Let Q monolayers of material
2 be deposited on the (001) substrate of material 1. We
treat both the substrate and the deposited material as
elastically anisotropic cubic media with equal elastic
moduli A, , and the lattice mismatch between the two
materials as being equal, eg=Aa/a, where a is the lat-
tice parameter. The total energy of the uniform planar
film per unit surface area may be written

E pianar( Q) =NegQa+W(Q). (4.1)

Here the first term is the strain energy of the uniform
film, and the elastic modulus \ equals (cy;+2c¢q2)(cqy
—clz)cl_ll, where c¢q; and ¢y, are elastic moduli in the
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Voigt notation. If Q—0, the quantity W(Q) is the sur-
face energy of material 1, W(0)=y,. If the film thick-
ness is macroscopic, O>1, the quantity W(Q) is the
sum of the surface and interface energies, W(Q)= 7y,
+ yinterface " For a film of arbitrary microscopic thickness,
the contributions of surface, interface, and strain energy,
respectively, cannot be separated, and only the total en-
ergy Epanar(Q) has a physical meaning. However, it is
convenient to use Eq. (4.1) for arbitrary Q and to con-
sider this equation as the definition of the quantity
W(Q) for arbitrary Q. The energy W(Q) defined in
this way takes into account effects of wetting or nonwet-
ting as well as effects of possible surface reconstruction.

Since we are focusing on the equilibrium array of is-
lands that appears in a closed system, the formation of
islands obeys the conditions of matter conservation, i.e.,
the volume of initially deposited material 2 equals the
sum of the volume of the wetting layer and the sum of
the volumes of all islands. If we denote the thickness of
the wetting layer as Q' monolayers, the remaining (Q
— Q') monolayers of the deposited material are as-
sembled in the islands.

To obtain the structure of the equilibrium array of
islands, we shall assume that all islands have the same
shape and volume and form a two-dimensional periodic
superlattice on the surface. If we denote the fraction of
the surface covered by islands as ¢, the total energy of
the array of islands per unit surface area may be written

E=\elQ'a+(1—q)W(Q")

1
A,

~ Einteraction}

+ E island + 2

(4.2)

Here the first two terms give the energy of the planar
uniform film of thickness Q'a, the third term is the en-
ergy of a single island, and the fourth term is the inter-
action energy of a single island with all other islands,
where A, denotes the unit cell area of the superlattice
comprised of islands. By subtracting Eq. (4.1) from Eq.
(4.2), one obtains the change in the energy due to for-
mation of islands,

AE=W(Q") = W(Q)+Euay(Q",0), (4.3)
where the energy E ., (Q',0Q) equals
Earray(Q”Q)
w A
_ ( Q Q )a 1sland ‘(/Q ) island
Eimeraclion

Here V is the volume of a single island, and A is the
area of the island base. The change of energy AE in Eq.
(4.3) is a function of the total amount of material as-
sembled in all islands, (Q—Q"), of the shape of a single
island, of the volume of a single island V, and of the
lateral arrangement of islands, i.e., of the type of lateral
superlattice comprised of islands.
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Equation (4.3) indicates that the structure of the equi-
librium array of islands and the thickness of the wetting
layer should be determined in a self-consistent way by
minimizing AE. We shall first fix the total amount of
material assembled in all islands, (Q— Q') (thus also
fixing the thickness Q' of the wetting layer) and we shall
seek the minimum of E,,, with respect to the island
shape, volume, and arrangement, following the paper by
Shchukin, Ledentsov, et al. (1995). Afterwards, we shall
substitute the minimum value of E,,, which will be a
function of Q’, into Eq. (4.3) and will minimize A E with
respect to Q.

C. Dilute array of islands

The energy of a single island E igand Which enters Eq.
(4.4) may be written as a sum of three contributions,

(4.5)

To write down the elastic energy of a heterophase sys-
tem, we apply the concept of the stress-free strain
(0)(r) (Khachaturyan, 1974, 1983). Since different
phases having different values of the equilibrium lattice
parameter, are coherently conjugated, the elastic field is
characterized by the strain tensor &;;(r) defined through-
out the entire heterophase system. If locally the strain
g;;(r) coincides with the stress-free strain for a given
materlal 8(0)(1‘) both the elastic stress and the elastic
energy den51ty vanish. A deviation of the strain from the
stress-free strain leads to a nonzero stress and a nonzero
value of the elastic energy density. For the latter we use
the definition by Roitburd (1976), fojastic= 2)\,],m[sl](r)
(0)(1’)][8[,"(1’)—8(0)(1’)] The total elastic energy is
then given by the integral

Eisland = Eelastic + Esurf+ Eedges .

E elastic

1
2 J Nijimleij(0) =& (1)]

X[e(r)— el ()]dV. (4.6)

For the heteroepitaxial system in question, it is natural
to use the unstressed substrate as the reference frame,
so that the stress-free strain vanishes in the substrate,

(0)(1‘) —306,]19(1') where J(r)=1 in the deposited ma-
terlal 9(r)=0 in the substrate, 5;=1 if i=j, and J;;
=0 otherwise. It should be noted that 8(0)(1’) 0 does
not mean the rigid substrate, since the strain field e;;(r)
penetrates, generally speaking, into the substrate.

The surface energy per unit area vy is renormalized in
the strain field [Marchenko and Parshin, 1980; Andreev
and Kosevich, 1981; see also Eq. (2.6)]:

Y(SQB) = 70+ Taﬁ(suzﬁ_ 805543)

+ %Saﬂpﬂ/(saﬁ_Soéaﬁ)(s,u,v_soﬁluv)_l—' )

where 7,4 is the intrinsic surface stress tensor, S,4,,, iS
the tensor of the “surface excess elastic moduli” (Wollf,
1993), and «a, B, u, v are 2D indices in the local facet
plane. The total renormalized surface energy of a het-
erophase system is
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Esurf:f [Vo(lﬁ)JrTaﬁ(ﬁl)[saﬁ(r)—805aﬁ@(f)]
1
+ E Saﬁ,uv(ﬁl)[saﬁ(r)_ 805043@(1')]

X[e,,(r)—¢8,,0(]|(h-h)"'dA.  (4.7)
Here m=n(r) is the local normal to the facet, @
=(0,0,1) is the normal to the flat surface, and the inte-
gration in Eq. (4.7) is carried out over the reference flat
surface. ®(r)=1 if the surface point belongs to the is-
land facet, and ®(r)=0 on the surface of the wetting
layer, since the wetting layer is considered to be a com-
plex surface of the substrate material having the thick-
ness Q' and the surface energy W(Q').

The third term in Eq. (4.5) is the short-range energy
of the edges.

For lattice-mismatched systems with edges, the total
strain field is the sum of two contributions, one due to
the lattice mismatch and another due to the discontinu-
ity of the intrinsic surface stress tensor 7; at the edges.
Since excess elastic moduli S ,g,,(1h) exist on the sur-
face only, their contribution to the energy is smaller by a
factor of ~a/L than the elastic energy, where L is the
characteristic size of the island, and may be treated by
perturbation theory.

In the zero approximation in S,g,,(1), the elastic
energy, including both bulk and surface contributions, is
given in terms of the sources of the strain field
(Shchukin et al., 1995a),

~ 1

Eelastic:)\s(z)v_ z (c11t2cip)eg é dA
Xf dA'm(X)G,(r,x' Yo amp(x')
—f dlf dA'Fi(0)Go(x,x Yogng(r’)

1
—Efdlf dl'F(0) Gy, )F(x').  (4.8)

Here the first term is the elastic energy of the volume V
in a planar, uniformly strained film. The second term is
the energy of the volume elastic relaxation, the contri-
bution to this energy coming from tilted facets of the
island where m z#0. The third term is the energy of the
interaction of two strain fields, the one due to lattice
mismatch and the other due to the intrinsic surface
stress discontinuity at the edges. The fourth term is the
energy of elastic relaxation due to surface stress discon-
tinuity at the edges. Here G;;(r,r") is the static Green’s
tensor of elasticity theory defined for a semi-infinite
crystal with a stress-free surface of a given profile, o,
=— (c11+2012)(011—c12)cﬁ1805aﬁ is the stress tensor in
a planar heteroepitaxial film, the forces F;(r) are due to
discontinuity of the surface stress tensor at the edges,
the integration $d A is defined over both the side facets
of the island and the interface between the island and
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the wetting layer, the integration [d A’ contains nonva-
nishing contributions from the side facets of the island
only, and the integrations [d[ and [dl’ are carried out
over the edges of the island.

The scaling properties of the Green’s tensor in the
elasticity theory for a three-dimensional elastic field al-
low one to obtain the scaling behavior of each of the
contributions to the elastic energy in Eq. (4.8). For an
infinite homogeneous medium the Green’s tensor be-
haves as G(rr')~[r—r'|"' (Landau and Lifshits,
1959), and for an arbitrary geometry of the system one
finds that G;(r,r") scales as L~!. By substituting this
into Eq. (4.8), one obtains the following scaling behavior
of different contributions into the elastic energy of the

island E 4jpqic (Shchukin et al., 1995a; Shchukin, Le-
dentsov et al., 1995): E€0_50~L3, E, _~L%* E, ~
— L In L. The excess elastic moduli of the surface give
the correction to the energy of the volume elastic relax-
ation, which is proportional to L2, and corrections to all
other terms are of the order of L or smaller. Thus, sum-
ming up the scaling analysis of the energy of a single
island, one can write it in the following schematic form
(Shchukin, Ledentsov, et al., 1995):

SO_T

E(V)z[—fﬁxs%VJr(AF)VZB

173

Vv
13
V¥ In (27m

b7
A

+fpV1B|. (4.9)

The first term in Eq. (4.9) is the energy of the volume

elastic relaxation AE), ... It is always negative. The

second term is the change in the renormalized surface
energy of the system due to island formation. For con-
creteness, we shall write (AI') for an island having the
shape of a pyramid with a square L XL base and a

Then AEtm

tilt angle of side facets ¢. surf

=(AT) (% tan ¢y)*?L?, and
(AT)=(6 cot ¢0) [ y,(@p)sec o+ yia e —W(Q")
—g1(@0) 80— g2(90)Sed]. (4.10)

Here the change in the surface energy includes contri-
butions from several sources: the appearance of tilted
facets of the island; the appearance of the interface be-
tween the deposited material and the substrate under-
neath the island; the disappearance of the planar surface
area; and renormalization terms, both linear and qua-
dratic in g.

The key point is that the quantity (AI') can be of either
sign. The third term in Eq. (4.9) is the contribution of
the edges of the island to the elastic relaxation energy,

~

AESES ~ —v1B1n V15, It is always negative. The fourth
term in Eq. (4.9) is the short-range energy of the edges,
where 7 is a characteristic energy per unit length of the
edge. Coefficients f,f,,f3 are geometric factors depend-
ing on the island shape. We note that the parametriza-
tion of the energy (4.10) differs from that in papers by
Shchukin, Ledentsov et al. (1995, 1997). Unlike those

papers, where we focused only on pyramid-shaped is-
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lands, here, in Sec. IV.I, we shall consider islands of dif-
ferent shapes. That is why we have written the island
energy (4.9) not in terms of the island’s lateral size, but
in terms of its volume.

D. Ordering of islands in shape

For a dilute array of islands, where the average dis-
tance between islands is large compared to the island
size L, the equilibration of the island shape by atomic
migration on the island facets is faster than material ex-
change between islands. Then for any given volume of
an island, there exists an equilibrium shape. For suffi-
ciently large islands, the first two terms in the island

energy (4.9), AE and AEG ™ are the two domi-
nant ones.

Several theoretical studies have been carried out in
which an equilibrium shape of a single three-
dimensional coherently strained island has been calcu-
lated. Tersoff and Tromp (1993) obtained an equilib-
rium shape of an island under the assumption that the
height of the island was kinetically limited to a certain
value h. The global geometry of such an island is 2D
rather than 3D. That is the reason why this discussion is
put into Sec. IIL.

The equilibrium shape of a single three-dimensional
coherently strained island has been calculated by Pehlke
et al. (1996) and by Kaminski and Suris (1996) by mini-
mizing the island’s total energy. The total energy was
approximated by the sum of the elastic energy and of
the surface energy, i.e., by the first two terms of Eq.
(4.9).

Kaminski and Suris (1996) showed that rather general
assumptions about surface energies of island facets yield
a phase diagram containing not only regimes of 2D and
3D growth, but also a regime in which a 2D-3D transi-
tion occurs. Pehlke et al. (1996) focused on InAs islands
on a GaAs(001) substrate. They obtained surface ener-
gies of (100), (110), (111), and (111) surfaces of InAs
from ab initio calculations, and applied the Wulff’s con-
struction to these energies. This gave an equilibrium
shape of InAs in As-rich conditions (Pehlke et al., 1997)
which agrees with the observed shape of large, and thus
presumably fully relaxed, InAs islands grown by metal-
organic vapor phase epitaxy (MOVPE) on a GaAs(001)
substrate (Steimetz et al., 1997).

To derive the equilibrium shape of a coherently
strained InAs island, Pehlke er al. (1996) considered a
variety of possible configurations, which were restricted
to surface orientations present on the equilibrium crystal
shape of InAs. The elastic energy for each configuration
was calculated in the frame of a continuum theory of
elasticity via the finite-element method. Their results are
displayed in Fig. 13. The optimum island shape for a
given volume of the island V=2.88x10° A* is deter-
mined by that point where the line of constant total en-
ergy Eioa/ Vo= Ecasiic! Vot Egr/ Vo touches the mani-
fold of island energies from below. Even when the
volume is different it is possible to reveal the optimum

Vv
elastic
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FIG. 13. Elastic energy per volume E,;./V vs surface energy
per volume Eg.;/V, for InAs islands having the volume V
=2.88x10° A3, W, square-based pyramids with {101} faces and
(001)-truncated {101} pyramids; 4, square-based pyramid with
{111} and {111} faces and (001)-truncated pyramids; A, “‘huts”
with {111} and {111} faces; V¥, square based {101} pyramids
with {111}-truncated edges; @, islands with {101}, {111}, and
{E} faces. Filled symbols denote numerical results, while
open circles correspond to a simple analytical approximation
for (001)-truncated “‘mesa-shaped” islands. It is assumed that
the elastic energy does not change when the (almost fully re-
laxed) top of an island is cut off. Solid lines connect islands
that are created in this way, varying the height of the (001)
surface plane. The dashed line is the curve of constant total
energy E it Equs that selects the equilibrium shape. From
Pehlke er al. (1996), with the kind permission of the authors.

shape from the same graph. By using the scaling rela-
tions E i~V and E g~ V??, one obtains

Etotal( V) _ Eelastic( VO) + E 13 Esurf( VO)
% Vo % Vo

Equation (4.11) reads that only the slope of the total
energy line changes with a change in volume, and the
whole evolution of the island shape can be extracted
from Fig. 13. For an island with volume V|
=2.88x10° A3, the optimum shape deduced from Fig.
13 is a hill bounded by {101}, {111}, and {111} facets and
by a (001) surface on the top. The shape is similar to that
of InP islands on GalnP observed by Georgsson et al.
(1995). However, since the surface energies of InP could
be different from those of InAs, a direct comparison of
the calculated shape of InAs islands with the observed
shape for InP islands is not possible. Various shapes
have been observed for InAs islands grown on a GaAs
substrate. Moison et al. (1994) reported rather flat is-
lands having {104} facets. Leonard et al. (1994) described
their islands as planoconvex lenses with a radius-to-
height aspect ratio of about 2. Ruvimov et al. (1995) re-
ported the pyramid shape with {101} side facets. All the
observed shapes differ from the equilibrium shape pre-
dicted theoretically.

(4.11)
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There are several possible reasons for this disagree-
ment, discussed, for example, by Pehlke et al. (1997).
First, the diversity of experimental results indicates that
the islands in most cases are not equilibrium shapes, but
kinetically controlled ones. We shall argue below that
the pyramids observed by Ruvimov et al. (1995) are
most likely the equilibrium islands. But this does not lift
the existing disagreement with the theory (Fig. 13).

Secondly, ab initio calculations of surface energies by
Pehlke et al. (1996) refer to infinitely large surfaces,
whereas one cannot exclude the possibility that finite
nanometer-scale facets do not allow formation of recon-
structions with large surface unit cells, and actual surface
energies of island facets may be different from those for
infinite flat surfaces. Moreover, the contribution of the
edges to the island energy and finite-temperature correc-
tions to the surface energies, which might affect the
equilibrium shape of the islands, are not taken into ac-
count in Fig. 13.

Below, in Sec. IV.K, we shall argue that different
measured shapes of InAs islands are due, first, to differ-
ent growth conditions, and, second, to different mea-
surement techniques. In our review, we shall focus be-
low on the particular system of InAs islands described
by Ruvimov et al. (1995). We shall point out that care-
fully performed high-resolution electron microscopy
(HREM) measurements combined with HREM simula-
tions (Ruvimov and Scheerschmidt, 1995) reveal a pyra-
mid bounded by {101} facets to be the true shape of
InAs islands grown at temperature 450—480°C. We
shall also review a set of experiments especially aimed at
distinguishing equilibrium islands from kinetically con-
trolled ones, which indicate that the InAs pyramids hav-
ing {101} facets seem to be equilibrium islands.

E. Ordering of islands in size versus Ostwald ripening

In this subsection we consider the driving forces gov-
erning the narrow size distribution of islands, as well as
the conditions under which Ostwald ripening does not
occur. To focus on essential physics, we use an approxi-
mation of a constant island shape, which is a pyramid
having a square L X L base and the tilt angle ¢, of the
side facets.

Equilibrium in an array of islands can be reached by
the exchange of material between islands via surface mi-
gration. For a dilute array, the elastic interaction be-
tween islands via the strained substrate may be ne-
glected. Then the energy of the array is the sum of
contributions of single islands [Eq. (4.9)].

The condition for equilibrium is the total energy mini-
mum under the constraint of a fixed amount of material
in all islands. It is possible to use an equivalent proce-
dure and to minimize the energy per one atom in the
island E(L). Dividing E(L) from Eq. (4.9) by the vol-
ume of a single island # tan @yL> and multiplying by the
atomic volume (), one obtains (Shchukin, Ledentsov,
et al., 1995)
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FIG. 14. The energy of a dilute array of 3D coherently
strained islands per one atom vs size of the island. The param-
eter « is the ratio of the change in the surface energy due to
the formation of islands, AE""™  and of the contribution of
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It is worth noting that the volume elastic relaxation en-

ergy AEY, . [the first term in Eq. (4.12)] does not de-

pend on the island size L. To seek the minima of E(L)

from Eq. (4.12) we introduce the characteristic length

+(6 cot ) (4.12)

F(eo)an 1
Lo=2maexp|———=+ = 4.13
’ p[ foleg)™ 2 (413)
and the characteristic energy per one atom,
10 6 cot )7
Eo== f2(@0)( ®0) ‘ (4.14)

2 AL

Then we may write the sum of all L-dependent terms in
E(L) as (Shchukin, Ledentsov et al., 1996)

LO 2 61/2L

N 2a (L,

el L
The function E'(L) is governed by the control param-
eter

B e\ L,
4 £ (00) (6 cot @) 37 (AT),

which is the ratio of the change in surface energy due to
island formation and the contribution of the edges to the
elastic relaxation energy, |AES% | The energy of the
dilute array of islands per one atom versus the size of
the island L is displayed in Fig. 14 for different values of
a. If <1, there exists an optimum island size L ,p, cor-
responding to the absolute minimum of the energy,

min E'(L)=E(Lp) <0. On the other hand, the ripening

(4.16)
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FIG. 15. Geometry of an InAs pyramid over an InAs wetting
layer deposited on a GaAs(001) surface.

of islands would correspond to L— where the energy
E’'(L)—0. This means that an array of identical islands
of the optimum size L, is a stable array, and islands do
not undergo ripening. If 1<a<2e ?~1.2, there exists
only a local minimum of the energy, corresponding to a
metastable array where E'(L’)>0. If a=1.2, the local
minimum in the energy E’'(L) disappears. For both
these cases where a>1, there exists a thermodynamic
tendency towards ripening. The energy minimum then
corresponds to a single huge cluster where all deposited
material is collected.

If (AI')<0 (and a<0), the formation of a 3D island
leads not only to a decrease in the strain energy due to
relaxation, but also to a decrease in the renormalized
surface energy.

For an InAs pyramid with {101}-type side facets over
the InAs wetting layer deposited on a GaAs(001)
surface, the evaluation of (AI') yields (Shchukin,
Ledentsov, et al., 1997)

(A r ) =6 2/3{ 1.41 ‘}’%rl;gls) + Yinterface — y%g(il)

—[0.727020 +0.407}")

(4.17a)

+0.15(740 + 70) ¢ (4.17b)

+[0.2251%D 4 0,081

HUBR vvvy

+0.255010D) 4 0.105(10D)

RV )78

(4.17¢)

(001) (001) (001)
+ 0'01(35445 + SWW) + 0.035“,7,7

+0.018)] e}, (4.17d)

where the axes u,v,{,7 are defined in Fig. 15. The change
in the surface energy due to the formation of a pyramid
contains contributions due to the appearance of tilted
{101} facets of InAs [the first term in Eq. (4.17a)], the
appearance of the InAs/GaAs interface underneath the
pyramid [the second term in Eq. (4.17a)], the disappear-
ance of the L? area of the wetting layer [the third term
in Eq. (4.17a)], linear renormalization terms (4.17b), and
quadratic renormalization terms [Eqgs. (4.17¢), (4.17d)].

It should be noted that the decrease in the surface
energy in an InAs/GaAs(001) system, (AI') <0, may oc-
cur despite the fact that the (001) surface of bulk InAs is
stable against faceting. The reason is that the appear-
ance of tilted {101} facets of InAs competes with the
disappearance of a certain area of the wetting layer. The
wetting layer of InAs having a microscopic thickness
1-2 monolayers, should be regarded as a surface whose
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surface energy is not equal to the surface energy of
InAs(001).

The quantity (AI') could be evaluated if a// quantities
entering Eq. (4.17) were known from ab initio calcula-
tions. By using the values obtained so far for 7%3&15)
=41 meV/A? from Pehlke et al. (1996), for the interface
energy, for the intrinsic surface stress 7,5, and for the
excess surface elastic moduli S ,5,, from Moll et al.
(1998), we can show that the criterion (AI')<<0 is
equivalent to y{°V>55meV/A% Whether this condi-
tion holds could be determined by ab initio calculations.

However, one should be very careful about applying
ab initio surface energies to the evaluation of crucial
quantities in macroscopic theory. First, preferred surface
reconstructions and corresponding values of surface en-
ergies were obtained in the above-cited papers only for
temperatures 7=0, while typical growth temperatures
are 450 °C and higher. It is known that surface recon-
struction can change and does change with temperature,
and so does the surface energy. Second, calculated sur-
face energies refer to infinitely large surfaces, while re-
construction on nanometer-scale facets could be differ-
ent from that on a plane. Third, to apply the
macroscopic theory to finite temperatures, one has to
take into account an entropy contribution to the free
energy, which has been neglected so far. Thus substan-
tial theoretical effort from both ab initio and macro-
scopic approaches is required in order to ascertain the
nature of ordering in a given system.

F. Lateral arrangement of islands

For a dense system of islands, elastic interaction be-
tween islands via the substrate is essential. The system
of interacting islands is then a system of elastic domains
where the energy minimum corresponds to a periodic
domain structure (Marchenko, 1981b; Khachaturyan,
1983; Vanderbilt, 1992; Ipatova et al., 1993, 1994). To
obtain the elastic energy of interacting islands, we calcu-
late the second term on the right-hand side of Eq. (4.8),
which is the major contribution to the interaction en-
ergy. We focus on a small tilt angle of the island facets
where the elastic relaxation energy given by the second
term of Eq. (4.8) reduces to (Shchukin, Ledentsov, ef al.,
1995)

AEelastic:_Cof dAf dA'n,(r)

XGap(r=rj32,2")| o np(ry).  (418)

z'=0

Here Cy=(1/2)(ci1+2¢p)*(cii—cip)’ci’el, the inte-
gration is carried out over the planar substrate, and the
integrand is nonzero only on the projections of the tilted
facets of the islands where mn,#0, a=12. G,4(x
—r;;z,z") is the static Green’s tensor of the semi-
infinite elastic medium bounded by a planar, stress-free
surface z=0.
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FIG. 16. Inverse Young’s modulus of an elastically anisotropic
cubic crystal. Typical behavior for Si, Ge, III-V, and II-VI
semiconductors is shown. 1/Y reveals pronounced maxima,
and Y has minima at elastically soft directions (100).

To get a hint of what will be the preferred arrange-
ment of interacting islands, we evaluate the energy
(4.18) for a pair of separated islands. We take into ac-
count that Si, Ge, III-V, and II-VI semiconductors are
cubic crystals with a strong elastic anisotropy. The an-
isotropy is illustrated in Fig. 16, where the inverse
Young’s modulus of a cubic crystal is plotted as a func-
tion of crystallographic direction. The general equation
for 1/Y is given, for example, by Landau and Lifshits
(1959; see the problem in Sec. 10), and particular calcu-
lations for GaAs have been carried out by Grundmann
et al. (1995c). To evaluate Eq. (4.18), we use the Fourier

transform for the static Green’s tensor G ,g(k;z,2")
obtained by Portz and Maradudin (1977) for elastically
anisotropic cubic crystals bounded by a planar, stress-
free (001) surface. We interpolate the angular depen-
dence of the exact Green’s tensor by the lowest-order
angular polynomial having cubic symmetry, B;
+B2(8k§k§/ k{—1), the accuracy of interpolation being
less than 2%. Then we carry out a reciprocal Fourier
transformation and obtain the Green’s tensor in r-space.
By integrating in Eq. (4.18) by parts, subtracting the vol-
ume elastic relaxation energy of isolated islands, retain-
ing only the lowest-order, i.e., dipole-dipole interaction
between islands, we obtain

- Co VzBl+1532(1—8m§m§)

interaction 20 R3 5

(4.19)

where V is the island volume, R is the distance between
the two islands, and m= (m, ,m,) is the unit vector in
the surface plane, parallel to the direction between the
islands. For an elastically isotropic medium, B,=0 and
the interaction between far separated islands is the iso-
tropic dipole-dipole repulsion. In systems with a strong
elastic anisotropy, like most III-V and II-VI semicon-
ductors, the dipole-dipole interaction changes its sign as
a function of m. This results in an attraction between
islands whose directions m are close to the elastically
soft directions [100] or [010]. Therefore a very dilute
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FIG. 17. The energy per unit area AFE

array of islands will be arranged in weakly coupled
chains parallel to the [100] or [010] direction where
dipole-dipole attraction is balanced by higher-order
(e.g., dipole-octopole) repulsion. Such an arrangement
manifests itself also for a moderate areal coverage.

To discover the optimum arrangement of islands, one
has to evaluate the energy from Eq. (4.18) for a number
of periodic superlattices of islands on the surface. By
expressing the normal vector via the surface profile gra-
dient, n,(r)~—V_,{(r,), one obtains the elastic energy
of the array of interacting islands per one atom as a sum
over the vectors of the reciprocal lattice corresponding
to a given periodic array of islands,

— Q -
AE a5ic= — CoAy 72 [Z(K)[?
K

XK&’KBG&,B(KH;Z’Z’) B (420)

=0
Here 7(K)) is the Fourier transform of the surface pro-
file £(x;) describing the shape of the islands, A, is the
unit cell area of the superlattice comprised of islands, V'
is the volume of the island, and () is the atomic volume.

In the paper by Shchukin, Ledentsov, et al. (1995), in-
teraction energies were compared for three arrays of is-
lands, namely, for square, hexagonal, and checkerboard
arrays. A comparison of the energies for the three arrays
is given in Fig. 17, which reveals that the square array is
the most favorable of the three.

Later these calculations were extended and all pos-
sible superlattices were considered (Shchukin and Bim-
berg, 1998) having primitive translation vectors (e;,e,)
where e, is parallel to the elastically soft direction [100],
and e, has an arbitrary absolute value and orientation.

The energy (4.20) yields the sum of the energy of the
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FIG. 18. Ordering of quantum dots: (a) plan-view transmission
electron microscopy (TEM) micrograph of a single sheet of
InAs dots grown in molecular beam epitaxy by four-monolayer
deposition of InAs. Dots are preferentially aligned in rows par-
allel to (100). (b) Histogram of the direction between the near-
est neighboring dots.

volume elastic relaxation of the islands and of the inter-
action energy between islands. Comparison of energies
for different arrays has revealed the following. If the
fraction g of the surface covered by islands (areal cov-
erage) is less than 0.06, islands form a chainlike arrange-
ment along the [100] (or [010]) direction with a weak
coupling between chains. For 0.06<¢=<0.17, the favor-
able arrangement is a base-centered rectangular super-
lattice, whose unit cell is a parallelogram with the angle
between primitive lattice vectors changing from 78° for
q=0.06 to 73° for ¢g=0.17. Such an arrangement with
the corresponding angle ~75° has been observed by Le-
dentsov, Bimberg, et al. (1997). For 0.17<¢=<0.33, the
preferred arrangement is rectangular, the aspect ratio of
the rectangular unit cell decreasing from 1.7 for ¢
=0.17 to 1 for g=0.33, where the rectangle transforms
into a square. For 0.33<¢=<1.0%, a square superlattice
is the most favorable one. A perfect hexagonal superlat-
tice with the angle 60° is never favored. Energy calcula-
tions for optimum arrays performed by Shchukin and
Bimberg (1998) revealed that the difference in energies
between the square array and the optimum array, if dif-
ferent from the square one, is considerably smaller than
the difference between the checkerboard array and the
square array. Therefore one may approximate the en-
ergy of the square array as the minimum energy of an
array of interacting islands for any areal coverage.
Figure 18(a) shows the transmission electron micro-
graph of a single-sheet array of InAs quantum dots
grown by molecular beam epitaxy (Bimberg et al., 1995).
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Preferential alignment of dots in rows parallel to elasti-
cally soft (100) directions is visible. Figure 18(b) displays
the histogram of the direction between a given dot and a
nearest neighboring dot. This histogram reveals a pro-
nounced maximum for (100) directions, in agreement
with the above theoretical results. It should be noted
that, since the interaction energy itself and, moreover,
the difference in energies between different arrange-
ment of islands, are rather small, the system of islands
exhibits strong correlations only in the nearest-neighbor
arrangement.

Two factors favor the square lattice. The first is the
cubic anisotropy of elastic moduli of the medium, and
the second is the square shape of the base of a single
island.

The approximation of small tilt angles used in the
present subsection does not have a significant impact on
results. First, this approximation works well for the vol-
ume elastic relaxation of isolated islands, even if the tilt
angle of the facets is 45°. The approximation of small tilt
angles yields a volume elastic relaxation energy equal to
(—64%) of the strain energy of a flat film, whereas ex-
act calculations by the finite-element method give the
elastic relaxation energy of a pyramid equal to (—60%)
of the strain energy of a flat film (Shchukin, Ledentsov,
et al., 1996).

There is also a close similarity between the approxi-
mation of small tilt angles and the exact numerical solu-
tion for arrays of interacting islands. The elastic energy
for arrays of interacting islands, obtained by the finite-
element method for the tilt angle ¢,=45°, reveals that
the cubic anisotropy of elastic moduli in this case favors
a 2D square lattice of islands with primitive lattice vec-
tors parallel to the elastically “‘soft’ directions [100] and
[010].

G. Phase diagram of 2D array of islands

The main part of the elastic interaction energy in a
system of strained islands is from dipole-dipole elastic
interactions. The energy per atom is proportional to
NelQ(L/D)? where D is the period of the lateral super-
lattice comprising the islands. For a square superlattice,
the filling factor of the surface equals g = L2/ D?, and the
interaction energy per atom is equal to

E'interaction™ )\S%Qf4( ‘Po)qyzs (4.21)

where f4( @) is a geometrical factor. Due to the condi-
tions of matter conservation, the size of the islands L
and the period of the lateral superlattice D are not in-
dependent quantities. To obtain the relation between L
and D, we note that (Q — Q') monolayers of the depos-
ited materials are assembled in the islands, i.e., the vol-
ume D?(Q—Q")a of the deposited material equals the
volume of the island,

D*(Q—Q")a=V. (4.22)

For pyramid-shaped islands with a square LXL base
and a tilt angle of the side facets ¢;, we express the
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volume V in terms of L, V=1 tan ¢,L°. Hence the in-
teraction energy per one atom takes the form

NegQf4(9)(6 cot 9g)*[(Q—Q")al>?
Ein[eraclion: L3/2 .

(4.23)

To consider in detail L-dependent terms in the energy
per one atom E’ (L) = Edilute(L) + Einteraction(l‘)a we in-
troduce the characteristic length L, from Eq. (4.13) and
the characteristic energy E, from Eq. (4.14). Then the
sum of all L-dependent terms in E(L) may be written
as a function of the dimensionless length L/L:

, LO 2 el/ZL 4ﬁ LO 3/2

E'(L)y=Ey -2 f In L—O +m

n 2(1’ L()
J2\ T
This function is governed by two control parameters,
where « is defined in Eq. (4.16) and

B=[(Q—0Q")al”?
e f4(@0) (6 cot ) O(Neg) 2L
2f3(900)7’2

The parameter S is the ratio Eyeraction/|AESLES . Tt in-
creases with the amount of material (Q — Q') assembled
in all islands as (Q— Q")

By seeking the minima of the energy £'(L) from Eq.
(4.24) for different « and B, we obtain the phase dia-
gram of Fig. 19. For region 1 of the phase diagram, there
exists an optimum island size L, corresponding to the
absolute minimum of the energy, min E'(L)=E"(Lp)
<0. On the other hand, the ripening of islands would
correspond to L —oo, where the energy E'(L)—0. This
means that a 2D periodic square lattice of islands of the
optimum size L is a stable array, and islands do not
undergo ripening. For region 2 of the phase diagram,
there exists only a local minimum of the energy, corre-
sponding to a metastable array where E'(L')>0. For
region 3, the local minimum in the energy E’(L) disap-
pears. In both regions 2 and 3, there is a thermodynamic
tendency towards ripening. If the system initially corre-
sponds to region 1, and the amount of the deposited
material Q increases, then the point in the phase dia-
gram moves to regions 2 and 3, and islands undergo rip-
ening.

If <0, there exists an absolute minimum of the en-
ergy E'(L) for an arbitrary value of B, and min E’
=E'(Lyp) <0. Besides the absolute minimum of £ (L),
there may also exist a local minimum at L=L"', where
the energy of a corresponding metastable state is
E'(L')<0 in region 4 and E'(L')>0 in region 5; and
no metastable state exists in region 6. The same phase
diagram, given in the paper by Shchukin, Ledentsov,
et al. (1995), unfortunately, contains an error. Figure 19
of the present paper gives the correct phase diagram.

To estimate characteristic values of « and B3, we sub-
stitute 7~100 meV/A2, N~500 meV/A3, L,~100 A, and

L

(4.24)

(4.25)
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FIG. 19. Phase diagram of the stability of a square lattice of
coherently strained islands in the plane of control parameters
a— . Here « and B are defined in Eqgs. (4.16) and (4.25). In
the lower part of the figure, the energy of the interacting array
of islands vs their size is plotted, with plots corresponding to
different regions of the phase diagram. In regions 1, 4, 5, and 6,
there exist stable arrays of islands which do not undergo rip-
ening. In regions 2 and 3, all arrays of islands undergo ripen-
ing. ag=2 e ?~1.213; By=(4/3)e "*~1.038.

a=3 A into Eq. (4.25). This gives B~1 for |go|~1%
and (Q—Q')=0.5 monolayers. Therefore, if >0, the
array of islands may correspond to region 1 of the phase
diagram only for small values of (Q—Q'). It was ar-
gued in Sec. IV.E that the parameter « for an InAs/
GaAs(001) system is very likely to be negative. If «
<0, then the increase of |gg|, e.g., by the increase of x
for the heteroepitaxial system In,Ga;_,As/GaAs(001),
results in the decrease of L. This agrees with the ex-
perimental data of Ledentsov, Grundmann, et al. (1994).

The key difference between arrays of three-
dimensional coherently strained islands and periodically
faceted surfaces or periodic structures of surface do-
mains is the existence of both an ordering regime and a
ripening regime, where a possible transition between
these two regimes is governed by the surface energy of
island facets.

For III-V semiconductor systems, it is possible to tune
surface energies experimentally by varying the pressure
of group-V element(s) in the vapor. It is known (see, for
example, Qian et al., 1988; Moll et al., 1996) that the sto-
ichiometry of the (001) surface of GaAs and, corre-
spondingly, the surface energy depend strongly on the
arsenic pressure in the vapor. This tendency should be
rather general for all ITI-V systems, including the InAs
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wetting layer on GaAs(001). Therefore one might ex-
pect that variation in arsenic pressure could drive the
system from the regime of size-ordered islands to the
regime of Ostwald ripening. Such a phase transition,
driven by As pressure, has been observed experimen-
tally by Ledentsov, Grundmann et al. (1996). This tran-
sition will be discussed below, in Sec. IV.L.3.

H. Equilibrium thickness of the wetting layer

The above analysis of Secs. IV.E-IV.G, following the
paper of Shchukin, Ledentsov, et al. (1995) reveals the
equilibrium structure of an array of 3D coherently
strained islands under the constraint of a fixed amount
of material assembled in the islands. The treatment is
based only on the scaling behavior of various contribu-
tions to the total energy, and leads to a criterion for
whether Ostwald ripening occurs or optimum-sized co-
herent islands form.

A more profound understanding of the equilibrium
morphology of the system can be achieved if one takes
into account the existence of the wetting layer. A com-
mon experiment on growth interruption implies a fixed
amount of deposited material, which is distributed be-
tween the wetting layer and 3D islands. Therefore nei-
ther the thickness of the wetting layer nor the total vol-
ume of all islands are fixed separately. To determine
each of these quantities, one has to assume a certain
microscopic model for the dependence of the energy of
the wetting layer W on its thickness Q'. Such a model
was introduced by Daruka and Barabasi (1997). The en-
ergy per atom of a thick epitaxial film coherent to the
substrate is given by As%Q—(Dzz, where —®,, is the
energy of chemical bonds in the bulk of the deposited
material 2, defined per atom. At the wetting layer-
substrate interface, chemical bonds between the sub-
strate atoms and the film atoms have the energy —®,
such that A=®,,—d,<0 (wetting condition). Due to
the finite range of intermolecular interactions, the bind-
ing energies of the atoms in the second and successive
monolayers of the film are also modified: as we move
away from the substrate, the binding energy density in-
creases from —®;, in the first monolayer to its
asymptotic value —®,,. These intermolecular forces are
responsible for a critical layer thickness larger than one
monolayer (Tersoff, 1991; Roland and Gilmer, 1993). A
model of the wetting layer energy proposed by Daruka
and Barabasi (1997) takes this effect into account. The
explicit form of the energy is

9(1-7)

W(Q'>=f0Q'da[—<I>zz+A

= 2’%) } (4.26)

Here d9(x)=1 if x=0, 9(x)=0 if x<0, and @ is the
characteristic attenuation length of interatomic interac-
tion.

+3(g—1)exp
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By substituting W(Q") from Eq. (4.26) into Eq. (4.3),
it is possible, in principle, to find the optimum thickness
of the wetting layer as a function of the total amount of
deposited material Q. It follows from Eq. (4.3) that the
formation of coherently strained islands leads to a de-
crease in the total energy, the decrease being a linear
function of (Q—Q"). At the same time, the elastic re-
pulsion between islands defined per unit surface area is
proportional to (Q—Q')7? [the last term in Eq. (4.3)]
which exhibits a steep increase with O at sufficiently
large O and hinders the formation of a dense array of
islands. To take this effect into account, Daruka and
Barabasi (1997) considered the possible coexistence of
small islands of optimum size L ., and of “ripened” is-
lands considerably larger than L,,. The total energy
per unit cell of the substrate is

E=Ewi(Q1)+Q1Eiand(Q2) +(Q = 01— Q7)) Eyp.

(4.27)
Here the energy of the wetting layer equals Ew(Q;)
=\elQ,+W(Q,), where W(Q,) is given by Eq. (4.26).
Equation (4.27) implies that Q monolayers of material 2
are deposited, Q; monolayers form the wetting layer,
0, monolayers are assembled in 3D coherently strained
islands of a given pyramidlike shape and volume, and
the rest of the material 2, namely, (Q —Q;— Q,) mono-
layers, is assembled in ripened islands. The energy of 3D
pyramids per atom equals Ejgnq=[1—Ffi(@o)Ne5Q
—®5+E'(L), where the f(¢g) is the geometrical fac-
tor describing the volume elastic relaxation [see Eg.
(4.9)], and E'(L) is defined in Eq. (4.24). Hence the
energy of “ripened” islands can be obtained if one takes
the limit L—o, E,;,=[1—f1(¢g) INefQ—Poy.

Equation (4.27) defines the total energy of the wetting
layer and 3D pyramidal islands, where the latter may
exhibit bimodal behavior, i.e., both small islands of size
L, and large islands considerably larger than L, may
be present in the system. By minimizing the energy from
Eq. (4.27) with respect to QO and Q,, Daruka and Bara-
basi (1997) obtained the equilibrium phase diagram of a
lattice-mismatched heteroepitaxial system as a function
of the lattice mismatch e, and of the total amount of the
deposited material Q. The domains of the phase dia-
gram in Fig. 20 correspond to the following physical situ-
ations:

FM phase: The deposited material contributes to the
pseudomorphic growth of the wetting layer, and 3D is-
lands are absent, reminiscent of the Frank-van der
Merwe (FM; Frank and Van der Merwe, 1949) growth
mode. The total energy has its minima at Q,=0 and
0= 0, indicating that the thickness of the wetting layer
coincides with the nominal thickness of the deposited
material Q.

R, phase: Above a certain value of Q.(¢), the total
energy has new minima at Q,=0 and 0<Q;<Q. This
implies that after formation of a wetting layer, the ex-
cess material contributes to the formation of ripened is-
lands. These ripened islands, being infinitely large, have
zero areal density.
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FIG. 20. Equilibrium phase diagram of a lattice-mismatched
heteroepitaxial system as a function of the total amount of
deposited material Q and the lattice mismatch ey. The small
panels on the top and bottom illustrate the morphology of the
surface in the six growth modes described in the text. The
small empty triangles indicate the presence of stable islands,
while the large shaded ones refer to ripened islands. From
Daruka and Barabasi (1997) with the kind permission of the
authors.

SK, phase: The total energy develops new minima at
nonzero O and Q, such that QO+ Q0,=0, i.e., the de-
posited material (Q monolayers) is distributed between
0, monolayers of the wetting layer, and finite islands
accumulating O, monolayers of the deposited material,
similar to the Stranski-Krastanow growth mode. It
should be noted that with an increase in the total
amount of deposited material Q, the thickness of the
wetting layer O, continues to grow sublinearly. This is
the consequence of island-island repulsive interactions:
in the dilute system limit, the wetting layer thickness is
constant.

R, phase: In this phase, the total energy has minima at
0<Q;:<0Q and 0<Q,<Q, indicating that the deposited
material is distributed between a wetting layer, finite is-
lands, and ripened islands. The finite islands formed in
the SK; phase will be preserved, being stable against
ripening. Thus finite and ripened islands coexist in the
R, phase.

VW phase: For large mismatch and for small cover-
ages, the total energy has its minima at Q,=Q and Q;
=0, indicating that all deposited material is accumulated
in finite islands. Due to large mismatch, the wetting
layer is absent and the islands are formed directly on the
substrate, similar to the Volmer-Weber (VW; Volmer
and Weber, 1926) growth mode.

SK, phase: By increasing O, we reach the SK, phase.
The behavior of the system is different from the SK;
growth mode. For a given g, islands are already formed
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in the VW phase. In the SK, phase, the island density
and island size remain unchanged, and a wetting layer
starts forming until its thickness reaches 1 monolayer, at
which point we enter the SK; phase.

R phase: The total energy has its minima at Q=0
and 0<(Q,<(Q, indicating the formation of ripened is-
lands. Finite islands formed in the VW mode are pre-
served, and coexist with ripened islands. However, in
contrast to the R, phase, the wetting layer is absent.

Thus the papers of Shchukin, Ledentsov, et al. (1995)
and Daruka and Barabasi (1997) solve the theoretical
problem of the equilibrium state of a lattice-mismatched
heteroepitaxial system.

. Two exact theorems on shape-versus-volume
dependence for 3D islands

The thermodynamic theories developed by Shchukin,
Ledentsov, et al. (1995c, 1996, 1997) and by Daruka and
Barabasi (1997) and presented in Secs. IV.E-IV.H
above are based on the approximation of a fixed shape
of a single island. These theories reveal that, in a certain
parameter range, the equilibrium state of a lattice-
mismatched system is an ordered array of 3D coherently
strained islands, and Ostwald ripening does not occur.
On the other hand, Duport et al. (1997), and Spencer
and Tersoff (1997) have pointed out that the equilibrium
shape of a sufficiently large coherent island is an over-
hanging ball nearly detached from the substrate or from
the wetting layer. Since such islands are totally relaxed,
these authors concluded that equilibrium always corre-
sponds to a single overhanging island formed as a result
of ripening.

In the present subsection we show that, despite the
possible existence of totally relaxed overhanging islands
(or totally relaxed dislocated islands), there is, neverthe-
less, a parameter region where equilibrium corresponds
to an ordered array of 3D coherently strained islands,
and ripening is not favored energetically. The transition
from a dense array of 3D coherent, partially relaxed is-
lands over a wetting layer to a single overhanging, to-
tally relaxed island is accompanied, first, by a reduction
in the strain energy and, secondly, by a change in the
surface energy. When the surface energy of the wetting
layer is higher than the surface energies of the island
facets, the disappearance of islands implies an increase
in the total surface energy. If the amount of deposited
material is not too large, the above-mentioned increase
in surface energy can outweigh the reduction in the
strain energy, and the formation of a single island via
ripening will not be favored energetically.

In order to show this, we take into account the depen-
dence of an island’s shape on its volume and discuss how
this can affect the conclusions of Secs. IV.E-IV.H. The
dependence of the equilibrium shape of a 3D coherently
strained island on its volume has been obtained, under
certain model assumptions about facet energies, by Ka-
minski and Suris (1996), by Chen et al. (1997), by Du-
port et al. (1997), and by Spencer and Tersoff (1997)
and, from ab initio calculations of surface energies, by
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Pehlke et al. (1996). Unlike the equilibrium shape of un-
strained crystals, for which exact theorems have been
formulated and proved by Wulff (1901) and Herring
(1951a), there is still a lack of theorems concerning the
shapes of strained islands. Here we shall formulate and
prove two exact theorems. Since the main concern of
this subsection is the existence of an optimum volume of
the island versus ripening, we shall consider the energy
per one atom of the material in the islands.

If, in the energy of a single island, we retain only the
elastic strain energy and the surface energy, i.e., the first
and the second terms in Eq. (4.9), and express the en-
ergy in terms of the island volume and island shape, we
obtain the energy per atom as
NejR+ (é%
Unlike Eq. (4.9), which gives the change in the energy
due to formation of a 3D island from a uniformly
strained flat film, Eq. (4.28) gives the energy of an island
itself. Here the shape-dependent coefficient R (0<R
<1), determined by the volume elastic relaxation, is re-
lated to f; from Eq. (4.9) as R=1—f;. The shape-
dependent coefficient (AI') includes effects due to the
appearance of side facets and, eventually, of the top
facet, disappearance of a certain area of the wetting
layer underneath the island, and strain-induced renor-
malization of the surface energies. Since the optimum
shape of the island depends on the island’s volume, the
coefficients R= R, and (AT')=(AT"), depend on vol-
ume, too.

Theorem 1. For the optimum shape of a 3D coherently
strained island, the coefficient R=R,,, in Eq. (4.28) is a
non-increasing function of the island volume V, and the
coefficient (AT')=(AT'),,, is a non-decreasing function
of the island volume.

This theorem is, in fact, intuitively clear. Its validity
has been demonstrated on several particular examples,
e.g., by Kaminski and Suris (1996), by Pehlke et al.
(1996), and by Duport et al. (1997). However, to the best
of our knowledge, no strict proof of the general state-
ment has been given in literature so far. We give this
proof here.

Proof. Let an island of volume V| have an equilibrium
shape 1, where the corresponding coefficients are R
=R, and (AI')=(ATI");. For an island of volume V,, let
the corresponding coefficients be R, and (AI'),. For an
island of the volume V;, the minimum energy is
achieved by the shape 1. Islands of any other shape, in
particular, of shape 2, have larger energy. Hence

AT), (AT),
Ne2R,+ — - =NelR |+ —r.
oRat+ o1+

E=0 . (4.28)

(4.29)

A similar consideration of islands of volume V/, yields

AT AT
)\8%R1+_V17)T]2)\8% 2+(—V17)T2.
2 2

(4.30)

Now let us, in Egs. (4.29) and (4.30), put the combina-
tion (R;—R,) on one side of the inequality, and the
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(2) ® ©

FIG. 21. Sample shapes of coherent islands having asymptoti-
cally small elastic energy, i.e., R—0: (a) vertical prism; (b)
vertical pyramid; (c) overhanging island.

combination [(AI'),—(AT");] on the other side of the
inequality. This procedure yields a double inequality,

(AT),—(AT), (AT'),—(AT),
ovE vE

For concreteness, let (R{— R;)=0. Then, from the right
inequality of (4.31), it follows that (AI'),—(AI');=0.
Comparison of the left and right parts of the double
inequality (4.31) yields V,=V. A similar consideration
shows that, for (R;—R,)<0, one obtains (AI),
—(AI');<0 and V,<V;. The theorem is proven.

One should keep in mind that the proof of the above
theorem is based on the assumption that, for a given
volume of the material, the island chooses its optimum
shape from all possible shapes. This assumption is no
longer valid if the discrete nature of the material be-
comes important. For example, the height of the islands
cannot be less than one monolayer. The latter is impor-
tant for sufficiently small island volume V, where islands
are two dimensional.

As the volume increases, the equilibrium shape be-
comes three dimensional, and the above theorem ap-
plies. In particular, the coefficient R decreases. As the
island volume tends to infinity, the coefficient R tends
asymptotically to zero. Such behavior is realized, for ex-
ample, by the island shapes given in Fig. 21. For all is-
lands in Fig. 21, the elastic energy is concentrated in a
small volume in the island and in the substrate in the
vicinity of the interface. In Eq. (4.10) where the quantity
(AI') is defined, the first term, i.e., the positive surface
energy of the island surface, dominates due to a large
side surface of the island. Therefore (AI) is always posi-
tive for sufficiently large islands.

To discuss the possible dependence of the energy per
atom on the island’s volume, we shall differentiate (4.28)
over V. We have to take into account that there are two
contributions to the change of E with the island volume.
The first contribution comes from the fact that the larger
the volume, the smaller the fraction of atoms that are
surface atoms. This corresponds to the factor V™13 in
the second term in Eq. (4.28). The second contribution
comes from the change in the island shape versus vol-
ume. This corresponds to the dependence of R and (AI')

<\ej(R—R,)< (4.31)
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in Eq. (4.28) on volume. In the derivative d E/dV these
two contributions enter as
dE JE dg JE

RN +__
S P T

: (4.32)

V'=const

Here G denotes the set of variables that define the is-
land’s shape. For example, for truncated square-based
pyramids these are the facet tilt angle and the level of
truncation. The definition of the optimum shape reads
that JE/9G=0. Hence

dE JE
av —av

1 (AD),
=30 Tf’t (4.33)

G=const

It follows from Eq. (4.33) that if, for a given volume V' of
the island, (AT"),p>0, then the energy per atom is a
locally decreasing function of the volume. Alternatively,
if, for a given volume V, (AI') <0, then the energy per
atom is a locally increasing function of the volume. Since
(AT')4p is an increasing function of the island volume
(see Theorem 1), it is either positive for all volumes or it
changes sign once. From the behavior of (AI"),, one
can reveal the possible dependence of the energy per
atom on volume. Figures 22(a), (b), and (c¢) demon-
strates three possible behaviors of the energy per atom
versus island volume for a dilute array of islands.

For small volumes, islands are either two dimensional
or form a dense array of 3D interacting islands, and the
above approximation of a dilute array of 3D islands does
not apply. Therefore the behavior of the energy at small
volumes is not shown.

If (AT)op>0 for all volumes [Fig. 22(a)], then the
energy per atom decreases monotonically with the island
volume. The minimum energy corresponds to V—o,
ie., to Ostwald ripening. If, for some volume (AT)y
<0, then there are two possibilities. Figure 22(b) is re-
lated to the situation in which the absolute minimum
still corresponds to V—o, ie., to Ostwald ripening.
However, there exists a local minimum for small vol-
umes. This local minimum corresponds either to 2D is-
lands or to a dense array of 3D islands. In Fig. 22(c), the
absolute minimum is attained either by 2D islands or by
a dense array of 3D islands.

An analysis of the behavior of the energy per atom
versus island volume gives us a proof of the following
theorem:

Theorem 2. If, for some island volume, (AT) <0,
then there exists a stable or a metastable array of islands
of a finite optimum volume.

For a dense array of islands, it is necessary to take
into account the island-island elastic interaction. As was
shown in Sec. IV.F, this interaction can be attractive
only at a very small surface coverage (<1%) and is
otherwise repulsive. The interaction energy per atom in
the islands depends on the island volume as Ejcraction
~C(G)(Q—-0Q")¥*V 12 where the coefficient C(G) de-
pends on the island shape. Therefore, for a given volume
of the island, the optimum shape depends on the total
amount of material in all islands (Q—Q"). Such a de-
pendence manifests itself in experiment (Floro et al,
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FIG. 22. The energy per atom for an array of 3D islands vs the
volume of the islands, E(V). If the amount of material in all
islands is less than one monolayer, islands of small volumes are
two-dimensional. If the amount of material in all islands ex-
ceeds one monolayer, islands of a certain volume cover 100%
of the surface, and islands of smaller volumes cannot exist. In
all graphs, a dashed line plotted in the region of small volumes
implies that the real dependence E(V) is not considered for
such volumes. (a)—(c). An approximation of a dilute array of
noninteracting 3D islands. White bars in the insets correspond
to island volumes (AIl'),,>0. Dark bars correspond to
(AT) op<0: (a) (AT")op>0 for all volumes. The stable state
corresponds to a single huge island formed via Ostwald ripen-
ing; (b) (AT') <0 for some volumes. The stable state corre-
sponds to a single huge island formed via Ostwald ripening. A
metastable state exists, corresponding to an array of finite is-
lands of an optimum volume; (c) (AI'), <0 for some vol-
umes. The stable state corresponds to an array of finite islands.
Ostwald ripening is not favored energetically and will not oc-
cur. (d)—(f) an approximation of an array of interacting 3D
islands; (d) The stable state corresponds to a single huge island
formed via Ostwald ripening; (e) the stable state corresponds
to a single huge island formed via Ostwald ripening. A meta-
stable state exists, corresponding to an array of finite 3D is-
lands of optimum volume; (f) the stable state corresponds to
an array of finite 3D islands of optimum volume. Ostwald rip-
ening is not favored energetically and will not occur.

1998). Thus, for GeSi/Si(001) islands, the shape transi-
tion from a pyramid bounded by {105} facets to a dome
bounded by steeper {113} facets occurs in dense arrays
for a smaller volume of islands than in dilute arrays.
Two factors govern the effect of island-island interac-
tion on the variation of the energy per atom with island
volume E (V). First, this energy is a repulsive one. Sec-
ond, it decreases with island volume. A quantitative
analysis, based on a particular model of island will be
published elsewhere (Shchukin and Bimberg, 1999).
However, qualitatively, the effect of island-island inter-
action can be understood, if one adds to the curves of
Figs. 22(a)—22(c) a positive decreasing function. Then, if
(AT") op>0 for all island volumes, the tendency towards
Ostwald ripening remains unchanged [Fig. 22(d)]. If
(AT') <0 for some volume, then the local minimum in
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Fig. 22(b) is shifted to larger volumes [Fig. 22(e)]. The
same is valid for the absolute minimum of energy in Fig.
22(c), which is shifted to larger volumes [Fig. 22(f)]. This
shift means that the stable [Fig. 22(f)] or a metastable
[Fig. 22(e)] state of the system corresponds not to an
array of 2D islands, but to an array of 3D islands. For a
sufficiently large amount of material assembled in all
islands, the local minimum in Fig. 22(e) or the absolute
minimum in Fig. 22(f) will disappear, and the islands will
undergo ripening.

We note that elastic relaxation due to island edges,
which has not been considered in this subsection, also
contributes to the creation of a local or an absolute
minimum on the curve £(V) and hinders the tendency
towards ripening.

Summing up the discussion of this section, we empha-
size the main effect of the shape-versus-volume depen-
dence for 3D coherently strained islands. The parameter
region where the absolute minimum of the total energy
corresponds to an ordered array of 3D islands is nar-
rower than that obtained in Sec. IV.G. Otherwise, an
ordered array of 3D islands would no longer be a stable
state, but rather a metastable one. It is worth noting that
this metastable state has nothing to do with the self-
limiting kinetics of island growth. This metastable state
is determined by energetic arguments only, i.e., by a lo-
cal minimum in the dependence of the energy per atom
versus island volume. On a rather long time scale, no
difference between the situations of Figs. 22(e) and 22(f)
can be observed in experiment. Such metastable arrays
behave like stable ones, including the reversibility of the
2D-to-3D morphology transition, the control of the is-
land volume by vapor pressure of the group V element,
etc. In this sense, both the above-described metastable
array and a stable array are thermodynamically con-
trolled. Below, in Sec. IV.L we shall focus on key experi-
ments that allow us to distinguish thermodynamically
controlled arrays from kinetically controlled ones.

J. Kinetic theories of ordering

The kinetic approach is a basic one in the theoretical
description of crystal growth. The importance of strain
effects in the kinetics of growth has been recognized for
a number of growth-related phenomena. Thus the step-
flow growth of a material lattice-mismatched to the sub-
strate results in the step’s bunching (Tersoff et al., 1995).
The step-flow growth of an alloy can be unstable either
against vertical modulation of composition due to stress
induced by step bunching (Tersoff, 1996), or against lat-
eral modulation of composition due to stress induced by
“frozen” fluctuation of composition (Ipatova et al.,
1998).

In this connection, it is necessary to distinguish two
types of kinetics. The most common situation (that de-
scribed above) corresponds to the kinetics in an open
crystal growth system where a deposition is present and
where the deposition of atoms proceeds simultaneously
with the evolution of a surface nanostructure. A steady-
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state structure, if one exists, does not correspond to
equilibrium, but is determined by the particular growth
kinetics.

Another type of kinetics is that in a closed system.
This is realized upon growth interruption or annealing,
where the total amount of deposited material is pre-
served provided the evaporation is negligibly small. The
kinetic evolution pathway of the nanostructure leads to-
wards thermodynamic equilibrium.

One should keep in mind the importance of kinetic
effects even in closed systems. First, thermodynamic
equilibrium relies on elementary kinetic processes in a
detailed balance. Secondly, it is possible to emphasize
kinetic effects in the formation of 3D coherently
strained islands by rapid freezing of a certain configura-
tion, e. g., by cooling down or burying the structure un-
derneath a cap layer before it can reach thermodynamic
equilibrium.

All debates on whether the narrow size distribution of
3D islands or the absence of Ostwald ripening have a
thermodynamic or a kinetic origin are relevant only if a
closed system is considered and the system is subject to
annealing or growth interruption, i.e., is allowed to
equilibrate.

Several kinetic models of 3D island formation and of
ordering have been proposed (Chen efal, 1995;
Madhukar et al., 1995; Chen and Washburn, 1996; Bara-
basi, 1997; Dobbs et al., 1997; Jesson et al., 1998). Such
models take into account microscopic processes on the
crystal surface like deposition, diffusion, attachment to
islands, and detachment from islands.

Dobbs et al. (1997) formulated a mean-field theory for
the density of adatoms in 2D and 3D islands, attempting
to explain data from Seifert etal (1996). Three-
dimensional islands, as soon as they nucleate, act as
traps for adatoms and atoms detaching from flat 2D is-
lands. The increase in the density of 3D islands with
increasing deposition of material is steep and saturates
quickly. After this, additional material leads to no fur-
ther increase in island density, but to an increase in the
size of 3D islands. This model might be adequate for the
initial stages of 3D island formation but does not predict
any favored island size or narrow size distribution.

Madhukar et al (1995) and Chen and Washburn
(1996) pointed out the influence of strain fields created
by islands on the motion of adatoms. Inhomogeneous
strain fields in the vicinity of 3D islands act as repulsive
forces, leading to the drift of adatoms away from exist-
ing islands and thus increasing the nucleation rate of
new islands. In addition, smaller islands grow more rap-
idly than larger ones. Thus the above effects tend to
equalize the sizes of the islands. Barabasi (1997) has es-
tablished a one-dimensional model using a Monte Carlo
method including strain relaxation of the lattice at each
step. This model takes into account the above impact of
island-induced strain fields on the motion of adatoms,
and eventually leads to a narrow size distribution for
sufficiently large mismatch (>5%). Increasing deposi-
tion leads mainly to a higher density of islands of the
same size.
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Chen et al. (1995) and Jesson et al. (1998) emphasized
the importance of nucleation of every new atomic layer
in the growth of faceted islands. If an island has a shape
with smooth facets which do not contain any steps or
kinks, a new layer starts to nucleate at the edge between
the island facet and the substrate, i.e., in a highly
strained area. Strain provides a barrier for such nucle-
ation, and the height of the barrier is larger for larger
islands. This leads to self-limited growth and may result
in a narrow size distribution.

All of the above-mentioned kinetic theories imply
that, in a system of 3D coherently strained islands, there
is always a thermodynamic tendency towards Ostwald
ripening but that it does not occur on an experimentally
available time scale due to various kinds of strain-
induced barriers. Such models seem to be relevant to
particular experiments. However, as we shall emphasize
below in Sec. IV.L, there are experimental data on
InAs/GaAs and GalnAs/GaAs islands which cannot be
explained via kinetic concepts. First, these are the data
on the reversible 3D-to-2D phase transition driven by
changes in As pressure for MBE-grown InAs/GaAs is-
lands or by replacing of AsH; by PH; for MOVPE-
grown InGaAs/GaAs islands. Second, these are the data
on the irreversible transition from an ordered array of
3D islands to ripening driven by the increase of As pres-
sure. At the same time, these observations agree well
with the thermodynamic theory of island formation.

K. Experimental techniques

Experimental studies of spontaneous morphological
transformation effects on crystal surfaces using scanning
tunneling microscopy (STM), atomic force microscopy
(AFM), and transmission electron microscopy (TEM)
have attracted a great deal of interest in modern solid-
state physics.!

The primary methods for structural characterization
can be divided into direct imaging methods such as scan-
ning tunneling microscopy, atomic force microscopy
(Guntherodt and Wiesendanger, 1994), and transmission
electron microscopy (Reimer, 1984; Cerva and Op-
polzer, 1990; Ourmazd et al., 1990; Bimberg et al., 1992;
Neumann et al., 1996); and diffraction methods such as
reflective high-energy electron diffraction (RHEED;
Joyce et al., 1984; Larsen and Dobson, 1988) its ellipso-
metric equivalent, reflectance anisotropy spectroscopy
(RAS; Aspnes, 1985; Richter and Zahn, 1996), and x-ray
diffraction (Bartels and Nijman, 1978; Tapfer and Ploog,
1986; Segmuiller et al., 1989; Krost et al., 1996).

IThese studies include those of Goldstein et al., 1985; Glas
et al., 1987; Mo et al., 1989, 1990; Guha et al., 1990; Snyder
et al., 1991; Leonard et al., 1993; Bressler-Hill et al., 1994; 1995;
Moison et al., 1994; Notzel et al., 1994; Cirlin et al., 1995; Gu-
ryanov et al., 1995; Ruvimov et al., 1995; Hausler et al., 1996;
Jeppesen et al., 1996; Kurtenbach et al., 1995; Kobayashi et al.,
1996; Ledentsov, Grundmann, et al., 1996; Ngo et al., 1996;
Notzel, 1996).
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We emphasize that none of these techniques is supe-
rior to the others. In this section we discuss advantages
and disadvantages of each of the techniques.

1. Direct imaging methods

Scanning tunneling microscopy has the advantage of
revealing directly the morphology of a surface on an
atomic level and permitting manipulation of surface at-
oms, e.g., creating lines and figures on the surface. With
respect to the formation of 3D islands (quantum dots, or
QDs) STM has proven to be very successful (see, for
example, Mo et al., 1990). In this method, the tunneling
current and voltage between the surface and the ul-
trasharp metal microscope tip are measured as a func-
tion of the tip position. Atomic force microscopy has, in
principle, atomic resolution. Typically, a lateral resolu-
tion of a few nm and a much finer z resolution of 0.1 nm
is achieved. The actual resolution depends on the spe-
cific size and shape of the tip. Tip effects can modify
slightly the apparent height and to a large extent the
lateral size of the islands. STM and AFM deliver a con-
volution of the island geometry with the tip-surface in-
teraction function. Therefore STM and AFM are suit-
able for determining only heights and positions
(densities) of islands, but not the shape of islands. More-
over, plan-view scanning tunneling techniques usually
cannot distinguish between coherent and dislocated is-
lands, unless dislocations extend to the surface.

One should keep in mind that STM and AFM plan-
view measurements of uncovered islands are not usually
performed at growth temperature. The sample is first
cooled down and then subject to STM or AFM studies.
The surface morphology actually investigated can thus
be completely different from that directly after growth.
For example, the lateral size, facet angle, and density of
3D islands in an InAs/GaAs(001) system have all been
shown to depend on particular growth conditions like
growth temperature (Ledentsov, Grundmann, et al,
1996). At the same time, the disappearance of InAs 3D
islands has been reported due to switching off of the
arsenic flux and deposition of only 0.15 monolayer of
pure indium (for details, see Sec. IV.L.3). These ex-
amples demonstrate that the surface kinetics is suffi-
ciently fast to result in severe modifications of dot size
and density due to changes in growth conditions. In view
of these results, the question arises for any particular
system, whether the surface morphology does or does
not change upon cooling down. To answer this question,
it is important to establish under which conditions the
surface morphology is the same after cooling as it is dur-
ing growth. A straightforward experimental option is to
investigate how the surface morphology measured in
STM or AFM depends on the rate of cooling. It would
be worthwhile to perform such a study for any materials
system. However, to the best of our knowledge, no such
studies have been reported in the literature so far.

Problems connected with the cooling of a sample are
not encountered if STM cross-section experiments are
performed on covered samples (Wu et al., 1997).
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Most of the problems mentioned can be solved by
using transmission electron microscopy and, particularly,
high-resolution electron microscopy (HREM), which
provides information about covered islands. In most
cases islands are covered by the substrate material,
forming inclusions of material 2 (quantum dots) in the
matrix of material 1. The shape and the size of quantum
dots can be obtained with the high accuracy, and this
technique provides reliable information about their co-
herent or incoherent nature (Ruvimov et al., 1995). The
particular importance of TEM is related to the fact that
most applications of quantum dots require covered dots,
and the covered dots are the ones whose shape and size
should be optimized for device applications.

There exist however, certain problems related to
TEM and HREM. These techniques are time consum-
ing, and real shape of the quantum dots is affected by
strain fields. However, the problem of strain contrast in
TEM is at present solved to a major extent.

Ruvimov and Scheerschmidt (1995) have carried out
molecular dynamic modeling to check visualization of
coherently strained nanometer-scale InAs islands (QDs)
embedded in a GaAs matrix. A pyramidal shape of InAs
quantum dot has been used in simulations. It has been
demonstrated that the visualization by using conven-
tional TEM is rather complicated owing to the high
strain level around the island. Being of pyramidal shape,
an InAs island always looks truncated independent of
the usual defocus variation. On the other hand, HREM
contrast of the island is shown to be rather sensitive to
both foil thickness and defoci. Optimum HREM imag-
ing conditions (particular focus and foil thickness, which
is about twice the base length of the dot) are found to be
most favorable for revealing the shape of such objects
owing to the difference in structure factors between In
and Ga atoms.

The results of simulations coincide with the observed
TEM and HREM images. Top-view TEM indicates that
the islands have a square base, principal axes are close
to the two orthogonal (100) directions, and the average
base length is about (12*1) nm. In the cross-section mi-
crographs the QDs always look like truncated pyramids,
due to specific strain contrast. In the cross-section
HREM image, the pure pyramidal shape of the QD is
fully proved. The height of the pyramid is about 6 nm,
the side facets close to {101} (see also Ruvimov et al.,
1995).

The above discussion and comparison of different
techniques allows us to understand the origin of a seem-
ing discrepancy between the results of different groups.
On the one hand, HREM cross-section measurements
carried out independently by Xie et al. (1994) and by
Ruvimov et al. (1995) indicated similar pyramidal shapes
of InAs quantum dots. In both papers, the growth tem-
perature was the same (480°C).

On the other hand, InAs islands on GaAs(001) grown
by MBE at a temperature of 530°C by Leonard et al.
(1994) and measured by AFM revealed the shape of a
planoconvex lens with a height-to-radius ratio 1:2. Moi-
son et al. (1994) performed MBE growth of InAs islands
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at a temperature of 500 °C. Their AFM measurements
revealed both islands bounded by {104} facets and is-
lands bounded by {101} facets. The difference between
these two groups of results may be owing first, to differ-
ent growth temperatures, and, second, to different mea-
surement techniques, if one takes into account that
AFM can overestimate the lateral size of islands due to
the finite size of the tip.

Certainly, one should keep in mind that the over-
growth process can, in some cases, affect the shape, the
size, and the chemical composition of QDs, and mea-
sured QDs can be, in principle, different in shape from
free-standing islands on the surface. Modifications of
QDs, induced by overgrowth, are particularly pro-
nounced at elevated temperatures (530—580°C). These
modifications include the elongation of initially isotropic
islands in the [110] direction, a craterlike suppression in
the middle of the islands, and the intermixing of Ga and
In (Garcia et al., 1997).

To carefully control such modifications induced by
overgrowth, it is especially important to perform struc-
tural characterization for both uncovered and covered
islands. Thus Lian et al. (1998) controlled the morphol-
ogy of an InAs/GaAs(001) system by in situ STM and
AFM measurements before overgrowth and then exam-
ined capped structures ex situ by TEM and scanning
TEM. A comparison of in situ and ex situ results showed
that overgrowth at 530-580°C resulted in partial or
complete evaporation of InAs islands and in the reduc-
tion of island density. Incoherent and large coherent is-
lands were shown to evaporate first. This effect can
eventually narrow the size distribution of QDs and
eliminate incoherent islands, at the expense of the re-
duction of QD density.

If the overgrowth of InAs islands by GaAs is per-
formed at a moderate temperature (e.g., 480°C), but
the islands are only partially capped, the uncovered
parts of the islands start to evaporate and to form a
second wetting layer on a GaAs surface (Ledentsov,
Shchukin, et al., 1996). This will be discussed further in
Sec. V.

However, if the overgrowth of InAs islands is per-
formed at a moderate temperature (480°C), and the
islands are capped completely, no significant island
evaporation occurs (Xie et al., 1994). For overgrowth of
InAs islands, five periods of (Al),5Gag75As)3/(GaAs);s
have been grown, with layers of AlGaAs used in be-
tween as marker layers. Marker layer images on the
cross-sectional TEM micrograph indicate the evolution
of the GaAs overlayer profile. This evolution involves,
first, the preferential growth of GaAs over the wetting
layer, where the lattice parameter is close to that of
GaAs, and, second, the suppression of GaAs growth on
island facets and over the island where, due to partial
strain relaxation, the lattice parameter has an interme-
diate value between GaAs and InAs. The suppression of
overgrowth facilitates potential evaporation of InAs is-
lands at higher temperatures (see Lian et al., 1998), but
has no essential effect on island shape and size at mod-
erate temperatures.
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Summing up this discussion, we emphasize that prob-
lems of strain contrast in conventional TEM can be
overcome if HREM measurements combined with
HREM simulations are used. The problem of possible
transformation of island morphology during overgrowth
can be overcome if islands are completely capped at a
moderate temperature (e.g., 480 °C for InAs islands on
GaAs). Obviously, the temperature of the overgrowth
can be higher for materials systems with greater thermal
stability, e.g., for SiGe/Si.

In comparing the advantages and disadvantages of dif-
ferent characterization techniques, many studies indi-
cate the complementary nature of TEM, on the one
hand, and STM and AFM, on the other hand. Thus Ka-
mins ef al. (1997) emphasizes that AFM provides statis-
tically significant data and accurate height information,
but does not provide an unambiguous value for island
diameter because of the finite size and shape of the
AFM tip. Cross-sectional TEM provides more detailed
information about the island diameter and shape, but
samples fewer islands. Complementary TEM and AFM
data on the same sample allow the apparent enlarge-
ment of the island diameter by AFM to be quantified, so
that AFM can provide statistical confirmation of the
trends observed by TEM.

In general, most of conclusions which follow from
STM and AFM results agree with the data available
from TEM studies (see, for example, Ledentsov, Grund-
mann, et al., 1996). By combining the results of all these
techniques, one can build a picture of the main effects in
lattice-mismatched epitaxy.

2. Diffraction methods

Reflection high-energy electron diffraction (RHEED)
is a highly surface-sensitive ultrahigh-vacuum technique
used to monitor growth in MBE systems. Upon transfor-
mation of an initially two-dimensional ordered surface
with monolayer high islands into a corrugated structure,
the RHEED pattern changes from streaky to spotty
(see, for example, Nabetani et al., 1994; Guryanov et al.,
1996). RHEED is thus a very valuable tool for in situ
monitoring of the formation of 3D islands.

Reflectance anisotropy spectroscopy (RAS) allows
one to monitor the asymmetry of the dielectric proper-
ties of the surface. Surface reconstruction (Kamiya et al.,
1992) and oscillations due to monolayer growth (Rein-
hardt et al., 1993) can be identified. Formation of larger
objects can be found by means of scattered (stray) light
intensity (Olson and Kibbler, 1986).

X-ray diffraction techniques are useful for structural
investigation after growth. Results for single-sheet ar-
rays of quantum dots (Krost et al., 1996) and multisheet
arrays (Darhuber, Holy ef al., 1997; Darhuber, Schitten-
helm et al., 1997) have been reported for InAs/GaAs
and Ge/Si systems. The diffraction signal due to dots is
rather weak, since the dots are much larger (~10nm)
than the probing wavelength (~0.1 nm). X-ray diffrac-
tion has been shown to be a powerful tool for measuring
the alloy composition of InGaAs in the wetting layer
(Krost et al., 1996). The observed interference pattern is
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caused by the phase shift between the diffracted waves
from the upper GaAs cap layer and the lower GaAs
substrate, the phase shift depending on the strain-
thickness product, which allows one to determine the In
composition in an InGaAs wetting layer.

3. Optical methods

For quantum dots based on direct band-gap semicon-
ductors, e.g., InAs QDs in a GaAs matrix, photolumi-
nescence spectroscopy is an additional powerful tool for
characterization of QDs. First, the position of the pho-
toluminescence line contains information about the size
of the QDs and about the depth of the confinement po-
tential. The increase in QD size and in the depth of the
confinement potential results in a redshift of the photo-
luminescence line. The broadening of the spectrum is
related to the width of the QD size distribution. Second,
the loss of coherence and the onset of misfit dislocations
create a high concentration of centers of nonradiative
recombination and reduce significantly the integral in-
tensity of the photoluminescence spectrum.

In the following, we discuss MBE and MOVPE
growth of 3D islands in the InAs/GaAs and InGaAs/
GaAs materials systems, experimental characterization
of the obtained structures, and their relation to theoret-
ical models.

L. Experimental studies of 3D islands
in lattice-mismatched heteroepitaxial systems

The first experimental evidence of the formation of
3D coherently strained islands was obtained by TEM
and was reported by Goldstein et al. (1985) for an InAs/
GaAs system. Eaglesham and Cerullo (1990) and Mo
etal.  (1990) observed coherent islands  of
Ge;_,Si, /Si(001) and Ge/Si(001) by STM. The shape of
the Ge/Si(001) islands was revealed with atomic accu-
racy by the STM measurements of Mo et al. (1990).

The explosion of interest in the formation of 3D co-
herently strained islands is related to the discovery of
the narrow size distribution of InGaAs islands on
GaAs(001) (Leonard et al., 1993), and of InAs islands
on GaAs(001) (Ledentsov, Grundmann, et al., 1994; Le-
onard et al., 1994; Moison et al., 1994) and to the appar-
ent absence of Ostwald ripening. Later, similar proper-
ties of 3D islands, namely, a narrow size distribution and
the absence of ripening have been observed for a large
variety of heteroepitaxial systems, e.g., for InAs/
InP(001) (Ponchet etal, 1995), for AllnAs/
GaAlAs(001) (Leon etal, 1995), for GeSi/Si(001)
(Apetz et al., 1995; Chen et al., 1995; Schittenhelm et al.,
1995; Jesson et al., 1996), for CdSe/ZnSe(001) (Xin et al.,
1996), for InAs/InAlAs(001) and InAs/InGaAs(001)
(Ustinov et al., 1998), and for InAs/Si(001) (Cirlin et al.,
1998).

As has been discussed above, the nature, thermody-
namic or kinetic, of arrays of 3D islands (quantum dots)
is a highly debated issue. In this section we formulate
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criteria that allow us to test, for any particular system,
whether an observed array is an equilibrium one or a
kinetic-controlled one. To resolve this question, it is im-
portant to verify experimentally whether the following
equilibrium properties are present in a given system.

(1) Upon growth interruption or upon annealing, the
system evolves towards equilibrium. When the equi-
librium is reached, no further changes occur.

(2) The equilibrium state of the system depends only on
thermodynamic parameters, and not on prehistory.
For the heteroepitaxial systems in question, these
are the amount of deposited material and the tem-
perature. For III-V and II-VI compound semicon-
ductors, a third thermodynamic parameter, the va-
por pressure of anions, can affect the morphology of
the system. Growth interruption is provided by
switching off the supply of cations while a given va-
por pressure of the anions (e.g., arsenic) is main-
tained.

(3) For a system in equilibrium, it is possible, by varying
the thermodynamic parameters of the system, to
cause reversible changes in the morphology.

These will be the main features in our discussion of
experimental data on quantum dot arrays. Despite the
large amount of experimental work on the formation of
QDs in various semiconductor systems, there are only a
few papers that focus on whether dots are equilibrium or
kinetic controlled. In our discussion, we shall pay special
attention to these experimental data.

1. Effect of growth interruption on the morphology
of InAs/GaAs systems

Studies of the behavior of an InAs/GaAs heteroepi-
taxial system upon growth interruption have been car-
ried out by Ledentsov, Grundmann, et al. (1996). The
system was grown by molecular beam epitaxy, then
growth interruption was introduced, and the system was
overgrown by GaAs afterwards. The capped structure
was studied by transmission electron microscopy (TEM)
and by photoluminescence spectroscopy. A series of ex-
periments was carried out, at the same growth tempera-
ture 480 °C, with different amounts of deposited mate-
rial and with different times of growth interruption.

These studies revealed the following. When the aver-
age critical thickness of InAs deposition was reached
[1.6—1.7 monolayers (ML)], a morphological transition
to three-dimensional InAs islands occurred. Since the
process of dot formation was very fast at this stage,
freezing it for STM and AFM studies would have been
impractical. Therefore TEM investigation of immedi-
ately covered dots was the only reliable method for dot
characterization.

TEM and photoluminescence studies of dots formed
after 2 ML deposition of InAs demonstrated that the
dots were small, did not show well-resolved crystalline
shape, and exhibited a wide spread in sizes.

If 4 ML of InAs were deposited, a dense array of
well-developed dots was formed. In plan-view the base
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of the dots had a square shape, the sides being parallel
to the [100] and [010] directions. The average lateral
side of the dots was ~140 A.

The introducing of growth interruption resulted in
dramatic changes in the heterophase morphology with
respect to as-grown samples. If 3 ML of InAs were de-
posited, and a 10-s the growth interruption is intro-
duced, the dots reached the same lateral size ~140 A. If
2.5 ML of InAs were deposited, and a growth interrup-
tion of 40 s was introduced, the dots reached the same
lateral size ~140 A. If only 2 ML of InAs were depos-
ited, the use of a very long (100-s) growth interruption
forced initially small dots to reach the same lateral size.
When the dots reached this lateral size, further growth
interruption did not produce any changes in the shape,
the size, or the density of dots.

The above cited data support the conclusion that the
size of InAs dots ~140 A is the equilibrium size which
can be attained by growth interruption. However, one
should keep in mind that the allowed time for growth
interruption has a natural upper limit. For growth tem-
peratures ~480°C, an interruption much longer than
100 s can lead to evaporation of In, to alloying of quan-
tum dots or of the wetting layer with the substrate, or to
migration of intrinsic defects from the substrate to the
surface. Any of these processes makes both the energet-
ics and the kinetics in the system much more complex.

The conventional consideration of the energetics of a
QD array, or of the kinetics of dot formation, is based
on the assumption that there is no evaporation of depos-
ited material or intermixing with the substrate and that
the properties of the substrate, e.g., its lattice parameter,
do not change. If any of these assumptions is no longer
valid, growth interruption does not give an answer on
the nature of the dot array.

2. Reversible 3D-to-2D transitions in heteroepitaxial systems

For III-V compound semiconductors, the vapor pres-
sure of group V elements is the control parameter that
can affect the morphology of the heteroepitaxial system.
The dependence of the morphology of an InAs/GaAs
heteroepitaxial system on the arsenic pressure has been
studied in detail by Ledentsov, Grundmann et al. (1996).
Growth of InAs by molecular beam epitaxy at tempera-
ture 7=480°C and standard MBE arsenic pressure
(PY%,~2.0X10"° Torr) results in an array of dots of high
density (5x10'°cm™2). The dot array is stable, and is-
lands do not undergo Ostwald ripening upon growth in-
terruption.

The growth at arsenic pressure 1/6PY does not lead
to formation of 3D islands, and only two-dimensional
InAs islands (~1000 A) appear (Fig. 23). These growth
conditions are close to ‘virtual surfactant epitaxy”
(Tourni€ et al., 1994), and the corresponding reflection
high-energy electron diffraction (RHEED) pattern is
streaky, indicating a planar surface morphology. The
photoluminescence peak shifts towards higher energies
than in the case of 3D dots. The broadening of the pho-
toluminescence peak corresponds to a highly nonuni-
form corrugated 2D layer of InAs.



1156 V. A. Shchukin and D. Bimberg: Spontaneous ordering of nanostructures

T T T T T T T T T
8K |

x 10
L ]

v

4ML InAs 480 °C |
514.5 nom 500 W cm—2

x 0.1

1/6Py, | |
B e —

Luminescence intensity, arb. units

1 1 1 1 e
10 1.1 12 13 14 15
Photon energy, eV

||
100 nm

FIG. 23. Effect of As pressure on InAs/GaAs quantum dot
arrays. Plan-view TEM and photoluminescence spectra for five
values of arsenic pressure are given, P% ,=2x10"° Torr. The
dense array of 3D coherent dots existing for P=P° undergoes
a reversible transition to a planar morphology with lowering of
pressure to P= %Pgs. An increase of pressure results in Ost-
wald ripening, formation of dislocated clusters at P=3PY_,
and complete disappearance of coherent dots at P=5P .

The same state of the system can be obtained in quite
a different way. If 3D islands are formed at the standard
arsenic pressure PY , the As flux is interrupted, and 0.15
ML of In is deposited, then 3D islands disappear, and
the RHEED pattern converts from spotty to streaky
within a few seconds. The similarity of the final mor-
phology in the two above-mentioned cases indicates the
reversibility of the phase transition between the corru-
gated 2D layer of InAs and an array of 3D coherently
strained islands of InAs.

A similar reversible 3D-to-2D transition was observed
independently by Ozasa et al. (1997) for GalnAs quan-
tum dots grown by chemical beam epitaxy. The experi-
ments were carried out on GaAs(001) substrates using
triethylgallium (TEGa), trimethylindium (TMIn), and
AsHj as sources. Quantum dots were grown at a tem-
perature of 480°C, and the indium fraction in GalnAs
was 0.50. The onset of 3D island formation was detected
in situ by the change in the RHEED pattern, from
streaky to spotty. The density, height, and diameter of
the QDs were 7x10' cm™2, approximately 13 nm, and
24=3 nm, respectively. These values were obtained by
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atomic force microscopy (AFM) observations and by
high-resolution scanning electron microscopy observa-
tions.

After stopping the supply of TEGa and TMIn, Ozasa
et al. switched off the AsHj flux, and switched on the
PH; flux. The spotty RHEED pattern was gradually
changed into a streaky pattern. The change indicates
that the 3D dot structure became a flatter layer of
InGaAsP through the replacement of arsenic in the dots
by phosphorus. This transition can be attributed to a
smaller lattice mismatch in the InGaAsP/GaAs system
than in the InGaAs/GaAs system. The RHEED pattern
obtained 12 s after switching from AsH; to PHj still re-
vealed spots, but a shift of the spots was observed. The
shift was explained by the partial replacement of As by
P in the dots, so that the composition of the dots was
Ing 5,Gag 43As063P032- The shifted spots became thinner
after 12 s and finally fused into streaks. The shift of
spots/streaks stopped at around 30 s, but the diffusion of
the spots into streaks continued with a slower speed
thereafter. The observed RHEED change revealed that
the dot structure became a flatter surface upon exposure
to phosphorus via two steps: first, some arsenic in the
dots was replaced by phosphorus with preservation of
dot shapes. Then the dot started to flatten with further
arsenic/phosphorus replacement. The RHEED pattern
obtained at 85 s after switching from AsH; to PH; was
similar to that of the InGaAs layer observed before
the onset of dot formation. The resultant two-dimen-
sional layer had an estimated composition of
Ing 5,Gag 48A80.23P0.77-

When the AsH; beam was reapplied instead of PH3, a
reverse transition from the InGaAsP flat surface to
InGaAs dot structure occurred. The RHEED pattern at
120 s was identical to that obtained for the initial 3D dot
formation with the InGaAs deposition. Photolumines-
cence studies of the capped reproduced dots, on the one
hand, and of capped as-grown dots, on the other hand,
indicated a minor difference in peak positions which can
be attributed to some residual phosphorus in the dots.

The reversible 3D-to-2D transition is driven by a re-
duction in the lattice mismatch upon replacement of ar-
senic by phosphorus, in agreement with the equilibrium
phase diagram of Fig. 20. These data indicate that the
morphology of the heteroepitaxial system is determined
by the vapor pressure of arsenic and phosphorus. The
reversibility of such a transition clearly indicates the
equilibrium nature of the quantum dot arrays in ques-
tion.

3. Transition from an ordered array of InAs quantum dots
to Ostwald ripening

An increase in arsenic pressure affects the morphol-
ogy of an InAs/GaAs system in a different way. The
effect of arsenic pressure on MBE-grown InAs quantum
dots has been studied in detail by Ledentsov, Grund-
mann, et al. (1996). As mentioned above, in Sec. [IVL2,
the growth of InAs at temperature 7=480°C and stan-
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dard MBE arsenic pressure (P%,~2.0X10"° Torr) re-
sults in an array of dots of high density (5x 10! cm™?).
No qualitative changes in the morphology occur if ar-
senic pressure is changed by ~50% around P%S. An
increase in As pressure by a factor of 3 (3PY,) results in
a dramatic change in the morphology. The size of dots
reduces, and a high density of large (~500—-1000 A) dis-
located InAs clusters appears, as shown in Fig. 23 (see
also Madhukar et al., 1994). Further increase in arsenic
pressure (5P%,) suppresses the formation of small dots
nearly completely, and only dislocated InAs clusters can
be resolved on the InAs wetting layer. Photolumines-
cence emission is dominated by the wetting layer peak at
low temperatures, and no emission from the dots can be
resolved at 300 K. The integral intensity of the photolu-
minescence strongly degrades in agreement with the for-
mation of large dislocated clusters.

We emphasize here that the kinetics of surface migra-
tion is very fast in the above experiments. At the arsenic
pressure PY, 3D coherent islands of InAs have a base
length of 140 A and a typical separation of 250-350 A.
At high As pressure, dislocated clusters of InAs are
separated by 0.2—1 um. This means that the migration
kinetics is sufficient to rearrange InAs and to deliver
material over a distance of about 0.2—1 wm. Such fast
kinetics confirms that the array of 3D coherent InAs
islands of approximately the same size is formed not due
to “frozen” kinetics, but due to the fact that this array
corresponds to thermodynamic equilibrium.

The change in the morphology of InAs/GaAs systems
with an increase in arsenic pressure can be explained by
considering the surface energies. The stoichiometry of
(001) surfaces of III-V semiconductors that are in equi-
librium with the vapor is known to depend on the pres-
sure of the group-V element in the vapor. Thus a change
in As pressure leads to a change in the surface energy of
the GaAs(001) surface and even to a change in the sur-
face reconstruction (Qian et al., 1988; Moll et al., 1996).
The wetting layer of InAs on a GaAs(001) surface may
be considered as a complex surface of a semiconductor,
which is expected to exhibit similar behavior with ar-
senic pressure. An increase in the arsenic pressure re-
sults in a decrease in the surface energy of GaAs(001)
(Qian et al., 1988; Moll et al., 1996) and of InAs(001)
(Pehlke et al., 1997). It is natural to assume that the
same tendency will be present in the InAs wetting layer
on GaAs(00I). A decrease in the surface energy of the
(001) surface results in an increase in the control param-
eter « in Eq. (4.16) and favors the transition from the
ordering regime to the ripening regime. This is likely to
be the case when the arsenic pressure increases from
PY, to 3PY,.

The effect of arsenic pressure on the formation of
InAs quantum dots is even more pronounced for QDs
grown by metalorganic vapor phase epitaxy (MOVPE).
A comparison of QD growth by MOVPE and by mo-
lecular beam epitaxy is valuable, among other reasons,
because it allows one to extract and to distinguish the
effects of both energetics and kinetics on the formation
of quantum dots.
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A ‘“‘standard” MOVPE procedure for growing ars-
enids of group-III elements requires the AsHj flux to be
switched on during the whole epitaxy process, i.e., dur-
ing the growth and the growth interruptions. This “‘stan-
dard” procedure is mandatory to guarantee group-V sta-
bilization of the crystal surface at elevated temperatures
and to prevent formation of group-IIl droplets. How-
ever, the absence of AsHj for just a few seconds is not
critical. Heinrichsdorff et al. (1998) found quite the op-
posite: for the growth of InAs/GaAs quantum dots the
presence of AsH; degrades the structure quality.

A set of experiments was carried out in which after
the deposition of 1.65 ML of InAs, growth was inter-
rupted during tggr;=14s. For the same tgri=14s, the
flux of AsH; was switched off during the first time inter-
val 2, and switched on during the rest tgri— 3y If
AsHj; was switched off for 12 s, a high-quality array of
QDs was formed. If the AsHj3 was switched off for only
3 seconds, the photoluminescence peak decreased by a
factor of ~2. The presence of AsH; (P=0.7 mbar) dur-
ing the entire period of growth interruption reduced the
QD luminescence intensity by more than two orders of
magnitude. Dislocated clusters with low areal density
were formed which gave rise to macroscopic surface
roughness. In short, AsH; pressure during growth inter-
ruption is the key parameter for the growth of defect-
free InAs QDs in MOVPE for two reasons:

(i) The QD nucleation seems to be hindered by AsHj;.
Fewer and larger objects are formed in the presence of
ASH3.

(ii) Even after nucleation, an exposure to AsHj leads
to a redistribution of material and to the formation of
larger dots and dislocated clusters.

The simplest possible explanation for the preferred
cluster formation under the pressure of AsHj is based
on the fact that typical MOVPE growth conditions can
be regarded as As-rich compared to the MBE case. For
As-rich conditions in molecular beam epitaxy, the QD
density reduces, and dislocated clusters are formed (see
above).

A major difference between MOVPE and MBE
growth is associated with the reactants used for the epi-
taxy. Particularly, an atomic hydrogen stemming from
AsHj; decomposition in MOVPE is expected to affect
both the energetics and kinetics of QD formation, since
hydrogen radicals are known to interact with the surface
by breaking of bonds due to high reactivity and to get
incorporated into the bulk crystal (Li and Jagadish,
1996). Nevertheless, it is clear that switching off the
AsHj flux during growth interruption makes the QD
nucleation and development more “MBE-like,” since it
reduces both the As and the H pressure.

The effect of AsHj; pressure during the growth of QDs
is similar to the effect of AsHj pressure during growth
interruption. High AsHj pressure results in a redshift of
the photoluminescence spectrum and in an overall de-
crease in the integral photoluminescence intensity. This
corresponds to an increase in the QD size, broadening
of the QD size distribution, and the onset of misfit dis-
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locations, thus indicating that an increase in the AsHj
pressure promotes Ostwald ripening.

Thus the effect of arsenic pressure on the formation of
InAs quantum dots on a GaAs(001) substrate is similar
for both MBE and MOVPE growth. Low arsenic pres-
sure results in the formation of a dense array of QDs,
whereas high arsenic pressure leads to Ostwald ripening
and formation of dislocated clusters. These results indi-
cate that the morphology of an InAs/GaAs system de-
pends rather on energetics than on kinetics, the latter
being quite different for MBE and MOVPE growth.

4. Other materials systems

Among other materials systems, Ge and SiGe islands
on Si(001) are particularly interesting given the promi-
nence of Si technology for electronic device applica-
tions. Formation of Ge and SiGe islands upon deposi-
tion on Si(001) was the subject of a number of works
(e.g., Eaglesham and Cerullo, 1990; Mo et al., 1990;
Chen et al., 1995; Schittenhelm et al., 1995; Kamins ef al.,
1997). However, only in a few works was an attempt
made to distinguish equilibrium arrays of islands from
kinetic-controlled ones.

Chen et al. (1995) deposited SiysGeys on a Si(001)
substrate at the low temperature of 400°C. Post-
deposition annealing at 590 °C for six minutes resulted
in an array of islands bounded by {105}-facet planes and
showing a narrow size distribution.

When the sample was annealed at a much higher tem-
perature (=650 °C) for 10 minutes, a much broader dis-
tribution of island size was observed. This indicates that
islands were undergoing Ostwald ripening. Based on
these observations, Chen et al. (1995) concluded that
formation of an array of islands with a narrow size dis-
tribution at 590°C is a kinetic effect, rather than one
due to the thermodynamics of the 3D island system. A
kinetic model of self-limited growth was proposed by
Chen et al. (1995) in which the evolution of the island
towards Ostwald ripening was stopped due to strain-
induced barriers associated with the nucleation of every
new facet layer. Since it is easier to overcome such bar-
riers at a higher temperature, the average island size
increases with temperature, and Ostwald ripening will
occur only at sufficiently high temperatures.

In principle, these observations agree with the model
of self-limiting growth kinetics. However, this does not
give an unambiguous proof of the kinetic nature of the
array of 3D islands. The equilibrium state of a het-
eroepitaxial system depends on temperature, via the en-
tropy contribution to the free energy. This entropy con-
tribution should account for a finite concentration of
adatoms, as well as for fluctuations in island shape, size,
and relative arrangement. The entropy for an array of
3D islands has not been considered in the literature so
far, but plainly it is not possible to distinguish equilib-
rium arrays of islands from kinetic-controlled ones if is-
lands are formed at one temperature and further anneal-
ing is performed at another temperature. To obtain an
unambiguous answer, one must ensure that the islands
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are formed and further annealing (or growth interrup-
tion) is carried out under identical conditions, particu-
larly, at the same temperature.

Such a careful study has been carried out by Kamins
et al. (1997) for Ge islands on Si grown by chemical va-
por deposition. Six monolayers of Ge deposited at ap-
proximately 580 °C produced a narrow size distribution
of Ge islands. The layers were annealed for times up to
20 min without cooling or exposing the wafers to air
between deposition and annealing. The distribution of
islands became less uniform as the annealing continued,
indicating some transfer of Ge from small to large is-
lands (Ostwald ripening). This also indicates that the ar-
ray of Ge islands, with its narrow size distribution, is a
kinetic-controlled array rather than an equilibrium one.

Recent results of Kamins er al. (1998) have revealed a
reversible transition between two shapes of Ge islands
on Si(001), a square-base pyramid bounded by {105} fac-
ets, and an octagonal-base ‘“dome.”” Ge islands are pyra-
mids when they are small and transform to domes when
they exceed a certain critical volume. Annealing at
650 °C results in some alloying of Ge islands with the Si
substrate, the lattice mismatch reduces, and the island
shape can change from a dome back to a pyramid, even
though the island size increases substantially. However,
this result does not mean real reversibility, since the
overall morphology of the heteroepitaxial system, in-
cluding island size, density, and chemical composition, is
not restored.

The stability of CdSe 3D islands on ZnSe(001) sub-
strates was examined by Xin et al. (1996). The dots were
grown by molecular beam epitaxy at a temperature of
350 °C, then taken out of the growth chamber, cooled to
room temperature, and exposed to the atmosphere.
Atomic force microscopy measurements of the same
sample area were repeated at 48-h intervals. This re-
vealed that the uncapped CdSe dots changed in two
ways: their total density decreased and their size distri-
bution broadened, the effect being visible in six days.
These observations were interpreted as Ostwald ripen-
ing at room temperature. However, one should keep in
mind that the formation of these dots, on the one hand,
and their further evolution towards Ostwald ripening,
on the other hand, occurred in different vapor environ-
ments. Thus this experiment does not give a decisive
answer as to whether there is a tendency towards ripen-
ing when dots are being formed.

Other systems, in which the formation of 3D coher-
ently strained islands (quantum dots) has been ob-
served, include GaSb islands on GaAs(001) (Hatami
et al., 1995); GaN islands on Al,_,Ga,N (Tanaka e al.,
1996), and InAs islands on Si(001) (Cirlin et al., 1998).
However, no special experiments aimed at distinguish-
ing equilibrium and kinetic control have been performed
so far for these systems.

5. Discussion

Many of the experimental observations of three-
dimensional InAs/GaAs(001) or InGaAs/GaAs(001) is-
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lands have produced results that support the equilibrium
nature of ordering. These results include the following:
(i) the evolution of dot size up to the equilibrium value
upon growth interruption for MBE-grown InAs quan-
tum dots; (ii) a reversible phase transition in an InAs/
GaAs system from 3D to 2D morphology, driven by a
reduction in As pressure; (iii) a reversible phase transi-
tion from 3D to 2D morphology in a GalnAs(P)/GaAs
system driven by switching off/on of AsH; and switching
on/off of PHj; (iv) an irreversible phase transition from
coherently strained islands to dislocated clusters, i.e., the
“switching on” of Ostwald ripening driven by the in-
crease in As pressure; (v) formation of coherent InAs
quantum dots by metalorganic vapor phase epitaxy
(MOVPE), which is possible only in MBE-like condi-
tions, at very low AsHj pressure; (vi) the general ten-
dency towards Ostwald ripening with an increase in ar-
senic pressure in both MBE and MOVPE; (vii) the
preferred alignment of nearest neighboring dots along
elastically soft directions (100).

To sum up the discussion of this section, we formulate
experimental options that would allow us to distinguish
equilibrium arrays of quantum dots from kinetic-
controlled ones.

(1) The behavior of a system upon growth interruption
or annealing is a key indicator of the equilibrium or
kinetic nature of a QD array. To give adequate in-
formation about the nature of a QD array, growth
interruption or annealing must be carried out under
the same conditions as when the dots are formed,
i.e., at the same temperature, at the same group-V
element vapor pressure (for II1I-V systems), without
exposure to the atmosphere. If the array of QDs
does not change upon growth interruption or an-
nealing, this indicates the equilibrium nature of the
array. However, there is a natural limit on the dura-
tion of growth interruption or annealing: it should
not be so long as to permit evaporation of the de-
posited material or alloying of the deposit and the
substrate.

(2) For III-V materials systems, upon growth interrup-
tion, one can control the morphology of the QD ar-
ray by varying the vapor pressure of group-V ele-
ments (e.g., arsenic). A change in the vapor pressure
may result in a change in the density, shape, or size
of the QDs, and even in a 3D-to-2D morphological
transition. If a QD array is an equilibrium one, such
changes should be reversible as long as dislocated
clusters do not appear.

(3) For equilibrium arrays of QDs, the change in the
morphology with temperature should be reversible
as well. To check whether such changes are revers-
ible, the following experiment could be carried out.
Let four growth runs be performed for the same
heteroepitaxial system. (i) The system of QDs is
grown at temperature 7, annealed at temperature
T, then capped and measured by transmission elec-
tron microscopy (TEM). (ii) The system of QDs is
grown at temperature 7,> T, annealed at tempera-
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ture T,, then capped and measured by TEM. (iii)
The system of QDs is grown at temperature 7'y, an-
nealed at temperature 7', heated up to temperature
T,, annealed at temperature 7,, capped and mea-
sured by TEM. (iv) The system of QDs is grown at
temperature 7,, annealed at temperature 75,
cooled to temperature 7, annealed at temperature
T, capped and measured by TEM.

The difference in morphology between systems (i)
and (ii) will indicate some temperature dependence. The
crucial difference between equilibrium and kinetic-
controlled arrays of QDs is as follows. The morphology
of the equilibrium array depends only on the current
temperature and does not depend on the prehistory of
the system. The morphology of a kinetic-controlled ar-
ray is determined by the highest temperature in its pre-
history. In this connection, the morphology should be
the same in cases (ii) and (iii) for both equilibrium and
kinetic-controlled arrays. However, the measurements
of system (iv) will resolve the question of the nature of
the QD array. For equilibrium arrays, system (iv) should
have the same shape, size, and density of QDs as system
(i). For kinetic-controlled arrays, the shape, size, and
density of QDs in system (iv) should be the same as in
systems (ii) and (iii).

It should be noted that in the present review we have
focused on the calculation of the total energy. Therefore
the equilibrium morphology of the system revealed
above refers, strictly speaking, only to temperature T
=0. At finite temperatures, one should take into account
the entropy contribution to the free energy. As is known
for stepped vicinal surfaces (see, for example, the paper
by Jo0s ef al., 1991) the entropy term prevents the “col-
lision” of steps and results in effective repulsion be-
tween steps. One would expect that, for an array of is-
lands, the entropy term would also lead to an effective
repulsion between islands. The role of the entropy term
for the equilibrium morphology of an array of 3D is-
lands is not yet known. Our discussion on the possible
dependence of the QD array on temperature is based
only on the general thermodynamic concept that the
equilibrium state of a system should depend on thermo-
dynamic parameters only, and not on prehistory.

To conclude the present section, we have described
the debate setting thermodynamic theories against ki-
netic theories of the formation of arrays of 3D coher-
ently strained islands (quantum dots). We have pre-
sented the thermodynamic theory in detail and
demonstrated that, in a certain region of materials pa-
rameters, the equilibrium state of a heteroepitaxial sys-
tem is an ordered array of equal-shape and equal-size
islands, where Ostwald ripening is not favored energeti-
cally. Experimental data on InAs/GaAs quantum dots
show that the formation of arrays of QDs in this system
is governed rather by thermodynamics than by kinetics.
We have proposed key experiments which would allow
us for any given materials system, to distinguish between
an equilibrium and a kinetic-controlled array of QDs.
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V. MULTISHEET ARRAYS
OF THREE-DIMENSIONAL ISLANDS

Multisheet arrays of islands are distinct from other
types of nanostructures for the two following reasons:

First, formation of multisheet arrays of 3D or 2D is-
lands is a process governed by both equilibrium ordering
and kinetic-controlled ordering. If the deposition of the
first sheet of islands of material 2 on the substrate ma-
terial 1 is followed by growth interruption, or if the
growth rate is sufficiently low, islands of equilibrium
structure are formed. If then the islands are capped by
material 1, and a second cycle of material 2 is deposited,
a new growth mode occurs. For typical growth tempera-
tures and growth rates, the structure of the buried is-
lands of the first sheet does not change during the depo-
sition of the second sheet. The second sheet of islands
grows in the strain field created by the buried islands of
the first sheet. And the structure of the second sheet of
islands reaches equilibrium under the constraint of the
fixed structure of buried islands of the first sheet.

Secondly, varying of the separation between succes-
sive sheets makes possible additional tuning (as com-
pared to single-sheet arrays) of the geometrical and
electronic characteristics of nanostructures.

A remarkable feature of multisheet arrays of 3D is-
lands is that the buried islands in successive sheets are
spatially correlated. The surface islands grow above bur-
ied islands. This type of vertical correlation has been
observed in InAs/GaAs(001), InGaAs/GaAs(001), and
Ge/Si(001) heteroepitaxial systems by Goldstein ef al.
(1985), Kuan and Iyer (1991), Yao et al. (1991), Xie et al.
(1994, 1995), Ledentsov, Bohrer, et al. (1996), Le-
dentsov, Grundmann, etal (1996), Ledentsov,
Shchukin, et al. (1996), Tersoff et al. (1996), and Hein-
richsdorff et al. (1997).

To explain this type of vertical correlation, one has to
calculate the strain field created by buried islands. This
can be done by using the continuum elasticity theory. If
one approximates buried islands by elastic point defects
and considers the elastically isotropic medium, the re-
sults of Maradudin and Wallis (1980) apply to the prob-
lem. This yields the hydrostatic part of the surface strain
created by an island buried at a depth z(, and lateral
position x,=y,=0 as

C

2
320

1_
x2+y2+z%

g;(x,y,0)=

(5.1)

The “strength” of the point defect C is proportional to
the island volume and to the lattice mismatch between
the island material and the matrix. If the island material
has a larger lattice parameter than the matrix (which is
the case for InAs/GaAs and Ge/Si systems), then the
coefficient C in Eq. (5.1) is positive.

The modulated strain field on the surface leads to
modulation of the chemical potential of surface adatoms
(Srolovitz, 1989), which in turn results in a migration of
adatoms on the surface governed by diffusion and drift
(Mullins, 1957; sometimes the term “‘directional migra-
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tion” is used for the drift of adatoms). This drift is a
driving force of kinetic self-organization in this complex
growth mode. The same kinetic mechanism is respon-
sible for the instability of epitaxial growth in a homoge-
neous alloy (Malyshkin and Shchukin, 1993; Guyer and
Voorhees, 1995, 1996; Ipatova et al, 1997, 1998) and
may result in structure with modulated composition.

Since for InAs islands in a GaAs matrix, the coeffi-
cient C in Eq. (5.1) is positive, the position above the
buried island, i.e., at x=y =0, corresponds to the maxi-
mum of the tensile strain ¢;;. The migration of In atoms
on the surface of GaAs, in the strain field due to a bur-
ied island of InAs, was considered by Xie et al. (1994,
1995). It was argued that In atoms with a larger radius
than Ga atoms are attracted to surface regions with the
maximum tensile strain e;;, i.e., to positions directly
above buried islands.

Tersoff et al. (1996) pointed out that nucleation of is-
lands of the second sheet occurs preferentially above
buried islands, thus explaining vertical stacking in a Ge/
Si(001) system. Experimental data and theoretical mod-
eling by Tersoff et al. (1996) show that the lateral order-
ing in subsequent sheets of islands is better pronounced
than in the first sheet.

Multisheet arrays of 3D coherently strained islands
(quantum dots) form a new class of spontaneously
formed nanostructures where the ordering occurs both in
the lateral plane and in the vertical direction.

However, as concerns the application of QDs, verti-
cally stacked islands do not provide any significant im-
provement over a single-sheet array. The reason is that
vertically stacked islands are essentially separated, i.e.,
the 3D islands of the first sheet are completely covered
by a cap layer, and the deposition of the second sheet of
islands starts only afterwards. In this case both electron
and hole wave functions are localized inside each quan-
tum dot. Therefore the regularity of the above arrange-
ment does not affect the basic electronic properties of
the structures. In order to realize advantages from ver-
tically correlated arrays of quantum dots, electronically
coupled quantum dots were fabricated (Heinrichsdorff
et al., 1996; Ledentsov, Shchukin, et al., 1996; Solomon
et al., 1996).

Ledentsov, Shchukin, ef al. (1996) performed a multi-
cycle InAs-GaAs growth experiment in which the depo-
sition of 5.5 A of InAs was alternated with deposition of
15 A of GaAs. The deposition of the first sheet of InAs
resulted in the formation of InAs pyramids over the wet-
ting layer of InAs. Since the characteristic height of
InAs pyramids is ~60 A, the cap layer of GaAs covered
the pyramids only partially, and then the next layer of
InAs was deposited.

In Fig. 24, cross section (a) and plan-view (b) trans-
mission electron microscopy (TEM) images are pre-
sented of a structure containing InAs vertically coupled
quantum dots formed by three-cycle InAs-GaAs depo-
sition. Figure 24(b) reveals the average lateral size of the
islands at the top as 170+10 A. The islands have a
square base with their main axes along the [100]- and
[010] directions. The histogram of nearest-neighbor dot
orientation [Figs. 24(c) and 24(d)] shows the preferred
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FIG. 24. Vertically coupled InAs quantum dots (QDs) in a GaAs matrix: (a) high-resolution electron microscopy [010] cross-
section image formed by nine beams. Defocusing is 60 nm; note the different spot densities in the InAs and GaAs regions; (b)
bright field plan-view transmission electron microscopy micrograph under [001] zone axis illumination; (c) 2D histogram of nearest
two neighbors’ center-to-center distance and direction for vertically coupled QDs from Fig. 24(b); (d) projection of Fig. 24(c) onto
an angular axis. Maxima in the [100] and [010] directions prove the correlation in the nearest-neighbor arrangement of the islands,
which corresponds to a lateral square superlattice composed of vertically coupled QDs.

orientation in the [100] and [010] directions typical for a
2D square lattice with primitive lattice vectors along the
same directions. Each vertically coupled quantum dot is
composed of three vertically aligned parts separated by
2—4-ML-thick GaAs regions [see Fig. 24(a)]. The top
parts have a larger lateral size (=170 A) than the lower
part (=110 A).

The important properties of the resulting structure are
as follows:

(i) larger lateral size of the InAs islands in the top
sheet than in the bottom sheet,

(ii)  splitting of the InAs pyramids and the appearance
of thin layers of GaAs separating the parts of
these pyramids,

(iii) lateral correlation in the nearest-neighbor dot ori-
entation, which is typical for a 2D square lattice
and is more pronounced than in a single-sheet
structure.

The increase in lateral size of the InAs islands can be
explained by the transfer, during growth, of In from bur-
ied parts of the structure, where InAs is strained, to the
top part where InAs is partially relaxed. The enhance-
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ment of the lateral correlation is similar to that observed
for Ge/Si(001) vertically stacked islands by Tersoff et al.
(1996). However, since the InAs islands of each sheet
are covered only partially by GaAs, the detailed growth
kinetics is different from that modeled by Tersoff et al.
(1996). A semiqualitative kinetic model for the system in
question was proposed by Ledentsov, Shchukin, et al.
(1996).

Since successive parts of vertically coupled InAs
quantum dots are separated only by very thin barriers,
they are electronically coupled. By varying the thickness
of the deposited GaAs or InAs in each cycle, as well as
the number of cycles, it is possible to modify signifi-
cantly the electronic spectrum of the vertically coupled
QDs. This allows the optimization of laser performance
(Ledentsov, Shchukin, et al., 1996; Ustinov et al., 1997).

VI. MULTISHEET ARRAYS
OF TWO-DIMENSIONAL ISLANDS

Submonolayer depositions of narrow-gap material on
vicinal and singular surfaces were proposed for fabrica-
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tion of quantum dots (Brandt et al., 1992; Bressler—Hill
et al., 1994; Wang et al., 1994). Scanning tunneling mi-
croscopy studies of InAs growth on GaAs(001)
(Bressler-Hill ef al., 1994) revealed the formation of ar-
rays of uniform-size two-dimensional islands having a

width of 4 nm and elongated in the [ 110] direction. InAs
submonolayer insertions in a GaAs matrix were proven
to exhibit a remarkably high exciton oscillator strength
even for ultrathin coverage (Belousov ef al., 1995).

In contrast to the case for three-dimensional quantum
dots, in the 2D case the volume of the potential well is
rather small, resulting in relatively small QD exciton lo-
calization energies with respect to the matrix band-gap
energy. Thus a very important task is to find a way of
increasing the localization energy for these QDs and,
more generally, to achieve a higher degree of wave-
function control. This might be done by stacking sheets
of 2D islands and thus creating a submonolayer super-
lattice.

The principal advantage of a submonolayer superlat-
tice composed of dense arrays of 2D nanometer-scale
islands is the possibility of achieving ultrahigh absorp-
tion or gain values and realizing an intrinsic resonant
waveguiding effect without using thick cladding layers
having a lower refractive index (Ledentsov, Krestnikov,
et al., 1996, 1997). This effect is based on resonant en-
hancement of the refractive index in the vicinity of the
exciton resonance according to the Kramers-Kronig
equations. Since the studied structures are grown on a
thin buffer layer placed directly on strongly absorbing
GaAs substrates, the resonant modulation of the refrac-
tive index must be remarkably strong to reduce absorp-
tion losses related to the substrate. Such strength is pos-
sible because of the ultrahigh material absorption/gain
in QDs and the significantly high density of 2D islands
for stacked submonolayer superlattices.

The basic physics governing spontaneous formation of
multisheet arrays of 2D islands is to a large extent un-
derstood. In contrast to 3D islands, for which the ther-
modynamic versus kinetic nature of single-sheet arrays
is a point of intense debate (see Sec. IV), 2D islands in
single-sheet equilibrium arrays are a well-established
universal phenomenon, which should occur at submono-
layer coverage in any heteroepitaxial system that grows
according to the Stranski-Krastanow growth mode.
These arrays were described in detail in Sec. III. Two
distinct possibilities for the structure of islands in a
single sheet have been recognized (Vanderbilt, 1992; Ng
and Vanderbilt, 1995), namely, a 1D array of stripes (po-
tential quantum wires) and a 2D array of compact is-
lands, say, disks (potential quantum dots), in which the
phase transition between these two types of structures is
driven by the areal coverage. Due to the high anisotropy
of real crystal surfaces, compact islands will differ in
shape from round disks.

For multisheet structures, the islands of every other
sheet are formed in a strain field created by the buried
islands of the previous sheet. The structure of the sur-
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face islands reaches equilibrium, upon growth interrup-
tion, under the constraint of the fixed structure of the
buried islands.

It seems natural to expect that the general properties
of multisheet arrays of 2D islands are similar to the
properties of multisheet arrays of 3D islands discussed
in Sec. V and that 2D islands will exhibit the same type
of vertical correlations as 3D islands, i.e., surface islands
will grow above buried islands.

However, very recent experiments on multisheet ar-
rays of 2D islands of CdSe in a ZnSe matrix (StraBburg
et al., 1998) are in seeming contradiction with this expec-
tation and with the theoretical explanations of Xie et al.
(1995) and Tersoff et al. (1996). High-resolution electron
microscopy studies of CdSe islands in a ZnSe matrix
(StraBburg et al., 1998) have unambiguously and surpris-
ingly revealed vertical anticorrelation between islands in
successive sheets, as shown schematically in Fig. 1(e).
Surface islands are formed above the spacings in the
sheet of buried islands.

As concerns the theory developed by Xie et al. (1994,
1995) and by Tersoff et al. (1996), buried islands were
approximated in these papers by elastic point defects,
and the crystal was treated as an elastically isotropic me-
dium.

Motivated by the observations of StrafSburg et al.
(1998), Shchukin, Bimberg, et al. (1998) examined in de-
tail the energetics of multisheet arrays of 2D islands and
looked for an equilibrium configuration of surface is-
lands under the constraint of a fixed array of buried is-
lands. In this section, we follow the paper of Shchukin,
Bimberg, et al. (1998). The two key factors which make
our approach different from those of Xie et al. (1995)
and of Tersoff e al. (1996) are as follows.

First, we consider 2D islands having a height of 1-2
monolayers where the separation between successive
sheets is comparable to or even less than the lateral size
of the islands in the (xy) plane. We take into account
the exact shape of the islands.

Second, the elastic anisotropy of cubic crystals is
known to favor ordering of nanostructures in elastically
soft directions (Khachaturyan, 1974, 1983; Ipatova et al.,
1993; Shchukin, Ledentsov, et al., 1995; Tersoff et al.,
1996; see also subsection IV.F), and one can expect a
significant effect of elastic anisotropy on vertical corre-
lations between islands.

A. Interaction of an array of surface islands and an array
of buried islands

The key mechanism responsible for the relative ar-
rangement of islands in successive sheets is the forma-
tion of an equilibrium array of surface islands in the
strain field of buried islands. To extract the essential
physics governing the anticorrelation, it suffices to ex-
amine a double-sheet array comprising one sheet of bur-
ied islands and one sheet of surface islands. Extension to
an arbitrary number of sheets is then straightforward.

Let material 2 be deposited on the (001) surface of the
cubic substrate 1. Upon submonolayer deposition, a pe-
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riodic array of monolayer high islands is formed (March-
enko, 1981b; Alerhand et al., 1988; Vanderbilt, 1992; Ng
and Vanderbilt, 1995). Then let the structure be capped
by the substrate material 1, and the second cycle of
deposition of material 2 be introduced. The total energy
of the surface array of islands in the strain field of the
buried islands is

Etotal = Esurf+ Eboundaries +A E(SS) + E(SB)

elastic elastic *

(6.1)

Here Eg; is the sum of the surface energies of surface
islands and of uncovered parts of material 1, £y yndaries 1
the energy of island boundaries, AESS). is the elastic
relaxation energy of surface (.5) islands due to disconti-
nuity of the intrinsic surface stress tensor on island
boundaries (Marchenko, 1981b; Alerhand et al., 1988).
EGB) is the elastic energy of the interaction between
surface islands (§) and buried islands (B). Since we
address the effects of the finite lateral size of islands and
of elastic anisotropy and avoid other complications, we
focus on the typical experimental situation, in which
there is an equal amount of material deposited in each
deposition cycle. Then each sheet tends to form the
same periodic structure, which corresponds to the mini-
mum of the sum of the first three terms on the right-
hand side of Eq. (6.1). If the interaction between surface
islands and buried islands is neglected, the surface array
of islands as a whole can be subject to an arbitrary shift
in the xy plane. The strain field created by buried is-
lands has the same periodicity as the array of surface
islands alone. Therefore the fourth term in Eq. (6.1)
does not change the periodicity of the surface structure
and just defines its relative position with respect to the
array of buried islands (Fig. 25). Since the interaction
energy ESP) is the only term in Eq. (6.1) that depends
on the shift of the surface array as a whole with respect
to the buried array, we shall focus on this energy term
only. Below, we consider the dependence of ESB) on
the shift X, for a 1D array of stripes [Fig. 25(a)] and on
the shifts X, and Y for a 2D array of compact islands.
For simplicity, we focus on the extreme case of compact
islands distinct from infinitely elongated stripes, that is,
on square-shaped islands [Fig. 25(b)].

To evaluate the strain due to buried islands, we refer,
first, to the strain due to point defects (Eshelby, 1956). A
point defect located at T is represented by the superpo-
sition of three mutually perpendicular double forces (by
an elastic dipole), and the effective body force density is

fi(r)=a;V;6(r=T). (6.2)

A monolayer-thick inclusion in the plane z =7 with mac-
roscopic lateral dimensions is a 2D array of point defects
occupying every atomic site within a certain area. The
island can be described by a 2D shape function ®%(x)),
which equals 1 inside the inclusion and 0 otherwise. The
body force density associated with a given inclusion can
be obtained by adding the contributions of single point
defects from Eq. (6.2). In the macroscopic approach, this
summation can be replaced by integration,
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FIG. 25. Geometry of double-sheet arrays of two-dimensional
islands. The array of surface islands has the same structure as
the array of buried islands but is shifted as a whole. (a) Each
sheet of islands forms a one-dimensional array of stripes. The
cross section of a two-sheet structure is shown. (b) Each sheet
of islands forms a two-dimensional array of square-shaped is-
lands. The plan view of the double-sheet structure is plotted.
Buried islands are depicted by dashed lines and surface islands
by solid lines.

1
=4 f PFayV [ 8r—F)8(z-3)105F).  (63)

where A is the unit cell area in the xy plane. Equation
(6.3) is derived under the assumption of no mutual in-
fluence among the point defects comprising the inclu-
sion. Generally speaking, the tensor a;; characterizing
the double force density is different for a single point
defect and for a monolayer-thick inclusion. A substitu-
tional impurity atom in a zinc-blende crystal of a III-V
or II-VI semiconductor has 7, site symmetry, and the
corresponding double force tensor a;; has cubic symme-

try. On the other hand, if the inclusion of equal substi-
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tutional impurity atoms is oriented in the (001) plane of
the zinc blende crystal, has monolayer thickness and in-
finite lateral dimensions, each atom of the inclusion has
D, symmetry. Therefore the tensor a;; characterizing a
monolayer-thick buried island has wuniaxial symmetry,
where a,,=a,,, a.,=PBa,,, and P? is the parameter
of the uniaxial anisotropy of the double forces created
by the buried islands. For an inclusion having all three
macroscopic dimensions, the double force density is re-
lated to the lattice mismatch between the inclusion and
the matrix and, for a cubic inclusion in a cubic matrix,
has cubic symmetry again, a,-]-=v_1(c11+2c12)
X(Aala);;, where v is the unit cell volume, and cy;
and c, are elastic moduli in the Voigt notation.

The elastic properties of the surface islands are de-
scribed by the difference between the two-dimensional
intrinsic surface stress tensors (A7,z) of the two mate-
rials. The energy of the elastic interaction between a
periodic array of buried islands and a similar periodic
array of surface islands is obtained in the form of a sum
over the reciprocal lattice vectors (Shchukin, Bimberg,
et al., 1998),

B

h -
ESD= A ;H B (k)| exp(ikRo) (A Tap)ay,

XVIIVLG g (k32,2

+V5G o (Kj32,2")] o (6.4)

=
=72

where Ry is the relative sheet of the two arrays, h? is the
thickness of the buried islands, V,=ik,, V,=—ik,,
V,=ik,, V,=—ik,, a,=12, and I, m=1.23. Since
we focus on III-V and II-VI semiconductors with the
zinc-blende structure, we treat the crystal as an elasti-
cally anisotropic cubic medium and use the static
Green’s tensor 5;,(ku ;2,z") from Portz and Maradudin
(1977). The dependence of EGE). on the separation be-
tween the two sheets is determirﬂ by the behavior of
G/(kj;z,z") as a function of z,. G;(k;z,z") is a linear
combination of three exponentials, exp(—ayk|z,), where
the three attenuation coefficients «; are functions of the
direction k| in the surface plane. The key point is that, in
a cubic crystal with a negative elastic anisotropy, A
=(c11—C12—2cC44)/ c44<0, which is the case for all I1I-V
and II-VI cubic semiconductors, two of the three «, are
complex conjugates (Portz and Maradudin, 1977). Com-
plex attenuation coefficients « imply that the static ana-
logs of Rayleigh waves exhibit not a purely exponential
decay, but an oscillatory one. This phenomenon is
known for surface acoustic waves which are generalized
Rayleigh waves in elastically anisotropic crystals (Far-
nell, 1970; Kosevich et al., 1985). The complex attenua-
tion coefficients lead to the conclusion that the elastic
strain created by the buried islands exhibits an oscilla-
tory decay with distance from the sheet of islands (Fig.
26). As a consequence, the interaction between succes-
sive sheets of islands exhibits an oscillatory decay with
the separation between sheets.
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)

Strain due to Anticorrelation

buried islands

Correlation

FIG. 26. The strain field at the surface created by a sheet of
buried islands. Schematic plot shows an oscillatory decay of
the strain with spacer thickness z,. Dependent on the spacer
thickness, the two sheets of islands exhibit a correlated (left)
or an anticorrelated (right) arrangement.

The interaction energy (6.4) has been evaluated for
double-sheet arrays of stripes and for double-sheet ar-
rays of square islands. For the separation between the
two sheets, z,=<0.5D where D is the lateral period, the
difference between the two values of ESE). | the one for
the most favorable relative arrangement, and the other
for the most unfavorable arrangement, is of the order of
0.1 meV/AZ. This is the same order of magnitude as the
typical energy of a single sheet of surface islands. This
comparison confirms that the elastic interaction between
two sheets of islands can indeed result in vertical corre-
lation or anticorrelation between the two sheets.

The phase diagram of Fig. 27(b) shows the favorable
arrangement of the two sheets of islands. The most im-
portant regions of the phase diagram of Fig. 27(b) are
la, which corresponds to vertical correlation, and 1b,
which corresponds to vertical anticorrelation in both the

(110) and (110) planes. The favorable arrangement of
the two sheets of islands alternates from vertical corre-
lation to anticorrelation, some intermediate arrange-
ments being possible for small spacing between the two
sheets. The separation corresponding to a transition
from correlation to anticorrelation depends dramatically
on the anisotropy parameter P2=a__/a,, of the double
force density characterizing the buried islands.

B. Experiments on multisheets of 2D islands

The most complete structural characterizations and
optical studies of multisheet arrays of 2D islands per-
formed so far are of CdSe submonolayer superlattices in
a ZnSe matrix (StraBburg et al, 1998; Krestnikov,
StraBburg et al., 1998). The structures were grown on a
GaAs substrate by molecular beam epitaxy. All struc-
tures consisted of a 360-nm buffer layer of ZnSSe and a
60-nm cap layer of ZnSSe lattice matched to a GaAs
substrate. Between these layers a CdSe/ZnSe submono-
layer was inserted. The average thickness of a single
CdSe insertion was estimated as 0.7 monolayer. ZnSe
barriers separated the sheets of CdSe submonolayer in-
soertions and had thicknesses of 15 A, 30 A, 50 A, and 80
A.

The structures of two samples, one with a 15-A
spacer, and the other with a 30-A spacer, were measured
by high-resolution transmission microscopy (HREM).
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FIG. 27. Phase diagrams of a double-sheet array of square-
shaped islands: (a) The relative shift (X,,Y) is defined by the
projection of the center of a surface island onto the superlat-
tice formed by the buried islands. This projection is character-
ized by one of seven types of symmetry depicted in the figure;
(b) phase diagram constructed in variables zo/D vs P5. PP is
the anisotropy of the double force density of the buried is-
lands, z is the separation between the surface and the sheet of
buried islands, and D is the period. Domains of the phase
diagram are labeled according to the symmetry of the projec-
tion of the center of a surface island onto the superlattice of
buried islands, as defined in Fig. 27(a).

Cross-section HREM was performed in the (110) direc-
tion. To reveal the distribution of strained CdSe inser-
tions, digitized HREM images were processed by the
evaluation program DALI (Rosenauer et al., 1996), which
allowed StraB3burg et al. and Krestnikov et al. to deter-
mine the local lattice parameter in the vertical direction.
Figure 28 depicts two processed HREM images, one for
a 30-A-thick spacer from StraBburg ef al. (1998) and the
other for a 15-A-thick spacer from Krestnikov et al.
(1999). The structure with the 15-A-thick spacer reveals
vertical correlation between islands, whereas the struc-
ture with the 30-A-thick spacer shows vertical anticorre-
lation.
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FIG. 28. Processed cross-section HREM image of a multisheet
array of CdSe 2D islands embedded in a ZnSe matrix. The
image has been processed by the DALI evaluation program. In
the figure the local lattice parameter in the z direction is plot-
ted. Black corresponds to the lattice parameter of ZnSe, white
corresponds to the lattice parameter of CdSe, and the grey
scale reproduces intermediate values. (a) An array with spacer
thickness 15 A reveals preferred vertical correlation of islands.
(b) An array with spacer thickness 30 A reveals preferred ver-
tical anticorrelation of islands.

Different vertical arrangements of islands must result
in different electronic spectra of the structures. To con-
firm this prediction, photoluminescence spectra of all
the samples were measured. For spacer thicknesses 80 A
and 50 A, only one line was observed. However, if the
spacer thickness equalled 30 A, a second photolumines-
cence line at a lower energy evolved. Although the
lower energy line dominated the photoluminescence
spectrum, the optical reflectance data indicated that the
concentration of the corresponding states was relatively
low and the optical reflectance resonance corresponded
to the remaining high-energy line. Finally, for the spacer
thickness 15 A, the low-energy line dominated both pho-
toluminescence and optical reflectance spectra. On the
basis of the theoretical predictions and the HREM data
discussed above, one may conclude that the appearance
of the second line is related to the vertically correlated
growth of 2D islands. The vertical correlation of the is-
lands results in an efficient coupling of electronic states
of vertically neighboring QDs.

For a more detailed comparison of experimental data
and theoretical prediction, we note that HREM images

are basically the same in the (110) and (110) directions.
This indicates that a single sheet forms a 2D array of
compact islands rather than a 1D array of stripes. The
images of Fig. 28 reveal CdSe islands having mostly a
thickness of two monolayers. Since in each deposition
cycle, the amount of deposited CdSe is 0.7 ML, we shall
model each single sheet of CdSe as an array of 2-ML-
high islands, the areal coverage being 0.35. This value
has been used in the phase diagram of Fig. 27(b).
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Since in the sample having 30-A spacer thickness
there exist both vertically anticorrelated islands domi-
nating the HREM image and optical reflectance spec-
trum and vertically correlated islands dominating the
photoluminescence spectrum, we argue that this spacer
thickness corresponds to a boundary between two re-
gions of the phase diagram of Fig. 27(b). From the
HREM images of Fig. 28, it is possible to estimate the
in-plane period D~100 A. Then, since the spacer thick-
ness 30 A corresponds to the transition point from
correlation to anticorrelation, we can extract the param-
eter of the uniaxial anisotropy P? of the double force
density created by the buried islands, PZ~0.6-0.7.

The studies of the optical gain and of the stimulated
emission from the submonolayer CdSe:ZnSe superlat-
tice (Krestnikov, Stra3burg, et al., 1998) have confirmed
the existence of the resonant waveguiding effect which
governs stimulated emission from these structures up to
room temperature.

Very recently, multisheet arrays of InAs submono-
layer insertions embedded in a GaAlAs matrix have
been fabricated (Volovik efal., 1998), and resonant
waveguiding and lasing have been demonstrated. We ex-
pect such submonolayer superlattices to be attractive for
improvement of optical confinement in lasers, for cre-
ation of resonant waveguides, and, also for vertical cav-
ity lasers with self-adjusted gain spectra and cavity
modes.

VIl. SUMMARY

To conclude, we have reviewed the theory of sponta-
neous formation of periodic nanometer-scale structures
on crystal surfaces. We emphasize that, for all classes of
nanostructures in question, the long-range elastic inter-
action is the driving force of ordering. A general ap-
proach is used in which three different classes of nano-
structures, namely, periodically faceted surfaces,
periodic structures of planar domains, and ordered ar-
rays of 3D coherently strained islands, are considered as
equilibrium structures of elastic domains.

We have focused particularly on arrays of 3D coher-
ently strained islands (quantum dots), discussing the de-
bate concerning the thermodynamic versus kinetic na-
ture of these arrays. The thermodynamic theory is
presented in detail, and a brief description of kinetic
theories is given. Experimental data are discussed which
confirm the existence in InAs/GaAs and GalnAs/GaAs
systems of arrays of 3D islands whose formation is gov-
erned by thermodynamics rather than by kinetics. Key
experiments are proposed which should determine, for
any particular materials system, whether an array of 3D
islands is thermodynamic or kinetic in nature.

Multisheet arrays of islands in a matrix are consid-
ered, in which the formation mechanism includes both
equilibrium ordering of the islands in the first sheet and
kinetic-controlled ordering of the islands of the succeed-
ing sheets. The structure of surface islands is formed in
the strain field created by the buried islands. Therefore
the structure of surface islands corresponds to a partial
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equilibrium, i.e., to equilibrium under the constraint of a
given structure of the buried islands.

We have shown two ways in which the elastic anisot-
ropy of crystals affects on the formation of surface nano-
structures. First, for a single-sheet array of 3D islands,
the arrangement into a square lattice with primitive lat-
tice vectors along the elastically soft directions [100] and
[010] is the most favorable one. Second, for a multisheet
array, the elastic interaction between successive sheets
exhibits an oscillatory decay with increasing separation
between the two sheets, thus leading to transitions from
vertical correlation to vertical anticorrelation.

We have demonstrated that in a single-sheet array of
3D coherently strained islands, both the regime of the
ordering of islands by size and the regime of Ostwald
ripening are possible, and the transition from the first
regime to the second can be driven externally, e.g., by
varying arsenic pressure for an InAs/GaAs system.

Some questions remain open. First, the role of con-
figuration entropy in spontaneous ordering phenomena
has been studied so far only for planar domains on sur-
faces vicinal to Si(001) (see, for example, Mukherjee
et al., 1994, and references therein). The extension of
this approach to other classes of spontaneously ordered
nanostructures is needed to treat the temperature de-
pendence of the ordering phenomena.

Second, an array of 3D coherently strained islands
composed of an alloy (e.g., Ga;_,In,As) is a system
having both a nonplanar surface and an inhomogeneous
alloy composition. The extension of the existing theory
to alloy-based islands (quantum dots) will allow us to
describe a considerably larger variety of experimental
systems.

Third, the enhancement of ordering in multisheet ar-
rays of (3D or 2D) islands over ordering for a single-
sheet array is not well understood, although some mod-
eling has been done by Tersoff ef al (1996). A more
comprehensive theory is needed to elucidate this phe-
nomenon.
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APPENDIX

The dependence of the elastic relaxation energy of a
3D island on its volume is related to scaling properties in
the equilibrium equations of the elasticity theory (see,
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for example, Shchukin ez al., 1995a). Briefly, the idea is
as follows. Let us consider a single island on a semi-
infinite substrate. The material of the island is lattice-
mismatched to the substrate, but coherent conjugation is
maintained. Let all dimensions of the island scale isotro-
pically, r'= Br. Then, if the elastic displacement field
also scales similarly, u;(r")= Bu;(r), the strain field &;;
=(1/2)[du;/drj+ du;/dr;] remains invariant. Since the
lattice mismatch between the two materials is invariant,
the invariant strain field satisfies the boundary condi-
tions at the interface. Now, since the elastic energy den-
sity is proportional to the square of the strain [see also
Eq. (4.6)], it does not change by the above scaling.
Therefore the elastic energy of a coherently strained
(and partially relaxed) island scales proportionally to the
volume. The elastic relaxation energy, AFE j.ic= E clastic
— )\sSV, is proportional to the island volume, too.
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