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This paper is a comprehensive review of almost twenty years of research on nuclear magnetic
ordering, first in copper and later in silver and rhodium metals. The basic principles of nuclear
magnetism and the measurement of positive and negative spin temperatures are discussed first.
Cascade nuclear refrigeration techniques, susceptibility and nuclear-magnetic-resonance (NMR)
measurements, and arrangements for neutron-diffraction experiments at nanokelvin and picokelvin
temperatures are described next. Comprehensive magnetic-susceptibility and neutron-diffraction
measurements on copper, which led to the discovery of at least three antiferromagnetic phases, one
displaying the novel (0 2

3
2
3) spin structure and the other two showing the type-I order of the fcc system,

are then described in detail. NMR data on silver, at T.0 and T,0, are presented next leading to
the observation that silver orders antiferromagnetically at positive spin temperatures and
ferromagnetically at negative spin temperatures. The authors discuss recent neutron-diffraction
measurements that show that the antiferromagnetic structure at T.0 is in a single-k type-I state.
NMR data on rhodium at T.0 and T,0 are also described. Results obtained on Tl, Sc, AuIn2, and
metallic Pr compounds and on insulators like CaF2 are then discussed briefly. The paper is concluded
by an extensive theoretical section. Calculations of conduction-electron mediated exchange
interactions are described, and the mean-field theory of nuclear magnetic ordering is presented. The
role of thermal and quantum fluctuations is then discussed, particularly in the selection of the
antiferromagnetic ground state. Finally, theoretically calculated magnetic phase diagrams and ordered
spin structures of copper and silver are presented in detail and compared with experimental results.
The overall agreement is good, affirming the value of nuclear magnets in Cu and Ag as realizations of
simple physical models. [S0034-6861(97)00301-2]
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LIST OF SYMBOLS

Most of the specialized notation is defined where it is
needed in the text. This list collects for ready reference
the notation used throughout the paper.

B loc The average strength of the local fluctuating field
[Eq. (29)].

Bi Molecular field at site i due to interactions with
neighboring spins [Eq. (75)].

di Amplitude of the antiferromagnetic modulation
corresponding to the ordering vector ki [see, for
example, Eqs. (111) and (160)].

D Demagnetizing factor. It is assumed that the
demagnetizing tensor is diagonal and that D is
the component of interest, usually the one
parallel to the external magnetic field.

L Lorentz constant L5
1
3 [see, for example, Eq.

(34)].
p Nuclear-spin polarization p5^Ii&/I [Eq. (76)].
R Strength of the exchange interaction with respect

to the dipolar force [Eqs. (6) and (66)].
T Temperature of nuclear spins.
Te Temperature of conduction electrons.
TZ Temperature of the Zeeman reservoir (see Sec.

II.B.).
Tss Temperature of the spin-spin interaction

reservoir (see Sec. II.B).
ln(k) Eigenvalue, or eigenenergy, of the Fourier

transform of the interaction matrix A(k) [see
Eq. (83)].

lmax The largest eigenvalue lmax5maxk,n$ln(k)%,
sometimes denoted as l. See Eqs. (87) and (88).

u Weiss temperature u5C(R1L2D) in x5C/
(T2u) [see Eq. (34)].

I. INTRODUCTION

This paper reviews two decades of research on
nuclear magnetic ordering, first in copper and later in
silver and rhodium metals. The focus, in the experimen-
tal section, is on research carried out by the authors and
their colleagues in Helsinki, as well as on joint projects
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
in the Riso” National Laboratory (Denmark) and at the
Hahn-Meitner-Institut (Berlin), in the course of which
at least three antiferromagnetic phases were discovered
and several low-temperature world records broken at
both positive and negative sides of the absolute zero.
This work is set in the context of the broader effort to
understand spin structure and to measure magnetic
phases in a variety of metals, metallic compounds, and
insulators.

Nuclear spin assemblies in simple metals are good
model systems of magnetism, a fact that has motivated a
large body of theoretical work. We review this work in
the last third of the paper. Our emphasis is on copper,
silver, and rhodium, particularly on copper, in part be-
cause of our own experience with these systems and in
part as a reflection of the huge body of experimental and
theoretical work that has been produced on these met-
als.

The review is organized as follows. In Sec. I.A. we
briefly survey the historical background and in I.B the
theory of nuclear ordering studies. Section I.C. discusses
the early susceptibility measurements and NMR experi-
ments using continuous-wave techniques. Neutron-
diffraction measurements on copper followed (Sec. I.D),
and then experiments on silver and rhodium (Sec. I.E)
and other metals (Sec. I.F). Section II describes the prin-
ciples of nuclear magnetism that are important in the
study of metals. This completes the background portion
of the paper.

Three experimental techniques are treated next: sus-
ceptibility measurements (Sec. III), measurement of
nuclear-spin temperatures (Sec. IV), and neutron-
diffraction techniques (Sec. VI). The data obtained by
these methods on copper are discussed in Secs. V and
VII. Results on silver (Secs. VIII and IX) and rhodium
(Sec. X) are then presented. Other NMR studies of cop-
per and silver, not directly related to nuclear ordering,
are described in Sec. XI. Recent nuclear ordering ex-
periments on other elements and materials such as thal-
lium, scandium, gold-indium, praseodymium com-
pounds, and insulators are reviewed in Secs. XII–XIV.

The longest single section, amounting to about one-
third of the review, is Sec. XV, which treats in detail the
theoretical work on spontaneous nuclear ordering in
simple metals. Its length is also an indication of the ap-
peal that the subject holds for researchers. See the be-
ginning of Sec. XV for a more detailed description of its
contents.

In Sec. XVI we summarize what has been learned to
date about magnetic ordering in the three best-studied
simple metals, copper, silver, and rhodium, giving mag-
netic phase diagrams for each. We also mention some
possible directions that future studies of nuclear order-
ing could take.

A. Historical comments

Electronic magnetism exhibits a wide spectrum of dif-
ferent ordering phenomena over a temperature range
that extends from room temperature and above in iron
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to a few millikelvins in cerium magnesium nitrate. Be-
cause nuclear magnetic moments are three orders of
magnitude smaller than their electronic counterparts
and because the interactions between spins are propor-
tional to the magnetic moment squared, spontaneous or-
dering phenomena can be expected to occur in the
nuclear-spin system only at microkelvin temperatures
and below. Solid 3He is an exception owing to the
strong quantum-mechanical exchange force, enhanced
by the large zero-point motion (Roger et al., 1983; Cross
and Fisher, 1985), and so are Van Vleck paramagnets,
such as PrNi 5, in which considerable hyperfine enhance-
ment of the magnetic field at the nucleus occurs (Andres
and Lounasmaa, 1982).

Copper is probably the best material for studies of
nuclear ordering, since cooling by adiabatic nuclear de-
magnetization of this metal is relatively easy owing to its
favorable thermal and magnetic properties. Progress in
cooling techniques has recently made it possible to carry
out similar experiments on silver and rhodium. The op-
portunity to make detailed comparisons with theoretical
predictions is the most important driving force for ex-
periments on spontaneous nuclear ordering in simple
metals. Such metals offer several theoretical advantages:
the spins are well localized, the magnetic degrees of
freedom do not couple to lattice distortions, and the
spin-spin interactions are well defined. Simple metals
can be exchange-dominated magnets, such as silver and
rhodium, or magnets with equally strong dipolar and ex-
change forces, such as copper.

The pioneering experiments of Nicholas Kurti and co-
workers established, in 1956, the feasibility of the
nuclear-demagnetization method (Kurti et al., 1956;
Hobden and Kurti, 1959). In spite of the limitations im-
posed by cryogenic techniques available at that time, the
Oxford group succeeded in reaching 1 mK. The first
studies of nuclear cooperative phenomena, on insulators
like CaF 2 and LiH, were made by Abragam and Gold-
man and co-workers at Saclay 13 years later (Chapellier
et al., 1969; Abragam and Goldman, 1982). The Helsinki
work on copper (Ehnholm et al., 1980; Huiku et al.,
1986, and references therein) was begun as early as 1974
but, due to many experimental difficulties, only since the
spring of 1982 has spontaneous nuclear order been ob-
served below the Néel temperature TN558 nK. As a
culmination point of this research, in 1984 the magnetic
field vs entropy diagram (see Fig. 1) of the nuclear-spin
system in copper was constructed, with the external field
in the crystallographic [001] direction of the single-
crystal sample; three antiferromagnetic phases were
found.

In 1987, a Danish-Finnish-German group, working at
the Risø National Laboratory near Copenhagen, suc-
ceeded in observing, by means of neutron scattering, the
(1 0 0) Bragg reflection from a nuclear-ordered single-
crystal 65Cu specimen (Jyrkkiö, Huiku, Lounasmaa,
et al., 1988). This study resolved the spin order in two of
the antiferromagnetic phases. In 1989, the nature of the
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
third phase was determined by observing a strong neu-
tron peak at the (0 2

3
2
3) Bragg position (Annila et al.,

1990).
Experiments on silver were begun in Helsinki in 1987.

Because of the relatively small magnetic moment of the
Ag nuclei, an ordering temperature much lower than
that observed in copper was expected. The NMR mea-
surements indicated a transition to an antiferromagnetic
state at TN5560 pK. The long spin-spin relaxation time
of silver made it possible to produce negative nuclear-
spin temperatures and look for nuclear ordering at
T,0. The measurements showed that the same interac-
tions that produced antiferromagnetism at positive tem-
peratures ordered the nuclear-spin system of silver fer-
romagnetically above TC5 –1.9 nK. These experiments
have been described in several papers (see, for example,
Oja, Annila, and Takano, 1990; Hakonen and Yin, 1991;
Hakonen, Nummila, Vuorinen, and Lounasmaa, 1992;
Steiner, Metz, Siemensmeyer, et al., 1996).

Most recently the Helsinki group has investigated
nuclear ordering in rhodium (Hakonen, Vuorinen, and
Martikainen, 1993). The spin-spin interactions in this
metal are slightly weaker than in silver. So far rhodium
nuclei have been cooled to 280 pK; this is the current
world low-temperature record. In the negative tempera-
ture regime, T5 –750 pK has been reached, which is, in
a sense, the highest temperature obtained so far. That is,
the energy of a spin system is larger at a negative tem-
perature than at, say, an infinite positive temperature
(see Sec. II.D). In spite of these records, nuclear order-
ing in rhodium has not yet been observed.

FIG. 1. External magnetic field vs entropy diagram for nuclear
spins in copper. The three antiferromagnetic phases are de-
noted by AF1, AF2, and AF3; P stands for the paramagnetic
phase and the shaded areas indicate regions where first-order
phase transitions take place. The upper right corner of the
figure shows the schematic spin arrangements that were origi-
nally proposed. The suggested structure for AF2, which con-
sists of two sublattices, is, however, inconsistent with later
neutron-diffraction experiments (see Fig. 3). In addition, AF1
and AF2 can, in fact, consist of four sublattices rather than
two. From Huiku et al. (1986).
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B. Theoretical survey

At very low temperatures it is meaningful to speak
about two distinct temperatures in the same specimen,
at the same time: the nuclear-spin temperature, denoted
in this paper by T , and the common conduction-electron
and lattice temperature Te . The nuclei reach local ther-
mal equilibrium among themselves in a time character-
ized by t2, the spin-spin relaxation time (150 ms in cop-
per and 10 ms in silver and in rhodium), whereas the
approach to equilibrium between nuclear spins and con-
duction electrons is governed by the spin-lattice relax-
ation time t1. At low temperatures, t2!t1; this makes a
separate nuclear-spin temperature meaningful (Gold-
man, 1970). In experiments on copper, silver, and
rhodium, Te and T may differ by several orders of mag-
nitude. Nevertheless, thermal isolation between the con-
duction electrons and the nuclei is sufficient for the spin
system to be treated by equilibrium thermodynamics.

Nuclear ordering can be studied by using several cool-
ing techniques, described in many review papers and
monographs (Huiskamp and Lounasmaa, 1973; Lounas-
maa, 1974; Betts, 1976; Abragam and Goldman, 1982;
Andres and Lounasmaa, 1982; Pickett, 1988; Pobell,
1992a, 1992b). Among them, the ‘‘brute force’’ method,
applicable to metallic samples, is the most straightfor-
ward. In this technique, the nuclear spins are first polar-
ized using a high initial magnetic field Bi (6–9 T) at a
low starting temperature Ti (10–20 mK) and then adia-
batically demagnetized to a small final field Bf . Under
ideal conditions, the temperature then decreases accord-
ing to the relation Tf5TiBf /Bi , provided that Bf is
clearly larger than the local internal field of the material.
Further cooling can be achieved by cascading two
nuclear-demagnetization stages. If demagnetization is
started from a sufficienly low spin entropy, and if Bf is
small enough, it can be expected that spin-spin interac-
tions will produce spontaneous magnetic order in the
assembly of nuclei. This ordering is analogous to phe-
nomena observed in electronic systems at much higher
temperatures. All investigations of nuclear magnetism in
copper, silver, and rhodium have been carried out using
the brute force cascade-demagnetization technique. It
should be noted that nuclear-spin order is not influenced
by the temperature of the conduction electrons.

This review is devoted to experiments on and theory
of nuclear ordering in Cu, Ag, and Rh. Data on thal-
lium, scandium, AuIn 2, and praseodymium compounds
will be discussed only briefly. In Cu, Ag, and Rh the spin
Hamiltonian is

H5HD1HRK1HZ . (1)

The first term is the dipole-dipole interaction

HD5~m0\2/4p!(
i,j

g ig jr ij
23@Ii•Ij23rij

22~Ii•rij!~Ij•rij!# ,

(2)

where m0 is the permeability of free space, g i is the gy-
romagnetic ratio of the nucleus at the lattice site i , rij is
the lattice vector from i to j , Ii is the nuclear spin, and
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
the summation is to be taken over all pairs i ,j . The sec-
ond term in Eq. (1) is the Ruderman-Kittel (RK) cou-
pling (Ruderman and Kittel, 1954)

HRK52(
i,j

J ijIi•Ij , (3)

where Jij is the coupling constant between spins at sites
i and j . The RK interaction is usually the largest contri-
bution to the indirect exchange force. In copper, aniso-
tropic exchange is also significant although clearly
smaller than the RK force (see Sec. XV.A.2). The last
contribution in the Hamiltonian of Eq. (1) is the Zee-
man term

HZ52\gB•(
i

Ii , (4)

where B is the applied magnetic field.
While the dipolar and Zeeman forces are accurately

known, exchange interactions must be inferred either
from experiments or from theoretical calculations. In
the free-electron approximation, Jij assumes the form

Jij5h~m0/4p!\2g2rij
23f~2kFrij! , (5)

where f(x)5cos(x)2sin(x)/x and the parameter h de-
scribes the strength of the RK interaction. Theoretical
values for Jij in copper and silver, more reliable than
those obtained using the free-electron approximation,
have been deduced recently from band-structure calcu-
lations (Lindgård et al., 1986; Frisken and Miller, 1986,
1988b; Miller and Frisken, 1988; Oja et al., 1989; Har-
mon et al., 1992).

Experimentally, the relative magnitudes of the RK in-
teraction and the dipolar forces are often described by
the parameter

R5(
j

J ij /~m0\2g2r! , (6)

where r is the number density of spins. The R parameter
has the value −0.42 for copper, −2.5 for silver, and –1.4
for rhodium. In an fcc lattice, with one conduction elec-
tron per atom, the corresponding h parameters in Eq.
(5) are −0.71, −4.3, and −2.4, respectively (R50.587h).
The negative signs of R and h imply that the interac-
tions have an antiferromagnetic character. Thus we see
that copper is in the region where the dipolar and RK
interactions are of comparable strength, while silver and
rhodium are exchange dominated.

The gyromagnetic ratios of the two stable isotopes of
these elements, 63Cu and 65Cu in copper and 107Ag and
109Ag in silver, differ by 7% and 13%, respectively.
Rhodium has only one stable isotope, 103Rh. The vari-
ous g’s are given in Table I. There are no nuclear qua-
drupolar interactions in silver or rhodium because all
stable isotopes have a spin I5 1

2. Neither is there a qua-
drupolar force in an undistorted lattice of copper
(I5 3

2) owing to fcc symmetry. The Hamiltonian of Eq.
(1) should thus describe the nuclear-spin systems in
these metals rather well in a carefully prepared speci-
men.
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C. Susceptibility and nuclear-magnetic-resonance (NMR)
experiments on copper

The main nuclear ordering results on copper were ob-
tained either by means of ac susceptibility measure-
ments at low frequency or by NMR experiments using
continuous-wave techniques. The NMR studies were un-
usual in that the resonant frequencies were low because
the measurements were made either in zero field or in a
small external field. The interesting range of frequencies
was typically from 0.5 to 20 kHz in copper and even
lower in silver and rhodium, from 10 to 200 Hz. In prin-
ciple, the NMR experiment was just an ac susceptibility
measurement in which the response of the spin system
was monitored in two components, separated by a 90-
degree phase angle, and the frequency was swept across
the maximum of the absorption signal to observe the
resonance. The static susceptibility x8(0) was calculated
from the measured NMR absorption peak by using the
Kramers-Kronig relation. The ac susceptibility experi-
ments, at a sufficiently low frequency, give x8(0) quite
accurately, too. Therefore, in the terminology of this re-
view, static susceptibility data on copper were, in fact,
the results of low-frequency ac susceptibility measure-
ments.

The first NMR results on copper were obtained in
1978 (Ehnholm, Ekström, Jacquinot et al., 1979; Ek-
ström et al., 1979): The nuclear spins reached about 50
nK in zero field, but no clear evidence for a magnetic
phase transition was seen (Kurti, 1982). However, sev-
eral important results were deduced, among them the
magnitude and sign of the RK exchange interaction. The
value R=−0.42 was obtained in two ways: from the rela-
tive magnitudes of the separate 63Cu and 65Cu NMR
absorption lines and from a 2-kHz shift downwards of
the second harmonic in the NMR peak. According to a
calculation based on the mean-field theory (Kjäldman
and Kurkijärvi, 1979), the RK interaction with R=−0.42
should have ordered copper nuclei to an antiferromag-
netic state as early as 230 nK, far above the lowest tem-
peratures reached in the measurements. This discrep-
ancy between experiment and theory remained a
problem for several years, although calculations showed
that fluctuations can substantially decrease the ordering
temperature from its mean-field value (Kumar et al.,
1980; Kjäldman et al., 1981; Niskanen and Kurkijärvi,
1981, 1983; Niskanen et al., 1982).

The main problem in these early experiments was the
short spin-lattice relaxation time, about 10 minutes,
which caused the entropy of the nuclear-spin system to

TABLE I. Properties of stable Cu, Ag, and Rh isotopes, im-
portant for nuclear ordering experiments.

Isotopic I g/2p

abundance (%) (kHz/mT)

63Cu, 65Cu 69.1, 30.9 3
2, 3

2 11.29, 12.09
107Ag, 109Ag 51.8, 48.2 1

2, 1
2 1.723, 1.981

103Rh 100 1
2 1.340
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increase rapidly after demagnetization. In the next series
of measurements (Ehnholm et al., 1980), started in 1979,
Te was decreased further, which resulted in a somewhat
longer relaxation time. It was then observed, after de-
magnetization to zero field, that the susceptibility was
saturated during the first few minutes in a longitudinal
measuring geometry but not in a transverse geometry.
Subsequent studies suggested that the plateau in the lon-
gitudinal susceptibility had been caused by an experi-
mental artifact (Huiku and Soini, 1983). However, an
unexplained difference between the longitudinal and
transverse zero-field susceptibilities remained.

Finally, in 1982, the Helsinki group unambiguously
saw ordering in copper at Tc558 nK (Huiku and
Loponen, 1982; Huiku, Jyrkkiö, and Loponen, 1983); the
nuclear-spin system was cooled to the at-that-time
record low temperature of 25 nK. A polycrystalline
specimen of thin foils was used. Two critical modifica-
tions finally led to experimental success: the preparation
of the sample by selective oxidation and the construc-
tion of a new nuclear cooling stage made of a bulk piece
of copper. These improvements resulted in an order-of-
magnitude increase of the spin-lattice relaxation time.
Simultaneously, indications of two different ordered re-
gions were found by recording the static susceptibility
x8(0) during warmup after demagnetization to different
final fields below the critical value Bc50.25 mT.

Experiments on a single-crystal specimen were begun
in 1984 (Huiku, Jyrkkiö, et al., 1984; Huiku et al., 1986).
The static susceptibility was measured in the three Car-
tesian directions. Below Bc , three different antiferro-
magnetically ordered regions were distinguished at low
entropies. Using a simple two-sublattice model for the
transverse and longitudinal susceptibilities, provisional
spin arrangements were obtained for the ordered states.
The B-S phase diagram, illustrated in Fig. 1, was con-
structed.

The experimental result was analyzed in several theo-
retical calculations (Kjäldman and Kurkijärvi, 1979; Oja
and Kumar, 1984; Kumar et al., 1985, 1986; Viertiö and
Oja, 1987; Frisken and Miller, 1988a; Lindgård, 1988a).
However, it was not possible to test the proposed spin
structures against experiments, since measurements of
static susceptibility do not yield sufficiently detailed in-
formation. In studies of electronic magnetism, neutron
diffraction has been the tool for determining ordered
spin structures. The basic principles of nonmagnetic and
magnetic Bragg reflections are illustrated in Fig. 2. In
the case of nuclear magnets, the use of neutron diffrac-
tion is based on the spin-dependent part of the neutron-
nucleus scattering amplitude, which results from the
strong interaction between a neutron and a nucleus. In
particular, long-range antiferromagnetic order gives rise
to additional Bragg reflections, yielding directly the
translational symmetry of the spin system.

D. Neutron-diffraction measurements on copper

Previously, the ordered structures of purely nuclear
systems had been determined by neutrons in only a few
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cases and never in simple metals. The first measure-
ments were made on LiH in 1978 by Abragam and
Goldman and their co-workers at Saclay (Roinel et al.,
1978; Abragam and Goldman, 1982).1 Neutron studies
of this insulator are feasible because of the very large
spin-dependent scattering amplitude of protons. These
experiments revealed antiferromagnetic and ferromag-
netic nuclear structures at T.0 and T,0, respectively.
The ordering temperatures could not be determined
from the experimental data. Benoit et al. (1985) were
able to perform neutron-diffraction experiments on or-
dered solid 3He and to verify the previously proposed
(Osheroff et al., 1980) up-up-down-down order in the
low-field phase. Even though the transition temperature
is as high as 1 mK, other experimental difficulties, such
as the need to grow the 3He crystal in situ and the enor-
mous neutron absorption by the 3He nuclei, kept the
counting statistics rather low. Nuclear-spin ordering has
also been observed around 1 mK by neutron diffraction
in several hyperfine-enhanced systems (Benoit et al.,
1981; Nicklow et al., 1985).

Before the Risø work on copper was begun in 1986
(Jyrkkiö, Huiku, Clausen, et al., 1988), neutron-
diffraction studies had not been performed on a purely
nuclear magnet with a full dipolar and exchange interac-
tion between the spins. As metallic copper provides such
a system, the study paved the way for an understanding
of ordering in this metal as well as in nuclear magnets
more generally. The large amount of information ob-
tained earlier by the susceptibility measurements in Hel-
sinki provided a good basis for subsequent investigations
with neutrons. The Risø study was performed on an iso-
topically enriched 65Cu single crystal. As the ordering
took place at 58 nK, these measurements opened a to-
tally new temperature range for neutron-diffraction ex-
periments.

Reaching low nanokelvin temperatures in quiet sur-
roundings is a difficult undertaking in any case, but the
task is even more complicated in a reactor environment.
The presence of numerous pieces of equipment in the
experimental hall tends to increase the heat leak into the
cryogenic system. A new and significant problem is
warming of the specimen by the neutron beam. The low-
temperature requirements must be taken into account in
the design of the diffractometer as well. A special fea-
ture, not encountered in standard neutron-scattering ex-
periments, is that only limited mechanical movements of
the spectrometer are allowed during actual measure-
ments, again because of heating problems.

1In the studies of insulators by the Saclay group, nuclear or-
der was produced in the rotating frame of reference, under a
high magnetic field, by the so-called truncated part of the di-
polar interaction, i.e., the part that commutes with the Zeeman
term (see Sec. XIV.C). For dynamic polarization, a small con-
centration of paramagnetic impurities was introduced into the
sample. The ordering temperatures in these insulators were in
the range 0.3–0.6 mK according to theoretical estimates.
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
The Risø group enjoyed its first significant success in
the fall of 1987, when the antiferromagnetic (1 0 0)
Bragg reflection from nuclear-ordered copper was de-
tected (Jyrkkiö, Huiku, Lounasmaa et al., 1988). The sig-
nal corresponded to type-I ordering in the fcc lattice; the
observation was consistent with theoretical predictions
(Kjäldman and Kurkijärvi, 1979). In the simplest case, a
type-I antiferromagnetic spin configuration consists of
alternating ferromagnetic sheets. Such a structure is il-
lustrated in Fig. 2(b).

FIG. 2. Illustration of basic principles of Bragg reflection. (a)
k and k8 are the wave vectors of the incident and reflected
neutron beams, respectively. Q5k2k8 is the scattering vector.
The scattering angle 2u is determined by the distance between
the lattice planes, as described by the equation at right. (b) In
the presence of antiferromagnetism, there will be additional
Bragg reflections resulting from the magnetic structure. For a
simple two-sublattice structure, the fundamental antiferromag-
netic reflection corresponds to an interplanar distance d52a ,
where a is the lattice constant. Such a two-sublattice state pro-
duces the antiferromagnetic (1 0 0) Bragg reflection in an fcc

lattice. (c) Illustration of the antiferromagnetic (0 2
3

2
3 ) Bragg

reflection in an fcc lattice. The spin configuration is the up-up-
down pattern depicted in three dimensions in Fig. 3(c). Here,
all spins have been projected onto the scattering plane, i.e., the
plane spanned by k and k8. The period of the magnetic struc-
ture d53a/A2.
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Comprehensive neutron-diffraction measurements
were then made of the magnetic-field dependence of the
scattered-neutron intensity (Jyrkkiö et al., 1989). The
data, shown in Fig. 3, indicated the existence of at least
two different antiferromagnetic phases, both producing
the (1 0 0) Bragg reflection. These spin structures were
found in the low- and high-field regions. In intermediate
fields, the (1 0 0) reflection nearly vanished, and the na-
ture of the spin structure there remained unclear.

In the fall of 1989 the puzzle was solved: another
Bragg reflection at (0 2

3
2
3) was discovered in the

intermediate-field region (Annila et al., 1990). This kind
of ordering had not been observed before in any fcc
antiferromagnet. Once again, calculations were impor-
tant in finding the antiferromagnetic reflection (Lind-
gård et al., 1986; Lindgård, 1988a). Theoretical work
identified the (0 2

3
2
3) structure with an up-up-down spin

configuration in fields where the Bragg reflection was
strongest (Viertiö and Oja, 1990a). The spin structure
and the resulting Bragg reflection are illustrated in Fig.
2(c).

In the low intermediate-field region, both the (0 2
3

2
3)

and the (1 0 0) reflections were observed. Although this
can be attributed to the presence of two different types
of domains, there is theoretical evidence for a more ex-
otic type of ordering in which a single magnetic domain
displays, at the same time, both reflections. The calcu-
lated spin structures in the various regions of the B-S
plane are illustrated in Fig. 3. The phase diagram ob-
tained from the neutron-diffraction measurements is in
good overall agreement with the diagram constructed
previously from magnetic-susceptibility measurements
(see Fig. 1).

The most recent series of neutron-diffraction experi-
ments at Risø (Annila et al., 1992) were performed by
varying the direction of the external magnetic field with
respect to the crystalline axis. It was found that the in-
tensities of the (0 2

3
2
3) and the (1 0 0) Bragg reflections

depended sensitively on the alignment of the field.
These measurements provided stringent tests of the
theoretically proposed spin structures. The data showed,
indeed, the characteristic features of the predicted spin
structures (Viertiö and Oja, 1987, 1990a, 1990b). Unex-
pectedly, however, in high fields aligned close to the
[111] crystalline axis, no (1 0 0) Bragg reflection was ob-
served. It is likely that there is yet another type of anti-
ferromagnetic order present in this field region, to be
found in future studies.

E. Experiments on silver and rhodium

Measurements of nuclear magnetism in silver were
begun in Helsinki in 1986. The main difficulty in these
experiments was achieving high enough initial nuclear
polarization, i.e., low enough spin entropy, before de-
magnetizing the sample to zero field. The equilibrium
polarization at B57 T and at T5200 mK is 91.4% (the
corresponding entropy is 0.26R ln2, where R is the gas
constant), while in copper it would be 99.9%. Further-
more, polarization of silver nuclei is a relatively slow
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
process: the spin-lattice relaxation time in a high mag-
netic field is 14 h at Te5200 mK (t1 would be 2 h for
Cu).

In the first sets of experiments (Oja, Annila, and Ta-
kano, 1990, 1991), the nuclear-spin entropy of the speci-
men was reduced to 0.50R ln2, corresponding to polar-
izations up to 78%. Evidence for antiferromagnetic
ordering was obtained at the lowest entropies by observ-
ing saturation of the static magnetic susceptibility. Con-
clusive data on antiferromagnetic ordering were ob-
tained, however, only after improved precooling of the
sample. In this second set of experiments spin polariza-
tions up to 94% were reached (Hakonen, Yin, and Lou-
nasmaa, 1990; Hakonen and Yin, 1991; Hakonen, Yin,
and Nummila, 1991; Hakonen, Nummila, and Vuorinen,
1992; Hakonen, Nummila, Vuorinen et al., 1992; Ha-
konen and Vuorinen, 1992). The ordering temperature
in zero field was determined to be TN5560 pK; this is
the lowest ordering temperature ever measured.

The boundary for antiferromagnetic order was traced
in the B-S plane. The phase diagram is illustrated in Fig.
4. Interestingly, the critical entropy for ordering in-
creased with B in small fields. Only one ordered state
could be singled out, although some features of the
NMR spectra indicated the presence of two phases.
Definite conclusions were difficult to make because the
sample was polycrystalline.

An important new feature in the investigations on sil-
ver was that it was possible to study nuclear magnetism
at negative spin temperatures as well (Oja, Annila, and
Takano, 1991). Unlike the spins in insulators studied
by the Saclay group (Abragam and Goldman, 1982),
nuclear spins in silver interact through the full dipolar
force, which, together with exchange interactions, pro-
duces ordering in the laboratory frame in low external
fields. There are several ways to generate negative spin
temperatures. In silver this regime was achieved by
quickly reversing the direction of the external magnetic
field, in less than t2510 ms, so that the spins did not
have time to redistribute themselves among the energy
levels. At negative temperatures, the population of spins
among the Zeeman levels is given by the usual Boltz-
mann factor, exp(2mB/kT) as at positive temperatures,
but with T,0. Only the highest energy level is popu-
lated when T→20. Therefore, the energy of a nuclear-
spin system is maximized when absolute zero is ap-
proached from the negative side. It can be shown that, at
T,0, the thermodynamic equilibrium state corresponds
to the maximum of the Gibbs free energy (see Sec.
II.D.3).

Measurement of NMR absorption at T,0 is actually
a measurement of NMR emission, since x9(f),0. Static
susceptibility can still be obtained using the Kramers-
Kronig relation, that is, by integrating over x9(f)/f .
Therefore, x8(0) is negative as well. Nuclear-spin tem-
peratures can be determined by directly applying the
second law of thermodynamics, using the same proce-
dure as at T.0 (see Sec. IV). The x8(0) data showed
that silver orders ferromagnetically at T521.9 nK (Ha-
konen, Nummila, Vuorinen, and Lounasmaa, 1992). Al-
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though it may, at first, seem surprising that a system with
antiferromagnetic interactions can order ferromagneti-
cally, this is exactly according to theoretical expectations
for a spin system at T,0: Maximum energy for antifer-
romagnetic interactions presumably corresponds to fer-
romagnetic order. Such a situation, antiferromagnetism
at T.0 and ferromagnetism at T,0, has also been
found for LiH in a coordinate frame rotating at the Lar-
mor frequency about the external magnetic field (Roinel
et al., 1980). According to theoretical calculations (Vier-
tiö and Oja, 1992), the ferromagnetic structure in silver
is a novel kind of domain configuration. The measured
value of the susceptibility in the ferromagnetic state is
consistent with the proposed structure. The phase dia-
gram of silver at T,0 is illustrated in Fig. 4.

NMR measurements alone cannot verify details of the
spin configuration in silver. Experiments employing scat-
tering of polarized neutrons are again necessary for this
purpose. Tuoriniemi, Nummila et al. (1995) have re-
cently observed long-range nuclear antiferromagnetic
order by neutron diffraction in a single crystal of silver.
The observed antiferromagnetic (0 0 1) Bragg peak de-
cisively proved spontaneous long-range ordering. In a
magnetic field along the [001] direction, a single-k state
with k5(p/a)(0,0,1) developed. A structure with this
ordering vector remained stable in zero field. Domains
with the other equivalent k-vectors did not appear
within the available experimental time, as was deduced
from the lack of (0 0 1) intensity in measurements with
Bi[010]. The results support the theoretically predicted
structure for low magnetic fields along the [001] axis, but
no evidence for a proposed triple-k state in higher fields
was seen (Viertiö, 1992; Heinilä and Oja, 1993a). In 50
mT ('Bc/2), the (0 0 1) reflection was observed when B
was aligned within a cone of 110° opening around the
[001] axis, in partial agreement with Monte Carlo simu-
lations. The phase diagram based on neutron-diffraction
data closely resemble the earlier NMR results on a poly-
crystalline sample of natural silver.

The spin dynamics of silver nuclei have been investi-
gated extensively as well. Studies of cross relaxation
(Oja, Annila, and Takano, 1990) between the Zeeman
temperatures of the two isotopes 107Ag and 109Ag pro-
vide a clear demonstration of the theoretical prediction
(Goldman, 1970) that mutual flips of unlike spins, which
become effective once the two isotopic NMR lines over-
lap, do not lead to an equalizing of temperature. Equi-
librium between the two Zeeman reservoirs is achieved
only through the energy reservoir of spin-spin interac-
tions via single spin flips, which become frequent in low
fields. The observed cross-relaxation rate also gives a
measure for the strength of the RK interaction in silver.
Values for R were obtained from the relative intensities
of the 107Ag and 109Ag NMR-absorption lines at a high
spin polarization in a low field, both at T.0 and at
T,0 (Hakonen, Nummila, and Vuorinen, 1992). The
data were consistent with the early NMR work at high
temperatures (Poitrenaud and Winter, 1964), with sus-
ceptibility measurements (Hakonen and Yin, 1991), and
with band-structure calculations (Harmon et al., 1992).
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During the past four years the Helsinki group has in-
vestigated nuclear magnetism in rhodium metal, which is
an I5 1

2 fcc system like silver (Hakonen, Vuorinen, and
Martikainen, 1993, 1994). The R parameter [see Eq. (6)]
was found to be –1.4, implying that interactions are ex-
change dominated but not so strongly as in silver. Al-
though the nuclear magnetic moment of rhodium is 30%
smaller than in silver, nuclear-spin polarizations up to
83% were reached in experiments at T.0 and –60% at
T,0. These values correspond to spin entropies that in
silver were low enough to produce magnetic order. In
rhodium, however, no ordering was observed in spite of
the record-low and record-high temperatures of 280 pK
and –750 pK.

Nevertheless, susceptibility measurements showed
that rhodium nuclei tend to order antiferromagnetically
at both positive and negative spin temperatures, which
can be understood if the nearest-neighbor and next-
nearest-neighbor exchange interactions are competing,
as the NMR measurements suggest. It is then possible
that the observed structure at T.0 is a type-I antiferro-
magnet, as in copper and silver, while the ground state
at T,0 is an fcc antiferromagnet of the type II.

The spin-lattice relaxation of rhodium showed an in-
teresting feature: t1 was clearly longer at T,0 than at
T.0 (Hakonen, Vuorinen, and Martikainen, 1994).
Such an effect had not been seen in similar measure-
ments on silver. The observation was explained by the
presence of iron impurities in the sample, at the level of
10 ppm. It was concluded that the large susceptibility of
Rh nuclei modifies the scattering of conduction elec-
trons by the impurities and leads to changes in t1.

F. Studies of other metals

Before beginning a thorough discussion of experimen-
tal and theoretical results on copper, silver, and
rhodium, we should like to mention some interesting
recent results on nuclear magnetism in other metals
(see Sec. XII for a more detailed discussion). The
Bayreuth group has made extensive measurements on
the properties of the metallic compound AuIn 2 at low
temperatures in fields above the critical field for super-
conductivity (Herrmannsdörfer and Pobell, 1995;
Herrmannsdörfer, Smeibidl, Schröder-Smeibidl, and Po-
bell, 1995). Data on nuclear specific heat, magnetic sus-
ceptibility, and the measured NMR spectra gave strong
evidence for a ferromagnetic transition at TC535 mK.
The magnitude of TC was unexpectedly large, perhaps
by an order of magnitude. The magnetically ordering
spins in AuIn 2 are the In nuclei, which form a simple
cubic lattice. Unlike Cu, Ag, and Rh, ordered nuclei of
AuIn 2 are in thermal equilibrium with the conduction
electrons.

Possible indications of a transition to an ordered state
have been reported in scandium (Suzuki et al., 1994;
Koike et al., 1995). The quadrupolar interaction is im-
portant in this metal. As a result, Sc is a good example
of a three-dimensional Ising model in a hexagonal lat-
tice, so that the spin Hamiltonian is qualitatively differ-
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ent from that in the noble metals. It seems clear that
new data will be forthcoming, but it is too early to dis-
cuss these systems in detail at present. Interesting NMR
results on highly polarized thallium nuclei have been ob-
tained by Eska and Schuberth (1987) and Leib et al.
(1995).

Several short reviews on nuclear ordering in metals
have been published earlier (Oja, 1987; Lounasmaa,
1989; Hakonen, Lounasmaa, and Oja, 1991; Oja, 1991;
Hakonen and Vuorinen, 1992; Hakonen, 1993; Ra-
makrishnan and Chandra, 1993; Hakonen and Lounas-
maa, 1994; Pobell, 1994; Steiner, Metz, Siemensmeyer,
et al., 1996).

II. BASIC PRINCIPLES OF POSITIVE AND NEGATIVE
SPIN TEMPERATURES IN NUCLEAR MAGNETISM

A. Spin temperature

The idea of spin temperature originates from the
work of Casimir and Du Pré (1938). Their work was
extended by Bloembergen and Wang (1954), who sug-
gested that there may be two temperatures within the
spin system, one, TZ , relating to the distribution of the
Zeeman energy, and the other, Tss , relating to the en-
ergy of spin-spin interactions. When TZ5Tss it is mean-
ingful to speak of a common spin temperature; other-
wise a distinction between TZ and Tss should be made.
A large number of experiments have verified theoretical
predictions based on the concepts of TZ and Tss . Com-
prehensive reviews have been written on spin tempera-
ture and its implications (Goldman, 1970; Wolf, 1979;
Abragam and Goldman, 1982). We also refer the reader
to the paper by Van Vleck (1957), in which the basics of
positive and negative spin temperatures are discussed in
a clear and simple way.

1. Zeeman temperature

The meaning of the Zeeman temperature TZ , associ-
ated with the Hamiltonian HZ52\gB•( iIi , can be
illustrated using an energy-level diagram. Since the nu-
clei are well localized in their lattice sites, Boltzmann
statistics is appropriate for a description of the spin sys-
tem. The energy-level diagram for a spin I5 1

2 assembly
is shown in Fig. 5(a) in the case when the Zeeman en-
ergy dominates over spin-spin interactions. The
number of nuclei in the different energy levels
Em52\gmB , m52I . . . 1I , is proportional to
exp(2Em /kBTZ). At positive temperatures, the number
of nuclei in a higher level of energy is always smaller
than that in a lower energy level.

2. Temperature of the interaction reservoir

The temperature of the interaction reservoir Tss can
be understood in a similar way. Let us consider the situ-
ation in high external fields, where spin-spin interactions
are but a small perturbation to the Zeeman Hamil-
tonian. In the energy-level diagram, interactions split
each Zeeman level into a number of sublevels. The char-
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acteristic width of the splitting is on the order of the
spin-spin interaction energy, and the number of sublev-
els is proportional to (2I11)N, which in practice is infi-
nite (N is the number of spins).

Mathematically, the meaning of Tss as the tempera-
ture of the interaction reservoir Hss8 is described by the
distribution function (i.e., the density matrix)

r5exp~2HZ /kBTZ!exp~2Hss8 /kBTss!. (7)

Thus the distribution of the nuclei in the sublevels of
each Zeeman level is determined by the same Tss . In
general, Tss can differ from TZ . Such a situation is illus-
trated in Fig. 5(b). In thermal equilibrium, however,
Tss5TZ , as in Figs. 5(a) and 5(c).

The detailed form of Hss in the density matrix is a
subtle point. Hss8 is that part of the full spin-spin interac-
tion Hss which conserves the Zeeman energy, i.e., com-
mutes with HZ . When the Zeeman and interation reser-
voirs are not in mutual thermal equilibrium, Hss8 must be
used in the density matrix, as is written into Eq.
(7). However, in thermal equilibrium Tss5TZ , and
the full Hss is the appropriate quantity; then
r5exp@2(HZ1Hss)/kBT# . Exchange forces of the form
Ii•Ij , such as the Ruderman-Kittel interaction [see Eq.
(3)], commute with HZ , while the dipolar Hamiltonian
does not. This has the important consequence that there
will be thermal contact, so-called thermal mixing, be-
tween the Zeeman and interaction reservoirs.

B. Heat reservoirs, spin-lattice relaxation,
and thermal mixing

The various parts of the spin Hamiltonian can be
thought of as thermal reservoirs with a certain heat ca-
pacity and temperature. Figure 6(a) schematically illus-
trates the situation in which the Zeeman and interaction
reservoirs are in mutual thermal equilibrium. This is
typically the case for fields that are low or comparable to
the local field B loc . A single temperature then describes
the spin system. The lattice vibrations and conduction
electrons form a heat reservoir at the temperature Te .

Equalization of Te and TZ is obtained via a relaxation
process,

d~TZ
21!/dt5t1

21~Te
212TZ

21! , (8)

where t1 is the spin-lattice relaxation time. In metals,
t1 is obtained from

t15k/Te , (9)

where k is the Korringa constant (Korringa, 1950). This
equation is valid for fields much higher than B loc and for
not too large values of B/Te . In low B , spin-lattice re-
laxation becomes faster. The situation can still be de-
scribed by Eq. (9) if a field dependency is incorporated
into the Korringa constant through

k~B !

k`
5

B21B loc
2

B21aB loc
2 . (10)
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FIG. 3. At right: Neutron-intensity contour diagram of copper for the Bragg reflections, as a function of time and the external
magnetic field: (solid curves), (1 1

3
1
3); and (dashed curves) (1 0 0). The number of neutrons collected per second is marked on the

contours. From Annila et al. (1990). At left: Spin structures of copper for the [011̄ ] alignment of the magnetic field, as given by
Eqs. (159) and (140). (a) B=0: antiferromagnetic k15(p/a)(1,0,0) structure consisting of alternating ferromagnetic planes. (b)

0,B,Bc/3: structure with ordering vectors k15(p/a)(1,0,0) and 6k56(p/a)(0, 2
3 , 2

3 ), illustrated for B50.17Bc ; (0 2
3

2
3) and

(1 1
3

1
3 ) reflections are equivalent under fcc symmetry. (c) B5Bc/3: the up-up-down structure with 6k56(p/a)(0, 2

3, 2
3) order. (d)

High-field state with three ordering vectors (p/a)(1,0,0), (p/a)(0,1,0), and (p/a)(0,0,1). The spin structures, which are consistent
with the neutron-diffraction data, were taken from theoretical calculations by Viertiö and Oja [1990a (structures a–c), 1987
(structure d)].
According to measurements as well as theoretical calcu-
lations, the constant a varies in the range a52–3 (Gold-
man, 1970). Spin-lattice relaxation is also faster than
that given by Eq. (9) at large B/Te (Jauho and Pirilä,
1970; Bacon et al., 1972; Shibata and Hamano, 1982).

In high fields, thermal contact between the Zeeman
and interaction reservoirs is weak. It is therefore usually
more appropriate to describe the spin system in terms of
the block diagram illustrated in Fig. 6(b). As was men-
tioned above, the interaction reservoir now consists of
those interactions which commute with HZ .

The relaxation of HZ and Hss8 towards Te is deter-
mined by different time constants, t1 and t1ss . The
former is described by the usual high-field Korringa con-
stant, Eq. (9). The relaxation time t1ss is not of practical
importance for experiments discussed in this paper.

The direct thermal contact between HZ and Hss8 is
called thermal mixing, and the corresponding time con-
stant tm is the thermal mixing time. Thermal mixing is
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
caused by spin-spin interactions that do not conserve
the Zeeman energy. Usually tm is determined by the
dipolar interaction. Processes that contribute to thermal
mixing are single spin flips (terms Ii

1Ij
z and Ii

2Ij
z) and

double spin flips (Ii
1Ij

1 , Ii
2Ij

2 ; see Sec. XI.A.2 for defi-
nitions). An isotropic exchange interaction commutes
with HZ and therefore does not cause thermal mixing.

The constant tm depends strongly on the magnetic
field, becoming exceedingly long at high B . The reason
for this is easy to understand. The energy must be con-
served during the relaxation process. If the change in the
Zeeman energy is large, it cannot be counterbalanced
easily by a corresponding but opposite change in the
interaction energy. Various theoretical models predict,
approximately, tm't0exp(B2/b2) or tm't0exp(B/b),
where the constant b is on the order of B loc and t0 is on
the order of the spin-spin relaxation time t2 (Goldman,
1970). An experiment in which the field dependence of
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tm was measured for silver will be discussed in Sec.
XI.A.

C. Demagnetization to the ordered state

We discuss next the process during which a sample is
demagnetized into the magnetically ordered state. The
nuclear-spin system is first polarized in a high field and a

FIG. 4. Right half: Phase diagram of nuclear spins in silver at
T.0 in the magnetic field vs temperature plane. ‘‘Inside’’ the
full curve the spin system is antiferromagnetically ordered.
The phase boundary is drawn on the basis of measurements by
Hakonen, Yin, and Nummila (1991), assuming that its shape is
the same as in the magnetic field vs entropy plane. The spin
configurations at right represent a two-sublattice, type-I anti-
ferromagnet in B50 (lower structure) and in a finite field
(higher structure). These configurations, with the ordering vec-
tor parallel to the external magnetic field, are consistent with
the neutron-diffraction data of Tuoriniemi, Nummila, et al.
(1995) and with theoretical predictions in low fields but not in
high fields (Viertiö, 1992; Heinilä and Oja, 1993a). The exter-
nal magnetic field is pointing down. Note that the gyromag-
netic ratio of silver nuclei is negative and therefore spins Ii

align antiparallel to Bext at T.0. Left half: Phase diagram at
T,0. The solid curve shows the boundary between the ferro-
magnetic domain state (inside) and the paramagnetic region.
From Hakonen, Nummila, Vuorinen, and Lounasmaa (1992).
One of the possible domain configurations predicted by
Viertiö and Oja (1992) is also shown.

FIG. 5. Equilibrium distribution of nuclei in the various Zee-
man levels: (a) at a positive spin temperature TZ for a spin
I5

1
2 system. Splitting into sublevels is due to spin-spin interac-

tions. (b) Situation when Tss.0 and TZ,0. (c) Equilibrium at
a negative Tss5TZ .
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low temperature to decrease its entropy below the criti-
cal value for magnetic ordering. After the equilibrium
polarization with TZ5Te has been reached, the sample
is demagnetized down to B50, or to a low field, to pro-
duce spontaneous nuclear ordering. The demagnetiza-
tion is performed in a time much shorter than t1 to
avoid warmup of the spin system caused by spin-lattice
relaxation.

Let us first neglect, for simplicity, the spin-lattice re-
laxation. When we change from the high initial field to a
low, so-called mixing field Bm , we see that the only ef-
fect of the demagnetization is to decrease the Zeeman
temperature, so that the ratio B/TZ remains constant.
At B5Bm , the thermal mixing time tm becomes suffi-
ciently fast compared to the rate of the field sweep that
there will be thermal contact between the Zeeman and
interaction heat reservoirs. As a result, thermal equilib-
rium with TZ5Tss is achieved. It is only now that the
interaction reservoir is cooled. Before the mixing pro-
cess it remained at the initial precooling temperature.

Thermal mixing is necessarily a nonadiabatic process,
since the cold Zeeman temperature has to cool down the
hot interaction reservoir. The degree of adiabaticity is
characterized by the factor

Bm
2 /~Bm

2 1B loc
2 !, (11)

which is derived in Sec. IV.F. The closer to one this
factor, the more adiabatic will be the thermal mixing. It
is obvious that it would be desirable to perform mixing
in the highest possible Bm . In practice, however, ther-
mal mixing is too slow a process to occur in fields much
larger than B5B loc .

On the other hand, nuclear ordering also takes place
in fields on the order of B loc . One may wonder whether
the non-occurrence of nuclear ordering after demagne-
tization to a certain low field might simply be because
thermal mixing has not yet taken place. This does not
seem to be the case. Measurements on silver, for ex-
ample, show that Bm'10B loc50.3 mT while the critical
field for nuclear ordering is Bc'3B loc50.1 mT. Thus
the final cooling necessary for nuclear ordering takes
place in a field three times larger than the critical field.

FIG. 6. Schematic illustration of the Zeeman (HZ), spin-spin-
interaction (Hss), and conduction-electron (HL) heat reser-
voirs. The various thermal relaxation times, t1, tm , and t1ss ,
are indicated. (a) In low fields, HZ and Hss form a single heat
reservoir, but (b) in high fields they are decoupled.
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Theoretical estimates and actual measurements show
that the nonadiabaticity associated with thermal mixing
is on a few-percent level and that it is not prohibitive for
nuclear ordering. A more detailed explanation is given
in Sec. IV.F. The present discussion is, of course, an
oversimplification in that thermal mixing is, in reality, a
gradual process, which proceeds in a range of fields dur-
ing demagnetization. The steep field dependence of
tm , however, makes the steplike process a good ap-
proximation.

The form of the isentropes in the ordered state is an
important question. Mean-field calculations, to be dis-
cussed in Sec. XV.B.5. for antiferromagnetic type-I spin
structures or more generally for the so-called permanent
spin structures show that isentropes in the ordered state
are vertical in the magnetic field vs temperature plane,
as shown in Fig. 7. The temperature T then stays con-
stant during demagnetization in the ordered state. Fig-
ure 7 also depicts the entropy increase due to thermal
mixing at B5Bm .

D. Negative spin temperatures

The main ideas associated with negative spin tempera-
tures can again be illustrated conveniently by an energy-
level diagram. For the sake of simplicity, we consider a
diagram for a noninteracting I5 1

2 spin system in an ex-
ternal magnetic field. The same ideas can be applied
readily to interacting spin assemblies in an arbitrary
field.

At the absolute zero, T510, all nuclei are in the
ground state with mW 5\gI parallel to B. As the tempera-
ture is increased, keeping B constant (see Fig. 8), nuclei
begin to flip into the upper energy state and, at
T51` , there is an equal number of spins in both levels.
If the energy is increased further, the reversed distribu-

FIG. 7. Demagnetization into the antiferromagnetically or-
dered state along isentropes in the magnetic field vs tempera-
ture plane. Thermal mixing takes place in the field B5Bm ,
larger than the local field B loc . In silver, Bm'0.25 mT,
Bc50.1 mT, B loc50.035 mT, and TN5560 pK.
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tion of nuclear spins can still be described by the Boltz-
mann factor but now with T,0. Finally, when ap-
proaching zero from the negative side, T→20,
eventually only the highest energy level is populated.

As Fig. 8 shows, the transition from positive to nega-
tive spin temperatures is smooth and takes place via
T56` . The positive and negative infinite temperatures
correspond to the same spin arrangement.

Since heat has to be added to the spin system at
T.0 to reach a state with T,0, negative temperatures
are actually hotter than positive ones. If two spin assem-
blies, one at T.0 and the other at T,0, are brought
into thermal contact, heat will flow from the latter to the
former.

1. Production of negative temperatures

Purcell and Pound (1951) first produced negative tem-
peratures in the nuclear-spin system of LiH. Their ex-
perimental procedure was, in fact, a simple one. If the
direction of the external magnetic field is reversed so
fast that spins do not have time to redistribute among
their energy levels, the spin assembly enters a state that
can be described by a negative temperature. After the
field flip, there are more nuclear moments antiparallel to
the field than parallel to it. In terms of the energy-level
diagram, the spin populations at the Iz5 1

2 and Iz52 1
2

levels are exchanged.
A sufficiently rapid field reversal is fast in comparison

with the spin-spin relaxation time t2, which is the ap-
proximate length of time between successive spin flips in
low external fields. If the field change is slower, the spins
are able to follow adiabatically the field reversal, and

FIG. 8. Energy-level diagram of nuclear spins (I5
1
2) in silver

or rhodium at selected temperatures when B=constant. Spin
populations in the Iz5

1
2 and Iz52

1
2 levels are shown at both

positive and negative absolute temperatures. Rapid reversal of
the external magnetic field B interchanges the energy levels
and produces a negative spin temperature.
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negative temperatures will not result. Demagnetization
would just be followed by remagnetization to the posi-
tive starting temperature.

To estimate the rate of field change needed to pro-
duce negative temperatures one may assume that only
the low-field region B51B locz→2B locz has to be
passed in a time much shorter than t2. On the other
hand, t2 is approximately the Larmor period of the spins
in the local field B loc created by neighboring nuclei.
Thus the critical field sweep rate is on the order of

DB

Dt
'

gB loc
2

2p
. (12)

In fact, during the quick field flip the Boltzmann distri-
bution of the spins breaks down and, for a short mo-
ment, the spin system cannot be assigned a temperature.

Once the spins have been brought to the T,0 state,
they remain there for a long time. The spin system re-
laxes towards the positive lattice temperature through a
passage via T=7`, at a rate determined by the relatively
long t1.

Only the Zeeman temperature is reversed in the field
flip; the temperature of the interaction reservoir is not.
See Fig. 5(b) for an illustration of such a situation. An
irreversible entropy increase results when HZ warms the
interaction reservoir to negative temperatures, produc-
ing the equilibrium depicted in Fig. 5(c). This thermal
mixing process is similar to that described earlier (see
Sec. II.B). A more detailed discussion is presented in
Sec. IV.G.

Other methods for producing negative spin tempera-
tures will be discussed in Secs. XIV.A and XIV.D.

2. Thermodynamics at T,0

Some of the fundamental aspects of negative tempera-
tures have been described by Ramsey (1956). Our dis-
cussion draws mostly from his text.

From the thermodynamic point of view, an essential
requirement for the existence of a negative temperature
is that the entropy S not be a monotonically increasing
function of the internal energy U . In fact, whenever
(]S/]U)B,0, T51/(]S/]U)B,0 as well. At negative
temperatures an increase in U corresponds to a decrease
in S , while the reverse is true when T.0 (see Fig. 9).
For negative temperatures to occur, there must be an
upper limit to all allowed energy states of the system,
otherwise the Boltzmann factor exp(2Em /kBT) does
not converge for T,0. Nuclear spins satisfy this require-
ment, since there are 2I11 Zeeman energy levels. In
addition, the elements of the assembly must, of course,
be in thermodynamic equilibrium among themselves so
that the system can be described by the Boltzmann dis-
tribution and thereby assigned a temperature. The ther-
mal equilibrium time t2 among the nuclear spins them-
selves must be short compared to the time t1 of
appreciable ‘‘leakage’’ of energy to or from other sys-
tems. In silver, for example, t1514 h at Te5200 mK
while t2510 ms.
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Nuclear-spin assemblies are different from some more
common systems for which the temperature in Kelvins
describes the average energy. Consider, for example, the
kinetic energy E . When the temperature is raised to-
wards infinity, E increases without an upper limit.
Therefore the crystalline lattice or conduction electrons
cannot be brought to a temperature T,0: the energy of
the system would be infinite.

At T,0 the second law of thermodynamics,
T5DQ/DS , can just as well be used for thermometry
(see Sec. II.E). In this case, DQ,0 when the entropy
increases and the system radiates energy at the Larmor
frequency of the nuclei, while the populations of the two
energy levels tend to equalize.

At T510 and at T520 there is complete but oppo-
site order, i.e., the entropy is zero in both cases. When
T56` , S has its maximum value R ln2 for the spin
I5 1

2. At T,0, adiabatic demagnetization heats the spin
system instead of cooling it, as happens when T.0.
Similarly, for experiments on polarized nuclei at T,0,
the spin system must be heated to the hottest negative
temperature to achieve maximum polarization, while at
positive temperatures the spins must be cooled.

The difficulty of heating a ‘‘hot’’ system at negative
temperatures is analogous to the problems of cooling a
cold system at positive temperatures. An NMR absorp-
tion experiment at T.0 becomes an NMR emission ex-
periment at T,0. This effect was observed with the
7Li nuclei by Purcell and Pound (1951), and it provided
the key proof that negative spin temperatures actually
had been produced in the nuclear-spin system: the emis-
sion peaks at T,0 gradually became weaker until, at
T56` , the emission and absorption canceled out be-
cause of equal populations of the energy levels. Slowly
increasing absorption spectra were then observed as the
spin system ‘‘cooled’’ towards room temperature.

When two systems are brought into thermal contact,
heat always flows from the hotter to the colder body.
The order of temperatures on the absolute Kelvin scale,
from the coldest to the hottest, is thus +0 K, . . . +300 K,
. . . 6` K, . . . 2300 K, . . . 20 K. The system cannot
become colder than 10 K since it is not capable of giv-

FIG. 9. Entropy S as a function of the internal energy U for
the two-level system of Fig. 8. Negative slope of the S/R ln2 vs
U/NmB curve corresponds to a temperature T,0.
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ing up more of its energy; likewise, it cannot become
hotter than 20 K because the system is unable to absorb
more energy.

Near the absolute zero, 1/T or logT is sometimes used
as the temperature function but, when T,0, logT is not
suitable. However, on the inverse-negative scale where
b521/T , the coldest temperature, T510, corresponds
to b52` , and the hottest temperature, T520, to
b51` . On this scale the algebraic order of b and the
order from cold to hot are identical; the system passes
from positive to negative Kelvin temperatures through
b520→10. The choice of the function, b521/T , en-
sures that a colder temperature is always to the left of a
hotter one. This inverse-negative scale thus runs in an
‘‘orderly’’ fashion from the coldest to the hottest. The
third law of thermodynamics emerges ‘‘naturally’’ by the
impossibility of reaching the positive or negative ends of
the b axis.

The theorems and procedures of statistical mechanics,
such as the use of the partition function or the quantum-
mechanical density matrix, apply equally to systems at
negative temperatures. By examining the statistical
theory by which the Boltzmann distribution is derived,
we see that there is nothing objectionable a priori in the
parameter 1/kBT being negative; T,0 simply means
that the mean energy of the system is higher instead of
being lower than that corresponding to equal popula-
tions among the energy levels at T56` .

Figure 10 illustrates the entropy S , the internal energy
U , and the specific heat CB of a two-level spin assembly
(see Fig. 8) as a function of b521/T in units of
kB /umuB , calculated in the usual way [see Eqs. (25a) and
(26a)]. The entropy has its maximum value S5R ln2 at
b560 because both energy levels are equally popu-
lated (the spin polarization p50). The specific heat
CB is zero at b52` and at b51` since all spins oc-

FIG. 10. Entropy (dotted curve), internal energy (full curve),
and specific heat (dashed curve) plotted as a function of
2umuB/kBT for a nuclear-spin system of two energy levels
(I5

1
2, as for Ag and Rh, and umu5 1

2\ugu).
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cupy their lowest or highest energy level and no more
heat can be removed or absorbed, respectively. At
b560, CB50 as well because a very large change oc-
curs in T for a very small change in the spin configura-
tion. The internal energy has its minimum value at
b52` (T510) and its maximum at b51`
(T520).

Although systems at negative temperatures can be
treated without difficulty by thermodynamics and statis-
tical mechanics, albeit with certain modifications to the
Kelvin-Planck formulation of the second law of thermo-
dynamics (Ramsey, 1956), the occurrence of systems at
T,0 is infrequent because of the rather restrictive re-
quirements for a thermodynamic assembly to be de-
scribed by a negative temperature. Population inversion
alone is not sufficient. A Boltzmann distribution of the
particles among the energy levels, i.e., internal thermal
equilibrium, is needed before a temperature can be as-
signed to the assembly. Lasers do not operate at nega-
tive temperatures. Laser beams, however, have been
used to achieve very low temperatures, for example, 100
nK in an assembly of sodium atoms (Kasevich and Chu,
1992).

3. Nuclear ordering at T,0

At T510 an isolated nuclear-spin assembly has the
lowest, and at T520 the highest, possible energy. This
feature can be put into a more general thermodynamic
basis. As the external magnetic field B is reduced
towards B loc and ultimately even to B50, the
dipole-dipole and exchange forces gradually take over,
and the spin order begins to change from that forced by
B to an arrangement determined by mutual interactions.
During this spontaneous adjustment of spins the entropy
increases, according to the general principles governing
thermodynamic equilibrium, until S reaches a
maximum, while the magnetic enthalpy H5U2BM
stays constant.2 One must thus consider the variation of
entropy under the restriction of a constant enthalpy,
i.e., seek an extremal value of S1bH where b is a
Lagrange multiplier. By differentation, dS1bdH
=0, so that b52dS/dH521/T . Therefore, one finds
S2H/T52G/T for the thermodynamic potential
reaching an extremum; G is the Gibbs free energy.
When T.0, G5H2uTuS , and the extremum is a mini-
mum, since S assumes its maximal value at equilibrium.
When T,0, G5H1uTuS , and the Gibbs free energy
obviously reaches a maximum.

The tendency to maximize rather than to minimize
the energy is the basic difference between negative and
positive temperatures. This produces a profound effect
on the spin structure into which a system spontaneously
orders below the transition temperature when T.0 or

2Enthalpy, which is the sum of the internal and magnetic en-
ergies, is constant since the system is isolated. In terms of the
microscopic Hamiltonian, Eq. (1), this would mean
^H&5constant.
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‘‘above’’ it when T,0. In silver, for example, the
nearest-neighbor antiferromagnetic Ruderman-Kittel
exchange interaction favors antiparallel alignment of the
nuclear magnetic moments and thus produces antiferro-
magnetism when T.0. At T,0, since the energy now
must be maximized, the very same interactions cause
ferromagnetic nuclear order.

E. Thermometry with nuclear spins

Measurements of the temperature of a nuclear-spin
system are based on the second law of thermodynamics,
T5DQ/DS . This relation can be used equally well at
positive and negative temperatures. A practical way to
administer a small heat pulse DQ on the spin system is
to expose it to an alternating magnetic field of a suitable
frequency f for a time Dt . Then DQ } B1

2x9(f)Dt , where
B1 is the amplitude of the alternating field. The crucial
difference between the behavior at T.0 and that at
T,0 is that in the former case spins absorb energy from
the alternating field whereas in the latter case spins emit
energy to this field. Hence at T,0, DQ,0 when the
entropy increases. This is borne out also by the fact that
x9(f).0 at positive temperatures while the opposite is
true for negative temperatures. The common feature at
T.0 and at T,0 is that, when exposed to an alternat-
ing magnetic field of the resonant frequency, the popu-
lations of the two energy levels tend to equalize.

Measurements of DS ensuing from the heat pulse are
usually made by relating S to the spin polarization p
before and after the pulse; p can be determined from
the area of the NMR peak.

Thermal conductivity within the nuclear-spin system
in a metal is such that, over atomic distances, equilib-
rium is reached quickly. However, on a macroscopic
scale thermal diffusion is very slow. This means that in
any experiment all parts of the sample must be subjected
to similar treatment so that different regions of the
specimen will be at the same spin temperature.

A thorough discussion of nuclear-spin thermometry
on copper, silver, and rhodium is given in Sec. IV.

III. EXPERIMENTAL TECHNIQUES
FOR SUSCEPTIBILITY MEASUREMENTS

A. Principle of brute force nuclear cooling

The basic principle of nuclear cooling is the same as
that for paramagnetic salts (de Klerk, 1956), but there
are very significant differences in practice. Because
nuclear magnetic moments are about 2000 times smaller
than their electronic counterparts, it is more difficult to
produce significant changes in the entropy of the
nuclear-spin system by external means. For example, to
reduce the entropy by 5%, one must start from an initial
temperature Ti510 mK and an initial magnetic field
Bi56 T, if copper is used as the working substance; for
paramagnetic salts the corresponding values are 1 K and
1 T. Fortunately, the starting conditions for nuclear
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
cooling today can be reached rather easily with dilution
refrigerators and superconducting magnets (Lounasmaa,
1974).

The main advantage of nuclear cooling is, of course,
the very low temperature that can be reached. Nuclei
align spontaneously, owing to their mutual interactions,
well below 1 mK. Because spontaneous ordering is the
limit of any cooling process, temperatures in the submi-
crokelvin region can be reached by nuclear-
demagnetization. The current record, 280 pK, was ob-
tained by demagnetizing a rhodium specimen in a
cascade nuclear-demagnetization process (Hakonen,
Vuorinen, and Martikainen, 1993). For cerium magne-
sium nitrate, the weakest paramagnetic salt, the ordering
temperature is slightly below 2 mK.

The technique of nuclear cooling consists of first mag-
netizing the sample isothermally from zero to Bi>5 T at
a low initial temperature Ti<20 mK. The mixing cham-
ber of the precooling dilution refrigerator and the
nuclear stage are then thermally isolated from each
other by means of a superconducting heat switch, and
the magnetic field is reduced to a low final value Bf
adiabatically. The nuclear sample is thereby cooled to

Tf5~Ti /Bi!~Bf
21B loc

2 !1/2 , (13)

where B loc is 0.36 mT for copper, 35 mT for silver, and
34 mT for rhodium and represents the effective interac-
tions between the nuclei. The exact definition of B loc will
be given by Eq. (29). Thus, for example, if one starts
from Bi58 T and Ti516 mK and demagnetizes to Bf
50, the final temperature is 0.7 mK using copper nuclei.

The basic equations of brute force nuclear cooling will
be discussed here only briefly; for more detail we refer
the reader to other publications (Huiskamp and Lounas-
maa, 1973; Lounasmaa, 1974; Betts, 1976; Andres and
Lounasmaa, 1982; Pickett, 1988; Pobell, 1992a, 1992b),
which also describe dilution refrigeration and other rel-
evant cryogenic techniques in detail.

In an external magnetic field B , the 2I11 equi-
distant nuclear energy levels are given by Em
52mNgNBm52\gBm , where mN55.05310227 Am 2

is the nuclear magneton, gN5m/I is the nuclear g factor,
and m runs from 2I to +I , with I denoting the nuclear
spin. The partition function of the system is

Z5F(
m

exp~2Em /kBT !GnNA

, (14)

where n is the number of moles of the sample, kB is
Boltzmann’s constant, and NA is Avogadro’s number;
nNA is thus the number of magnetic nuclei in the speci-
men. The population of the mth energy level is given by

P~m !5nNAexp~2Em /kBT !/ (
m

exp~2Em /kBT ! . (15)

In the approximation Em!kBT , the entropy
S5kB](T lnZ)/]T becomes

S5nR ln~2I11 !2nLB2/2T2 , (16)
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where the nuclear Curie constant per mole
L5NAI(I11)mN

2 gN
2 /3kB . In a constant field, the

nuclear heat capacity CB5T(]S/]T)B is then, in the
same approximation, given by

CB5nLB2/T2 . (17)

Equation (14) shows that Z and therefore also
P(m), S , and CB are functions of B/T only for all values
of B and T . During adiabatic demagnetization
(DS50) from Bi and Ti to Bf , S remains constant, and
therefore Bi /Ti5Bf /Tf ; the final temperature is then
given by

Tf5TiBf /Bi . (18)

If demagnetization is carried out to a low or zero field,
Bf must be replaced in this equation by (Bf

21B loc
2 )1/2;

we then obtain Eq. (13). Similarly, if Eq. (17) is to be
used in low fields, B must be replaced by (B21B loc

2 )1/2.
After demagnetization, the nuclear-spin system begins

to warm up owing to the unavoidable external heat leak
dQ/dt5Q̇ . By observing that Ṫ5Q̇/CB , one can calcu-
late the time Dt during which the nuclear spins warm
from Tf to a higher temperature T . The result is

Dt5~nLBf
2/Q̇ !~Tf

212T21! , (19)

where Eq. (17) has been employed. The relation shows
that 1/T is a linear function of time, provided that Q̇ is
constant. It should be noted that Dt is proportional to
Bf

2 ; demagnetization should not be carried out to fields
lower than is necessary to reach the desired temperature
Tf .

The rate at which equilibrium is established between
nuclear spins and conduction electrons is governed by
the spin-lattice relaxation time t1, defined by Eq. (8).
For most metals t1 is on the order of seconds at 10 mK;
for insulators t1 is days or even weeks. It is thus clear
that metals must be used for brute force nuclear refrig-
eration. The lattice heat capacity, proportional to T3, is
totally negligible below 10 mK. One may therefore as-
sume that Te represents the common conduction-
electron and lattice temperature.

The short spin-lattice relaxation time in metals is due
to conduction electrons that act as intermediaries be-
tween the nuclear spins and the lattice. Only electrons
near the Fermi surface contribute; their number is pro-
portional to Te making t1 proportional to 1/Te . This
results in Eq. (9), t15k/Te (Korringa, 1950). As was
discussed in Sec. II.B, the Korringa behavior is modified
in fields comparable to B loc and for high B/Te . In prac-
tice, among the elemental metals, only copper, indium
(Symko, 1969), silver, thallium (Angerer and Eska, 1984;
Eska and Schuberth, 1987), scandium (Suzuki et al.,
1994; Koike et al., 1995), and rhodium have been used
for brute force nuclear cooling.

The unavoidable external heat leak Q̇ into a
conduction-electron system has an important effect on
the equilibrium between Te and T . If Q̇ is large, the
spin-lattice relaxation process is not sufficiently rapid
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for cooling the conduction electrons adequately, and
Te2T will be large. One can derive the equation

~Te /T !215kQ̇/nL~Bf
21B loc

2 ! (20)

starting from the equations governing spin-lattice relax-
ation, Eqs. (8) and (9) (Lounasmaa, 1974).

To obtain significant refrigeration of conduction elec-
trons, one should not carry out nuclear demagnetization
all the way to Bf50 but should stop at some intermedi-
ate field value. In fact, the lowest Te is reached by de-
magnetizing to

Bf~opt!5~kQ̇/nL!1/2 ; (21)

in this case Te /T52. In the derivation of this result it
has been assumed that Bf@B loc .

The very lowest temperatures have been obtained by
means of cascade nuclear magnetic cooling techniques.
In cryostats of this type, the first nuclear stage acts as a
precooler for the much smaller second stage. Three cas-
cade refrigerators, namely, those at Helsinki (Ehnholm,
Ekström, Jacquinot et al., 1979; Ehnholm et al., 1980;
Huiku et al., 1986), at Risø (Jyrkkiö et al., 1989), and at
the Hahn-Meitner-Institut in Berlin (Tuariniemi, Num-
mila, et al., 1995), were employed in the experiments to
be described in detail in this review. Other machines of
the cascade type have been built in Jülich (Mueller et al.,
1980), Tokyo (Ishimoto et al., 1984), and Bayreuth
(Gloos et al., 1988); in these cryostats the aim is usually
to cool conduction electrons or 3He. For useful reviews,
see Huiskamp and Lounasmaa (1973); Pickett (1988);
and Pobell (1988).

B. Helsinki cryostat

The main parts of the Helsinki cryostat are schemati-
cally illustrated in Fig. 11 (Ehnholm, Ekström, Jacquinot
et al., 1979; Ehnholm et al., 1980). The apparatus con-
sists of a dilution refrigerator and two nuclear stages,
operating in series. During its active life of nearly two
decades, the cryostat has naturally undergone many
modifications (Huiku et al., 1986; Hakonen and Yin,
1991; Oja, Annila, and Takano, 1991).

The dilution unit in this apparatus was designed to
be used as the precooling stage of a nuclear-
demagnetization cryostat. The main objectives in its
construction were therefore a rigid structure and a high
cooling power down to about 10 mK. The home-made
refrigerator was able to reach 7 mK without an external
heat load and to cool the nuclear stage in an 8-T field
down to 10 mK. Between the mixing chamber and the
first nuclear stage there is a superconducting heat switch
made of a piece of bulk tin.

In the first design of the apparatus (Ehnholm, Ek-
ström, Jacquinot et al., 1979; Ehnholm et al., 1980), the
upper nuclear stage was assembled from 10 moles of
copper wire, 0.5 mm in diameter and insulated with fi-
berglass. The early version of the second nuclear stage,
i.e., the sample, was made of 2000 copper wires, 0.04 mm
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FIG. 11. Cascade nuclear-demagnetization cryostat in Helsinki. The main parts below the mixing chamber of the dilution refrig-
erator, inside the vacuum jacket, are shown in more detail at right. The second nuclear stage is also the sample; it is connected to
the first stage by welding. From Ehnholm et al. (1980) and Huiku et al. (1986).
in diameter and insulated by oxidation; the measured
residual resistivity ratio RRR=200.3 This wire was cho-
sen because its spin-lattice relaxation time had previ-
ously been measured (Aalto et al., 1972). The weight of
the sample was 2 g. At their upper ends, the thin copper
wires were welded together and connected to the first
nuclear stage by means of copper foils, without any heat
switch. Therefore, thermal contact between the conduc-
tion electrons in the two nuclear stages was good.

The electronic temperature Te in the sample was de-
termined by the temperature of the large upper nuclear
stage, by the thermal conductivity between the two
nuclear stages, and by the heat leak Q̇ to the second
stage [see Eq. (20)]. Te5250 mK was reached, corre-
sponding to Q̇50.3 nW to the sample. The heat input to
the first nuclear stage was 3 nW.

The magnetic fields for operating the nuclear stages
were generated by two superconducting solenoids. The

3RRR=r(300 K)/r(4.2 K).
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upper stage could be magnetized to a maximum field of
8 T. The magnet had field-compensated volumes at both
ends; the upper low-field region was at the location of
the heat switch and the mixing chamber, and the lower
low-field region was at the site of the second nuclear
stage. The effective amount of copper in the 8-T field
was neff52.5 mol; this early version of the first stage was
thus relatively small compared with other nuclear de-
magnetization cryostats built in Helsinki (Gylling, 1971;
Veuro, 1978) or elsewhere. In later versions of the ap-
paratus, neff was increased.

The superconducting magnet surrounding the lower
nuclear stage produced a maximum field of 7.3 T. It also
had two field-compensated regions: the upper one at the
joint between the two nuclear stages, so that a heat
switch could have been assembled there if desired, and
the lower one starting 110 mm below the center of the
magnet, at the site of the SQUID that was used for mea-
surements of the nuclear susceptibility. Inside the 7.3-T
solenoid, there is a mu-metal tube to reduce the effect of
the field trapped in the superconducting magnet after
the current has been removed.
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The difficulty in the first experiments (Ehnholm et al.,
1980) was the short spin-lattice relaxation time, 10–20
min, which caused the system to warm up rather rapidly
and apparently prevented the observation of nuclear or-
dering. To remedy this problem, the upper wire bundle
was replaced in 1981 with a solid copper rod, 22322
mm2 cross section and 30 cm long, designed by P. Rou-
beau (Huiku et al., 1986). To reduce eddy-current heat-
ing during demagnetization, 0.6-mm wide slits, spaced
1.6 mm apart, were cut on each side of the square rod
(see Fig. 11). The mass of the new nuclear stage was 1.1
kg, which corresponded to an effective size of 10 mol of
copper in the operating magnetic field of 8 T. The ad-
vantages of a bulk copper nuclear stage are that (l) it is
rigid, (2) it is relatively easy to make, (3) it is a good
conductor of heat, (4) all kinds of thermal contacts can
be made to it, (5) it is devoid of insulating materials
needed in a wire bundle to eliminate eddy currents dur-
ing demagnetization, and (6) it is easy to handle.

Two essential improvements were observed (Huiku
et al., 1986) after replacing the old ‘‘wire bundle’’ first
nuclear stage by the bulk copper rod: the conduction-
electron temperature was lowered from 250 to 50 mK,
and the minimum heat leak to the first nuclear stage was
reduced from 2 to 0.5 nW. A drawback of the bulk
nuclear stage was an enhanced time-dependent heat
leak: the low 0.5 nW level was reached after the cryostat
had been kept below 4 K for 6 weeks; two days after
cooldown the heat leak was still 10 nW. Time-dependent
heat leaks have been discussed by several authors
(Loponen et al., 1981; Zimmermann and Weber, 1981;
Pobell, 1982, 1992a; Schwark et al., 1983; Kolac et al.,
1985).

Conduction-electron temperatures were measured by
monitoring the susceptibility of platinum wires using
pulsed NMR techniques (Lounasmaa, 1974; Pobell,
1992a). The design of the thermometer (Huiku et al.,
1986; Hakonen and Yin, 1991) was similar to that used
by the Jülich group (Buchal, Hanssen et al., 1978). Com-
mercial NMR electronics were employed (PLM-4, RV-
Electronics, Veromiehentie 14, 01510 Vantaa, Finland).
The static field for the thermometer was produced by a
small, unshielded, and end-compensated solenoid made
of multifilamentary NbTi wire. The Pt signal was cali-
brated against the superconducting transition tempera-
tures of Be and W samples in a fixed-point device
(Soulen and Dove, 1979). All thermometers were in-
stalled on top of the first nuclear stage.

In experiments on silver and rhodium, reaching suffi-
cient initial polarization of the sample was a much more
difficult task than it was with copper. This is due to the
smallness of the magnetic moments of silver and
rhodium nuclei as well as to their long spin-lattice relax-
ation times. To solve these problems, an even more mas-
sive version of the first nuclear stage was made, with
neff521 mol (Oja, Annila, and Takano, 1991), and the
rigidity and heat conductivity of the thermal link be-
tween the two nuclear stages was improved (Hakonen
and Yin, 1991).
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C. Experimental procedure

In studies of nuclear magnetism of copper the experi-
mental procedure, illustrated in Fig. 12, was as follows
(Huiku et al., 1986). After the superconducting heat
switch had been turned on,4 the first nuclear stage was
magnetized to 8 T. The dilution refrigerator then pre-
cooled, in about 40 h, the neff510 mol copper stage to
about 10–12 mK, after which the heat switch was turned
off to isolate the nuclear stages from the dilution unit.

Next, the second nuclear stage was magnetized, in 40
min, to 7.3 T and, starting simultaneously, the first stage
was demagnetized to Bf50.1 T in about 5 h, with a
rapidly decreasing dB/dt towards the end of demagne-
tization. This procedure was possible because the heat of
magnetization of the small second stage could be ab-
sorbed easily by the first nuclear stage at 0.1 T. In prin-
ciple, it would have been preferable to do the precooling
with the second-stage field on, but the magnet could not
operate in the persistent mode. This resulted in a large
boiloff from the 4He bath when the magnet was oper-
ated at the full current.

After waiting for 1.5 h at the 0.1-T field, demagneti-
zation of the first stage was continued to Bf520 mT,
producing a temperature Te550 –100 mK in the
conduction-electron system of the sample. The second
nuclear stage was then demagnetized rather rapidly. A
typical time from 7 T to zero field was 20 min; this kept
polarization losses in the sample low, 0.5–1.5% during
the field sweep.

After demagnetization of the lower magnet, the
conduction-electron temperature of the copper speci-
men remained constant for several hours because of the
high cooling capacity of the large first nuclear stage. Fur-
thermore, the low heat resistance (3–6 K 2/W) in the
thermal link between the specimen and the first stage
and the small external heat leak (<30 pW) to the sample
guaranteed a constant Te along the whole second
nuclear stage and thus a constant relaxation time t1 of
the nuclei while they warmed up.

The residual trapped field in the 7.3-T solenoid sur-
rounding the sample was a serious problem in the very
first measurements. A too high field would keep the
sample above Bc even at Bext50. In addition, the slow
relaxation of the trapped field increased noise in the
measuring system. In tests it was found that immediately
after demagnetization the residual field could be as high
as 1 mT, decreasing only slowly, in about 20 min, to
60.1 mT. Outside the center of the magnet even stron-
ger fields were measured. The problem was overcome by
surrounding the specimen with a mu-metal tube whose
permeability, after heat treatment, was 40,000 at room

4This means that a current was allowed to flow in the small
superconducting solenoid surrounding the switch; the magnetic
field so produced forced tin into the normal state, where it
conducts heat well. When the current was switched off, the
strip of tin returned to its superconducting state, at which it
conducts heat very poorly; the switch was then in its off state.
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FIG. 12. Schematic illustration, on a temperature vs entropy diagram, of the cascade nuclear-demagnetization procedure for
cooling an assembly of silver or rhodium nuclei to positive or negative nanokelvin temperatures. (A→ B) Both nuclear stages are
cooled to Ti515 mK by the dilution refrigerator and, simultaneously, the first stage is polarized in a strong magnetic field Bi

58 T. (B→ C) The nuclei of the first stage, made of 20 mol of copper, are adiabatically demagnetized to Bf5100 mT, which
produces a low temperature Tf5Ti(Bf /Bi)'200 mK. Towards the end of demagnetization, the second nuclear stage, that is, the
silver or rhodium sample, is magnetized to 8 T. (B→ D) The 2-gram specimen of thin polycrystalline foils cools in the field B
58 T, by thermal conduction, to Tf'200 mK. (D→ E) The specimen is demagnetized from 8 T to 400 mT, whereby the spins cool
into the low nanokelvin range @T'(400 mT/ 8 T) 200 mK=10 nK], thermally isolated by the slow spin-lattice relaxation (t1
514 h) from the conduction electrons, which are anchored to 200 mK by the first nuclear stage at C. When demagnetization of the
specimen was then continued to zero field (not shown in the illustration), the record temperature of 280 pK was reached in
rhodium. In silver, dipole-dipole and exchange interactions produced antiferromagnetic order at the Néel temperature TN5560
pK. (E→ F) A negative temperature can be produced in the spin system of silver or rhodium nuclei by reversing, instead of
demagnetizing to zero, the 400-mT magnetic field in about 1 ms. The rapid field flip causes some loss of polarization (that is,
increase of entropy). When demagnetization was continued to zero field, the record temperature of 2750 pK was reached in
rhodium (not shown in the diagram). In silver, dipole-dipole and exchange interactions produce ferromagnetic order at the Curie
temperature TC521.9 nK. (F→ G→A) The system starts to lose its negative polarization, crossing in a few hours, via infinity,
from negative to positive temperatures. (C→A) The first nuclear stage warms slowly, under the Bf5100 mT field, from
Tf5200 mK towards 15 mK. A new experimental sequence can then be started.
temperature. In high magnetic fields, the mu-metal satu-
rates and has no effect, whereas in low fields, even im-
mediately after demagnetization, it shields the sample
effectively against external fields less than 8 mT. With
the tube in place, the residual field decreased below 0.05
mT in 1 min, and in 2 min it was below 0.02 mT. For
measurements on silver and rhodium, in which the criti-
cal field is lower than in copper, an additional magnetic
shield was installed on the outer surface of the vacuum
can. This decreased the remanent field to 2–5 mT.

After demagnetization of the lower magnet, the
sample was in a field of 10 mT, generated by a small
superconducting solenoid inside the mu-metal tube. A
wait of about 1 min allowed the noise in the SQUID
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system to decrease sufficiently for final demagnetization
to the low field, usually between 0 and 0.3 mT, in which
nuclear ordering was to be investigated. The spin system
was thereby cooled below 50 nK in copper, while the
conduction electrons remained at 50 mK.

In experiments on silver and rhodium, polarizing the
sample was slower than with copper. The cooling proce-
dure was therefore modified. After the first nuclear
stage had been demagnetized down to a low field, typi-
cally 65 mT, which produced Te5100–150 mK, the
sample was polarized in the 7.3-T field for about 20 h.
Polarizations up to 94% were obtained in silver (Ha-
konen and Yin, 1991). Even longer times were needed
to polarize the rhodium sample. The first-stage demag-
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netization was then continued down to 35–45 mT while
the sample was kept in 8.3 T, produced by a new second-
stage magnet, for 30 h. Polarization of 83% was thereby
reached in rhodium (Vuorinen, Hakonen, Yao, and
Lounasmaa, 1995). Longer polarizing times were pre-
vented by the need to refill the 4He bath of the dewar.
Demagnetization of the silver and rhodium samples
down to zero field produced spin temperatures well be-
low 1 nK.

D. Sample preparation

The samples used for studies of nuclear ordering by
the Helsinki group have usually been polycrystalline. A
specimen made of several thin foils or wires gives a
stronger NMR signal than a bulk single crystal because
the electromagnetic field is screened by the skin effect in
bulk material. In addition, eddy-current heating, when
the sample is being demagnetized, is a less severe prob-
lem in thin foils and wires. The specimen should obvi-
ously be as pure as possible so that impurities will not
affect the ordering process. It is difficult, however, to
know a priori what is the purity needed, and in practice
the best available samples were always used. The purity
affects the low-temperature thermal and electrical con-
ductivity, which are proportional to each other accord-
ing to the Wiedemann-Franz law. In spite of increased
eddy-current heating, high thermal conductivity is desir-
able so that the heat of magnetization, created when the
sample is polarized in a high field and low temperature,
can efficiently be conducted away. In practice, however,
this is not very critical in reasonably pure (99.99+%)
copper and silver, nor in 99.96+% pure rhodium owing
to its relatively small nuclear magnetic moment. The
sample was usually made of thin foils rather than wires,
since good thermal contacts are easier to achieve with
foils. A further important aspect of impurities is their
effect on the spin-lattice relaxation time.

1. Quenching of magnetic impurities by internal oxidation

During the early years of the Helsinki investigations
on copper (Ehnholm, Ekström, Jacquinot et al., 1979;
Ehnholm et al., 1980) it was observed, by measuring the
spin-lattice relaxation time t1, that below 2 mT magnetic
impurities speed up the relaxation process. The high-
field relaxation time t1(15 mT) was longer, by a factor
between 4 and 7, than the experimentally important
zero-field relaxation time t1(0). This effect, together
with the fact that the conduction-electron temperature
was as high as 250 mK, presumably prevented definite
observation of nuclear ordering.

Several approaches were tried to increase t1(0). The
final success grew out of the dismaying observation
(Huiku, Loponen et al., 1984) of an anomalously rapid
spin-lattice relaxation in a very pure copper specimen.
An impurity analysis, using atomic absorption tech-
niques, showed that this material had less than 1.3 ppm
of magnetic contaminants: Mn<0.1, Cr=0.3, Fe=0.8,
and Ni<0.1 ppm. The ratio r5t1(Bhigh)/t1(0), with
Bhigh515 mT@B loc(Cu)=0.36 mT, at first was as large as
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100 but, after the sample had been prepared by oxidiz-
ing it at 950 °C for 3 h under a pressure of 0.1 mbar of
dry air, the spin-lattice relaxation rate became much
slower in low fields; the new ratio r52.6 was essentially
the same as the calculated value for a spin system with
no impurities (Goldman, 1970).

Therefore the effect of magnetic impurities, which aid
in the relaxation process at low fields, can be quenched
by a suitable heat treatment that changes the magnetic
impurities into their nonmagnetic oxides; Fig. 13 illus-
trates the spin-lattice relaxation time for the new speci-
men as a function of the external magnetic field, after
normal annealing and after internal oxidation. The ef-
fect is dramatic and was of crucial importance for ob-
serving nuclear ordering in copper.

After having observed the effect of internal quenching
on the low-field spin-lattice relaxation time, the Helsinki
group routinely applied the oxidation technique to all
samples studied for nuclear ordering. It is likely that the
effect has its origin in the same processes that typically
led to improved low-temperature electrical conductivity
in oxygen-annealed copper, as had been found previ-
ously by many authors (Fickett, 1974). Measurements on
several samples carried out in Helsinki over a long time
suggest that there can be a correlation between the
RRR and the low-field spin-lattice relaxation rate
t1(B low)21, but the effect is not clear from Fig. 14.

It has been emphasized (Fickett, 1974) that oxygen
annealing lowers the chemical purity although its effects
can usually be described by an improvement of electrical
purity. Recent studies (Shigematsu et al., 1992) on ultra-
pure copper (99.99999%) show, indeed, that oxygen an-
nealing can be very harmful to the low-temperature
electrical conductivity when the copper matrix is ex-
tremely pure. By analogy, one may speculate that such
heat treatment could shorten t1 at low fields in an ultra-
pure metal.

Oxygen annealing has also been observed to increase
the RRR of silver (Ehrlich, 1974). Anticipating that an-
nealing would increase t1 in low fields, the Helsinki

FIG. 13. Spin-lattice relaxation time of a high-purity copper
sample: n, before selective oxidation; s , after selective oxida-
tion. From Huiku et al. (1986).
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group selectively oxidized all silver samples prepared for
nuclear ordering experiments. A typical treatment took
18 h at 750 °C in an oxygen atmosphere of 0.2 mbar. The
temperature during the heat treatment was somewhat
lower than for copper because of the higher vapor pres-
sure of silver. The annealing resulted in RRR’s up to 900
for 25-mm thick foils and up to 1500 for 125-mm thick
foils, both of 99.99+% nominal purity (Hakonen and
Yin, 1991; Oja, Annila, and Takano, 1991). Measure-
ments of the spin-lattice relaxation rate of the 25-mm
thick foils showed that r5t@B@B loc(Ag)=35 mT]/t1(0)
was within the expected value between 2 and 3 for pure
material.

In rhodium, effects due to impurities could not be
fully removed by internal oxidation. The annealing pro-
cedure for 25-mm thick foils was 16 h at 750 °C in an
oxygen atmosphere of 0.4 mbar (Hakonen, Vuorinen,
and Martikainen, 1993, 1994). The first sample con-
tained about 100 ppm of iron, and its Korringa constant
decreased from k510 sK to 0.06 sK in small magnetic
fields, i.e., r5170. The second sample had a nominal
purity of 99.96+% and the total quantity of magnetic
impurities was less than 15 ppm. It had r550, which was
sufficient for carrying out extensive zero-field suscepti-
bility measurements. The RRR’s were 250 for the first
sample and 530 for the second. From these values the
effective iron contents were estimated as 14 ppm and 6
ppm, respectively.

2. Thermal contact

A problem closely connected with sample preparation
is joining the specimen to the thermal link between the
sample and the first nuclear stage. Several different tech-
niques have been used for this purpose: tungsten-tip
inert-gas (TIG) welding (Ehnholm et al., 1980), diffusion
welding (Huiku et al., 1986), and electron-beam welding

FIG. 14. Ratio of the spin-lattice relaxation times measured in
high and low fields, r5t1(Bhigh)/t1(B low), for samples of cop-
per, silver, and rhodium with different residual resistivity ratios
(RRR). Data are from Huiku, Loponen et al. (1984) and from
Jyrkkiö et al. (1989) for Cu, from Hakonen and Yin (1991) and
Oja, Annila, and Takano (1991) for Ag, and from Hakonen,
Vuorinen, and Martikainen (1994) for Rh.
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(Hakonen and Yin, 1991; Oja, Annila, and Takano,
1991). Conventional TIG welding produces low contact
resistances between similar metals after annealing
(Muething et al., 1977). TIG welding is, however, unsuit-
able for joining foils and dissimilar metals owing to alloy
formation.

Diffusion welding is particularly convenient with foils.
To join two pieces of copper, for example, a preliminary
joint is first made at a low temperature (400 °C) by
pressing the foils together with a stainless-steel clamp.
Once the pieces stick together, the clamp is removed
and the final diffusion welding is done at a high tem-
perature (1000 °C), perhaps simultaneously with oxygen
annealing. Diffusion welding of dissimilar materials is
possible, for example, between copper and aluminum
(Bunkov, 1989), but the procedure can be difficult if the
melting temperatures Tm of the two metals are very dif-
ferent. One can then coat the material of higher Tm with
a thin layer of the metal having the lower melting tem-
perature. Thermal joints between silver and rhodium
foils have been made this way (Vuorinen, Hakonen,
Yao, and Lounasmaa, 1995) by first sputtering a 0.2
mm layer of silver on rhodium and then making the dif-
fusion weld between the silver foil and the sputtered
surface of the rhodium foil.

Electron-beam welding is practical if the foils to be
joined are not too thin; together the two pieces should
be at least 1 mm thick. Good thermal joints between
copper and silver are easily achieved; a contact resis-
tance of 0.55 mV mm 2 has been measured for a joint
between these metals (Yin and Hakonen, 1991). To re-
lease welding stresses, the joint was annealed for 3 h at
750 °C; the contact resistance then decreased to 0.2
mV mm 2. The thickness of the alloyed layer at the joint
was studied by an electron microscope using back-
scattering, and the layer was found to be 1–30 mm thick,
depending on the position. The layer is thus rather thin
in comparison with the typical spot size of 0.5 mm of the
electron beam, making it possible to obtain a low con-
tact resistance.

The actual setup for nuclear ordering experiments on
silver, depicted in Fig. 15, illustrates many of the aspects
discussed above. The sample consists of 48 silver foils 25
mm thick. The foils were folded into U shapes and
grouped together with other foils as shown, in order to
increase the rigidity of the structure. The foils were elec-
trically insulated from each other by sprinkling them
with a 7-mm layer of SiO 2 powder. The sample was con-
nected to a thermal link made of silver by a diffusion
weld, which was further improved by electron-beam
welding. The link was machined into the shape of a
cross, again to increase the mechanical rigidity of the
whole structure. This is important for reducing vibra-
tional heat leakage in high magnetic fields, as well as for
decreasing the noise during susceptibility measurements.
The link was connected to the first nuclear stage by
electron-beam welding.

We have discussed sample preparation in great detail
because it was of crucial importance for the success of
the experiments.
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E. SQUID measurements of the NMR signal
and the low-frequency magnetic susceptibility

Apart from the neutron-diffraction data on copper
and silver (see Secs. VII and IX), all experiments on
nuclear ordering in copper, silver, and rhodium are
based on measurements of the dynamic magnetic sus-
ceptibility x(f)5x8(f)2ix9(f), where x8(f) is the dis-
persion at frequency f and x9(f) is the absorption.5 In
high fields, x9(f) and x8(f) are usually referred to as the
NMR absorption and dispersion. In low fields, when the
width of the x9(f) signal becomes comparable to the
frequency at the maximum of x9(f), description of
x9(f) as the nuclear-magnetic-resonance absorption
does not correspond to the conventional picture, and it
is better to call x9(f) the absorptive part of the dynamic
susceptibility. It is both fortunate and important that
measurements of the dynamic susceptibility alone give
information not only on the magnetic behavior but also
on the thermodynamics of the nuclear-spin system,
which is isolated sufficiently well from the conduction
electrons.

The NMR measurements on copper, silver, and
rhodium were made by using a superconducting quan-
tum interference device (SQUID). In this type of study,
SQUID NMR has several advantages over conventional

5Here x(f) refers to a diagonal component of the matrix
x(f), which, in most cases, is perpendicular to the external
magnetic field.

FIG. 15. Schematic view of the silver sample and its connec-
tion to the copper nuclear-demagnetization stage. The NMR
coils are located over the lower end of the sample. From Ha-
konen and Yin (1991).
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NMR techniques based on a field-effect-transistor
(FET) preamplifier. SQUIDs offer greater sensitivity at
low frequencies because a SQUID magnetometer mea-
sures directly the change in the magnetic flux caused by
changes in magnetization, whereas the conventional
method responds to dM/dt , where M is the magnetiza-
tion. In particular, for NMR on metals at low tempera-
tures, working at low frequencies is advantageous from
the point of view of penetration depth and eddy-current
heating of the sample by the rf field. SQUID NMR is
ideal for studying systems that have long spin-lattice re-
laxation times and short spin-spin relaxation times, i.e.,
fast dephasing times. The bandwidth of a system em-
ploying a SQUID can be made very large. As an ex-
ample, in the apparatus of Chamberlin et al. (1979), the
same instrument could be used both for NMR down to
10 kHz and for low-field electron paramagnetic reso-
nance up to 1 GHz. Meredith et al. (1973) and Webb
(1977) have discussed the basic principles of SQUID
NMR and have presented typical applications. For a
more recent review on the use of SQUIDs in low-
frequency applications, see Ryhänen et al. (1989).

Ehnholm et al. (1980) introduced and developed the
SQUID NMR technique for investigations of nuclear or-
dering on copper. The methods employed in later mea-
surements of Cu, Ag, and Rh were variants of this origi-
nal scheme. The measuring system consists essentially of
a pickup coil connected to an rf SQUID, which works as
a sensitive preamplifier over a large frequency range.
The dynamic susceptibility is recorded by varying the
excitation frequency rather than the external field. Dur-
ing some measurements in high fields, however, corre-
sponding to Larmor frequencies close to 200 kHz, the
conventional field-sweep method was employed.

A typical coil assembly for measuring the magnetic
response of the sample is shown in Fig. 16 (Oja, Annila,
and Takano, 1991), which illustrates two systems, one
longitudinal, the other transverse, for detecting different

FIG. 16. Coils used in the NMR measurements in (a) horizon-
tal and (b) vertical external fields. The dashed vertical lines
indicate sections to which (a) the excitation and (b) the static
field coils extend. From Oja, Annila, and Takano (1991).
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components of the susceptibility. The longitudinal-coil
arrangement, Fig. 16(a), is used for measuring the NMR
signal in horizontal static fields, created by a saddle coil
in the xy plane, whereas the transverse system, Fig.
16(b), is employed when the static field is vertical.

In the longitudinal measuring geometry, the vertical
pickup coil consists of two 4-mm high, seven-turn sole-
noids, which were wound in opposite directions, with an
11-mm separation to reduce direct feedthrough of the
excitation signal. The inductance of the pickup coil was
matched to the 2-mH input inductance of the SQUID.
The excitation field was generated by a small solenoid
outside. For calibrating the SQUID response, a small
solenoid was wound on the lower half of the pickup coil
below the sample.

In the horizontal geometry, Fig. 16(b), the transverse,
saddle-shaped 30-mm-long figure-of-eight pickup coil
was made of four loops. Two transverse excitation coils
were wound, one coaxial with the pickup coil and the
other at a right angle to it. A transverse saddle-shaped
calibration coil was also wound on the lower half of the
pickup loop.

The crossed-coil system can be employed only in non-
zero fields, where the macroscopic magnetization rotates
around Biz. In zero field, when there is no longer any
preferred axis, the response of the spins vibrates in the
direction of the excitation and thus no signal is detected
if the excitation and pickup coils are crossed. Therefore
the zero-field measurements were made with a coaxial
coil system. Another possibility would be to use a rotat-
ing excitation, generated by feeding into the two crossed
excitation coils currents with 690° phase shift. The re-
sponse to positive and negative frequencies could then
be measured separately (Ehnholm et al., 1980).

All coils in the setup of Fig. 16 were wound on a cy-
lindrical support of 10 mm diameter, made of Stycast
1266. The coil system was mounted inside the mixing-
chamber radiation shield surrounding the sample region
so that the support did not make any contact with the
specimen. In earlier experiments on copper, the measur-
ing coils were wound on a cylindrical coil former made
of silver and thermally anchored to the first nuclear
stage. The advantage of this scheme is a better filling
factor. This design was abandoned, however, in the mea-
surements on silver and rhodium, since a clearance be-
tween the sample and the coil former guaranteed that no
heat could leak to the specimen, which has a very small
thermal capacity.

The pickup coils were usually wound of normal-metal
wire, such as insulated silver or copper, rather than su-
perconducting material. The advantage of a resistive
pickup wire is that the input circuit of the SQUID,
which is shown schematically in Fig. 17, then forms a
high-pass filter and noise below the cutoff frequency is
attenuated, so that it is easier to maintain the opera-
tional position of the SQUID; the quality of the signal is
improved as well. In practice, by a suitable choice of
pickup wire, the cutoff frequency fL5Rp /(2pLs) can
be chosen between 10 Hz and 1 kHz with a typical
Ls52 mH inductance of the signal coil in the SQUID.
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10 Hz is slightly below the important frequency range
for NMR on silver and rhodium, while fL'1 kHz is suit-
able for copper. The upper cutoff frequency of the de-
tection system could be adjusted by a small shunt resis-
tor across the signal coil of the SQUID.

Pickup loops made of superconducting wire were tried
as well, but with variable degrees of success. In some
setups flux jumps in the superconducting pickup wire
were suspected of introducing much noise, although in
other cases a superconducting pickup coil made of 70-
mm multifilamentary NbTi wire in a CuNi matrix
worked without problems (Huiku and Loponen, 1982).
A superconducting pickup loop would also allow a di-
rect measurement of the dc magnetization of the sample.
This possibility was tried in the very first studies on cop-
per, but the noise was several orders of magnitude larger
than the expected signal.

The dynamic susceptibility x(f) was measured using
frequency sweeps across the resonance in a constant ex-
ternal magnetic field. The block diagram of the measur-
ing system is shown in Fig. 18. Detection of the NMR
spectra was controlled by a computer. When measuring
a spectrum, an oscillator was set to sweep through the
frequency range of interest. The ac output was fed into
the excitation and compensation coils and to the refer-

FIG. 17. Low-temperature parts of a SQUID-NMR measuring
system. Lp and Ls are the inductances of the pickup and signal
coils, respectively. R is the resistance of the pickup coil. A 3-
V resistor protects the signal coil of the SQUID from high-
frequency disturbances. Components forming an LC resonant
circuit, the so-called tank circuit, are shown on the right.

FIG. 18. Computer-controlled SQUID-NMR measuring sys-
tem. The experimental procedure is explained in the text.
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ence input of the biphase lock-in analyzer. The in- and
out-of-phase signals of the SQUID electronics were
measured by a lock-in amplifier. The two phases were
monitored by a digital voltmeter and a recorder.

When the measuring frequencies were low, the
SQUID was used in the flux-locked mode.6 This tech-
nique made it possible to employ higher excitation lev-
els, over half a flux quantum, which improved the signal-
to-noise ratio. During measurements in the 100-kHz
frequency range the SQUID was not operated in the
feedback mode, but the voltage across the tank circuit
was monitored directly (Ehnholm, Ekström, Loponen
et al., 1979; Ekström et al., 1979).

As the stability of the SQUID response during mea-
surements is important, possible changes in the gain or
phase of the detection system were checked after every
recorded NMR spectrum by feeding a small current into
the calibration coil below the sample. This coil was also
used to measure the overall frequency dependence of
the gain and the phase. In a metallic sample an extra
phase shift is caused by eddy-current shielding (Chap-
man et al., 1957).

In practice, a limitation on the accuracy of the mea-
surements was not intrinsic to the SQUID but due to
other sources of noise. This is not surprising considering
the fact that the pickup coil was supposed to measure
small magnetic signals at a location that had been in an
8-T field half an hour earlier. The noise level usually
increased permanently after the 8-T solenoid had been
energized for the first time after cooldown to 4.2 K. Sev-
eral sources of degraded performance were identified in
the various setups: (1) The noise in the measuring sys-
tem, as well as the lowest temperatures achieved, were
sensitive to the level of external vibrations. (2) After
demagnetization, the mu-metal tube around the sample
relaxed slowly and produced noise during the first few
minutes. (3) The remanent field of the 8-T sample mag-
net drifted for several hours after the end of demagne-
tization. This effect, and the remanent field itself, could
be reduced by feeding a small opposite current to the
8-T solenoid after demagnetization. In addition, this
procedure accomplished some degaussing in the mu-
metal shield. (4) When a superconducting pickup wire
was used, movements of trapped flux caused noise for
several hours after demagnetization. (5) In some setups,
the SQUID sensors were operated at 0.7 K, although
their performance had been optimized for use at 4 K;
this caused a small increase of noise. (6) In many cases,
transfer of liquid helium to the main dewar warmed the
SQUID to the normal state owing to its poor thermal
anchoring to 4.2 K. When the SQUID returned to its
superconducting state it trapped magnetic flux, gener-

6In the flux-locked mode, the flux penetrating the SQUID
ring is kept constant. This is achieved by compensating for any
changes in the external flux by the use of a feedback circuit
and a coupling coil. There is a linear relationship between the
feedback current (or voltage) and the external flux. For more
details, see Lounasmaa (1974).
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ated by the field of the first-stage magnet, and the noise
level of the sensor became very large. The problem was
solved by heating the SQUID to the normal state just
before the final demagnetization of the sample. During
this phase of the experiment the first-stage field was so
low that it did not disturb the SQUID. (7) In most set-
ups the SQUID was mounted close to the top plate of
the vacuum can so that the pickup wires had to pass
through the first-stage field, which had to be low to
avoid increasing the noise in the measuring system.

IV. MEASUREMENT OF NUCLEAR-SPIN TEMPERATURE

To compare theoretical calculations with experimen-
tal data, one must know the temperature of the spin
system. When the nuclei are not in equilibrium with the
conduction electrons, one cannot measure T by using an
external thermometer. The thermal isolation of nuclear
spins makes it possible, however, to obtain the spin tem-
perature directly from the second law of thermodynam-
ics, viz.,

T5DQ/DS . (22)

The experimental problem is then reduced to giving a
heat pulse DQ of known magnitude and measuring the
resulting change in entropy DS . A heat pulse to nuclear
spins can be administered through NMR absorption.
When an alternating magnetic field B1(t)5B1sin(2pft)
is applied for a time Dt , the energy absorbed by the
spins is

DQ5pfB1
2x9~f !Dt/m0 , (23)

where x9(f) is the absorptive part of the complex sus-
ceptibility. To measure DS one needs to know the en-
tropy before and after the pulse. Entropy can be deter-
mined by using adiabatic sweeps between the field
where the temperature is measured, which is usually
zero, and a high field. Here this means a field consider-
ably stronger than B loc so that one can use the known
equations for noninteracting spins. The details of the ac-
tual procedures used were somewhat different in the
various measurements on copper, silver, and rhodium.
Our discussion in the following emphasizes the more re-
cent measurements on silver and rhodium.

A. Calibration of polarization and entropy

The measurement of the polarization p is based on
the fact that in a sufficiently high field, B5Bcalib@B loc ,
p is proportional to the integrated area of the NMR
absorption signal,

p5AE
0

`

x9~f !df , (24)

where A is a calibration constant. In practice, Bcalib was
1.0 mT in Cu (Huiku et al., 1986), 0.19 mT in Ag (Ha-
konen and Yin, 1991), and 0.40 mT in Rh (Hakonen,
Vuorinen, and Martikainen, 1993).

The constant A can be determined by first producing
an equilibrium polarization in a field on the order of 7 T
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at a relatively high electronic temperature around Te
51 mK. Te was measured using the pulsed NMR tech-
nique on platinum wires (Lounasmaa, 1974; Pobell,
1992a, 1992b). Around Te51 mK, it is possible to equi-
libriate nuclear spins with the conduction electrons and
to avoid thermal gradients between the sample and the
Pt-NMR thermometer attached to the first nuclear
stage. A commercial Pt-NMR electronics unit was em-
ployed (PLM-4, RV-Electronics, Veromiehentie 14,
01510 Vantaa, Finland). The platinum thermometer was
calibrated against the superconducting transitions of
tungsten and beryllium at Tc515.760.1 mK and 22.6
6 0.1 mK, respectively. The calibrated W and Be
samples were supplied by Dr. R. J. Soulen of the U.S.
National Bureau of Standards. The fixed-point device
was similar to that described by Soulen and Dove
(1979).

Polarization of the nuclear-spin system in the 7-T field
can be calculated from

I5 1
2 : p5tanhu ~Ag, Rh!, (25a)

I5 3
2 : p5 1

3 ~4 coth4u2cothu ! ~Cu!, (25b)

where u5g\B/2kBT . These equations are valid for
noninteracting spins, since interactions can be ignored in
the 7-T field. As soon as the polarization is known, the
entropy can be calculated from the equations

I5 1
2 : S/R5ln22 1

2 @~12p !ln~12p !1~11p !ln~11p !# ,
(26a)

I5 3
2 : S/R5u~cothu24 coth4u !1ln~sinh4u/sinhu ! .

(26b)

For I5 3
2 one has to eliminate u from the coupled equa-

tions (25b) and (26b).
Finally, the sample is adiabatically demagnetized from

the field B57 T to the field B5Bcalib used for monitor-
ing p . However, a correction must be made for the loss
of polarization due to spin-lattice relaxation during de-
magnetization. This can be done by watching the decay
of *x9(f)df , as shown in Fig. 19, and then extrapolating
the signal back to the midpoint of demagnetization. This
gives the area corresponding to the initial polarization
with good accuracy.

B. Calibration of susceptibility

To calculate the magnitude of the heat pulse [see Eq.
(23)], one has to know x9(f) in absolute units. Calibra-
tion of the polarization alone yields only the product
Ax9(f). To find x9(f) one can use the Kramers-Kronig
relation

x8~0 !5~2/p!E
0

`

~x9~f !/f !df , (27)

where x8(0) is the measured static susceptibility. Here
we assume the usual situation in which the field
B5Bcalib is applied along the z direction and the mag-
netic response @x8(0) or x9(f)] is monitored using a
coaxial measuring system in the y direction. Both y and
z are further assumed to be along the principal axes of
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the demagnetizing tensor of the sample. The signal is
then related to the polarization through the equation

x8~0 !5m0pMsat /@B1m0~Dy2Dz!pMsat# , (28)

where Msat is the saturation magnetization and m0 is the
permeability of free space. Dy and Dz are the demagne-
tizing factors of the sample in the y and z directions,
respectively; they can be estimated from the dimensions
of the specimen. The term containing Dy2Dz typically
affects the calibration of x8(0) by only a few percent.

C. Local field

The local field B loc is an important quantity in nuclear
thermometry. This is highlighted by Eq. (13), which di-
rectly yields the spin temperature after adiabatic demag-
netization to zero field if the starting conditions and
B loc are known. B loc describes the average strength of
the local fluctuating field that is felt by a nucleus. There-
fore, it determines the entropy reduction at high tem-
peratures in the disordered phase [see Eq. (35)].

The local field is defined by

B loc
2 /B25Tr$Hss

2 %/Tr$HZ
2 %, (29)

where Hss describes the spin-spin interactions HZ
is the Zeeman term, and the trace Tr$ . . . % is taken over
spin states. Assuming dipolar and isotropic interactions,
where Hss5HD1HRK , given by Eqs. (2) and (3), one
finds

FIG. 19. Decay of *x9(f)df after demagnetization of the silver
nuclear spins to B5Bcalib had ended at t50. In this experi-
ment Bcalib50.77 mT. The equilibrium value of the polariza-
tion in B57 T and at Te'1 mK can be obtained by extrapo-
lating the signal to the midpoint of demagnetization
(t52td). The inset in the lower left corner shows a typical
NMR signal consisting of 107Ag and 109Ag resonances. The
signal was integrated from f1 to f2 to obtain p . The inset in the
upper right corner displays the data points that, together with
the origin, fixed the polarization scale. From Oja, Annila, and
Takano (1991).
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B loc
2 5B loc,D

2 1B loc,RK
2 , (30a)

where

B loc,D5
m0

4p
\gF I~I11 !(

j
r ij

26G 1/2

, (30b)

B loc,RK5F 1
2 I~I11 !(

j
J ij

2 G 1/2

/\g . (30c)

The dipolar sums ( jr ij
26 have been tabulated for cubic

lattices (see p. 226 in Goldman, 1970).
There is an intimate connection between B loc and the

width of the NMR absorption line. Roughly speaking,
both quantities are determined by the randomly fluctu-
ating local field. Details depend, however, on the par-
ticular mixture of magnetic isotopes present in the sys-
tem (Van Vleck, 1948). Various NMR measurements at
high temperatures, above T51.5 K, have yielded B loc in
several materials, as reviewed by Oja (1987).

B loc can also be deduced by measuring the field de-
pendence of the adiabatic susceptibility. According to
theory (Anderson, 1962, and references therein), there
is the relationship

xL'xT /~11B2/B loc
2 ! (31)

between the longitudinal xL and transverse xT adiabatic
susceptibilities; possible modifications caused by zero-
frequency absorption have been neglected (Anderson,
1962; Huiku and Soini, 1983). If this result is applied in
the high-T limit, one may use the Curie law xT5C/T
and Eq. (13) to obtain the field dependence of the tem-
perature. One then finds xL}(11B2/B loc

2 )23/2. Figure
20 illustrates the measured xL vs B for silver. A fit to the
theoretical curve yields B loc544 mT. However, the value
B loc535 mT, inferred from two different NMR measure-
ments (Poitrenaud and Winter, 1964; Oja, Annila, and

FIG. 20. Reduced longitudinal susceptibility x0 of silver vs B
at p50.50 [see Eq. (34) and its discussion]. The solid line
displays a fit to the theoretical curve xL}(11B2/B loc

2 )23/2,
which yields B loc544 mT. The small shift of the symmetry axis
from zero gives 1.4 mT for the remanent field. Modified from
Hakonen and Yin (1991).
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
Takano, 1990), is somewhat lower. The latter result was
adopted for the temperature measurements on silver
(Hakonen and Yin, 1991).

There are several other possible ways to determine
the local field. For example, measurement of loss in po-
larization caused by a rapid field reversal yields B loc
through Eq. (41).

Data on xL in different fields can also be used to de-
termine the magnitude of the remanent field, as is shown
in Fig. 20.

D. Consistency checks using high-T expansions

Equations (25a)–(26b) are valid when the Zeeman en-
ergy is much larger than the interaction energy. In low
fields one has to use other formulas. Exact thermody-
namical relations can be derived within the high-T ap-
proximation. Although they are not valid in the most
interesting range of high p , these approximations are
useful for checking the consistency of thermometry in
the low-p limit. Consult Van Vleck (1937) for additional
terms in high-T expansions.

The two leading high-T terms for p can be written as7

p5~B/m0Msat!x0 /@12~R1L2D !x0# , (32)

where

x05C/T (33)

is the zero-field susceptibility of the noninteracting sys-
tem and C5L/Vm is the nuclear Curie constant [see Eq.
(16)] per mole divided by the molar volume Vm . Here
L and D are due to dipolar interactions: L5 1

3 is the
Lorentz constant, and D is the demagnetizing factor in
the direction of the external field. R is the strength of
the RK force, defined in Eq. (6). The values of C and
m0Msat have been collected into Table II for Cu, Ag, and
Rh.

The longitudinal susceptibility xL5m0(dM/dB) is
obtained by calculating the derivative of Eq. (32):

xL5x0 /@12~R1L2D !x0# . (34)

The equation can also be inverted to give x0 in terms of
the measured xL . This is a way to ‘‘reduce’’ the suscep-
tibility of the interacting spin assembly to that of a vir-
tual system with no interactions.

7The coefficient @12(R1L2D)x0#21 reduces to
11(R1L2D)x0 in the high-T expansion. The two expres-
sions are identical, however, to the order considered here.

TABLE II. Curie constant C5
1
3I(I11)m0\2g2r/kB and satu-

ration magnetization m0Msat for natural isotopic mixtures of
copper, silver, and rhodium.

C (nK) m0Msat (mT)

Copper 562 1200
Silver 2.0 45
Rhodium 1.3 41
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The leading higher-order effects of the spin-spin inter-
actions on the entropy S are given by

S5nR ln~2I11 !2nL~B21B loc
2 !/2T2 . (35)

The spin temperature at B50, for example, is deter-
mined by measuring the entropy or polarization in a
high field, B5Bcalib@B loc . The relation between
T(B50) and, say, p(B5Bcalib) can be obtained within
the high-T approximation, Eqs. (32) and (35). One finds

T5CB/@m0pMsat~11B2/B loc
2 !1/2# , (36)

showing the T } p21 dependence at small polarizations.
In temperature measurements on copper, silver, and

rhodium, Eq. (36) was not employed to check the con-
sistency of the data, but rather to fit the amplitude B1 of
the alternating field used to give a heat pulse DQ to the
nuclear spins, as described by Eq. (23) (Huiku et al.,
1986; Hakonen and Yin, 1991; Vuorinen, Hakonen, Yao,
and Lounasmaa, 1995). The value calculated from the
coil geometry could not be used because the mu-metal
tube (see Fig. 11) used to shield the sample against the
remanent field was found to give a frequency-dependent
change in the B vs electric-current relation of the heat-
ing coil. A direct measurement of B1 was difficult to
make as well. Therefore, in practice, B1 was calibrated
by forcing the data to follow the high-T expansion, i.e.,
Eq. (36).

A useful check to ascertain the consistency of nuclear
thermometry would be to measure T in a high field,
B5Bcalib , by using the heat-pulse method. The result
could then be compared with the temperature obtained
from Eq. (25a), valid for noninteracting spins. Alterna-
tively, it would be possible to calibrate the excitation
field B1 in this same way. The physically more interest-
ing behavior at low fields could then be measured with-
out fixing the high-T behavior. The problem with this
scheme might be, however, that applying DQ would re-
quire frequencies so high that the rf field would not pen-
etrate the sample. Another possible source of problems
could be the frequency dependence of the B vs current
relation of the heating coil observed in some experimen-
tal setups.

E. Secondary thermometers

A direct measurement of the nuclear-spin tempera-
ture is a somewhat complicated and time-consuming
procedure. If a secondary thermometer is available it
often provides a more convenient method.

As an early example, in the study of the field-
orientation dependence of the static susceptibility of
copper (Huiku and Soini, 1983), the previously mea-
sured (Ehnholm et al., 1980) transverse susceptibility
was employed as a secondary thermometer to establish
the T dependence of the longitudinal susceptibility.

During studies on silver, secondary thermometry was
used extensively (Hakonen and Yin, 1991; Hakonen,
Nummila, Vuorinen, and Lounasmaa, 1992). A draw-
back in the direct temperature measurement was that a
rather large heat pulse DQ was needed to obtain suffi-
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ciently accurate values of DS . In terms of p , the change
was typically 20% per one measurement of T , and there-
fore the direct procedure was not suitable for determin-
ing the ordering temperatures accurately.

Secondary thermometry in the silver experiments was
based on the observation that the relationship between
the zero-field temperature T and the inverse polariza-
tion determined at B5Bcalib is linear over a wide range,
as shown in Fig. 21. The linear relationship is guaranteed
by Eq. (36) at high temperatures, but almost the same
tendency continues to lower temperatures. In addition,
the low-T limit is known approximately: neglecting
quantum fluctuations, p→1 when T→0. Based on ex-
perimental data, a piecewise linear dependence was
used: 1/p2150.55T below T510 nK and 1/p50.65T
above 10 nK, where T is expressed in nK’s. The same
functional dependence was observed at negative tem-
peratures as well, with T being replaced by uTu, although
the scatter of the data was larger.

F. Nonadiabaticities

Nuclear-spin thermometry assumes that the state of
the system develops adiabatically when, for example, the
external field is reduced. There are, however, sources of
nonadiabaticity, i.e., entropy increases, some of which
can be avoided and some of which cannot.

Increased spin-lattice relaxation during a field ramp,
due to eddy-current heating proportional to (dB/dt)2, is
an obvious candidate for raising Te . The field change
should be slow enough.

Other possible sources of nonadiabaticity include con-
sequences from interactions with electronic magnetic
impurities, spurious nuclear quadrupolar interactions
caused by lattice defects, and surface phenomena possi-
bly associated with quadrupolar effects in small particles
(Komori et al., 1986) or thin foils. These interactions
may depend on the magnetic field and in some cases on

FIG. 21. Inverse nuclear polarization 1/upu of silver at B
50.19 mT, plotted against the absolute value of temperature
at B50; s , T.0; d T,0. The dashed curve was obtained
from the high-T expansion [see Eq. (36)], which has been
joined smoothly to the linear low-T part passing through p
51. From Hakonen and Yin (1991).
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the rate at which B is being varied, for example, when
cross relaxation takes place between the quadrupolar
energy levels that cross each other as the field is being
changed.

Even in an ideal sample there is some nonadiabaticity
owing to thermal mixing, which was described in Secs.
II.B and II.C. In a typical nuclear-ordering experiment,
demagnetization of the specimen is fast in comparison to
t1, and the cold Zeeman reservoir cools the hot interac-
tion reservoir only in a field comparable to B loc .

To make our discussion quantitative, we employ the
high-temperature expansion although it is not valid un-
der the actual experimental conditions with the spins
almost fully polarized. However, the high-T approxima-
tion should be sufficient to describe, for example, mea-
surements during which the polarization scale is cali-
brated.

After the nuclei in the sample have been polarized in
the 7-T field at submillikelvin temperatures, the system
can be described by the density matrix

s512bH , (37)

where b51/kBT and H5HZ1Hss8 1Hss9
. Here Hss8 is, as

before, the secular part of the spin-spin interactions, i.e.,
the part that commutes with HZ (@Hss8 ,HZ#50), while
Hss9 is the remaining, nonsecular part for which
@Hss9 ,HZ# Þ 0. After demagnetization has started, the
changing field modifies the density matrix. Since dB/dt
is fast in comparison to t1, which in turn is much faster
than tm at B57 T, the heat reservoirs in Fig. 6 no longer
are in thermal equilibrium. Furthermore, the order in
the off-diagonal parts of s , corresponding to the non-
secular interaction Hss9 , is destroyed, and s acquires the
form (Goldman, 1970)

s512aHZ2b iHss8 , (38)

where b i is the inverse temperature at the beginning of
demagnetization when B5Bi and a5b iBi/B (without
any B loc corrections). Therefore only the Zeeman sys-
tem is cooled during demagnetization in high fields,
while the interaction reservoir remains at the precooling
temperature.

When B becomes comparable to B loc , the Zeeman
levels, broadened by the spin-spin interactions (see Fig.
5), start to overlap and thermal mixing takes place be-
tweenHZ andHss8 , which means that s assumes again its
equilibrium form given by Eq. (37). The equilibrium
temperature b f

21 will be somewhat higher than a21 be-
cause the Zeeman system has to cool the interaction
reservoir.

To calculate b f , we assume that thermal mixing takes
place at the constant field B5Bm . Although B de-
creases continuously during demagnetization, this as-
sumption is reasonable since the field dependence of
tm is very steep. During thermal mixing the energy re-
mains constant, viz.,

Tr$sH%5Tr$~12aHZ2b iHss8 !H%5Tr$~12b fH!H% .
(39)
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Ignoring the small term b iHss8 , and recalling that
a5b iBi /B , we find

b f5b iBiBm /~Bm
2 1B loc

2 !

5@b iBi /~Bm
2 1B loc

2 !1/2#3@Bm /~Bm
2 1B loc

2 !1/2# .

(40)

The last equation should be compared with Eq. (13),
valid for adiabatic demagnetization. We see that in the
present case there is a nonadiabaticity factor
Bm /(Bm

2 1B loc
2 )1/2, which results from thermal mixing

when B5Bm .
In a two-isotope system, such as a natural sample of

copper or silver, the behavior is more complicated. Dur-
ing demagnetization it is then meaningful to describe the
spin assembly in terms of three heat reservoirs. These
will be discussed in Sec. XI.A.2 when describing the
measurements of the thermal mixing time in silver. Al-
though the behavior of the two-isotope system is more
complicated than that with only one isotope, the former
appears to be more adiabatic.

If the spin system is remagnetized after thermal mix-
ing has occurred in a low field, the heat contact is again
disconnected when B.Bm . During further field in-
creases, the interaction reservoir remains at the low tem-
perature it had when B5Bm , while HZ warms up in
proportion to B . If a second demagnetization is then
performed, the Zeeman system finds a cold interaction
reservoir at B5Bm and there is only a small irreversibil-
ity. There is some entropy increase, however, even in
this case, as the off-diagonal order in s , corresponding
to the nonsecular Hss9 , is lost during field cycling. One
also has to remember that the interaction reservoir
warms towards the lattice temperature with the relax-
ation time t1ss , which is 2–3 times shorter than t1 in an
ideal specimen (Goldman, 1970) and possibly even less
in a real sample containing impurities.

Apart from direct measurements of tm in silver (Oja,
Annila, and Takano, 1990), effects due to thermal mix-
ing have been discussed (Ehnholm et al., 1980; Soini,
1982) only briefly in the context of nuclear ordering ex-
periments in metals. In insulators this process has been
studied extensively (see the references in Abragam,
1961). Let us now calculate the entropy increase due to
thermal mixing in silver. We make our estimates for a
single-isotope system; the nonadiabaticity for a two-
isotope assembly should be smaller. To define the ther-
mal mixing field Bm , we choose a field at which
tm(B)51 s. Measurements (Oja, Annila, and Takano,
1990) yield Bm'0.25 mT. The nonadiabaticity factor
Bm /(Bm

2 1B loc
2 )1/2 then becomes 0.99. Thermal mixing

thus leads to a nonadiabatic 1% decrease in polarization
at B5Bm [see Eq. (32)] and a 2% decrease in the en-
tropy reduction [see Eq. (35)]. In addition, there is an
adiabatic 1% decrease in p at B5Bm50.25 mT, caused
by the conventional (Bm

2 1B loc
2 )1/2 term in Eq. (35). We

conclude that, at least in the low-polarization limit,
nonadiabaticity due to thermal mixing in silver leads to a
rather small irreversibility, which, however, is significant
for accurate measurements.
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In the first set of experiments on nuclear-ordering in
copper (Ehnholm et al., 1980), a nonadiabatic 7% maxi-
mum loss in polarization was observed when a highly
ordered spin system was demagnetized well below 1 mT,
close to B loc50.36 mT. The effect was attributed to
thermal mixing. This large loss was found only for the
first demagnetization. After remagnetization to 1 mT
and demagnetization to zero field for the second time,
the loss was much smaller (Soini, 1982). Nonadiabatici-
ties were observed in later measurements on copper as
well (Huiku et al., 1986). This time, however, polariza-
tion losses were attributed to the ordering process rather
than thermal mixing, and field sweeps between B51 mT
and zero field in the disordered state, at entropies above
0.61R ln4, were found to be adiabatic. Neutron-
diffraction experiments (Annila et al., 1992) have clearly
shown that, indeed, during the transition from the
(1 0 0) phase to the (0 2

3
2
3) phase in fields around B

50.11 mT, a large nonadiabaticity occurs. There
should, however, be some polarization loss caused by
thermal mixing, too, although it may occur in fields
above B51 mT.

G. Production of negative spin temperatures
by a rapid field reversal

Although a rapid field reversal was used in the famous
experiment by Purcell and Pound (1951, see Sec. II.D.1)
in which negative temperatures were first produced, it
was only rather recently that Oja, Annila, and Takano
(1991) demonstrated that this method is feasible for
studying nuclear magnetism in metals. Hakonen et al.
(Hakonen, Yin, and Lounasmaa, 1990; Hakonen, Num-
mila, Vuorinen, and Lounasmaa, 1992; Hakonen and
Vuorinen, 1992) did a lot of work to improve this tech-
nique for observing nuclear ordering in silver at T,0.
For example, a special coil assembly and radiation
shields were constructed to reduce eddy-current shield-
ing.

The field-reversal procedure was somewhat compli-
cated owing to the fact that the NMR spectra were mea-
sured in a transverse field Bx5200 mT, created by a
small saddle-shaped coil, while the field inversion was
performed using a solenoid producing a longitudinal
field Bz5400 mT. First, before the field flip, the initial
polarization was determined from the NMR spectrum
measured in the transverse 200-mT field (see Fig. 22).
Next, the longitudinal solenoid was remagnetized to Bz
5400 mT in 40–60 s, and Bx was simultaneously re-
duced to zero. Bz was then changed to 2400 mT
quickly, in 1 ms. The field reversal increased the internal
energy of the spin system considerably; the energy dur-
ing this process is absorbed from the external magnetic
field. Finally, Bz was slowly reduced to zero and Bx was
simultaneously increased to its original value of 200
mT. The measured NMR emission spectrum (see Fig.
22) then showed that, indeed, the spin temperature and
the nuclear polarization were negative. Final demagne-
tization was then performed by reducing Bx to zero.
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The rapid reversal of the 400-mT field always resulted
in some loss of polarization in the nuclear-spin system.
This is illustrated in Fig. 23. The inversion efficiency was
about 95% at small polarizations around pi50.4 but de-
creased to 80% or lower at pi50.8. Therefore studies of
silver at T,0 were limited to negative polarizations up
to p5 –0.65.

The observed polarization loss is explained, at least
partly, by thermal-mixing effects, which were discussed

FIG. 22. NMR measurements of silver in a transverse field
Bx5200 mT before and immediately after reversal of the lon-
gitudinal field Bz56400 mT: s, absorption spectra; d , emis-
sion spectra. The initial and final polarizations, calculated from
these spectra, were 0.73 and 20.64, respectively. Note that the
peak frequency is higher when T,0 because of the strong
ferromagnetic susceptibility at negative temperatures. From
Vuorinen (1992).

FIG. 23. Polarization pf of nuclear spins in silver, after rapid
field reversal, as a function of the initial polarization pi . The
solid line was calculated from a theoretical model described
briefly in the original paper. The dashed line indicates the ideal
case with no loss of polarization. From Hakonen and Vuorinen
(1992).
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in Secs. II.B, II.C, and IV.F. During the field flip, only
the Zeeman temperature is reversed; the temperature of
the interaction reservoir Tss is not changed. An irrevers-
ible entropy increase results when HZ warms the inter-
action reservoir Hss8 to negative temperatures. The cal-
culation of this effect is similar to that described in Sec.
IV.F. The equilibrium temperature Tf after a rapid field
flip from B51B ẑ to B52B ẑ is (Slichter, 1990)

Tf52Ti~B21B loc
2 !/~B22B loc

2 ! , (41)

where Ti is the initial temperature before the field flip.
According to the theoretical expression of Eq. (41),

the polarization loss should be only 1.5% for the 400-
mT flipping field used in the experiments. This is lower
than the polarization losses found in actual experiments.
In fact, it is not correct to use B5400 mT in Eq. (41) for
silver, since thermal mixing is exceedingly slow in this
high field (Oja, Annila, and Takano, 1990). According to
the measured mixing times in silver, thermal contact be-
tween the Zeeman and interaction reservoirs takes place
in fields B,Bm'250 mT. Use of B5250 mT in Eq. (41)
results in a 4% polarization loss, which is close to the
observed low-p limit.

The decrease in the flipping efficiency with polariza-
tion can be understood in terms of a model that ac-
counts for the fact that the high-T approximation over-
estimates the heat capacity of the Zeeman system for
high p (Hakonen and Vuorinen, 1992). The large scatter
of the data in Fig. 23 suggests, however, that something
in the experimental conditions makes the efficiency of
the field reversal somewhat irreproducible. It is there-
fore possible that saturation of the inversion efficiency
at high polarizations is not fully an intrinsic property of
silver.

In rhodium the decrease in flipping efficiency was
more dramatic than in silver (Hakonen, Vuorinen, and
Martikainen, 1993; Vuorinen, Hakonen, Yao, and Lou-
nasmaa, 1995). As a result, polarizations at T,0 were
limited to p'20.60. Field flipping and negative tem-
peratures in rhodium will be discussed in greater detail
in Sec. X.

Negative spin temperatures in silver have also been
produced by applying a 180° NMR tipping pulse (Ha-
konen and Yin, 1991). This technique was less successful
than rapid field inversion. The problem with the pulse
technique is that eddy currents shield the inner parts of
the sample from the tipping field, making it impossible
to apply a uniform 180° pulse.

V. SUSCEPTIBILITY AND NMR DATA ON COPPER

A. Susceptibility and entropy at B50

The behavior of the static susceptibility x8(0) and en-
tropy of a polycrystalline copper sample were investi-
gated as a function of temperature in four series of ex-
periments in Helsinki (Ehnholm, Ekström, Jacquinot
et al., 1979; Huiku and Loponen, 1982; Huiku, Jyrkkiö,
and Loponen, 1983; Huiku et al., 1986). Here we de-
scribe the results of measurements made between 1982
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and 1986, using the same specimen. The sample con-
sisted of eight foils, 125 mm thick and 5 mm wide; the
effective mass of the specimen was 0.035 mol, i.e., about
2.5 g. The foils were welded to the first nuclear stage.
After internal oxidation of magnetic impurities, the ratio
r5t1(15 mT)/t1(0)=2.6 was measured. The residual re-
sistivity ratio increased from 260 to 8500 owing to the
heat treatment; the effective RRR was about 5000. Only
the transverse coil geometry [see Fig. 16(b)] was em-
ployed in the measurements; the highest sensitivity of
the detection system was in the y direction, perpendicu-
lar to the external field and parallel to the 5-mm side of
the foil bundle.

The measured quantity was actually the dynamic sus-
ceptibility x(f)5x8(f)2ix9(f) at f510 Hz. At this low
frequency, however, x9(f) is so small that it can be ne-
glected and the measurement yields the static suscepti-
bility x8(0) [see Sec. V.E for the frequency dependence
of x9(f)]. The excitation field was typically on the order
of 10 nT. An rf SQUID was used to measure the suscep-
tibility signal as described in Sec. III.E.

The susceptibility vs time curve in zero field is sche-
matically illustrated in Fig. 24. Following demagnetiza-
tion, x8(0) first increases and, after reaching a broad
maximum, the relaxation settles roughly to an exponen-
tial decrease. The overall behavior is analogous to that
observed in electronic antiferromagnets (Kittel, 1971).
The experimental discovery (Huiku and Loponen, 1982)
of antiferromagnetic ordering in copper was expected,
because of the negative sign of the Ruderman-Kittel in-
teraction parameter R [see discussion after Eq. (5)] and
theoretical calculations based on the mean-field approxi-
mation (Kjäldman and Kurkijärvi, 1979).

A characteristic metastability accompanied the transi-
tion. When demagnetization from a 1-mT field was
started with somewhat increased entropy, the suscepti-

FIG. 24. Schematic behavior of the static susceptibility of cop-
per nuclei after demagnetization to zero field. Entropy S and
temperature T are increasing with time. The maximum in
x8(0) reveals a phase transition, in analogy with electronic
antiferromagnets. AF1 is the ordered nuclear antiferromag-
netic region, and P denotes the disordered paramagnetic
phase. The metastable behavior of x8(0), when demagnetiza-
tion to zero field was started from a somewhat higher initial
entropy, is shown by the dashed line. From Huiku et al. (1986).
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bility often did not follow the ‘‘curved’’ behavior but
had a higher, exponentially decaying value, characteris-
tic of the paramagnetic regime. The metastability was
also accompanied by some nonadiabaticity. These ef-
fects will be discussed in Sec. V.C.

The static susceptibility of a polycrystalline copper
sample as a function of temperature down to TN was
measured most extensively, and probably most accu-
rately as well, in the work described by Huiku et al.
(1986). Figure 25 shows the experimental x8(0)21 vs T
dependency in zero field. The data have been reduced to
spherical sample geometry by using the equation

xsph8 ~0 !215x8~0 !2111/32Dy , (42)

where Dy50.09 is the demagnetization factor of the
specimen. The inset shows the susceptibility at high T ,
together with a calculation using the high-temperature
expansion (HTE; Niskanen and Kurkijärvi, 1981). The
data obey the Curie-Weiss law 1/x85T/C1D down to
500 nK, with C=554 nK and Q52CD= 2215 nK. The
Ruderman-Kittel exchange parameter then has the
value R52D520.39. This agrees well with R
5 –0.4260.05, obtained from NMR measurements
(Ekström et al., 1979). Below about 500 nK, the experi-
mental points depart from the high-temperature Curie-
Weiss behavior. The deviation can be attributed to spin
fluctuations (Kumar et al., 1980). A more detailed com-
parison with the various theoretical calculations is de-
ferred to Sec. XV.C.4.

The static nuclear susceptibility of copper as a func-
tion of entropy has been plotted in Fig. 26. The relation

FIG. 25. Inverse of susceptibility xsph
8 of copper, reduced for a

spherical sample, as a function of temperature when B50.
The straight line shows the Curie-Weiss behavior. The theo-
retical curves refer to the high-temperature expansion (HTE,
inset; Niskanen and Kurkijärvi, 1981), the spherical model
(SM; Kumar et al., 1980; Lindgård et al., 1986), and the linked-
cluster expansion (LCE; Niskanen and Kurkijärvi, 1983).
Modified from Huiku et al. (1986).
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between x8(0) and S was found simply by a series of
demagnetizations to B50. It was observed that a de-
magnetization ends in a metastable state when the initial
entropy, before the final field sweep down, is in the
range between (0.3660.02)R ln4 and (0.61
60.03)R ln4. Above Si50.61R ln4, the relaxation of
x8(0) is exponential and the demagnetization adiabatic,
which are characteristic features of the paramagnetic
state. Therefore the higher critical entropy for the first-
order transition in zero field is Sc25(0.6160.03)Rln4.

The lower critical entropy Sc1 can be found by using
the fact that the temperature is constant in the transition
region and by assuming that the maximum of x8(0) is
obtained in the antiferromagnetic state immediately be-
low Tc . The assumption is supported by the observation
that electronic antiferromagnets, with an fcc lattice, usu-
ally have their transition points very close to the maxi-
mum of x8(0) (Domb and Miedema, 1964). Therefore,
since the paramagnetic x8(0) immediately above Tc is
smaller than the antiferromagnetic x8(0) at Tc , the
maximum of the x8(0) vs S curve (see Fig. 26) corre-
sponds to the low-entropy end of the coexistence region.
This gives Sc15(0.4860.03)R ln4.

In Fig. 27 the entropy vs temperature curve is shown
for copper in the paramagnetic region below 1 mK. The
horizontal arrow pointing to the S/R ln4 axis indicates
the experimentally determined critical entropy
Sc250.61R ln4 for spontaneous nuclear ordering in zero
field.

Comparisons with theory are also shown in Fig. 27.
High-temperature expansions (HTE), with fifth-degree

FIG. 26. Static nuclear susceptibility of copper in zero external
field as a function of entropy. The data have been reduced to
spherical sample geometry by using Eq. (42). The triangles
were measured in a metastable state, and the circles in the
antiferromagnetic phase AF1, in the paramagnetic phase P, or
at T5Tc in the transition region. Sc1 and Sc2 are the lower and
upper critical entropies, respectively, for the first-order phase
transition. Demagnetizations with initial entropies above Sm

ended in the metastable state (dashed lines). From Huiku et al.
(1986).
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terms in 1/T included, can describe the experimental
data with reasonable accuracy down to 400 nK (Nis-
kanen and Kurkijärvi, 1981). The agreement improves
considerably when the spherical model (SM) is used
(Kumar et al., 1980; Kjäldman et al., 1981). However, in
view of the good agreement between the measured
x8(0) and the SM prediction, discrepancies for entropy
at the lowest temperatures are puzzling. The experimen-
tal S vs T data agree best with calculations using the
linked-cluster expansion (LCE) technique (Niskanen
and Kurkijärvi, 1983).

In Fig. 28 the entropy curve for copper is illustrated
below T5150 nK. The vertical line emphasizes the
phase change at TN558 nK. The latent heat of the tran-
sition in zero field is L5TN(Sc22Sc1)50.09 mJ/mole.
The experimental points show the rapid reduction of en-
tropy below TN .

B. Thermometry

Although the techniques for measuring the tempera-
ture T of copper nuclei were essentially the same as
those described in Sec. IV, there were two important
differences. As the sample had a very high electrical
conductivity, it was necessary to give the heat pulse
DQ5pfB1

2x9(f)Dt/m0 using an ac magnetic field of low
frequency to ensure full penetration. Direct measure-
ment of x9(f) at f550 Hz was not feasible, however,
owing to the small signal at low frequencies. Therefore
x9(f) was deduced from the measured x8(0) using a
relationship between x9(f=50 Hz) and x8(0) that had
been established from earlier NMR measurements by

FIG. 27. Nuclear-spin entropy of copper. The horizontal axis
at the bottom and the vertical axis on the right show T and
Ds512S/R ln4, respectively, on a logarithmic scale for ex-
perimental points at the lowest temperatures. The curves show
the results of theoretical calculations: HTE, high-temperature
expansion; LCE, linked-cluster expansion; SM, spherical
model (see text). The linear scales at top and at left refer to the
uppermost curve. Modified from Huiku et al. (1986).
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Ehnholm et al. (1980). It was estimated that the error
caused by this approach did not exceed 10%. For the
data in the ordered state, however, the error in T can be
large since the shape of the NMR signal changes
(see Fig. 32) and hence also the relationship between
x9(f550 Hz) and x8(0).

Another special problem of measuring T in copper
was associated with the data in the ordered phase. It was
observed that demagnetization to zero field resulted in
an entropy increase, to be discussed in the following sec-
tion. To overcome the difficulty, T was determined in
the ordered state by using x8(0) as the thermodynamic
parameter and writing T5(dQ/dx)(dS/dx) with
x5x8(0). The absolute temperature could then be mea-
sured in two steps. First, dQ/dx was found by applying
several heat pulses during the warmup at zero field. Sec-
ond, S as a function of susceptibility was measured by
sweeping the field at different stages of the warmup in
zero field, i.e., at different values of x8(0) up to 1 mT to
monitor the polarization. The procedure was feasible as
the entropy was found to increase only during a down-
ward sweep. As a result, thermometry at B50 was pos-
sible although the downward sweep was nonadiabatic.

A drawback of using x8(0) as a thermodynamic pa-
rameter is that the method loses sensitivity when x8(0)
changes only a little upon warming. This is the case near
the transition when x8(0) reaches its maximum value.

Thermometry was based on runs in which the demag-
netization to zero field was performed for an initial en-
tropy lower than 0.36R ln4 to avoid problems associated
with metastable states (see below).

FIG. 28. Entropy of copper in zero external magnetic field as a
function of temperature below 150 nK. At the time, Tc558
nK was the lowest transition temperature ever observed or
measured. The vertical line was drawn to emphasize the first-
order transition. The critical entropies are indicated by arrows.
From Huiku et al. (1986).
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C. Metastability and nonadiabatic phenomena

In measurements on a polycrystalline copper sample
(Huiku, Jyrkkiö, and Loponen, 1983), a characteristic
metastability was observed after the magnetic-field
sweep from B51 mT to zero. The behavior of x8(0)
after such a sweep is illustrated in Fig. 29 for several
values of the initial entropy Si at B51 mT. A metasta-
bility was evident when Si was larger than 0.36R ln4 but
smaller than 0.61R ln4. Then x8(0) followed the behav-
ior illustrated with the dashed lines. The static suscepti-
bility was always larger than x8(0) measured with initial
entropies lower than Sc250.36R ln4, which was be-
lieved to correspond to the equilibrium behavior.

A large irreversible entropy increase was observed, as
well, after demagnetization from Si lower than
0.36R ln4. When B was swept to zero and then, after a
few tens of seconds, back to 1 mT, an entropy increase
of DS50.12R ln4 was observed. The nonadiabaticity
was constant within the experimental accuracy (0.5% of
DS). The reverse sweep upward to 1 mT was adiabatic.
Thus DS50.12R ln4 was added to all Si values below
0.36R ln4 in order to obtain the actual spin entropy af-
ter demagnetization. In experiments during which meta-
stable states were reached, DS was always smaller than
3%, and it vanished at 0.61R ln4.

The time scale for the irreversibility to occur was on
the order of seconds; with a stay of 2 s at B50, the
measured nonadiabaticity was only 0.06R ln4. It was
suggested that the irreversibility is intimately associated
with the ordering process. The minimum susceptibility
after demagnetization was reached approximately 15 s
after the external field had been reduced to zero (see
Fig. 29). The behavior of x8(0) and the development of
the entropy loss both reflect a nucleation of the ordered
phase from the supercooled nonequilibrium state.

FIG. 29. Static susceptibility x8(0) of nuclear spins in copper
as a function of time after final demagnetization to zero field,
performed from different initial entropies Si . Here S is the
final entropy in zero field, given as percentages of R ln4.
Dashed lines indicate metastable behavior. The susceptibility
data correspond to the demagnetization factor Dy50.09. From
Huiku et al. (1986).
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Subsequent susceptibility and neutron-diffraction
measurements on a single-crystal specimen have given
more insight into the process by which irreversibility oc-
curs. The entropy increase DS50.12R ln4 was found to
occur in a field around 0.1 mT (Huiku, Jyrkkiö et al.,
1984; Huiku et al., 1986; Annila et al., 1992), where a
phase transition also takes place from the antiferromag-
netic phase AF2 to AF1; see the phase diagram of Fig. 1.
Neutron-diffraction experiments (Annila et al., 1990)
showed that in this region the high-field type-I order
transforms into the (0 2

3
2
3) order. It was also directly

seen that the ordering process is associated with kinetic
phenomena within a time scale on the order of seconds.
In the single-crystal experiments no metastable states
were observed. Therefore it was concluded that grain
boundaries in a polycrystalline sample slow down the
nucleation of the ordered state, but that at entropies
below 0.36R ln4 a forced nucleation has to take place
owing to the absence of metastability.

D. Field effects on a polycrystalline sample

The time dependence of the static susceptibility was
also investigated by varying the external field at which
the final demagnetization ended (Huiku and Loponen,
1982). The scheme for these measurements is schemati-
cally illustrated in Fig. 30(a). According to the mean-
field theory for antiferromagnetic type-I order (see Sec.
XV.B.5), adiabatic demagnetization in the ordered state
follows a vertical path in the B-T plane and therefore
does not produce any further cooling.

The susceptibility was recorded in the final field
B5Bf during warmup. Figure 30(b) illustrates the three
quantities used to analyze the data: the susceptibility im-
mediately after demagnetization to the final field, x init8 ,
the maximum susceptibility xmax8 , and the difference

FIG. 30. Adiabatic demagnetization into an antiferromagnetic
state: (a) Schematic illustration. The demagnetization is
stopped at a final field B5Bf , and the static susceptibility x8 is
recorded during warmup. (b) Definition of the three quantities
important for characterizing the x8 data.
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Dx85xmax8 2x init8 . In the beginning of the warmup, be-
fore reaching the state with maximum susceptibility, the
nuclei were assumed to be in the antiferromagnetic
state.

The measured data are shown in Fig. 31. In low fields
the increase of x8(0) is largest. As a function of the final
field after demagnetization, Dx8 first decreases until, at
about B50.08 mT, a minimum is reached. Around B
50.15 mT, Dx8 has again grown to about half of the
value observed when B50. At still higher fields the ini-
tial increase decreases until, at B50.24 mT, Dx8 finally
disappears.

The anomaly at B50.08 mT indicates a magnetic
transition between two ordered states, which were
named AFl and AF2 (Huiku and Loponen, 1982). Sub-
sequent experiments (Huiku, Jyrkkiö et al., 1984) on a
single-crystal specimen, during which the longitudinal
susceptibility was measured as well, revealed a third an-
tiferromagnetic phase, AF3. Recent neutron-diffraction
experiments (Annila et al., 1992), also performed on a
single-crystal specimen, have further shown that the an-
tiferromagnetic ordering vectors, and hence also the
spin structures, strongly depend on the alignment of the
external magnetic field with respect to the crystalline
axes. It is therefore remarkable that the data on a poly-
crystalline sample do not smear out the evidence for
phase changes, especially at the AF1 ↔ AF2 transition.

E. NMR lineshapes of the ordered spin structures

The specimen employed in the NMR experiments
(Huiku et al., 1986) was made from the same 125-mm
thick Marz-grade copper foil that was used in the mea-
surements of static susceptibility. The foils were first se-

FIG. 31. Initial susceptibility x init8 5x8(0) at t50, the maxi-
mum susceptibility xmax8 , and the difference Dx85xmax8 2x init8
as functions of the external field B in copper (Huiku and
Loponen, 1982). The ordered regions AF1 and AF2 and the
paramagnetic phase P are indicated. From Huiku et al. (1986).
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lectively oxidized and then rolled to their final thickness,
varying from 20 to 30 mm. The final sample consisted
of 36 foil pieces. For this specimen the values
r5t1(15 mT)/t1(0)54 and t1(0)570 min were mea-
sured, which are reasonably good for a sample made of
thin foils. Again, only the transverse coil system [see Fig.
16(b)] was employed in the experiments. NMR spectra
were measured using the technique described in Sec.
III.E. During the warmup period, typically 8 to 10
curves were recorded before the sample entered the
transition region.

The absorptive part of the dynamic susceptibility is
plotted as a function of frequency in Fig. 32 at several
final fields. The dashed curves show the lineshape just
after demagnetization, i.e., the NMR signal in the anti-
ferromagnetic region. The solid curves were measured
8–10 min after the end of demagnetization; they thus
corrrespond to high polarization in the paramagnetic re-
gion.

It was found that the antiferromagnetic NMR line
(AFL) differed at B50 in two ways from the paramag-
netic line (PL): At about f51.5 kHz, the AFL was
clearly enhanced, whereas from 3 to 7 kHz it was again
smaller than the PL. The latter feature is responsible for
the fact that the static susceptibility x8(0), obtained from
x9(f) through the Kramers-Kronig relation [see Eq.
(27)], increases with time (and temperature). This was
taken as the signature of antiferromagnetic ordering in
the measurements of static susceptibility. The increased
x9(f) around f51.5 kHz further supports this conclu-
sion, since antiferromagnetic ordering is expected to
change the lineshape of the dynamic susceptibility. Dur-
ing warmup, the AFL smoothly approaches the PL.

FIG. 32. NMR absorption line shapes of the dynamic suscep-
tibility x9(f) for copper in several external magnetic fields:
Solid curves, paramagnetic regions; dashed curves, antiferro-
magnetic regions. From Huiku et al. (1986).



36 A. S. Oja and O. V. Lounasmaa: Nuclear magnetic ordering in simple metals
Qualitatively similar lineshapes were obtained at B
50.03 mT.

At B50.05 mT the appearance of the AFL changes.
Now the absorption in the antiferromagnetic state is
considerably stronger between 3 and 7 kHz than in the
paramagnetic region. Furthermore, the AFL resembles
the PL even immediately after demagnetization. In the
beginning of the warmup, x9(5 kHz) is almost 1.5 times
larger than in zero field.

An examination of the dashed line at B50.09 mT
shows interesting features: x9(10 kHz) is enhanced and,
at lower frequencies, x9(f) is small, which again indi-
cates that the static susceptibility is rising as a function
of time. At B50.16 mT, the increase in x9(10 kHz)
exceeds that of the paramagnetic line. During warmup,
the AFL shifts towards the PL. The absorption at low
frequencies is again small. At B50.24 mT, the line-
shape does not change at low entropies. This shows that
the spin system is paramagnetic immediately after de-
magnetization.

It is also worth noting that the paramagnetic ‘‘back-
ground’’ is large for all NMR lines measured in the
antiferromagnetic phase and that the changes during
warmup are relatively small. However, this is in agree-
ment with the fact that the increase in the static suscep-
tibility is small, too. A more thorough discussion of the
NMR lineshapes at different fields is given in the origi-
nal publication (Huiku et al., 1986). It was concluded
that the observed changes are strong evidence for mag-
netic ordering in copper nuclei.

Recent theoretical calculations by Heinilä and Oja
(1995) have reproduced quite successfully the observed
NMR lineshapes of copper in zero field (see Sec. XV.E
and Fig. 121 below).

F. Susceptibility data of a single-crystal specimen

To obtain more information about the ordered
nuclear-spin structures in copper, the Helsinki group
conducted experiments on a single-crystal sample by
again investigating the static susceptibility (Huiku,
Jyrkkiö et al., 1984; Huiku et al., 1986). In contrast to all
earlier work, x8(0) was now separately measured in the
three Cartesian directions x , y , and z . In addition to the
excitation and pickup coils in the longitudinal z direc-
tion [see Fig. 16(a)], there were saddle-shaped excitation
coils in both the x and y directions [see Fig. 16(b)]. The
same saddle-shaped pickup coil was used to monitor the
response in the latter two directions. The transverse
(x ,y) and longitudinal (z) signals could be measured
during the same run.

The specimen was a natural copper single crystal of
dimensions 0.535320 mm 3 along the x , y , and z axes,
respectively. The sample material was of 99.99% purity,
with the following magnetic contaminants: Mn<0.1 ppm,
Cr=2 ppm, Ni<0.4 ppm, and Fe=3.0 ppm. After oxida-
tion for 45 h, the residual resistance ratio (RRR) was
1500. The single crystal was again connected to the first
nuclear stage by diffusion welding. For this specimen,
r5t1(15 mT)/t1(0)52.8, which shows that all impuri-
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
ties were oxidized. Thermal contact was found to be ex-
cellent, and one could reach Te550 mK in the specimen.
By x-ray-diffraction measurements it was found that the
cubic (1 0 0) crystal axis was about 4° above the xy
plane and 13° off of the x axis and that the (0 0 1) axis
was about 8° off of the z axis. As the external field was
aligned along the z direction, B was also aligned rela-
tively accurately along the (0 0 1) crystalline axis.

In order to compare the susceptibilities in the three
mutually orthogonal directions, Huiku and co-authors
had to apply a shape correction for the internal fields
[see Eq. (34)] to the measured xa8 (0) (a5x ,y ,z), using

xsph,a8 ~0 !215xa8 ~0 !211~L2Di1R ! , (43)

where xsph,a8 (0) is the susceptibility related to a spherical
sample. This correction reduces the measured xa8 (0) to
the susceptibility of a virtual spin system with no mo-
lecular fields arising from spin-spin interactions. In the
rest of this section, we use the shorter notation
xsph,a8 (0)5xa . Di was estimated from the dimensions of
the specimen, assuming an ellipsoid of similar shape to
that of the sample.

In Fig. 33 the time dependence of xa is shown for the
x , y , and z directions at B50, 0.15, and 0.20 mT, respec-
tively; these characteristic plots correspond to different
ordered regions. The existence of the third antiferro-
magnetic phase, AF3, is based on the behavior of the
longitudinal susceptibility, which now was measured for
the first time. This phase was found in fields above 0.18
mT.

In zero external field, a clear increase of xa was ob-
served only in the y direction; this effect is about 10%.
Surprisingly, the other transverse susceptibility, xx ,

FIG. 33. The susceptibility xa of a copper single crystal along
the three Cartesian directions (a5x ,y ,z), as a function of
time and in three external fields, B50, 0.15, and 0.20 mT.
These characteristically different behaviors indicate three an-
tiferromagnetically ordered regions in the nuclear-spin system
of copper. The suggested spin arrangements, based on an as-
sumption of two sublattices, are also shown. From Huiku et al.
(1986).
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shows a long plateau, whereas a small increase in xz was
seen. For B50.15 mT, the initial value of the longitu-
dinal susceptibility was roughly 20% smaller than
in zero field, and xz increased at the beginning of the
warmup by almost 15%. The increase in the y direction
was not as great, but roughly the same as when B50.
Again, xx stayed almost constant for the first 5 min. In
the last plot, with B50.20 mT, a characteristic change
can be seen for xz in comparison with the behavior ob-
served at B50.15 mT. Now xz decreases all the time,
whereas an increase and a plateau for xy and xx , respec-
tively, were found in the transverse directions.

Tentative suggestions for the spin arrangements in
these phases were made by using a simple two-sublattice
model and an analogy with electronic antiferromagnets
(Huiku, Jyrkkiö et al., 1984): When x8(0) is measured
perpendicular to the sublattice magnetization, the sus-
ceptibility stays roughly constant below Tc , whereas
parallel to the sublattice magnetization, x8(0) ap-
proaches zero as T→0 (de Klerk, 1956; Kittel, 1971). In
the phase AF1 (B50), the staggered magnetization is
then mainly along the y axis. In the second antiferro-
magnetic state, AF2 (B50.15 mT), the sublattice mag-
netization has its largest component in the z direction
and a smaller component in the y direction. In AF3, the
spins most probably are leaning toward B5Bz. In con-
trast to the ‘‘paramagnetic’’ behavior of xz , a small in-
crease in xy indicates a staggered magnetization parallel
to y in this phase. These suggestions for the antiferro-
magnetic structures are schematically illustrated in Fig.
33.

More of the single-crystal data are illustrated in
Fig. 34, where the net rise of susceptibility, Dxa

5xa
max2xa

init , has been plotted as a function of the ex-
ternal field at which the final demagnetization was
stopped (Huiku et al., 1986). In low magnetic fields,
Dxy is roughly 10% of xy

max ; the value of Dxy drops to
about 2% for fields between 0.06 and 0.10 mT. From
B50.13 to 0.16 mT, Dxy is almost as large as in zero
field. After B50.16 mT, a small sudden drop can be
seen. With increasing field, Dxy decreases to zero at
about B50.25 mT.

Data in the x direction are in sharp contrast: Over
most of the region from B50 to 0.25 mT, Dxx50. It is
hard to know whether the increase around B50.14 mT,
supported essentially by one data point in Fig. 34, is real
or not. The large susceptibility anisotropy between the
x and y directions is puzzling. It was suggested (Huiku
et al., 1986) that the effect is caused by the slab shape of
the specimen, which is sensed by the anisotropic dipolar
interaction.

The data in the longitudinal geometry, illustrated in
the lower part of Fig. 34, show that Dxz is small below
0.08 mT. In higher fields Dxz increases rapidly and is
roughly 12% of xz

max between B50.11 and 0.16 mT. In
still higher fields, Dxz decreases quickly and vanishes at
B50.20 mT, in contrast to Dxy , which disappears only
at B50.25 mT.

From the results illustrated in Fig. 34 and from a care-
ful analysis of the original data (Huiku et al., 1986), the
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following picture emerges (see Fig. 1): The first antifer-
romagnetic phase, AF1, is stable below B50.06 mT.
Between 0.06 and 0.11 mT there is a transition region.
The second phase, AF2, is stable from B50.11 mT to
B50.16 mT. The transition from AF2 to AF3, between
0.16 and 0.18 mT, is marked by a large change in Dxz
and by a small jump in Dxy . The AF3 phase exists
above B50.18 mT and below B50.25 mT. The transi-
tion to the paramagnetic state proceeds by tilting the
spins more and more toward B until, at the critical field
Bc50.25 mT, AF3 and the paramagnetic phase P are
the same.

The interpretation of the susceptibility data and the
existence of the AF2 phase between AF1 and AF3 show
that all the ordered spin structures have different sym-
metries, and therefore we are led to suggest that the
transitions between them are of first order. Between
AF1 and AF2 this conclusion is supported by the large
nonadiabaticity, DS50.12R ln4, and by the metastabili-
ties, discussed in the previous section. The first-order
nature of the transition between AF2 and AF3 is based
on the rapid change in Dxz and on an analogy with spin-

FIG. 34. Normalized net rise in the susceptibility of copper,
Dxa /xa

max , plotted as a function of the external field B5Bz;
xa

max is the maximum susceptibility. Data for the transverse
directions are plotted in the upper frame @a5x (d); a5y
(s)], and for the longitudinal z direction below. From Huiku
et al. (1986).
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flop transitions in electronic systems (De Klerk, 1956).
The transition from AF3 to P is of second order.

G. Magnetization

Magnetization has not been measured directly in the
course of the Helsinki studies on copper. In principle,
the magnetization M can be calculated by integrating
the measured longitudinal susceptibility over the field
B . Such a procedure was first performed by Annila et al.
(1992) to analyze their neutron-diffraction data. It was
necessary to know M to be able to correct for the de-
magnetization field, which is given by the shape-
dependent demagnetization tensor D and M, viz.,

B5Be1Bd5Be2m0DM. (44)

Here B is the magnetic field in the sample, and B e is the
external field. In the earlier susceptibility measurements
on copper, B e was always applied along the long axis of
the sample, i.e., the z axis. In this case, B d vanishes
because Miz and Dzz'0. Therefore B5Be . In the work
of Annila et al. (1992), however, Be was in some mea-
surements applied almost along the hard direction of
magnetization, which corresponds to a large demagne-
tizing factor (see Fig. 53 below for the geometry), so that
Bd was even larger than Be .

Magnetization for a certain field and entropy can be
calculated by remembering that the measured xL is the
adiabatic susceptibility m0(dM/dB)S and by assuming
that the demagnetization to zero field takes place at con-
stant entropy. To obtain, for example, M(B) immedi-
ately after demagnetization, one can integrate xL mea-
sured at t50,

M~B !5E
0

Bc
xL~B ,t50 !dB/m0 . (45)

The demagnetization to B50 is not, however, adiabatic
because of the entropy increase in fields around 0.1 mT.
This makes the integration somewhat inaccurate.

Annila et al. (1992), nevertheless, used Eq. (45) to ob-
tain an approximate M . A particularly interesting quan-
tity is the magnetization at the critical field immediately
after demagnetization. The xL data, calibrated at B50
using the results of Huiku et al. (1986), yield
M50.57Msat at B5Bc50.25 mT. This value may seem
small in view of the fact that the mean-field theory pre-
dicts M50.9Msat for the estimated entropy after demag-
netization. The discrepancy can be explained by quan-
tum effects and/or substantial antiferromagnetic short-
range correlations.

The actual model used by Annila et al. (1992) to cor-
rect for B d was, in fact, simpler than that obtained from
Eq. (45). In the whole ordered region it was assumed
that

M5xB/m0 , (46)

with x53.1. This approximation seems reasonable be-
cause the variation in xL(B), measured immediately af-
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ter demagnetization, is only 14%. Furthermore, the
mean-field theory for a type-I spin arrangement also
predicts a temperature- and field-independent suscepti-
bility in the ordered region (Kumar et al., 1986). Equa-
tion (46) with x53.1 gives M50.61Msat at Bc in good
agreement with the above value obtained by integration.
Further support for this model is given by neutron-
diffraction measurements in which the intensity of the
(1 0 0) Bragg reflection was measured in two symmetri-
cally equivalent directions, namely, for B along the [011]
and [01̄ 1] axes. It was observed that the behavior of the
(1 0 0) intensity as a function of B was similar in both
directions, in spite of the different demagnetization cor-
rections D=0.83 and 0, respectively [see Figs. 57(a) and
(b)]. It was concluded that Eq. (46) gives M correctly
within 15%.

H. Entropy diagram

By studying the susceptibilities xy and xz as functions
of the entropy Si just prior to the final demagnetization,
it was possible to determine the magnetic field vs en-
tropy diagram of the nuclear-spin system in copper
(Huiku et al., 1986). Si was controlled by varying the
demagnetization procedure: One simply had to wait for
different lengths of time at B51 mT before sweeping
the magnetic field down to its final value; Si could be
calculated from t1 and the waiting time.

The B-S phase diagram for the nuclear-spin system in
copper was already illustrated in Fig. 1; it was con-
structed by demagnetizing from different initial values
of entropy, thus moving vertically down, and then by
allowing the specimen to warm up, thus advancing hori-
zontally to the right while the susceptibility was being
measured. The shadowed areas indicate regions where
one characteristic behavior of susceptibility changes to
another because a first-order phase change is proceeding
in this area. During transitions, neighboring phases co-
exist as macroscopic domains. The direction of the ex-
ternal field deviated 8° from the [001] crystalline axis.
The critical field Bc50.27 mT can be found by extrapo-
lating the AF3 – P boundary to S50; the value of Bc is
slightly higher than that deduced in Sec. V.D.

The relation between entropy and temperature was
not determined for the single-crystal specimen. Accord-
ing to data on the polycrystalline sample, however, the
transition region in zero field corresponds to
Tc558610 nK (see Fig. 27).

VI. EXPERIMENTAL TECHNIQUES
OF NEUTRON-DIFFRACTION MEASUREMENTS

A. Setup for neutron-diffraction experiments

The neutron-diffraction experiments on copper (Jyrk-
kiö et al., 1989; Annila et al., 1992) were carried out in
the guide hall adjacent to the DR-3 reactor at the Risø
National Laboratory in Denmark. From a cold source, a
beam of long-wavelength neutrons was transmitted via a
curved guide to the TAS-8 double-axis diffractometer,
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constructed at the Hahn-Meitner Institute in Berlin.
This arrangement reduced mechanical vibrations as well
as electrical noise, and it provided a clean beam, free
from g rays and fast neutrons. The background radia-
tion in the experimental hall was also very low. Further
attenuation was obtained by decoupling the cryostat
from the building and the pumping systems by effective
vibration isolators and by employing extra electrical
shields and filters for all current lines entering the refrig-
erator (see Sec. VI.B).

The diffractometer could be used in a polarized or an
unpolarized mode. The setup for polarized neutrons
(Jyrkkiö, Huiku, Clausen et al., 1988) will be discussed
in Sec. VI.D. Figure 35 shows schematically the experi-
mental arrangement for unpolarized neutrons.

A graphite monochromator was used to select the de-
sired wavelength from the neutron beam. Usually l= 4.7
Å was chosen, but sometimes l=2.4 Å was used. The
flux at 2.4 Å was about 83105 neutrons/cm 2 s, deduced
from activation of a gold foil at the sample position.

In addition to the fundamental wavelength, the beam
reflected from the monochromator contains neutrons
with wavelengths l/2, l/3, etc. To obtain a fully mono-
chromatic beam in an actual experiment, the higher-
order contaminations were filtered out. A pyrolite
graphite filter at l=2.4 Å and a liquid-nitrogen-cooled
BeO filter at l=4.7 Å were employed. The higher-order
reflections were useful, however, in obtaining the correct
orientation of the sample and the detector before an
actual experiment. For example, the lattice reflection
(2 0 0) for the wavelength l/2 is found at the same posi-
tion as the antiferromagnetic Bragg reflection (1 0 0) for
the wavelength l . For this reason, an effective filtering
of the l/2 neutrons is needed during the ordering ex-
periment.

In the first measurements, a single detector was used.
During later experiments a horizontal, position-sensitive
linear detector was employed as well. This was used to

FIG. 35. Schematic top view of the neutron-diffraction setup
at Risø. The cryostat can be rotated on the spectrometer turn-
table, and the detector can be positioned at the desired scat-
tering angle. From Jyrkkiö et al. (1989).
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study the profile of the Bragg peak, since mechanical
movements of the spectrometer during a lineshape scan
might have heated the sample. Later it was found, how-
ever, that conventional scanning of reciprocal space can
be used even when the nuclei are in the ordered state
below TN558 nK (Annila et al., 1990). Magnetic fields
on the sample and on the first nuclear stage are then low
and vibrational heating due to eddy currents is small.
Scanning shortened the time spent in the ordered state
by about 40% compared with experiments without me-
chanical movements. This reduction in the available
measurement time was large but acceptable.

Both the incoming and scattered beams were effec-
tively masked, using boron-containing plastic plates to
minimize the background scattering seen by the detec-
tor. With a scattering angle close to 90°, the background
count for the single detector was about 0.3 neutrons/s
and for the linear detector about 0.7 neutrons/s.

B. Risø cryostat

The design of the Risø cryostat (Jyrkkiö et al., 1989) is
illustrated in Fig. 36. The apparatus consists again of a
high-power dilution refrigerator and two copper nuclear
stages, working in series. The operating principles are
basically the same as for the Helsinki apparatus, de-
scribed in Sec. III.B. To stop vibrations from entering
the cryogenic system, the spectrometer was decoupled
from the floor by spring-type vibration isolators.

The Risø cryostat was standing on a turnable spec-
trometer so that the sample could be oriented as de-
sired. The surroundings of the specimen were designed
to give maximum openings for the incoming and scat-
tered neutron beams, with only minor attenuation.
Therefore the solenoid used for demagnetizing the
sample was a split-pair superconducting coil, producing
4.6 T at its center. The two halves of the magnet were
separated by three aluminum wedges that covered about
45° of the scattering plane. The field of the split-pair
magnet was asymmetric in such a way that there were no
field-free volumes in the beam region. This is important
for experiments with polarized neutrons, since a zero-
field region would cause depolarization of the neutron
beam.

The commercial Oxford 600 dilution unit (Oxford In-
struments, Eynsham, OX8 1TL, England) was equipped
with a continuously filling condenser. All pumping lines
connected to the top of the cryostat were flexible to
avoid transmission of vibrations to the apparatus. The
first nuclear cooling stage was again made of a bulk
piece of copper with vertical slits. Its weight was 2.5 kg
but the effective mass in the 8-T field of the demagneti-
zation magnet was only 1.0 kg, since large sections of the
nuclear stage were located in the field-compensated re-
gions. The heat switch, somewhat different from that in
the Helsinki machine, was constructed of zinc foils hav-
ing pressed contacts to copper ‘‘fingers.’’
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FIG. 36. Low-temperature
parts of the two-stage nuclear-
demagnetization cryostat at
Risø. The whole assembly is
immersed in a liquid-helium
dewar. From Jyrkkiö et al.
(1989).
The immediate surroundings of the sample are shown
in more detail in Fig. 37. The specimen was connected to
the first nuclear stage via a high-conductivity thermal
link made of copper. There were two radiation shields
around the sample: the inner one was anchored to the
mixing chamber and the outer one to the still. A small
symmetric split-coil magnet, wound on top of the outer
radiation shield, produced the field on the sample after
demagnetization of the main split-pair magnet. The ex-
citation and pickup coils for measuring the susceptibility
were placed below the split region of the magnet, since
otherwise neutrons scattered from the coil system would
have increased the background count during experi-
ments.

Cooling of the sample was performed in the same way
as in the earlier Helsinki experiments (see Sec. III.B).
Small modifications were necessary, however, because
of the larger heat capacity of the copper parts in the
thermal link between the sample and the first nuclear
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
stage. This was due to the field profile of the main split-
pair magnet, with the field extending higher up than in
the Helsinki apparatus.

The nuclear stages, the upper one typically magne-
tized to 7.6 T and the lower to 4.4 T, were first precooled
by the dilution refrigerator to 10 mK in 36 h. This low
starting temperature was necessary for obtaining almost
perfect adiabaticity during nuclear cooling. The first
stage was then demagnetized to 0.1 T in 8 h. During the
field sweep, dB/dt was decreased several times to elimi-
nate eddy-current heating towards the end of demagne-
tization. A conduction-electron temperature of about
150 mK was reached.

Next, the large split-pair sample magnet was demag-
netized from 4.4 T to 2.0 T in 40 min. Immediately fol-
lowing, the fields in the upper and lower magnets were
reduced, in 25 min, to 50 mT and to 1.0 T, respectively.
The next step was a fast demagnetization of the split-
pair magnet from 1 T to zero. At the same time, the first
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stage was further demagnetized to 30 mT.
The specimen was now in the 10-mT field produced by

the small split-pair coil inside the mu-metal shield (see
Fig. 37). One then had to wait 30 s to let the remanent
field of the large split-pair magnet stabilize. The final
step in the cooling procedure was demagnetization of
the specimen from 10 mT to B,0.3 mT in about 20 s.
The sample nuclei were thereby cooled below the anti-
ferromagnetic ordering temperature TN558 nK,
whereas the conduction electrons stayed at 50–100 mK.

Three different techniques were employed to deter-
mine the temperature during the various stages of the
Risø experiments (Jyrkkiö et al., 1989). A cobalt
nuclear-orientation thermometer (Berglund et al., 1972)
was mounted on the first nuclear stage (see Fig. 36) to
measure the precooling temperature. Since this ther-
mometer could be used from 2 to 40 mK, it also indi-
cated the temperature at the beginning of demagnetiza-
tion. The cobalt thermometer was also employed
indirectly for measuring the final nuclear temperature of
the first stage, which was very close to the final Te of the
sample when the specimen was not heated by the neu-
tron beam. For this purpose the upper nuclear stage was
slowly magnetized from Bf530 mT to a field between 1
and 2 T. Assuming an adiabatic process, the tempera-
ture in the low field was simply found from the reading
of the cobalt thermometer and from the ratio of the
fields [see Eq. (18)]. The lowest temperatures measured
by this technique were about 70 mK.

The final conduction-electron and lattice temperature
could also be found more directly by measuring t1 from
the susceptibility signal and by using the Korringa rela-
tion, Eq. (9). The longest relaxation times observed cor-
responded to Te550 mK.

A polarized neutron-scattering technique was also de-
veloped for thermometry (Jyrkkiö, Huiku, Clausen
et al., 1988). The important advantage of this method is
that neutrons probe the nuclei directly; the method thus

FIG. 37. Surroundings of the sample in the Risø cryostat, in-
dicating the locations of the susceptibility coils, the small split-
pair sample coil, and the mu-metal shield. From Jyrkkiö et al.
(1989).
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
avoids problems associated with insufficient thermal
contact. The sensitive temperature range of this ther-
mometer can be chosen at will by applying a suitable
external magnetic field. The method was used to mea-
sure the nuclear-spin temperature from 20 mK down to
100 mK. We defer a thorough discussion of this versatile
technique to Sec. VI.D.

Susceptibility measurements also played an important
role in the Risø studies of nuclear ordering. A SQUID
was used in the flux-locked mode (Lounasmaa, 1974),
and a flux transformer was built to match the inductance
of the pickup loop to the signal coil of the superconduct-
ing sensor. The positions of the SQUID, the flux trans-
former, and the astatic pickup coil are shown in Fig. 36.

Figure 38 is a photograph of the experimental ar-
rangement in Risø.

C. Beam heating

An early series of measurements was made at Risø to
determine beam heating of the copper sample (Jyrkkiö
et al., 1989). The reason for these experiments was two-
fold. First, for planning the work on copper, one had to
know the expected amount of beam heating to make
sure that neutrons would not prevent nuclear ordering
altogether or destroy the ordered state too fast. Second,
information about beam heating was important for
all future neutron-diffraction experiments on nuclear
magnetism, so that the reliability of calculated estimates

FIG. 38. Experimental setup employed in Risø for neutron-
diffraction experiments on copper nuclei. The cryostat is
mounted on the spectrometer turntable. The single-channel
neutron counter is at left. Risø photograph.
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could be assessed. Beam heating manifests itself by rais-
ing the electronic temperature of the sample. This, in
turn, speeds up the spin-lattice relaxation process [see
Eq. (9)] and thereby warms the system faster across the
order-disorder phase boundary.

The beam heats the target mainly by processes follow-
ing thermal neutron absorption but also through pos-
sible contaminations of the beam by g rays and/or by
epithermal and fast neutrons (Steiner, 1985). In the Risø
setup, all these effects, except the first, could be ne-
glected because the curved neutron guide ensured a
small background and reduced all contaminations to a
very low level.

Neutron absorption is followed by prompt g rays and,
later, by b emission. The radioactive nucleus formed by
neutron capture is in an excited state and decays within
a few picoseconds to its ground level by emitting one or
more prompt g’s. The energy of the 66Cu excited state
above the ground level is 7.1 MeV. Over 95% of it es-
capes because the mean paths of g rays before they
leave the sample are much shorter than the absorption
length. The energy input from this source is about 0.1
nW, which should not cause serious difficulties.

Since the half-life of 64Cu is 12.8 h, the heating caused
by the b decay of this isotope has no practical signifi-
cance in the experiments, which typically are finished in
15 min. However, the half-life of 66Cu is 5.1 min, which
means that its b decay must be assessed carefully. b
heating is more complicated than that due to the g’s
since the b-energy distribution is continuous and be-
cause the stopping-power formula in metals is relatively
complicated (Knoll, 1968). It turns out that a large por-
tion of the b energy is absorbed in the specimen and
that the shape of the sample significantly affects the out-
come. By making one dimension of the specimen clearly
smaller than the others, one enables more of the b en-
ergy to escape. This was the reason why slablike, 0.5-
mm-thick crystals were employed in all neutron-
diffraction experiments on copper. Even with this
construction, about 40% of the b energy was absorbed
by the sample. Calculated values for the b heating are
0.1 nW for natural copper and 0.6 nW for 65Cu. As ex-
pected, increasing the isotopic proportion of 65Cu in-
creased the b absorption significantly.

However, for reasons to be explained in Sec. VII.A,
an isotopically enriched 65Cu single crystal was em-
ployed in all neutron-diffraction measurements. Beam
heating was accurately measured for the 65Cu sample by
studying its effect on the spin-lattice relaxation rate.
This method is straightforward because it is based on the
Korringa relation, Eq. (9); t1 was deduced from the
x8(0) signal, measured by a SQUID. It was only neces-
sary to find the change in t1 due to the neutron beam.
Since the beam heating increases Te , t1 becomes
shorter. The size of this effect is dependent on Q̇beam
and on the thermal resistance between the sample and
the first nuclear stage. The resulting temperature differ-
ence is given by

Te
22Te1

2 52RQ̇beam , (47)
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where Te1 is the electronic temperature in the first
nuclear stage and R is the heat resistance of the thermal
link.

When the beam was off, the heat leak to the sample
was very small and could be neglected. Therefore one
only had to know R to apply Eq. (47). Experiments in
zero or low field, without the beam, gave t1540 min;
with a flux of 23105 neutrons/cm 2 s the relaxation time
was shortened to t1520 min. Using the measured val-
ues, k50.2 sK in zero field and R511 K2/W, in Eqs. (9)
and (47), Jyrkkiö et al. (1989) obtained Q̇beam51.0 nW.
The agreement between the calculated value for b-ray
heating and the experimental result is good.

D. Use of polarized neutrons

Measurements of spin polarization are an important
part of nuclear thermometry. A conventional way to
make these measurements is first to record the NMR
signal of the sample nuclei as described in Sec. IV.A and
then to calculate p . Another technique that has recently
been employed to measure p makes use of polarized
neutrons (Steiner et al., 1981; Benoit et al., 1982b;
Steiner, 1990, 1993); the method is practical in materials
for which the spin-dependent part of the scattering
length b is comparable to, or larger than, the spin-
independent part b0. This, in fact, is the case for several
nuclei (Koester and Rauch, 1981). Therefore the scatter-
ing cross section for thermal neutrons is strongly af-
fected by the degree of nuclear polarization and by the
relative orientation of the neutron and the nuclear spin.
A measurement of Bragg intensities thus gives direct
information on nuclear polarization of the sample.

Measurement of p with polarized neutrons has some
advantages over the NMR method. The resonance con-
dition often limits the NMR technique to certain mag-
netic fields, whereas this restriction does not apply to
neutron thermometry. Difficulties due to skin depth and
eddy-current heating in bulk metallic samples are also
absent when using neutrons. Instead, one has to worry
about the energy absorbed from the beam. This heat
goes, however, primarily to the conduction-electron sys-
tem, unlike the heat from an NMR tipping pulse applied
to the sample nuclei. Beam heating affects the whole
sample more uniformly than heating caused by a high-
field NMR measurement; in the latter case the heat is
absorbed in the skin layer. However, recording the
NMR response, when feasible, is much faster than a
polarized-neutron measurement.

The scattered intensities from Bragg reflections are
proportional to the squares of the structure factors
uF1(p)u2 and uF2(p)u2, which are different for interact-
ing systems consisting of a nucleus and a neutron in total
spin states I1 1

2 and I2 1
2, respectively. The structure fac-

tors are

uF6~p !u2516~b0
26b0bIPp1 1

4 I2b2p2!, (48)
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where p is the nuclear polarization and P that of the
neutron beam. The ratio between the scattered intensi-
ties for the two spin states is called the flipping ratio
(FR),

FR5uF1~p !u2/uF2~p !u2 . (49)

This quantity is less sensitive to experimental errors
than the absolute intensities. Furthermore, once the po-
larization of the beam is known, measurement of the
flipping ratio directly gives p without any further cali-
brations. However, this is true only if the neutron beam
is not significantly attenuated by scattering when it
passes through the sample. In real crystals corrections
due to extinction must be taken into account. The scat-
tered intensity then increases more slowly than
uF6(p)u2 and causes a decrease in the observed flipping
ratios relative to those calculated by Eq. (49). The mag-
nitude of extinction depends on the wavelength and on
the quality of the crystal.

1. Experimental setup

The setup used at Risø to study scattering of polarized
neutrons from copper nuclei is illustrated in Fig. 39
(Jyrkkiö, Huiku, Clausen et al., 1988). A similar experi-
mental arrangement was previously employed in the
Hahn-Meitner Institute to investigate nuclear magne-
tism in HoVO 4 at much higher temperatures (Steiner,
1985; Steiner et al., 1986). The use of polarized neutrons
makes the whole setup somewhat more complicated
than that needed for an unpolarized beam (see Fig. 35).
For a general discussion of neutron instrumentation, we
refer the reader to Windsor (1986). The neutrons were
polarized after passing the graphite monochromator by
a supermirror system. The polarization was approxi-
mately 95% and the transmission about 10%. Thus the

FIG. 39. Neutron-diffraction setup at Risø for studies on cop-
per using a polarized beam. From Jyrkkiö, Huiku, Clausen
et al. (1988).
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flux was considerably smaller for polarized than for un-
polarized neutrons. The polarizer and the neutron guide
reduced the second-order contamination of the beam to
less than 1% at the wavelength l52.4 Å. Permanent
magnets were used to produce the vertical guide fields
before and after the cryostat.

The neutron-beam polarization could be reversed by a
dc flipper, located in the guide field before the cryostat.
The efficiency of the flipper was better than 99%. The
beam polarization was monitored by an analyzer in the
beam behind the cryostat. The analyzer measured the
flipping ratio of the (2 0 0) reflection from a magneti-
cally saturated Co 92Fe 08 crystal.

Measurements were made by first counting with the
neutron polarization up (1) and then repeating the
count with the polarization down (2); the change was
produced by operating the flipper. The ratio of the peak
counts from the (2 0 0) reflection of copper, corrected
for the background, was then calculated. The simulta-
neously measured flipping ratio at the analyzer was em-
ployed to monitor the beam polarization.

2. Flipping ratio versus polarization in copper

The observed flipping ratio for a copper single crystal
of natural isotopic mixture is plotted in Fig. 40 vs the
nuclear-spin polarization (Jyrkkiö, Huiku, Clausen et al.,
1988). The measured flipping ratio is approximately
30% smaller than the theoretical prediction presented
by the solid curve. The discrepancy was attributed to
extinction and could be quantitatively explained in
terms of a theoretical correction (Zachariassen, 1967).
Another noteworthy feature of the data is the intercept
at p50 where FR50.98 instead of 1. This effect is due
to the different transmission coefficients for the two

FIG. 40. Observed flipping ratio vs nuclear-spin polarization
measured for a natural copper sample. Open symbols l52.4
Å; filled symbols l53.0 Å. The solid line is for an extinction-
free sample. From Jyrkkiö, Huiku, Clausen et al. (1988).
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neutron polarizations through the saturated mu-metal
shield around the sample (see Fig. 37).

The measurement was later repeated for the 65Cu
specimen as well. Equation (49) then predicts that the
slope of the FR vs p curve should be 2.5 times higher
than that for natural copper. Surprisingly, however, it
was found that flipping ratio is less sensitive to nuclear-
spin polarization in the 65Cu sample (Jyrkkiö et al.,
1989). The effect could be explained by larger extinction
in the isotopically pure specimen.

Polarized-neutron measurements were used for sev-
eral purposes in the course of the studies on copper.
Since the experiments were always made in a high mag-
netic field, the nuclear-spin temperature could be ob-
tained from the measured polarization using Eq. (25b).
Spin-lattice relaxation was investigated under conditions
in which the Zeeman splitting in temperature units is
comparable to the electronic temperature of the sample.
Theoretical calculations (Jauho and Pirilä, 1970; Bacon
et al., 1972; Shibata and Hamano, 1982) then predict de-
viations from the Korringa behavior t1Te5k with in-
creasing B/Te . The measurements (Jyrkkiö, Huiku,
Clausen et al., 1988) supported the calculations, but the
data did not extend to B/Te values needed for a pro-
nounced deviation from Korringa’s equation.

Polarized neutrons were also employed to determine
the thermal conductivity of the silver link between the
sample and the first nuclear stage, as well as the heat
leak to the copper specimen. It was also possible to
monitor directly the sample polarization during demag-
netization of the first nuclear stage. This provided a use-
ful check for nuclear ordering experiments. While all
these studies, in principle, could have been performed
by measuring the NMR signal, assuming that difficulties
associated with skin-depth effects would have been tol-
erable, polarized neutrons provided a versatile and use-
ful tool that was not sensitive to the external magnetic
field.

The insensitivity to B must be taken with some cau-
tion, however. It was observed (Jyrkkiö, Huiku, Clausen
et al., 1988) that changes in the stray fields of the two
large superconducting magnets slightly affected the ab-
solute intensities, although the flipping ratio (FR) was
almost unchanged. More severe were the low-field re-
strictions. In the work on copper (Jyrkkiö et al., 1989),
the field on the sample had to be at least 0.2 T. Below
this value the mu-metal shield (see Fig. 37) was not satu-
rated, and therefore it would have strongly depolarized
the neutron beam passing through the shield. Polarized-
neutron measurements in lower fields would have been
possible if, e.g., the mu-metal had been replaced by a
superconducting shield made of aluminum.

It is not clear, however, whether measurements with
polarized neutrons are feasible down to the fields
needed for antiferromagnetic ordering in copper and sil-
ver, i.e., in fields on the order of 0.1 mT. A small guide
field, typically on the order of 10 mT, or a strictly zero
field is needed to preserve the polarization of the neu-
tron beam. In any case, the order-of-magnitude lower
neutron flux as compared with the unpolarized beam,
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and the ensuing long counting times, make it difficult to
use polarized neutrons for investigations of the ordering
itself, at least in copper and silver.

VII. NEUTRON-DIFFRACTION EXPERIMENTS
ON COPPER

A. Neutron scattering from ordered copper nuclei

In the absence of an electronic magnetic moment, the
squared structure factor F2, to which the scattered-
neutron intensities are proportional, can be written
(Schermer and Blume, 1968; Moon et al., 1969; Price and
Sköld, 1986) as

uF~k!u25 (
d ,d8

@b0
21 1

2 b0bP•~^Id&1^Id8&!1 1
4 b2^Id&•^Id8&#

3exp@2ik•~d2d8!# , (50)

where b0 is the coefficient of the spin-independent part
and b that of the spin-dependent part of the neutron-
nucleus scattering amplitude b01bI•s; here I is the spin
of the nucleus, s is the neutron spin, k is the scattering
vector, i.e., the difference between the initial and final
wave vectors of the neutron, and P is the polarization of
the neutron beam. ^Id& denotes the thermal average of
the spin at site d. The sum is taken over the magnetic
unit cell, its size depending on the ordered structure.

The first term b0
2 in Eq. (50) is the normal structure

factor of an fcc lattice, being nonzero and thus produc-
ing neutron peaks only for reciprocal-lattice vectors with
all indices (hkl) even or all odd [(1 1 1), (2 0 0), (2 2 0),
etc.]. The second term is the only one that depends on
the beam polarization P ; it plays an important role for
experiments in the paramagnetic regime (see Sec. VI.D)
and it is also crucial in studies of ferromagnetic ordering.
However, for antiferromagnets in zero field, (d^Id&50
and the second term vanishes.

The third term in Eq. (50) is responsible for the ap-
pearance of additional Bragg peaks in the antiferromag-
netically ordered state (Steiner, 1993). We call this term
FAF and rewrite it employing ^Id&5pdInd where pd is
the nuclear polarization8 or, in the ordered state, the
antiferromagnetic sublattice polarization at site d , and
nd is a unit vector in the direction of the spin at the same
site. By further assuming that pd5p for all d , one finds

uFAF~k!u25 1
4 b2I2p2U(

d
ndexp~ ik•d!U2

. (51)

This term is zero for all fcc reflections, but nonzero for
additional antiferromagnetic peaks, depending on sub-
lattice spin directions nd . If the translational period of
the antiferromagnetic unit cell is the same as the length
of the fcc unit cell, reflections with (h k l) mixed appear

8In conventional notation used in the literature on neutron
scattering, the symbols P and p are exchanged. Here, however,
we follow the notation that is consistent with the rest of our
paper.
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[(1 0 0), (1 1 0), (2 1 0), etc.]. For a larger magnetic unit
cell or for an incommensurate structure, nonintegral in-
dices become possible as well.

To offer an idea of the strength of the expected anti-
ferromagnetic peaks, Table III lists constants b0, b0

2, b ,
and 1

4b
2I2 for natural copper and for 65Cu (Koester and

Rauch, 1981). The essential facts are that the intensity of
all antiferromagnetic peaks are smaller than the fcc re-
flections by a factor of 100 or more, even in the case of
full sublattice polarization, and that the use of 65Cu
leads to a sixfold gain in the scattered intensity com-
pared to natural copper, since the spin-dependent scat-
tering length of 65Cu is larger than that of 63Cu. This
clearly favors the use of 65Cu isotope for neutron-
diffraction studies.

B. Observation of nuclear magnetic ordering

Mean-field calculations (Kjäldman and Kurkijärvi,
1979) for the ordered state in copper at B50 predict an
antiferromagnetic type-I structure in which the magnetic
unit cell equals the primitive cell. The neutron-
diffraction measurements were, therefore, started with a
search for the antiferromagnetic Bragg peak at the
(1 0 0) position, which is the fundamental reflection of a
type-I structure. The first results of these experiments
were reported by Jyrkkiö, Huiku, Lounasmaa, Siemens-
meyer, Kakurai, Steiner, Clausen, and Kjems (1988).
For a more detailed description, we refer the reader to
Jyrkkiö et al. (1989).

In all experiments on nuclear ordering, a single-crystal
65Cu specimen was used. It was prepared by starting
from isotopically enriched 65Cu powder, which con-
tained several hundred ppm’s of the magnetic contami-
nants Fe, Cr, Ni, and Mn. The material was first electro-
lytically purified, which reduced the impurity level by
more than an order of magnitude. A single crystal was
then grown in a graphite crucible, using a seed crystal to
obtain the desired orientation. After the crystal was
made, it was selectively oxidized; during this procedure
the residual resistivity ratio increased from 50 to 350.
For spin-lattice relaxation, the ratio r5t1(10 mT)/
t1(0)'6 was measured, showing that impurities still sig-
nificantly enhanced the relaxation.

The approximate dimensions of the sample were
353730.6 mm3. The [01̄ 1] axis pointed approximately
along the longest edge of the specimen. After mounting,
the [01̄ 1] direction was along the applied external field
within 4°, while the [100] and [011] axes were in the

TABLE III. Neutron-scattering constants for natural copper
and for 65Cu.

Quantity Natural Cu 65Cu

b0 (10 214 m) 0.77 1.00
b0

2 (b) 0.593 1.00
b (10 214 m) 0.073 0.185
1
4b2I2 (b) 0.0030 0.0193
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scattering plane, i.e., in the plane perpendicular to the
axis of the sample magnet. The orientation of the speci-
men was made using the (2 0 0) fcc reflection and the
l/2 component of the neutron beam with l54.7 Å.

The single counter used in the early stages of these
measurements was soon replaced by a linear, position-
sensitive detector. Special precautions were needed to
obtain fields below Bc because of insufficient shielding
provided by the mu-metal tube around the sample. Con-
sequently, during the short halt of demagnetization at
the 10-mT field, generated by the small coil (see Fig. 37)
inside the shield, a negative current was fed into the
split-pair magnet to compensate for its remanent field.
In later experiments, an additional mu-metal tube was
employed, which improved the shielding considerably,
and compensation was no longer necessary.

To minimize the heating caused by neutrons, the
beam port was opened only during demagnetization
from B510 mT to the final experimental field B,Bc ;
this sweep took typically 20 s. After having reached the
final field, the scattered intensity and the static suscepti-
bility were monitored as functions of time. During the
(1 0 0) experiments the magnetic field at the position of
the susceptibility coil was about 10% less than in the
upper part of the sample that was probed by neutrons.
For later experiments the coil was remade so that the
field homogeneity was 65% over the entire specimen.

The most complete set of data (Jyrkkiö, Huiku,
Lounasmaa et al., 1988; Jyrkkiö et al., 1989) at B50 is
shown in Fig. 41. A clear Bragg reflection at the (1 0 0)
position was observed after demagnetization to zero
field. The neutron intensity increased slightly during the
first minute. After this the count rate decreased, indicat-
ing a decay in the antiferromagnetic sublattice polariza-
tion [see Eq. (31)] as the nuclei warmed up because of
the spin-lattice relaxation process. After 5 min the de-
crease became slower, and after 7–8 min no neutrons
were observable above the background.

The inset in Fig. 41 illustrates the simultaneously mea-
sured static susceptibility: x8(0) shows almost a plateau
for the first 4–5 min and thus also indicates antiferro-
magnetic order. Later, x8(0) bends towards the para-
magnetic exponential relaxation, which is obvious 7–8
min after the final field was reached. The disappearance
of the neutron signal thus coincides approximately with
the onset of exponential relaxation of x8(0). Therefore
the neutron-diffraction data confirm the previous con-
clusions obtained from measurements of the static sus-
ceptibility (see Sec. V.A) (Huiku et al., 1986).

To prove that the scattered intensity is, indeed, a
Bragg peak, a position-sensitive detector was employed.
The time evolution of the peak is shown in the lower
part of Fig. 41, at four 75-s measuring periods. A line
shape analysis indicated a small narrowing of the peak at
the beginning of the experiment. This was probably due
to the growth of antiferromagnetic domains when the
ordered state was being formed.

C. Magnetic-field dependence of the (1 0 0) reflection
for Bi[01̄1]

To obtain more information about the phase diagram
of nuclear-ordered copper, the magnetic-field depen-
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dence of the antiferromagnetic (1 0 0) Bragg peak was
investigated in a series of experiments during which the
final demagnetization was terminated in different fields
below Bc (Jyrkkiö, Huiku, Lounasmaa et al., 1988;
Jyrkkiö et al., 1989). Special care was exercised to main-
tain similar starting conditions in each case before final
demagnetization to the ordered phases. This was neces-
sary since the coil system, shown in Fig. 37, could not be
employed to measure the susceptibility perpendicular to
the external field for determining the initial polarization
using the procedures described in Secs. IV.A and IV.B.
The precooling temperature of the nuclear stages was, in
each case, the same within 10%, and the demagnetiza-
tion was always carried out in an identical way. A fur-

FIG. 41. Antiferromagnetic (100) Bragg reflection of copper.
The main figure illustrates the integrated neutron count as a
function of time after the zero field had been reached. The
inset shows time dependence of the static susceptibility (in ar-
bitrary units). The lower figure (b) depicts the time evolution
of the (1 0 0) peak, as observed by a linear position-sensitive
detector. The four 75-s measuring intervals are centered at
times indicated for each solid curve by the corresponding sym-
bol in the upper figure. These bell-shaped curves are the best
Gaussian fits to the experimental data. From Jyrkkiö, Huiku,
Lounasmaa, et al. (1988); Jyrkkiö et al. (1989).
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ther check on the experimental starting conditions was
provided by measurements of the spin-lattice relaxation
time in the paramagnetic regime, when the system had
warmed above the ordering temperature; the observed
t1 was 2062 min in all experiments. On the basis of
calculations of polarization losses during demagnetiza-
tion and using previous susceptibility data (Huiku et al.,
1986), it was estimated that, just before entering the or-
dered phases, the initial polarization pi50.9660.01, cor-
responding to Si50.1R ln4.

The experimental data are presented in Fig. 42. At
B50.04 mT, the qualitative behavior of the neutron
signal was the same as at B50, but the intensity was
less. At B50.08 mT the neutron signal was further re-
duced. In all these fields, the static susceptibility x8(0)
parallel to the field was about the same, showing for the
first 4–5 min almost a plateau.

At B50.10 mT, the neutron intensity was close to
zero during the entire experiment while, in contrast to
data at lower fields, the susceptibility showed a clear
increase for the first 4 min. At B50.12 mT, the neutron
count was drastically different from that at 0.10 mT. The
intensity was very high, as when B50, immediately af-
ter the final field was reached, but showed, in contrast to
the low-field behavior, a very rapid decrease at the be-
ginning of the experiment. After about 2.5 min no neu-
trons were observable above the background. The sus-
ceptibility increased almost 20% during the first 4 min.
The neutron intensity thus disappeared clearly before
the susceptibility maximum was reached.

At B50.16 mT, the characteristics were again differ-
ent. The neutron intensity was very high initially, as at
0.12 mT, but decreased more slowly. The signal disap-
peared at the maximum of x8(0). The behavior of the
susceptibility was qualitatively the same as at B50.10
mT and 0.12 mT, showing a clear increase in the begin-
ning.

At B50.20 mT and 0.24 mT, the neutron signal was
similar to that at B50, but the intensity was less, espe-
cially at 0.24 mT. The increase in susceptibility at B
50.16 mT was reduced to a plateau at B50.20 mT,
and at B50.24 mT only a short, nonexponential decay
was observed initially. Finally, at B50.30 mT (not
shown in Fig. 42), there were no signs of ordering.

The field dependence of the (1 0 0) Bragg reflection
thus shows three distinct regions. In the low- and high-
field (close to Bc) regimes, the peak was observed ap-
proximately until the susceptibility indicated transition
to the paramagnetic phase. It was therefore concluded
that in these field regions there exist antiferromagnetic
phases characterized by type-I order.

In intermediate fields, the (1 0 0) signal showed a very
low intensity or a transient behavior, disappearing
clearly before the susceptibility indicated paramagnet-
ism. It was suggested (Jyrkkiö et al., 1989), in fact, that
the rapidly decaying (1 0 0) signal at B50.12 mT was a
metastable trace from the higher-field (1 0 0) phase
formed during demagnetization. It was impossible, how-
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FIG. 42. Integrated neutron intensity measured for copper at the (1 0 0) Bragg position and the susceptibility x8(0) (insets) as
functions of time after final demagnetization to the field indicated on each frame; x8(0) is given in arbitrary units. From Jyrkkiö,
Huiku, Lounasmaa, et al. (1988).
ever, to determine accurately the phase-transition fields
between the intermediate-field phase and the high- and
low-field (1 0 0) phases.

The nature of the intermediate-field phase remained
obscure during the course of the first set of neutron-
diffraction experiments. The clear increase of x8(0)
pointed to the existence of a well-defined antiferromag-
netic phase in this region. However, more exotic inter-
pretations, such as the intermediate state’s being an in-
commensurate phase or even a spin glass, could not be
excluded.

In fields above B50.16 mT, the neutron data could
be understood in terms of the picture suggested on the
basis of susceptibility measurements on the single-
crystal specimen (see Sec. V.F and Fig. 1) (Huiku et al.,
1986). With increasing field, the nuclear spins tilted to-
wards B, so that the antiferromagnetic Bragg peak be-
came weaker. By extrapolating to the field at which the
neutron intensity disappeared, one could obtain a criti-
cal field Bc50.25 mT, in agreement with susceptibility
measurements.

D. (0 2
3

2
3) reflection

An antiferromagnetic Bragg reflection from the
intermediate-field phase was searched for during several
experiments. In the first trials (Jyrkkiö et al., 1989), a
point-by-point inspection was made in the reciprocal lat-
tice. In the second set of experiments by Annila,
Clausen, Lindgård, et al. (1990), it was decided to at-
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tempt scans in the reciprocal lattice to make the search
more effective. Initially, scanning did not appear feasible
because of the inevitable eddy-current heating due to
vibrations caused by movements of the diffractometer.
It had been anticipated that this would destroy the order
immediately. Fortunately, in fact, scanning shortened
the time spent in the ordered state only by about 40%
compared with experiments without scanning. This re-
duction was large but acceptable since it permitted
about a ten times more efficient search than the station-
ary technique.

On the basis of theoretical studies (Lindgård, Wang,
and Harmon, 1986; Lindgård, 1988a) an antiferromag-
netic Bragg reflection of the form (0 j j) seemed a prom-
ising candidate for order in the intermediate-field phase.
Owing to the symmetry of the fcc lattice, the (0 j j)
point in reciprocal space is equivalent to (1 1-j 1-j).
Since the neutron background was lower in the latter
direction, it was chosen for the scans. Figure 43 shows
the result of such a measurement (Annila et al., 1990) in
the field B50.07 mT, which is in the region of the low
(1 0 0) intensity. A very clear Bragg peak was found at
(1 h h), with h5 1

360.01. The small uncertainty in the
commensuracy resulted from the statistical error of the
counts according to the Poisson distribution and is also
due to the continuous movement of the spectrometer
during counting. The orientation of the sample was mea-
sured with good accuracy afterwards, using the lattice
reflection (3 1 1) for the l/3 contamination of the neu-
tron beam.
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Later, the symmetry-related 6(0 2
3

2
3) and (12 1

32
1
3) re-

flections were observed as well. In consecutive experi-
ments the neutron intensities of these three signals were
measured as a function of time at B50.08 mT while the
spin system was warming owing to the spin-lattice relax-
ation (see Fig. 44). Because the shapes of the warmup
curves were similar, it was concluded that the reflec-
tions, indeed, were equivalent.

Next, the neutron intensity of the (1 1
3

1
3) peak was

measured at various constant magnetic fields as a func-
tion of time while the nuclear-spin system was warming
up after demagnetization. Four examples of warmup
curves are shown in Fig. 45. Neutron counts were re-
corded every 0.5 s during the first 150 s. Thereafter data
were taken with a 15-s counting time. The final demag-
netization and the subsequent stay at a constant field
during warmup are schematically illustrated in the inset.

FIG. 43. (1 1
3

1
3) Bragg peak of copper nuclear spins at B

50.07 mT along the @1hh# direction. From Annila et al.
(1990).

FIG. 44. Time dependence of the 6(0 2
3

2
3) and (1 2

1
3 2

1
3)

reflections in B50.08 mT, measured for copper in consecutive
experiments after similar cooling cycles. The spin temperature
increases with time. From Annila et al. (1992).
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The data recorded at B50.10 mT (see Fig. 45, curve
b) showed a quick increase of the (1 1

3
1
3) intensity within

1 s after the termination of the field sweep. The signal
then decreased approximately at a constant rate during
the next four minutes as the antiferromagnetic sublattice
polarization vanished owing to warmup. Along the tail
of the curve, the rate of the intensity reduction became
slower. The change in the shape of the signal may indi-
cate a change in the time vs temperature relationship.

As the field strength was reduced, the maximum neu-
tron intensity became smaller and its temporal behavior
changed. At 0.05 mT (see Fig. 45, curve c), the signal
decreased only slowly during the first 2 min. This ten-
dency became more apparent when the field was low-
ered to about 0.03 mT. A mechanism that tends to coun-
teract the decrease in intensity due to the warmup is
needed to explain the observed behavior. Growth of the
(0 2

3
2
3) domains was suggested as an interpretation (An-

nila et al., 1990).
In very low fields, below 0.03 mT, the (1 1

3
1
3) intensity

quickly disappeared. However, even at B50.01 mT
(see Fig. 45, curve d) some intensity was observed ini-
tially, probably caused by the remaining spin order that
had been formed during demagnetization through the
higher-field regions.

The maximum (1 1
3

1
3) intensity decreased rapidly in

fields above 0.10 mT. At B50.13 mT (see Fig. 45, curve
a) a weak signal built up in 30 s and disappeared quite
soon, in about 1.5 min. A maximum of about 10 counts/s
was observed. Obviously, only a small portion of the
crystal had developed long-range (0 2

3
2
3) order. This

phase was not stable in high magnetic fields where the
(1 0 0) reflection was strong.

FIG. 45. Time dependence of the (1 1
3

1
3) reflection for copper

at (a) B50.13 mT, (b) 0.10 mT, (c) 0.05 mT, and (d) 0.01 mT.
A schematic phase diagram in the B-T plane is shown by the
inset, where arrows indicate demagnetization into the ordered
phase along a vertical isentrope and subsequent measurements
during horizontal warmup in the above-mentioned constant
magnetic fields. From Annila et al., (1992).
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E. Neutron-intensity contour diagram

A concise presentation of the data from 18 experi-
ments was given in Fig. 3 in the form of a neutron-
intensity contour diagram. In this graph, new data on the
(1 0 0) peak, measured in the same way as the (1 1

3
1
3)

reflection, were supplemented with the earlier results of
Jyrkkiö and co-workers (Jyrkkiö, Huiku, Lounasmaa
et al., 1988; Jyrkkiö et al., 1989). The most important dif-
ference between the two sets of experiments is that the
final demagnetization had been made at the sweep rate
of 10 mT/s in the earlier measurements, whereas dB/dt
560 mT/s was used in the later experiments by Annila
et al. (1990, 1992). Previously it had been observed that
the faster the field sweep was in the high-field region,
the more (1 0 0) intensity was detected during the sweep
(Siemensmeyer et al., 1990). This effect could result if
the (1 0 0) domains were preferred over the (0 1 0) and
(0 0 1) domains. No such sweep-rate dependence was
found for the (1 1

3
1
3) intensity.

Three maxima occur in the contour diagram: at B
50.09 mT for the (1 1

3
1
3) peak, and at B50 and B

50.15 mT for the (1 0 0) reflection. The (1 1
3

1
3) signal is

strongest when the (1 0 0) signal is weakest and vice
versa, suggesting the presence of three distinct phases.
The upper boundary is sharp, with the contours closely
spaced, whereas in low-intermediate fields, 0.02<B<
0.06 mT, both reflections coexist over a wide region.

F. Kinetics of phase transitions when Bi[01̄1]

Several features of the neutron-diffraction data can be
associated with the decay and growth of nuclear mag-
netic order. The time scale of the kinetics is long com-
pared with that of electronic magnets because of the
weak interactions between nuclear spins. In this respect
nuclear magnets are very suitable systems for direct
studies of the ordering processes. On the other hand,
conditions for true thermal equilibrium cannot be pro-
duced readily because of the long time constants.

1. Initial temporal development of neutron intensity

The temporal behaviors of the neutron signals in the
two transition regions were different (see Fig. 46). At
B50.12 mT, the (1 0 0) intensity disappeared while the
(1 1

3
1
3) signal appeared about 30 s after the demagnetiza-

tion had ended. The background level was reached in a
few minutes. The transients show how the (1 0 0) struc-
ture, formed during the field sweep through the upper
phase, transforms into the (0 2

3
2
3) spin configuration. The

transition is sharp, since the width of the phase bound-
ary appears to be on the order of the field inhomogene-
ity DB50.01 mT.

In the lower 0.04-mT transition region, the signals did
not show the initial kinetics and decreased only gradu-
ally during the first 1.2 min, whereafter the typical tail of
a warmup curve was observed. Since no transients were
seen and both signals persisted for a long time, with
similar temporal behaviors, it must be concluded that in
this region, 0.02 <B<0.05 mT, the (1 0 0) and the
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(0 2
3

2
3) orders coexist, either in the form of domains of

two different spin configurations or as a combined
(1 0 0) and (0 2

3
2
3) multiple-k structure. In the former

case, the (1 0 0) and (0 2
3

2
3) configurations must be nearly

degenerate in energy. In the latter, a combination struc-
ture continuously transforms from the pure (0 2

3
2
3) order

to the (1 0 0) order when the magnetic field is decreased,
and the lower transition is not a phase transition at all.

2. Hysteresis at phase boundaries

The phase boundaries were probed by successively
sweeping the magnetic field down and up across the
transition regions [see Fig. 47(a), inset]. At the upper
boundary around B50.12 mT [see Fig. 47(b)], when the
field was lowered, the (1 0 0) signal disappeared at fields
smaller than those at which it reappeared when the field
was raised again. Accordingly, the (1 1

3
1
3) counts began

to increase at smaller fields when B was swept down-
ward as compared with the field where counts started to
decrease when the field was being swept upward. In this
way a pair of hysteresis loops were created.

In the low-field region, loops were observed as well,
but the changes in the intensities were opposite to those
at the upper boundary [see Fig. 47(c)]. Hysteresis was
seen over the same field interval where the (1 0 0) and
(1 1

3
1
3) counts had similar time evolutions. The two tran-

sition regions appeared similar during the field-sweep
experiments, in contrast to the constant-field measure-
ments (see Fig. 46).

The boundary across Bc(T) to the paramagnetic
phase was examined in a similar manner for comparison
[see Fig. 47(a)]. No hysteresis was found in this case,
consistent with a second-order phase transition.

FIG. 46. Neutron counts from copper nuclear spins vs time
near the upper phase boundary at B50.12 mT and in the
lower transition region at B50.04 mT: s , (1 0 0) peak; d ,
(1 1

3
1
3) reflection. From Annila et al. (1992).
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FIG. 47. Neutron counts for copper vs magnetic field (a) near Bc and at (b) the upper, and (c) the lower transition regions when
the magnetic field was swept across the phase boundaries at the rate 8 mT/s [see inset in (a)]. s , (1 0 0) peak; d , (1 1

3
1
3) reflection.

From Annila et al. (1992).
3. Temporal changes in the width of the Bragg peak

Figure 48 shows the peak width of the (1 0 0) Bragg
reflection during warmup in three different external
fields. The error bars are those given by the fitting rou-
tine, and they provide an estimate on the relative quality
of the fit. The data show that for all applied fields a small
narrowing is observed at first. This can be explained by
the growth of the antiferromagnetic domains. The peak
width is smallest in fields close to B50 and broader in
higher fields; the broadest peak was observed at B
50.12 mT.

Separate measurements on samples of different mate-
rials, such as a germanium crystal and Al 2O 3 powder,
showed that the instrumental resolution varied from 0.8°
to 1.1°. For example, the first data points at B50.20 mT
and all the B50.12 mT data are clearly broader than
the instrumental peak width. Since B50.12 mT is in the

FIG. 48. Widths of the (1 0 0) Bragg peaks in copper as func-
tions of time, deduced from Gaussian fits to the linear-detector
data in three selected fields. From Jyrkkiö et al. (1989).
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region of the upper phase boundary, the larger peak
width is not surprising. The system is probably in a
metastable state and does not find its way to a well-
defined state during the short lifetime of the neutron
count. A rough calculation on the broadening of the
peak in the beginning of the B50.12 mT experiment
indicates domain sizes on the order of 500 Å.

4. Decay of metastable states

Relaxation times associated with magnetic ordering in
the low-field region were also investigated in the course
of the two experiments illustrated in Fig. 49. The time
evolution of the neutron intensity was measured in fields
B510.04 mT and B5 –0.04 mT, where the negative
sign indicates that, during the final demagnetization, the
field was swept through and beyond zero. The character-
istic difference was the very fast decay of the 0.04 mT
signal during the first 1.5 min. It was believed that this

FIG. 49. Time evolution of the (1 0 0) neutron intensity for
copper in two successive experiments: s , demagnetization
stopped at B50.04 mT; d , demagnetization continued
through zero to the same field in the opposite direction. From
Jyrkkiö et al. (1989).
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was again due to metastability, i.e., a remanent, quickly
disappearing trace of the spin arrangement created close
to B50. After 1.5 min, the two signals were behaving in
the same way, which indicates symmetry in the phase
diagram around B50.

Relaxation times in higher fields showed interesting
features as well. The neutron count rate at the (1 0 0)
reflection in fields from 0.1 to 0.17 mT, immediately af-
ter the end of demagnetization, was found to depend on
how quickly the field had been decreased to this region.
Intensities measured for three different sweep rates are
presented in Fig. 50 (Siemensmeyer et al., 1990). During
the fastest scans the intensity reached a value almost
three times higher than what was observed in the experi-
ments under a constant field with a counting time of 15
s. There must be a fast relaxation process that causes the
quick decay of the (1 0 0) intensity. From the sweep
rates the relaxation time of this process was estimated to
be in the range between 2 and 5 s.

Intriguing behavior was observed when the field
sweep with rate 211 mT/s was continued through zero
to negative fields. First, only a weak (1 0 0) reflection
was observed in the high-field phase, when B5
20.12 – 20.25 mT, as is shown by the data points in-
dicated by rectangles in Fig. 50. The field was changed
until B520.3 mT was reached, at which point the di-
rection of the sweep was reversed. The spins were then
in the paramagnetic phase since Bc50.25 mT. The an-
tiferromagnetic phase was reentered at the sweep rate of
11 mT/s, as shown by the neutron data illustrated by
solid circles. The (1 0 0) reflection in the high-field
phase, B520.12 – 20.25 mT, was approximately
twice as high as the intensity observed during the first
field sweep. This was surprising since antiferromagnetic
order should decay with time due to the spin-lattice re-

FIG. 50. Neutron intensity at the (1 0 0) Bragg position during
field changes at three different rates. The measurements with
negative sweep rates proceeded from a positive to a negative
field. From Siemensmeyer et al. (1990).
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laxation process. A possible explanation is that during
the first field sweep, when the (1 0 0) intensity was low,
spins partly remained in the metastable state with
(0 2

3
2
3 ) order.

5. Entropy losses

Nonadiabatic behavior at the phase boundaries was
further investigated by Annila et al. (1992) in a series of
experiments. The magnetic field was first reduced to a
selected value Bi above, in, or below the (0 2

3
2
3) state,

then raised well above Bc , and finally lowered to Bf
50.18 mT, where the (1 0 0) neutron counts were re-
corded (see Fig. 51, inset). This elaborate sequence of
field sweeps assured that the measuring field Bf was al-
ways reached at the same time and in the same way,
independently of Bi . Therefore the spin structure cre-
ated at Bi could not possibly affect the distribution of
the total intensity among the (1 0 0), (0 1 0), and (0 0 1)
domains and thus the measured (1 0 0) neutron inten-
sity. Counts collected at Bf were summed in order to
acquire better statistics, and all the data were scaled by a
reference measurement at Bi50.12 mT (see Fig. 51).

It was found that the total neutron count at Bf clearly
dropped when Bi was reduced from 0.12 mT to 0.08 mT.
The midpoint and the width of the decrease coincided
with the center and the width, respectively, of the hys-
teresis loops along the upper phase boundary [see Fig.
47(b)]. The loss of intensity was related to a gain of
entropy during a first-order phase transition. This also
explains, at least partly, why the (1 0 0) intensity at zero
field was lower than at B50.16 mT (see Sec. VII.C);
part of the signal was simply lost, owing to nonadiaba-
ticity, when the upper phase boundary was crossed. The
nature of the lower transition could not be resolved
within the experimental error.

G. Comparison with simultaneous
susceptibility measurements

The longitudinal, low-frequency susceptibility xL was
measured simultaneously with the neutron signal from

FIG. 51. Total (1 0 0) neutron counts from copper nuclear
spins measured at Bf50.18 mT vs the magnetic field Bi . The
sample was brought to Bf from the paramagnetic phase after a
short stay in Bi (see inset). From Annila et al. (1992).
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the lower section of the sample (see Fig. 37). A contour
map (see Fig. 52), similar to the neutron-intensity dia-
gram (see Fig. 3), was composed from measurements at
constant fields (Annila et al., 1992). A comparison of the
two graphs helps to determine whether the antiferro-
magnetic behavior of the susceptibility signal can be at-
tributed to the (1 0 0) and (0 2

3
2
3) reflections only, or

whether other Bragg peaks should be present as well.
The critical field is about 0.2660.01 mT according to

the xL data, compared to Bc50.25 mT obtained by
neutrons. The phase boundary of the ordered state,
determined from xL , closely engulfs the outermost
neutron-intensity lines of Fig. 3. The clearest discrep-
ancy occurs around B50.13 mT. The outer contours of
the (1 0 0) and (1 1

3
1
3) signals bend strongly inwards be-

fore crossing, which might indicate a transition into the
disordered state only 1.5 min after demagnetization and
hence may point to a re-entrant Bc(T) curve around this
field. However, the spins seem to be antiferromagneti-
cally ordered for t.1.5 min as well, because the maxi-
mum of xL is observed at t52.5 min. This suggests an-
other phase, with neither (1 0 0) nor (0 2

3
2
3) modulation

in the time interval t51.5 –2.5 min.
The clear minimum in xL at intermediate fields (see

Fig. 52) coincides in field and time with the maximum of
the (1 1

3
1
3) intensity. The neutron maxima of the (1 0 0)

reflections (see Fig. 3) do not correspond to distinctive
features in the susceptibility diagram. The phase transi-
tions also look different in the two graphs. The sharp
upper boundary in the neutron diagram is contrasted
with a smooth decrease of susceptibility. In low fields, in
the coexistence region of the slowly changing (1 1

3
1
3) and

(1 0 0) intensities, there is a local maximum of xL at B
50.04 mT. The differences between the susceptibility

FIG. 52. Longitudinal susceptibility of copper shown by con-
tours in arbitrary units as a function of time and magnetic field
along the [01̄ 1] direction. The antiferromagnetic region (AF) is
bounded by the paramagnetic phase (P) where the contours
eventually become diagonal and uniformly spaced. The white
curve follows the outermost neutron-count-rate contours of
Fig. 3. The antiferromagnetic region extends slightly beyond
this curve; the difference can be especially large in fields
around 0.13 mT owing to the presence of the (6

2
3 6

2
3 0) and

(6
2
3 0 6

2
3) signals shown in Fig. 57(c). These reflections have a

different field dependence than the (0 2
3

2
3) order illustrated in

Fig. 3. Modified from Annila et al. (1992).
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and the neutron-diffraction data in the appearances of
the transition regions might be better understood if the
two other Cartesian components of susceptibility had
been measured, as was done earlier for Bi[001] (Huiku
et al., 1986).

Following this reasoning, discussed in Sec. V.F in the
context of Fig. 33, Annila et al. (1992) concluded, on the
basis of their xL data, that in high fields the antiferro-
magnetic sublattice magnetization of the (1 0 0) struc-
ture is perpendicular to B. When the magnetic field is
lowered, the sublattice magnetization becomes more
and more parallel to the field and reaches its extremal
orientation at B50.09 mT, corresponding to the (1 1

3
1
3)

reflection. Further reductions of the field causes the
sublattice magnetization to become more perpendicular
to the field. The extremum is at about B50.04 mT. In
still lower fields, part of the sublattice magnetization ap-
pears to be parallel to the field as well.

H. Other field directions

An obvious extension to the neutron-diffraction ex-
periments on copper described so far was to examine the
phase diagram with the magnetic field aligned along
crystallographic axes other than the [01̄ 1] direction. This
is important because not only the spin configurations but
also the number of phases, as predicted by theoretical
studies, might differ for various field directions. The re-
sults of these experiments have been described by An-
nila et al. (1992).

The external field B could be applied along an arbi-
trary direction by using an orthogonal pair of saddle
coils and a split-pair solenoid, perpendicular to the
saddle coils (see Fig. 53). The magnetic structures could
then be studied by measuring the (1 0 0) and (0 2

3
2
3) re-

flections in various orientations of the field. Figure 54
illustrates how the high-symmetry directions of the first
Brillouin zone are related to the scattering plane.

Because it would have been impractical to investigate
the phase diagram in the same detail as was done for the
[01̄ 1] field direction by means of a series of warmup
measurements in a constant field, a new scheme was em-
ployed to establish first an overall picture. Furthermore,
it was technically difficult to fix the field accurately along
all desired axes for a long time, since the demagnetiza-
tion field (see Sec. V.G) kept decreasing owing to spin-
lattice relaxation. Therefore the field was repeatedly
swept from B50.3 mT.Bc down to zero and up again,
with dB/dt510 mT/s. At this rate, one cycle took 60 s
and a reduction of polarization during that period did
not affect the field in the specimen substantially, even in
the worst cases.

Annila et al. (1992) took great care to maintain iden-
tical initial conditions for the field-sweep experiments.
Reproducibility of the data was not usually investigated
to save beam time.

1. [100] directions

The three directions [100], [010], and [001] are equiva-
lent under cubic symmetry. The latter two are symmetric
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with respect to the accessible (1 0 0) and 6(0 2
3

2
3) posi-

tions in the scattering plane (see Fig. 54). Therefore it
sufficed to make measurements at Bi[100] and [001].
Data for the first down-and-up sweeps are shown in
Fig. 55.

FIG. 53. Schematic view of the coil system surrounding the
sample inside the 4.6-T split-pair superconducting solenoid.
The crystallographic [100], [011], and [01̄ 1] directions are
shown with respect to the x , y , and z axes of the specimen.
Components of the external magnetic field along the Cartesian
axes are generated by three field coils, Bx , By , and Bz . The
upper part of an astatically wound small detection coil for
measuring the susceptibility surrounds the lower end of the
sample. From Annila et al. (1992).

FIG. 54. The star of k: the first Brillouin zone of an fcc lattice
with some of the crystallographic directions shown. Under cu-
bic symmetry, there are three equivalent (1 0 0) positions
(s) and 12 equivalent (0 2

3
2
3) positions (d). In the first Bril-

louin zone, only the (1 0 0) and the 6(0 2
3

2
3) points were in the

scattering plane (shaded) and accessible to the experiments.
From Annila et al. (1992).
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The signals were clearly different in the two direc-
tions. In high fields, the (1 0 0) intensity was very low for
Bi[100] whereas it was high in the [001] field direction.
In low fields, the (1 0 0) reflection was observed for both
directions, but its intensity in the [001] direction was
higher by a factor of 3. The (0 2

3
2
3) reflection was not

present at all for Bi[100], but with Bi[001] the (0 2
3

2
3)

signal was observed at intermediate and low fields.
From Fig. 55(b) one obtains a critical field of about

0.27 mT and a phase transition to the intermediate-field
structure at B'0.13 mT. These fields at which a phase
change occurs are the same as for Bi[01̄ 1] (Fig. 47)
within the uncertainty in B .

When B50, one would expect equal intensities, as
the field no longer breaks the symmetry. Because the
observed signals clearly differed (see Fig. 55), this mat-
ter was further investigated by two experiments in which
B was rapidly swept to zero along the [100] and [001]
directions, respectively, whereafter neutrons were
counted as a function of time (see Fig. 56).

The signals were quite different for the two directions
of the demagnetization field. The data demonstrate that
the magnetic structures were created during demagneti-
zation and determine how the order was divided among
the (1 0 0) magnetic domains when B50. The time scale
required for thermal equilibrium between domains is
long compared to the measuring time available.

FIG. 55. Neutron intensity of the (1 0 0) (s) and (0 2
3

2
3) (d)

peaks for copper vs the magnetic field for downward sweeps
along (a) the [100] and (b) the [001] field directions at the rate
10 mT/s. The counts collected when the magnetic field was
raised are marked by ( for the (1 0 0) peak and by ; for the
(0 2

3
2
3) peak. The directions of the field sweeps are indicated by

arrows as well. From Annila et al. (1992).
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2. [110] directions

For the [110] field alignments, there are two non-
equivalent directions with respect to the (1 0 0) reflec-
tion and three directions for the (0 2

3
2
3) peak (see Fig.

54). The results from field sweeps along the [011], [01̄ 1],
and [1̄ 01] directions are shown in Fig. 57. Even though
the [01̄ 1] alignment had been investigated in a large
number of experiments, as described in the previous sec-
tions, field sweeps in this direction were included as well
to facilitate direct comparison with the data in the other
directions.

In high and low fields, the (1 0 0) signal was observed
in all three directions. For the (1 0 0) peak, the [011] and
[01̄ 1] directions are equivalent under fcc symmetry;
equal neutron signals thus ought to be recorded [see
Figs. 57(a) and (b)]. Experimentally, this was true only
to the extent that the (1 0 0) reflection was seen over the
same field region for both directions, but the intensities
were unequal. A small misalignment of the external field
or slightly different cooling conditions, affecting the ini-
tial polarizations and warmup rates during the two ex-
periments, could be responsible for this effect. Dispro-
portionate signals between the high- and low-field
regions for the [011] and [01̄ 1] directions may have re-
sulted from unbalanced populations of the various do-
mains.

When sweeping up again from B50, the high-field
(1 0 0) signal was much smaller than expected. Even if
the intensity loss due to entropy gain during the first-
order transition (see Fig. 51) and the subsequent war-
mup were taken into account, according to the data in
Fig. 3, it was expected that at least one-fourth of the
initial counts should have been recovered. Moreover,
the susceptibility signal clearly showed that the system
was not in the immediate vicinity of a transition to the
paramagnetic phase. This finding is in accordance with
earlier observations (Siemensmeyer et al., 1990) de-
scribed in Sec. VII.F.4 (see also the data in Fig. 50).

FIG. 56. (1 0 0) neutron intensity for copper as a function of
time after demagnetization to B50 along the [001] and the
[100] field directions at the rate 50 mT/s. From Annila et al.
(1992).
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In intermediate fields, the three (0 2
3

2
3) signals of Fig.

57 are different. When Bi[011] the reflection was absent
[see Fig. 57(a)], whereas for Bi[01̄ 1] [see Fig. 57(b)] and
Bi[1̄ 01] [Fig. 57(c)] the (0 2

3
2
3) reflection was there, but

the signals were different both in intensity and in their
magnetic-field dependence. The (0 2

3
2
3) order was found

in higher fields for Bi[1̄ 01] than for Bi[01̄ 1]. Annila et al.
(1992) took this as evidence for two different spin struc-
tures with (0 2

3
2
3) order.

FIG. 57. Neutron intensity of the (1 0 0) (s) and (0 2
3

2
3) (d)

peaks for copper vs the magnetic field for downward sweeps at
the rate 10 mT/s with B along the (a) [011], (b) [01̄ 1], (c) [1̄ 01],
and (d) [101] directions. The counts measured during upward
field sweeps are marked by ( for the (1 0 0) peak and by ; for
the (0 2

3
2
3) peak. From Annila et al. (1992).
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The new (0 2
3

2
3) phase observed for Bi[1̄ 01] provides a

possible explanation, as well, for the sweep-rate-
dependent (1 0 0) intensity, discussed in Sec. VII.F.4. As
is shown by Fig. 57(c), the (0 2

3
2
3) intensity starts to in-

crease already around B50.17 mT for dB/dt510 mT/s,
which is approximately the field below which the sweep-
rate-dependent (1 0 0) intensity was observed. Taking
into account that there are altogether eight equivalent
(0 2

3
2
3) reflections with respect to the [1̄ 01] field direc-

tion, one can estimate that at B50.12 mT, for example,
the total intensity of these reflections is 2–3 times higher
than the intensity of the (1 0 0) peak. Therefore a char-
acteristic time scale, on the order of a few seconds, for
the growth of the (0 2

3
2
3) order would explain the sweep-

rate effect.
Annila et al. (1992) suggested, on the basis of the hys-

teresis loops in Fig. 57(c), that the low- and high-field
boundaries of the (0 2

3
2
3) phase for Bi[1̄ 01] are of first

order.
Fig. 57(d) shows the neutron intensity of the (0 2

3
2
3)

reflection when the magnetic field was swept to zero
along the [101] direction. The shape of the signal is simi-
lar to that of the (0 2

3
2
3) reflection in Fig. 57(c), as it

should be because these two crystalline directions are
equivalent with respect to the (0 2

3
2
3) position.

3. [111] directions

For a field aligned along any of the [111] axes, the
three (1 0 0) peaks are equivalent. For the (0 2

3
2
3) reflec-

tion, there are two nonequivalent directions (see Fig.
54), for example, [111] and [11̄ 1], which were chosen for
measurements.

The most striking feature of the data in Fig. 58 is the
missing high-field (1 0 0) phase. This perplexing question
is discussed separately in Secs. VII.J. and XV.G. From
the susceptibility measurements the critical field Bc
50.26 mT was deduced.

The (0 2
3

2
3) peak was absent when B was parallel to

[111], but it was observed at intermediate fields for the
[11̄ 1] alignment. The transition from the high-field phase
to the (0 2

3
2
3) structure took place at B50.13 mT. The

form of the (0 2
3

2
3) signal during the field sweeps was

rather similar to that with Bi[01̄ 1]. At low fields the
(1 0 0) peak appeared but with somewhat different in-
tensities for the two field directions. The region with
overlapping (1 0 0) and (0 2

3
2
3) reflections resembled the

low-field region when Bi[01̄ 1].

4. Selection of stable domains by external-field alignment

The field-sweep experiments illustrated in Figs. 55, 57,
and 58 contain a great deal of information on both the
static and the dynamic properties of the nuclear-spin
system in copper. As for the equilibrium spin structure,
it is important to know how the total order is divided
among the different domains which, without the
symmetry-breaking external field, would be equivalent
in a cubic crystal. To this end, it is useful to show the
essentials of the field-sweep data in a different form. In
Fig. 59, the neutron intensities of the three (1 0 0) and
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
the twelve (0 2
3

2
3) reflections have been presented using

a gray scale. Rather than illustrating the results for the
two fixed reflections with different alignments of B, the
data are displayed by fixing the direction of B with the
crystalline axes and rotating the reflections accordingly.
The field-sweep data towards B50, in Figs. 55, 57, and
58, have been employed in constructing the diagram.
The measured signal of a symmetry-related reflection
was assigned to those (1 0 0) and (0 2

3
2
3) reflections

which were not directly observed. When results from
equivalent field directions were available, data from the
experiment for which the demagnetization correction
was smallest (see Sec. V.G) were used.

The data emphasize the fact that an application of the
field completely destroys the cubic symmetry in the
sense that definite selection rules are observed. For ex-
ample, in the high-field phase when B was parallel to
[100], no neutron signal was seen for the (1 0 0) Bragg
reflection although there was intensity at the (0 1 0) and
(0 0 1) positions. In the intermediate-field region, some
of the twelve (0 2

3
2
3) reflections had strictly zero inten-

sity, while other positions showed a high intensity. These
selection rules provide important tests for theoretically

FIG. 58. Neutron intensity of the (1 0 0) (s) and (0 2
3

2
3)

(d) peaks for copper vs the magnetic field for downward
sweeps at the rate 10 mT/s with B along the [111] (upper
frame) and [11̄ 1] (lower frame) directions. The counts for up-
ward sweeps are marked by ( for the (1 0 0) peak and by ;
for the (0 2

3
2
3) peak. From Annila et al. (1992).
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FIG. 59. Neutron intensity, according to the gray-scale shown below, for the three (1 0 0) and the twelve (0 2
3

2
3) Bragg reflections

from copper nuclear spins as a function of the magnetic field parallel to the three high-symmetry crystallographic directions. From
Annila et al. (1992).
calculated spin structures (see Sec. XV.F.2). The experi-
mental data are in agreement with the spin configura-
tions predicted earlier by Viertiö and Oja (1987, 1990b).

The selection rules observed especially for the (0 2
3

2
3)

reflections in copper differ in important respects from
typical domain selections by the field, as observed in
electronic magnets. Usually, application of B stabilizes
those zero-field domains which display sublattice mag-
netization perpendicular to the field, while domains with
sublattice magnetization along the field become un-
stable. In copper, however, (0 2

3
2
3) is not stable at B50

to begin with. Instead, the field induces order for certain
Bragg peaks among the twelve cubic-symmetry-related
(0 2

3
2
3) reflections.

Annila et al. (1992) were able to draw some conclu-
sions on the spin configurations based on the data pre-
sented in Fig. 59. They reasoned as follows.

For Bi[100] in high fields, 0.10,B,0.25 mT, the cop-
per sample contained either two types of domains, in
which the antiferromagnetic order propagates along k =
(p/a)(0,1,0) or k5(p/a)(0,0,1), respectively, or there
was a simultaneous modulation along both vectors. In
the former case the structure would be single-k and in
the latter double-k, but a distinction could not be made
on the basis of the experimental data. In intermediate
fields, B,0.12 mT, the (0 2

3
2
3) modulations were not ob-

served for k'B, but they were clearly seen for k making
a 45° angle with B. Again it was not possible to distin-
guish between multidomain and multiple-k phases.

For Bi[011] in high fields, the (1 0 0) order was ob-
served in addition to the two symmetrically equivalent
(010) and (001) propagations. The field dependencies
were somewhat different. One can conclude that the
spin configuration was not a single-k structure, since
then only the (1 0 0) reflection or, alternatively, only the
(0 1 0) and (0 0 1) Bragg peaks would have been ob-
served. The structure could be a triple-k state or a
double-k spin configuration composed of (1 0 0) and
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
(0 1 0) propagations or, equivalently, of (1 0 0) and
(0 0 1) propagations.

In intermediate fields, those (0 2
3

2
3)-type reflections

for which kiB were absent, those with k'B were most
intense, and those with k making a 60° angle with B
were strong, too. There are most certainly two different
(0 2

3
2
3)-type structures, because the magnetic-field de-

pendence for k'B was clearly different from that for the
other eight propagations.9

For Bi[111] in high fields, the ordered phase was not
identified. In intermediate fields, the six (0 2

3
2
3) modula-

tions perpendicular to B were observed.
At least in zero field, the domain population is af-

fected by the route along which the spins are demagne-
tized to B50, as was clearly shown by the data in Fig.
56. This raises the question of to what extent the same
applies in higher fields. The experimental, clear-cut se-
lection rules for the (0 2

3
2
3) and the (1 0 0) reflections

suggest, however, that equilibrium domain populations
were observed in intermediate and high fields. Besides,
when the system enters the ordered region at B5Bc
50.26 mT, there is no antiferromagnetic order to start
with, and the developing domain population should
therefore correspond to the equilibrium spin distribu-
tion.

I. Intensity diagram for different field alignments

The ambitious goal of the work by Annila et al. (1992)
was to construct the phase diagram for different direc-
tions of the external magnetic field in the plane contain-
ing the high-symmetry crystalline alignments [100],
[011], and [111]. In order to span the directions between

9In their first paper, Annila et al. (1990) indirectly but erro-
neously concluded that only k ' B reflections were present.
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these axes, Annila et al. supplemented the results of the
field sweep measurements (see Sec. VII.H) with data
from experiments during which the magnetic field was
rotated at a constant strength. These field-rotation mea-
surements were done at B50.09 mT and at B50.16
mT, for the (0 2

3
2
3) and (1 0 0) reflections, respectively.

The two neutron peaks are most intense in these fields.
The results of one rotation experiment are illustrated

in Fig. 60. The external field was turned first from the
[100] axis, via the [11̄ 1] field alignment, parallel to the
[01̄ 1] direction. A reverse rotation was then performed.
Both field rotations took 30 s. At B50.09 mT, the
(0 2

3
2
3) intensity smoothly increased as the field was

turned. Apart from some hysteresis, the reverse rotation
displayed rather similar behavior. The absence of any
large-intensity loss suggests that, during rotation, there
is only one complicated multiple-k structure in the
sample or several different structures separated by con-
tinuous transitions.

At B50.16 mT, the (1 0 0) signal was initially slightly
above the background but soon disappeared as the rota-
tion continued. At the [01̄ 1] field alignment, no neutrons
above the background were observed, in disagreement
with a large number of measurements that had been per-
formed earlier in this field direction (see Sec. VII.C).
The spins were then momentarily brought into the para-
magnetic phase by increasing the field above Bc and by
immediately lowering it back to 0.16 mT. A clear (1 0 0)
reflection was then observed. When the field was rotated
back towards the [100] alignment, the signal vanished
before the [11̄ 1] direction was reached, consistent with
the field-sweep measurements of Fig. 58.

Supplemented with the field-rotation data, a neutron-
intensity diagram was constructed on the basis of the

FIG. 60. Neutron intensity for the (1 0 0) peak (s) at B
50.16 mT and for the (0 2

3
2
3) reflection (d) at 0.09 mT when

the magnetic field on the copper specimen was rotated from
the [100] axis, u50°, to the [01̄ 1] direction, u590°, at a rate
of 3°/s. The counts collected during reverse turns are marked
by ( for the (1 0 0) peak and by ; for the (0 2

3
2
3) peak.

Directions of the field rotations are indicated by arrows as
well. From Annila et al. (1992).
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field sweeps to B50. In Fig. 61, the neutron counts ob-
tained from reflections with the same symmetry with re-
spect to the field direction were added together. The
intensities measured for the symmetric positions were
assigned to those Bragg peaks which were not directly
observed. Ideally this would be equivalent to observing
all three (1 0 0) and all twelve (0 2

3
2
3) reflections. Since

the experiments were affected by time-dependent phe-
nomena, hysteresis, and entropy gains, the neutron-
count contours are approximate but, nevertheless, give
an overall picture of the ordered phases.

The antiferromagnetic state in Fig. 61 is bounded by
the critical-field line Bc , which is presumably of second
order for all directions. Bc was determined from the
neutron data and susceptibility measurements. In high
fields, there are two (1 0 0) phases. One resides over a
wide span of directions around Bi[100] and the other is
over a smaller region about Bi[011].

The ordering vector for the high-field phase for
Bi[111], is a puzzle. The region with no neutron intensity
covers a large area of the phase diagram (see Fig. 61).
The unknown structure seems to be metastable in the
[011] directions as well, because, after the field below
Bc was rotated via the [11̄ 1] alignment parallel to the
[01̄ 1] axis, the (1 0 0) signal remained absent but could
be recovered after a sweep to a field above Bc and back
(see Fig. 60).

The transitions from the high-field phases to the
(0 2

3
2
3) structures are all presumably of first order. A

pure (0 2
3

2
3) phase is present only over a narrow interval

in all directions, before the low-field (1 0 0) phase begins

FIG. 61. Neutron intensity of nuclear spins in copper as a func-
tion of the magnetic field in the plane of the three high-
symmetry directions. Counts for field alignments equivalent
under the fcc symmetry are summed together. Contours
(neutrons/s) for the (1 0 0) intensity are red and for the
(0 2

3
2
3) intensity they are green. The antiferromagnetic phase is

bordered by the second-order Bc curve. Modified from Annila
et al. (1992).
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FIG. 132. Low-temperature records: green
triangles, superfluid 3He; green inverted tri-
angles, solid 3He; green diamond, 3He/ 4He
mixture; red spheres, conduction electrons in
copper; yellow sphere, Bose-Einstein conden-
sation in gaseous Rb; white squares, nuclear
spins in Cu, Ag, or Rh; white triangles, nega-
tive nuclear-spin temperatures in Ag or Rh.
For references, see Sec. XVI.C.
to emerge. Therefore the same pattern as was already
observed for Bi[01̄ 1], namely, a (0 2

3
2
3) order coexisting

with a (1 0 0) structure over a relatively wide interval in
low fields, seems to be valid for all directions. The zero-
field ground state apparently is of pure (1 0 0) type.

J. Search for other antiferromagnetic Bragg peaks

Since the (1 0 0) reflection was not observed in the
high-field region with B along a [111] crystalline axis,
several experiments were performed to look for other
antiferromagnetic Bragg peaks (Annila et al., 1992).
Also, during some earlier stages of the Risø measure-
ments, the reciprocal lattice was searched for new reflec-
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
tions (Jyrkkiö et al., 1989; Annila et al., 1990). No neu-
trons above the background were observed in any of
these experiments.

Figure 62 summarizes the positions in the reciprocal
lattice that have been investigated when the external
field was applied along the [01̄ 1] direction. The
search scans, which are marked by thick lines, were per-
formed at B50.07 mT and also at B50 because the
(1 0 0) signal in zero field appeared to be too small in
comparison with its intensity at fields around B50.16
mT. Several commensurate positions, marked by solid
squares, were also investigated. The possibility of a re-
flection at (0 1

3
1
3), which could be a harmonic component

of the (0 2
3

2
3) peak, was inspected over the whole field

range below Bc , but no neutrons above the background
were found. Several other commensurate points were
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investigated as well, but with the same negative result.
For a field applied in the [111] direction, the (0 1

2
1
2)

and ( 1
2

1
2

1
2) positions, which correspond to conventional

type-II and type-IV antiferromagnetic structures (Smart,
1966; see also Fig. 110), were investigated in all fields
below Bc but again with negative results (Annila et al.,
1992). Type-III reflections were not in the scattering
plane and thus could not be examined. The scans at B
50.17 mT for Bi[11̄ 1] covered the (0 h h) line in the
reciprocal lattice from h5 1

3 to h5 3
4 (the K point) and

the (h 0 0) line from h5 1
3 to h51 (see Fig. 62). Disap-

pointingly, no neutrons above the background were de-
tected. A similar scan along the (0 h h) line should have
been performed also, using the Bi[111] field alignment,
as this would have tested one of the subsequent theoreti-
cal suggestions for the ordering vector (Oja and Viertiö,
1992).

Theoretical calculations of the spin structure in the
high-field phase for Bi[111] will be discussed in Sec.
XV.G.

VIII. SUSCEPTIBILITY AND NMR DATA ON SILVER

An introduction and overview of investigations on
nuclear magnetism in silver was given in Sec. I.E. The
spin Hamiltonian can be written in the form
H5HD1HRK1HZ . The dominating spin-spin energy is
the nearest-neighbor antiferromagnetic exchange inter-
action HRK , proposed by Ruderman and Kittel (1954).
The dipolar force HD between nearest neighbors is
smaller by a factor of 3 in silver. This is the most impor-
tant difference between silver and copper; HD for neigh-
boring copper nuclei is larger than HRK by a factor of 2.
Owing to the strong exchange interaction, the spin sys-
tem in silver bears a close resemblance to an fcc Heisen-

FIG. 62. First Brillouin zone of the fcc lattice in the [01̄ 1]
scattering plane. The search scans are marked with heavy lines:
d , the observed 6(0 2

3
2
3), (1 1

3
1
3), and (1− 1

3− 1
3) reflections;

s , the observed (1 0 0) reflections; j , commensurate posi-
tions, where neutron intensity was not found. From Annila
et al. (1990).
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berg antiferromagnet and has been the object of much
theoretical interest; the ground-state properties are af-
fected by frustration (Binder and Young, 1986). Because
the nuclear spin I5 1

2, quantum effects are expected to
be prominent.

Technically, the essential difference between nuclear-
ordering studies of silver and copper is the smaller mag-
netic moment of silver nuclei, which results, e.g., in
weaker spin-spin interactions, a lower ordering tempera-
ture, and weaker coupling to the conduction electrons.
These features made it possible for the Helsinki group
to extend earlier studies of nuclear magnetism in metals
into a new regime, namely, to negative spin tempera-
tures. The general features of nuclear magnetism at
T,0 were discussed in Sec. II.D.

A. Introduction to experiments
at negative spin temperatures

Purcell and Pound (1951) first produced negative tem-
peratures by means of population inversion, using LiF as
the working substance. The implications of these early
NMR experiments, in which t1'5 min and T'21 K
were reached, have been discussed by Ramsey (1956)
and by Van Vleck (1957). Interestingly, negative tem-
peratures are hotter than positive ones. Later, nuclear
cooperative phenomena at T.0 and at T,0 were in-
vestigated extensively by Abragam and Goldman and
co-workers (Abragam and Goldman, 1982) in dielectric
materials like CaF 2 and LiH and by Wenckebach and
co-workers (Van der Zon, Van Velzen, and Wenck-
ebach, 1990) in Ca(OH) 2. These studies, however, were
limited to ordering by the truncated dipolar force be-
cause adiabatic demagnetization took place in a rotating
coordinate frame. The main weakness of the method
(see Sec. XIV) is, however, the inevitable presence of
electronic paramagnetic impurities, introduced pur-
posely for dynamic nuclear polarization by the ‘‘solid
effect.’’ The local fields produced by the impurities
probably blur, to a certain extent, some of the features
of the nuclear long-range order (Abragam, 1987).

Copper, silver, and rhodium, cooled in the laboratory
frame by the more general ‘‘brute force’’ method (Lou-
nasmaa, 1974), without recourse to electronic impurities,
have provided the most general and interesting systems,
so far, for studies of nuclear magnetism near the abso-
lute zero, at T.0 and T,0 (Hakonen, Lounasmaa, and
Oja, 1991). The Helsinki group has produced negative
spin temperatures in silver and in rhodium.

Negative temperatures are more difficult to achieve in
metals than in insulators for two reasons: first, substan-
tial effort is needed to reach the high initial spin polar-
izations and, second, eddy currents make the production
of inverted spin populations difficult. First evidence for
spontaneous nuclear magnetic ordering and for a nega-
tive spin temperature was found by Oja, Annila, and
Takano (1991) in silver. Better data were subsequently
obtained by Hakonen and Yin (1991). Later, population
inversion from T.0 to T,0 was achieved very success-
fully in silver and rhodium (Hakonen, Nummila, Vuo-
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rinen, and Lounasmaa, 1992; Hakonen, Vuorinen, and
Martikainen, 1993). These feats were accomplished at
ultralow temperatures by reversing the magnetic field
B quickly, in a time t!t2510 ms, so that the nuclei had
no chance to rearrange themselves adiabatically among
the energy levels. In a certain sense, the transition from
positive to negative temperatures occurs via
T51`→2` , without crossing the absolute zero.
Therefore the third law of thermodynamics is not vio-
lated.

Rhodium nuclei have been refrigerated to 280 pK and
to 2750 pK; these are, respectively, the current low- and
‘‘high’’-temperature world records on positive and nega-
tive sides of the absolute zero (see Sec. XVI.C). Produc-
tion of negative temperatures has not succeeded in cop-
per owing to the short spin-spin relaxation time, t2
5150 ms, of this metal.

At negative temperatures, nuclear spins provide new
models for studies of magnetism. For example, in a fer-
romagnet at T,0, the presence of long-range dipolar
forces gives rise to the formation of magnetic domains of
a kind not found at T.0 (Abragam and Goldman,
1982). The situation is more diverse in metals than in
insulators (Viertiö and Oja, 1992). Since an external
magnetic field does not provide a symmetry axis in
brute-force-cooled Cu, Ag, or Rh, in contrast to CaF 2
and LiH cooled in the rotating frame, the spin structures
in these metals have a large degeneracy. A broad spec-
trum of domain configurations are expected to occur.

It has sometimes been argued, that negative tempera-
tures are fictitious quantities because they do not repre-
sent true thermal equilibrium in a sample consisting of
nuclei, conduction electrons, and the lattice. However,
the experiments on silver, in particular, show conclu-
sively that this is not the case: the same interactions pro-
duce ferro- or antiferromagnetic nuclear order in silver,
depending on whether T,0 or T.0 (see Sec. VIII.C.3).
Besides, true equilibrium, in the strictest sense of the
word, hardly ever exists in nature. Furthermore, the
large difference between the temperatures of conduc-
tion electrons and of nuclei has no effect on the nuclear-
spin structures.

B. Nuclear magnetic susceptibility of silver

The first measurements of the magnetic susceptibility
of silver down to the ordering temperature at T.0 were
made by Oja, Annila, and Takano (1991). The suscepti-
bility was measured only as a function of spin entropy;
the spin temperature was not determined. For this rea-
son, and also because the susceptibility scale was not
calibrated, the data did not give much information about
the thermodynamics of the spin system.

These workers first realized and experimentally dem-
onstrated that negative spin temperatures in silver can
be reached by a rapid field reversal (see Fig. 63). NMR
emission, instead of absorption, showed that T,0. The
field flip caused, however, a large loss of polarization.

The work on silver was continued subsequently by
Hakonen and Yin (1991). They performed extensive
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
measurements of the magnetic susceptibility and en-
tropy of silver nuclei down to the extremely low spin
temperature of 0.8 nK and, at T,0, up to 24.3 nK.
These temperatures are much lower than those reached
in copper (see Sec. V.A) because the interactions are
weaker in silver. The highest initial polarizations in the
experiments were p50.72 at T.0 and p5 –0.40 at
T,0. The work has been described in considerable de-
tail by Hakonen and Yin (1991).

All magnetic-susceptibility measurements were made
on a bundle of polycrystalline silver foils. A typical
specimen weighed 2 g and consisted of 78 foils, 25 mm
34.5 mm 340 mm along the x , y , and z directions, re-
spectively. The material, of 99.99% nominal purity, was
selectively oxidized at 750 °C for 20 h in 0.1 mbar pres-
sure of dry air to neutralize the magnetic impurities,
which otherwise might have shortened the spin-lattice
relaxation time t1 in small magnetic fields. The heat
treatment and oxidization increased the residual resistiv-
ity ratio (RRR) of the silver sample from 100 to 900.
Details of sample preparation were discussed in Sec.
III.D.

The dynamic susceptibility x8(f)2ix9(f) of the silver
specimens was measured by using low-frequency
SQUID-NMR techniques, which were described in Sec.
III.E. Two coaxial mu-metal cylinders were used as
magnetic shields around the silver foils to exclude the
63-mT remanent field of the main demagnetization so-
lenoid. Inside the shields, three small coils were as-

FIG. 63. Production of a negative spin temperature in silver.
(a) Initial NMR spectrum at 0.77 mT. (b) Spectrum at –0.77
mT after a quick reversal of the field. The negative absorption,
i.e., emission of the 109Ag spins indicates that T109,0. How-
ever, T107 still appears to be positive, perhaps owing to a very
low temperature Tss of the interaction reservoir (see Fig. 6).
(c) Spectrum after lowering the field to zero and bringing it
back to –0.77 mT. Now T1075Tss5T109,0. From Oja, Annila,
and Takano (1991).
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sembled for NMR experiments, as illustrated in Fig. 16.
Most NMR measurements were performed in a steady
field B5Byy along the y direction, i.e., parallel to the
4.5-mm-long edge of the sample foils. This field was pro-
duced by a saddle-shaped coil while the rf excitation
field Bz

rf was generated by a solenoid. An astatic pair of
coils was used for pickup (see Fig. 16).

The spin temperature was measured as described in
Sec. IV. Polarization was determined from the NMR ab-
sorption x9, recorded in a field B@B loc535 mT, by us-
ing the equation p5A*x9(f)df , where f is the NMR
excitation frequency. A small field, By5191 mT, was
chosen for the polarization measurements because the
separate isotopic identity of the spins is then largely lost,
which results in a single exchange-narrowed NMR line,
integrable with good precision. The accuracy of the po-
larization calibration was estimated as 5%, at both posi-
tive and negative spin temperatures.

NMR data on silver at T51 nK and – 4.3 nK (Ha-
konen, Yin, and Lounasmaa, 1990) are displayed in Fig.
64; x9 was measured by increasing the frequency at the
rate df/dt51 Hz/s. At T,0, x9 was negative, indicating
that, instead of absorbing, the spin system was emitting
energy. The magnitude of x9 was almost three times
higher at negative temperatures because of the large fer-
romagnetic susceptibility. The peak frequency of the

FIG. 64. NMR absorption and emission spectra for silver mea-
sured in zero magnetic field: s , at T51.0 nK; d , at T
5 –4.3 nK. Solid curves are fits of Lorentzian line shapes
xL9(f)2xL9(2f)5A/@11(f2f0)2/G2#2A/@11(f1f0)2/G2#
to the experimental data, with A50.457, f0539.6 Hz, and
G559.6 Hz at T51 nK and with A5 –0.911, f0519.8 Hz,
and G543.8 Hz at T5 –4.3 nK, respectively. Note the differ-
ent vertical scales for T.0 and T,0. G is the half-width of the
NMR peak. From Hakonen, Yin, and Lounasmaa (1990).
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NMR spectra is clearly lower at T,0 than at T.0. The
experimental points fit nicely to Lorentzian lineshapes.

The nuclear entropy, calculated from polarization [see
Eq. (26a)], is shown in Fig. 65 as a function of uTu. The
high-temperature expansion fits the data above 5 nK,
but clear deviations from the 1/T2 law are observed be-
low. Within the experimental accuracy, the results at
T.0 and at T,0 coincide.

In Fig. 66, the absolute value of the inverse static
susceptibility u1/x8(0)u of silver, calculated from the
Kramers-Kronig relation [see Eq. (27)] x8(0)
5(2/p)*(x9/f)df by integrating from 30 to 180 Hz, is
plotted as a function of uTu in nanokelvins. Clearly, the
susceptibility at T,0 is much larger than at T.0. This
results from the fact that the spin system tries to maxi-
mize its energy at constant entropy when T,0, as dis-
cussed in Sec. II.D.3. Since the exchange interaction is
antiferromagnetic in silver, the maximum-energy state

FIG. 65. Reduced entropy 12S/R ln2 vs the absolute value of
the spin temperature in silver: s , T.0; d , T,0. The dashed
line displays the leading 1/T2 term of the high-T expansion.
From Hakonen, Yin, and Lounasmaa (1990).

FIG. 66. Absolute value of the inverse static susceptibility
u1/x8(0)u vs the absolute value of temperature for silver: s ,
measured at T.0; d , measured at T,0. Straight lines corre-
spond, respectively, to the antiferromagnetic and ferromag-
netic Curie-Weiss laws. The external magnetic field B50.
From Hakonen, Yin, and Lounasmaa (1990).
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has a ferromagnetic alignment of spins, and the suscep-
tibility is large.

The data in Fig. 66 display an antiferromagnetic
Curie-Weiss law, x5CAg /(T2uA) at positive tem-
peratures, with uA5 –4.8 nK; CAg52 nK is the Curie
constant. At T,0, a ferromagnetic law, uxu
5CAg /(uTu2uF) with uF52.8 nK, was obtained. Ac-
cording to the mean-field theory, uuAu5uuFu (see pp. 715
– 718 in Ashcroft and Mermin, 1976). By averaging the
two measured values and taking into account the Lor-
entz and demagnetizing factors [see Eq. (34)], one finds
u/CAg5 –2.5 in accordance with data obtained using
spin dynamics (Oja, Annila, and Takano, 1990).

It is worth noting that both sets of results in Fig. 66
follow the Curie-Weiss law to the lowest temperatures.
The susceptibility displays no saturation as would be ex-
pected close to an antiferromagnetic transition tempera-
ture when T.0 (Huiku et al., 1986). Furthermore, in the
measurements by Hakonen, Yin, and Lounasmaa
(1990), no changes were observed in the NMR line-
shapes that could be assigned to actual antiferromag-
netic or ferromagnetic ordering at T.0 or at T,0, re-
spectively. Clearly, the transition temperatures were not
reached in these early experiments.

C. Nuclear ordering of silver at T>0

1. Search for the transition

The first signs of spontaneous nuclear ordering in sil-
ver were seen in the experiments of Oja, Annila, and
Takano (1991). Spin entropies down to 0.50R ln2, cor-
responding to polarizations up to p50.78, were ob-
tained. Indications of antiferromagnetic ordering were
detected in the static magnetic susceptibility, which
showed clear saturation at the beginning of the warmup
after cooling to T,1 nK (see Fig. 67). The amount of
useful data gathered in these experiments was, however,
somewhat marginal.

More extensive and successful measurements then fol-
lowed (Hakonen and Yin, 1991; Hakonen, Yin, and

FIG. 67. Static susceptibility x8(0) of silver as a function of
polarization p , which decreases with time after demagnetiza-
tion. The different symbols refer to three separate cooldowns.
From Oja, Annila, and Takano (1991).
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Nummila, 1991). The experimental procedure and the
preparation of the specimens were the same as already
described, except for a simple but important improve-
ment: folding of the sample foils (see insert in Fig. 15) to
increase rigidity, which resulted in a decrease of vibra-
tional heat produced in the specimen. The highest polar-
ization reached by the silver nuclei was p50.94, which
corresponds to a 190 mK nuclear-spin temperature in
the 7.3-T field.

The clearest indication of antiferromagnetism in silver
came from changes in the NMR spectra upon ordering.
The results depended on the way in which the demagne-
tization was performed. Usually the magnetic field was
reduced directly to its final value. Figure 68 depicts four
examples of the recorded line shapes; the dashed curve
corresponds to the paramagnetic state. The spectra dis-
play an upward frequency shift after demagnetization,
especially in low fields.

The most important observable in these experiments
was, however, again the static susceptibility,
x8(0)5(2/p)*(x9/f)df , obtained by integrating over
the measured NMR lines. Figure 69 illustrates the evo-
lution of x8(0) with time. The data, which correspond to
a steady increase of temperature and entropy, display
several features that may be associated with a magnetic
transition. The fast initial decrease of susceptibility at 2
mT was probably caused by the rapid disappearance of
the supercooled paramagnetic phase. Next, in small
fields, a slight increase of x8(0) was observed before a
maximum, marked by an arrow, was reached; a mono-
tonic decrease of susceptibility then started. In higher
fields, there was only a kink in the x8(0) vs t curve, and
sometimes no transition at all could be identified.

In analogy with electronic magnets, the maximum of
susceptibility in small fields was regarded as an indica-
tion of antiferromagnetic order in the nuclear-spin sys-
tem of silver. The kink was identified approximately
with the Néel temperature TN . The values pN
50.76560.02 and TN5(560660) pK were deduced
from these experiments. Since demagnetization of the

FIG. 68. NMR spectra of silver nuclei measured 5 min after
demagnetization had been completed to the final field denoted
in each frame. Dashed lines depict data recorded in the para-
magnetic phase about 1 h later. For further explanations, see
text. From Hakonen and Yin (1991).
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sample was adiabatic, critical polarization could be con-
verted to critical entropy using the equations of the
paramagnetic state [see Eq. (26a)]; the resulting phase
diagram will be discussed in Sec. VIII.C.3.

2. Magnetic preparation of the sample
by the demagnetization scheme

Hakonen and Yin (1991) also conducted experiments
in which the sample was ‘‘prepared’’ by first demagne-
tizing it to a small reversed field, –5 mT, before the
sweep to the final field. These measurements were ini-
tially motivated by the strange shape of the phase dia-
gram, to be discussed in Sec. VIII.C.3, which suggested
that the ‘‘real’’ ground state was hidden by a large hys-
teresis with respect to the external field. Some of the
results are illustrated in Fig. 70. In small final fields, the
absorption at low frequencies was enhanced as shown by
the first curve. When the final field was 24 mT, the NMR
absorption split into two resonances, one below and the
other slightly above the peak in the paramagnetic state.
There was a transfer of intensity from the low-frequency
peak to the high-frequency mode as the spins warmed
up. The line shapes were fairly reproducible, although
the actual spectral weights of the peaks varied from run
to run.

The frequency of the low-f mode, fd , obtained from
measurements in which the sample was prepared in a
reversed field, is independent of B , as is illustrated by
Fig. 71. The position of the upper absorption peak, fu , is
also shown, as well as the location of the paramagnetic

FIG. 69. Static susceptibility of silver nuclei as a function of
time after demagnetization to four different external magnetic
fields. Each set of data is scaled by the maximum susceptibility
xmax8 (0) for that run. Small arrows indicate the transition point
from the ordered to the paramagnetic phase. From Hakonen
and Yin (1991).
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FIG. 70. NMR absorption spectra of silver, after the sample-
preparation sequence B5190 mT→–5 mT→24 mT, measured
every 15 min. The topmost curve, however, was recorded at
B5 –5 mT, just before the spectrum below. The lowest curve
corresponds to the paramagnetic state. The successive spectra
are shifted downwards along the vertical axis as shown. From
Hakonen and Yin (1991).

FIG. 71. Frequencies of the NMR peak amplitudes fp vs the
external magnetic field for silver. The antiferromagnetic
branches are d , fu and s , fd . The peak position in the para-
magnetic region (n) was determined slightly above TN .
Dashed line, Larmor frequency f5gB/2p , averaged over the
two silver isotopes. The experimental data were taken from
Hakonen, Yin, and Nummila (1991). Solid lines, calculated po-
sitions of antiferromagnetic resonances in a single-k structure
as given by Eq. (153) (Heinilä and Oja, 1996).
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peak. The upper absorption peak fu was determined
from spectra recorded when demagnetization proceeded
directly to the final field. The position of the upper peak
in experiments with magnetic sample preparation was
slightly higher in frequency.

When the line shapes illustrated in Fig. 70 are inte-
grated using the Kramers-Kronig relation [see Eq. (27)],
one obtains the susceptibility vs time dependency shown
in Fig. 72. It can be seen that x8(0) decays continuously
with time; the behavior is very different from the case
when the final field B524 mT was reached directly (see
Fig. 69). Furthermore, the initial susceptibility is about
20% higher than in measurements during which demag-
netization proceeded directly to the final field. Signs of a
plateau in the x8(0) vs t curves could be seen, however,
in experiments with magnetic preparation to final fields
lower than 10 mT or higher than 50 mT.

Another feature that is difficult to understand is that,
based on measurements illustrated in Fig. 69, the lowest
NMR absorption curve in Fig. 70 corresponds to the
paramagnetic state, although the enhanced absorption at
low frequencies suggests that antiferromagnetism is still
present.

Hakonen and Yin (1991) discussed various possibili-
ties to explain these findings. The most natural reason
for the decay of x8(0) with time would be the coexist-
ence of a supercooled paramagnetic phase together with
an ordered state, since the susceptibility of the paramag-
netic phase well below TN is higher than the susceptibil-
ity of the ordered state. Another possibility would be
that the spin structure obtained after sample preparation
in a reversed field is a nonequilibrium ordered state, or a
nonequilibrium combination of different domains, with
a slow relaxation towards equilibrium. The enhanced
low-f part of the NMR spectrum above TN is a problem,
however. It is difficult to understand why the spectrum
should deviate from the paramagnetic shape.

3. Antiferromagnetic phase boundary

Figure 73 (see also Fig. 4) summarizes the NMR re-
sults on magnetic ordering in silver and displays the
phase diagrams for the ferro- and antiferromagnetic
states in the B-S plane (Hakonen, Nummila, Vuorinen,

FIG. 72. Static susceptibility of silver vs time obtained from
the NMR spectra shown in Fig. 70. From Hakonen and Yin
(1991).
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and Lounasmaa, 1992). At T.0, the phase boundary
between the paramagnetic and antiferromagnetic phases
is of second order in high fields. In small fields, below
approximately 30 mT, the transition is presumably of
first order, as is suggested by the fact that the positions
of the antiferromagnetic features in the NMR lineshapes
do not change when the spins warm towards TN .

The shape of the phase diagram at T.0 in Fig. 73 is
interesting: silver seems to order magnetically more eas-
ily in a small field than in B50. The matter has been
discussed at some length by Hakonen and Yin (1991).
If the phase diagram in the B-T plane is similar in form
to that in the B-S plane, as in Fig. 4, the Clausius-
Clapeyron equation of magnetic systems, dB/dT
52(Sp2So)/(Mp2Mo), would imply that Mo , the
magnetization in the ordered state, is larger than Mp in
the paramagnetic phase, since thermodynamic stability
requires that Sp.So . This would suggest ferromag-
netism. All susceptibility data, however, point towards
antiferromagnetism at T.0. Therefore the phase dia-
gram in the B-T plane must have the conventional
shape with dB/dT,0. This means that the isentropes
must be nonmonotonic, which agrees with the crossing
of the measured entropies in the paramagnetic phase as
illustrated in Fig. 74.

Hakonen and Yin (1991) directly measured TN in
B532 mT. They found pN50.6760.02 and TN5(700
660) pK. Since TN5(560660) pK in B50, the shape
of the phase boundary in the B-T plane should be simi-
lar to that in the B-S plane. However, the measured
Néel temperatures in B50 and 32 mT were not consid-
ered convincing proof of a positive dB/dT in low fields

FIG. 73. Phase diagram of nuclear spins in silver at T.0 (full
curve) and at T,0 (dashed curve) in a magnetic field (B) vs
reduced entropy (S/R ln2) plane. Inside the solid curve, the
spin system is antiferromagnetically ordered. The experimen-
tal points at T.0 (s) are from the paper by Hakonen, Yin,
and Nummila (1991). The dashed curve for T,0 displays the
phase boundary between the ferromagnetic domain state (in-
side) and the paramagnetic region. The curve was determined
by the two data points and its intercept with the S50 axis. The
shape of the dashed curve is based on the mean-field theory
[see Eq. (93)] by assuming a linear relationship between S and
T . Modified from Hakonen, Nummila, Vuorinen, and Lounas-
maa (1992).
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since, in addition to the error margins of TN quoted
above, there was the possibility of an additional 10%
systematic error owing to the relative calibrations of p
between 0 and 32 mT.

In their discussion, Hakonen and Yin (1991) mention
the additional possibility that silver nuclei could display
some exotic non-Néel-type short-range order, similar to
that discussed by Anderson (1973). If this were the case,
this suggestion would provide a new interpretation for
several observations, like the shape of the phase dia-
gram, the decay of x8(0) with time (see Fig. 72), and the
NMR line shapes of Fig. 70.

4. Number of antiferromagnetic phases

It is difficult to decide, on the basis of experimental
data, how many antiferromagnetic structures there are
in the magnetically ordered region of silver spins. The
explanation preferred by Hakonen, Yin, and Nummila
(1991) is that there is only one antiferromagnetic phase
in the whole ordered region, a single-k structure. The
two antiferromagnetic peaks, centered at frequencies
fu and fd (see Fig. 71), would then correspond to the two
antiferromagnetic resonance modes of a single-k struc-
ture with type-I order (Kumar et al., 1986; Heinilä and
Oja, 1996). The enhancement of the fd mode after an
excursion to a small reversed field could result from a
reorientation of spins in the various ordered crystallites.

In principle, the fu and fd modes may also result from
two different ordered phases, for example, single-k
structures, and the intensity of the fu and fd modes could
reflect the relative proportions of the two coexisting
phases.

Hakonen, Yin, and Nummila (1991) also point out
that the behavior of the antiferromagnetic absorption
peaks can be used to argue for a phase transition in
fields on the order of B550 mT. As is shown by Fig. 71,
the shift of the upper antiferromagnetic mode at f5fu

FIG. 74. Reduced entropy 12S/R ln2 of silver vs tempera-
ture: s , B50; d , B532 mT. Note the crossing of the two
curves; the inset illustrates the shape of the isentropes S1 and
S2 (.S1). The dashed lines display the leading 1/T2 terms of
the high-temperature expansions. From Hakonen and Yin
(1991).
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from the paramagnetic line vanishes around this field,
and the intensity of the lower mode becomes very small.
This transition would have to be of second order.

The NMR behavior of silver is distinctly different
from that of copper. In polycrystalline Cu, Huiku et al.
(1986) found two phases that displayed different reso-
nance frequencies (see Fig. 68): a low-field peak below
the paramagnetic resonance and a high-field peak above
the paramagnetic line. In silver, similar frequency shifts
were observed but in small fields only. In addition, the
frequency of the fu mode in silver depends on B , in
contrast to the behavior observed in copper.

5. Comparison with theory

At T.0, the general features of ordering seem to
agree with theoretical predictions. The measured transi-
tion temperature, 560 pK in zero field, agrees well with
the value, 500 pK, obtained from Monte Carlo simula-
tions by Viertiö (1990). The first-order nature of the
transition in small fields is reproduced by these calcula-
tions as well, but the critical entropy was not computed.
The theoretically calculated critical field, Bc5140 mT, is
somewhat higher than the extrapolated experimental
value of 100 mT. The prediction for TN depends sensi-
tively, however, on the spin I . The Monte Carlo results
were obtained for classical spins. An estimate for the
quantum correction due to the spin I5 1

2 of silver nuclei,
to be discussed in Sec. XV.C.3.c, yields a factor-of-3 too
high ordering temperature, TN51.5 nK. The same TN is
also predicted by the spherical model calculation of Har-
mon et al. (1992).

The spin-spin interactions of silver have been com-
puted from the first-principles electronic band structure
(Harmon et al., 1992). These calculations will be dis-
cussed in Sec. XV.A. The overall strength of the theo-
retically calculated spin-spin interaction is in good
agreement with the values obtained from susceptibility
data (Hakonen, Yin, and Lounasmaa, 1990) and from
NMR measurements (Poitrenaud and Winter, 1964; Oja,
Annila, and Takano, 1990; Hakonen, Nummila, and
Vuorinen, 1992).

Comparison of the measured susceptibility against
spherical-model calculations gives the best fit if the
strength of the RK interaction is decreased in absolute
value from R522.3 to R521.7 (Harmon et al., 1992).
A weaker coupling would also decrease the discrepancy
between the experimental and theoretical ordering tem-
peratures.

The magnetic phase diagram of silver has been inves-
tigated in several calculations. One might naively expect
that there is only a single ordered state because the
forces between silver atoms are rather isotropic since
the Ruderman-Kittel interaction dominates. It turns out,
however, that for a type-I fcc antiferromagnet with only
isotropic, nearest-neighbor interactions, there is a tran-
sition between a low-field single-k structure and a high-
field triple-k state (Heinilä and Oja, 1993a, 1994b; see
Sec. XV.D.6). For isotropic interactions, the spin struc-
tures do not depend on the direction of the field with
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FIG. 75. NMR emission x9 and dispersion
x8 curves vs frequency for the nuclear-spin
system of silver at T,0, measured in B50
for reduced entropies: s , S/R ln250.87; n ,
S/R ln250.80; h, S/R ln250.73. These en-
tropies correspond in the paramagnetic state
to polarizations p 520.42, 20.51, and
20.59, respectively. In both frames, the zeros
for the two lower curves have been shifted
downwards by 0.4 and 0.9 units, respectively.
From Hakonen, Nummila, Vuorinen, and
Lounasmaa (1992).
respect to crystalline axes, which is the case when the
dipolar interaction between silver nuclei, albeit rela-
tively small, is taken into account. The ground-state cal-
culations including dipolar interactions are discussed in
detail in Sec. XV.D.7. The overall conclusion from vari-
ous theoretical models is that there should be a single-
k→ triple-k transition in the field interval B/Bc
50.3 –0.6 when B is aligned along the [001] or [110]
crystalline axis, but that when B is parallel to [111] a
triple-k structure exists only in a small region at inter-
mediate fields (Viertiö, and Oja, 1987; Viertiö, 1992;
Heinilä and Oja, 1993a). In addition, a transition be-
tween two different single-k structures is possible in low
fields. However, neutron-diffraction measurements of
Tuoriniemi, Nummila et al. (1995) on silver (see Sec. IX)
revealed only one single-k structure in fields below Bc
when Bi[001].

The NMR frequencies of type-I fcc antiferromagnets
have been calculated by Kumar et al. (1986) by solving
the mean-field equations of motion. By comparing the
peak positions fu and fd of the observed antiferromag-
netic resonances with theoretical predictions for a
single-k structure, Hakonen, Yin, and Nummila (1991)
concluded that such a configuration can describe the
data in the whole ordered region. The matter has been
studied theoretically in more detail by Heinilä and Oja
(1996), who also conclude that the observed antiferro-
magnetic resonances can be accounted for by a single-k
structure. For more details, see Sec. XV.E.2.

D. Nuclear ordering in silver at T<0

1. Observation of the ferromagnetic transition

The final success, nuclear ordering in silver at T,0,
came in 1991 (Hakonen, Nummila, Vuorinen, and Lou-
nasmaa, 1992). In order to facilitate the production of
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
negative temperatures by rapid field reversal, a new coil
arrangement and improved radiation shields were care-
fully prepared to prevent eddy currents, which must
have been the main problem during previous, less suc-
cessful experiments. Two saddle-shaped static field coils
Bx and By and a solenoid Bz were assembled on a coil
former inside the brass radiation shield, which had four
cuts along its length (see Fig. 53). An astatically wound
pickup coil was oriented parallel to the z axis.

The final phase of the demagnetization sequence (see
Sec. III.C) was modified, as well. Degaussing of the
second-stage magnet was employed: +7.4 T→ –0.1 T→
+0.02 T→ 0. This guaranteed proper operation of the
SQUID measurement system, which was susceptible to
vibrational noise in the presence of even a small rema-
nent field between 0 and 5 mT. Fortunately, the field-
cycling procedure did not substantially decrease the
largest initial polarization, p50.85, achieved in these
experiments. The external demagnetization field was in
the vertical direction, B5Bz.

The solenoidal magnetic field Bz , employed in the
rapid field reversal, was typically 400 mT. The best in-
version efficiency, 90%, was reached for small initial po-
larizations on the order of p50.3. At higher polariza-
tions, the results varied irregularly. Despite many efforts
by changing the speed, symmetry, and magnitude of the
field reversal, the optimum inversion efficiency was only
60–75% at p50.85. Polarizations at T,0 were thus
limited to p'20.65.

Figure 75 illustrates NMR line shapes measured in
zero field at T,0. Instead of absorption, the spin system
is again emitting energy (see Fig. 64). The emission
maximum shifts towards higher frequencies with in-
creasing upu. The solid curves are simultaneous fits of the
emission and dispersion curves to Lorentzian line
shapes.
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Figure 76 displays the perpendicular static susceptibil-
ity x'5x8(0), integrated from the Kramers-Kronig re-
lation [see Eq. (27)], as a function of polarization in zero
field and at four different values of By . In addition, data
obtained in the parallel field Bz55 mT are also shown.
In zero field and at 5 mT, there is first a monotonic in-
crease of x8(0) with p , which then saturates in the re-
gion p520.4 – 20.5. This behavior is caused by ferro-
magnetic ordering; the susceptibility is governed by
dipolar interactions through the formation of ferromag-
netic domains, which, in the ideal case, would lead to
x'521 in the silver sample. Two possible configura-
tions are shown in Fig. 77.

In zero field and at small polarizations the suscepti-
bility of silver is of the form x8(0)5x0 /

FIG. 76. Static susceptibility x8(0) vs polarization p of silver
nuclear spins at T,0: s , measured in a magnetic field By

50, ,, By55; h , By520; L , By550; n, By5100 mT; 3 ,
Bz55 mT. The scale on top gives the estimated temperature
based on the formula 1/upu2150.55 uT/nKu, which applies at
B50; values to the right of 22 nK are only suggestive. From
Hakonen, Nummila, Vuorinen, and Lounasmaa (1992).

FIG. 77. Two examples of proposed (Viertiö and Oja, 1992)
domain configurations in flat silver specimens. The single-
domain structure at left is possible only when M is perpendicu-
lar to the surface of the foils. In the multidomain structure at
right, M is parallel to the foils.
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@12(R1L2Dz)x0# , [see Eq. (34)] where x051.30p is
the Curie-law value for a noninteracting spin system and
the Lorentz factor L5 1

3. The uppermost curve in Fig. 76
is the best fit of points in the region upu,0.45 by this
equation, using R521.1, which differs significantly from
the value R522.560.5 obtained from other NMR ex-
periments (see Sec. XI.B.2). This indicates that substan-
tial deviations from the mean-field behavior are already
taking place at intermediate polarizations. Within the
scatter of the measured data, the same curve fits the
experimental results at B50 and at B55 mT. As is typi-
cal for dipolar ferromagnetism (Abragam and Goldman,
1982), the data do not saturate completely even when
the polarization is high but, nevertheless, it was possible
to describe the results for upu.0.55 approximately by a
constant value, x5xsat521.05.

Hysteresis is often a characteristic feature of ferro-
magnetic ordering, best seen in a x8 vs B plot. Figure 78
depicts transverse ac susceptibility at f510 Hz (Ha-
konen and Vuorinen, 1992) when the field was swept
back and forth between 630 mT at p520.65. The dip in
the middle is due to the fact that the ratio x8(10 Hz)/
x8(0) increases with the field. On the basis of Fig. 78
and similar plots, no hysteresis was found in the ferro-
magnetic phase of silver. This is consistent with the
theoretical structure discussed earlier: Because of the
large degeneracy in the spin directions, the magnetic do-
mains can adjust smoothly to variations in the external
field (Viertiö and Oja, 1992).

2. Phase boundary of the domain state

Figure 73 (see also Fig. 4) summarizes the results on
magnetic ordering in silver and displays the phase
diagrams for the ferro- and antiferromagnetic states in

FIG. 78. Transverse ac susceptibility 2x8(10 Hz) of silver,
measured at p5 –0.65 while sweeping the magnetic field back
and forth: s , sweeps to the left; d , sweeps to the right. B was
oriented perpendicular to the sample foils. From Hakonen and
Vuorinen (1992).
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the B-S plane (Hakonen, Nummila, Vuorinen, and Lou-
nasmaa, 1992). At T,0, there are experimental points
only at zero and 5-mT fields; at 10 mT the transition
could not be identified reliably from the susceptibility
experiments (see Fig. 76) on which Fig. 73 is based. The
dashed line sketches the stability region for the domain
states when T,0. The curve was obtained by applying
the mean-field theory, together with the estimate
Bc(T50)52m0Msat /xsat'40 mT, calculated by using
the observed saturation value of the susceptibility
xsat521.05.

The crossing of the two uppermost lines in Fig. 76 was
identified as the transition point to the ferromagnetic
state. Owing to the rounding of the x8(0) vs p curve, a
conservative estimate for the critical polarization, in
zero field and at B55 mT is pc5 2 0.4960.05, which
corresponds to Sc /R ln250.8260.035. By employing the
linear relationship between the temperature and inverse
polarization (see Fig. 21), 1/upu2150.55uT/nKu, one ob-
tains for the Curie point TC5(21.960.4) nK.

3. Comparison with theory

At negative spin temperatures, according to the
mean-field theory, TC5u5(R1L2D)C525.7 nK in
silver, which is clearly different from the observed value;
here we have used R522.2, L5 1

3, and D51.10 Calcu-
lations on the spin-1

2 Heisenberg model (De Jongh and
Miedema, 1974) in an fcc lattice yield TC50.67u
50.67 1

3I(I11)12J . Use of the theoretical (see Table V)
nearest-neighbor interaction J/kB521.3 nK gives
TC522.6 nK, while u525.7 nK yields 23.8 nK. Since
the latter result takes into account the dipolar interac-
tion as well, it is clear that the experimental TC is sig-
nificantly lower than theoretical estimates. In addition,
the critical entropy in the Heisenberg model,
Sc50.66R ln2, is clearly lower than the experimental
value 0.82R ln2. This is reasonable since the long-range
dipolar force, which was not included in the calculation,
acts ferromagnetically at negative temperatures and
should increase Sc .

Monte Carlo calculations by Viertiö and Oja (1992)
predict TC5 –1.7 nK, which is close to the measured
result. These computations were made, however, assum-
ing classical spins. An estimate for the correction due to
the spin I5 1

2 of silver nuclei multiplies the predicted
ordering temperature by a factor of 3, thus yielding TC
5 –5.1 nK (see Sec. XV.C.3.c). This theoretical value is
in approximate agreement with the result obtained by
correcting the Curie temperature of De Jongh and
Miedema (1974) with the dipolar interaction. Monte
Carlo simulations yielded Sc50.93R ln2, which deviates
substantially from the experimental value. This is not
surprising, since a too high Sc is likely to ensue when a
quantum-spin assembly is modeled using a classical sys-
tem. It seems, therefore, that there remains a serious

10TC should be computed for D50 at T.0 and for D51 at
T,0.
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discrepancy between the measured and predicted order-
ing temperatures in silver, although there is at least a
rough agreement for critical entropies.

The saturation of susceptibility to xsat'21 in the or-
dered state at T,0 can be explained only by the forma-
tion of domains, since otherwise the susceptibility would
diverge at TC . The domain configurations are such that
they maximize the magnetic enthalpy H5U2BM . In-
stead of needles, as at T.0, platelike domains are ex-
pected when T,0 (Abragam and Goldman, 1982).
There is a rich variety of different energetically degen-
erate domain configurations (Viertiö and Oja, 1992).
These will be described in detail in Sec. XV.H. A
common feature of the different domain structures is
that the susceptibility along the external field is
xsat5m0M/B521/(12DM), where DM is the demagne-
tization factor along B. This is in agreement with the
experimental data at B50 and 5 mT. The observed be-
havior is clearly different from ferromagnetic ordering
at positive temperatures; in this case the susceptibility
saturates at xsat51/D . The difference is caused by the
shape of ferromagnetic domains in silver. At T,0, the
tangential component of the magnetization is always
continuous and the normal component changes sign at a
domain boundary; this is illustrated in Fig. 4. The oppo-
site is true at positive temperatures.

IX. NEUTRON-DIFFRACTION EXPERIMENTS ON SILVER

A. Experimental arrangements

By means of NMR measurements it is not possible to
verify the details of the spin structure in silver. Experi-
ments employing scattering of neutrons are necessary
for this purpose. Tuoriniemi, Nummila et al. (1995) have
recently observed long-range nuclear antiferromagnetic
order by neutron diffraction in a single crystal of silver.
Further details of this research have been described by
Tuoriniemi, Lefmann (1995), Lefmann et al. (1995),
Tuoriniemi (1995), Tuoriniemi et al. (1996), Lefmann
et al. (1996), and Nummila et al. (1997). For this work
the sample had to be isotopically pure, since 107Ag
(51.8%) and 109Ag (48.2%) in natural silver have oppo-
site signs of the spin-dependent scattering lengths,
strongly depressing the coherent neutron signal that in-
dicates the alignment of nuclear spins. The experiment
used a 99.7% enriched material of 109Ag to grow the 0.7
312 325 mm3 single crystal. The [11̄ 0] axis was parallel
to the longest edge of the crystal, which was mounted
upright in the cryostat. The cubic direction [001] pointed
24° away from the flat surface of the sample, see Fig.
79(a).

The experiments were performed at the BER II reac-
tor of the Hahn-Meitner-Institut in Berlin, in the group
of Prof. M. Steiner. The diffracted neutrons were re-
corded at a fixed scattering angle by a single counter or
by an area-sensitive detector. Another neutron counter
monitored the transmitted beam. The l/2 contamination
was removed from the monochromatic beam by a beryl-
lium filter.
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The sample was cooled in a cascade nuclear-
demagnetization cryostat (see Sec. VI.B), which had a
9-T magnet surrounding the massive copper cooling
stage and a 7-T magnet for the sample. The copper re-
frigerant, demagnetized to 60 mT, kept the lattice tem-
perature at 100 mK while the 109Ag nuclei were polar-
ized to about 95%. The silver nuclei were cooled further
into the picokelvin range by reducing the 7-T external
field to zero. Before the end of demagnetization, an ad-
ditional 500-mT field was applied to the sample by a set
of small coils, so that the ordered state could be entered
from any field direction. During all stages of the experi-
ment, the lattice and the conduction electrons of the
109Ag sample remained in thermal contact with the cop-
per nuclear stage. During measurements the neutron
beam was the main source of heat, reducing t1 from 12 h
to 3 h. Prior to demagnetizations, the diffractometer was
aligned to the (0 0 1) Bragg position of a type-I antifer-
romagnet in an fcc lattice.

B. Results

In Fig. 80 two sets of neutron-diffraction data in
B50 are shown. The nuclei were demagnetized into the
ordered state with the external field B along the [001] or
[010] directions, and neutron counts were monitored
while the spin system warmed up. A clear (0 0 1) reflec-
tion appeared when demagnetization was made with B
parallel to the corresponding ordering vector. The pres-
ence of this signal provided unambiguous proof of anti-
ferromagnetic order in silver. It is important to note that

FIG. 79. Field-rotation observations of silver. (a) Orientation
of the crystallographic axes within the slab-shaped silver
sample (shaded rectangle) is illustrated by a cube in the appro-
priate alignment. (b) Field directions in which the (0 0 1) re-
flection was observed during the field-rotation experiments are
shown by heavy lines (the center of the cube is at the origin).
The end points and their symmetry equivalents are marked by
black squares. A structure with k = (p/a)(0,0,1) was thus con-
fined so that B had to be around [001] within a cone of 110°
full opening; its outer surface is shaded in the figure. (c) Field
directions, [001] and @0.8 0.81], in which the phase diagram was
studied in greater detail; the crystal is viewed from above.
From Tuoriniemi, Nummila et al., 1995.
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the neutron signal remained essentially absent when the
ordered state was entered from the perpendicular direc-
tion [010], although in zero field the three ordering vec-
tors, producing the (100), (010), and (001) reflections,
are equivalent owing to the cubic symmetry. It was con-
cluded that the observed antiferromagnetic state had a
simple single-k structure and that the stable spin con-
figuration was created during demagnetization.

To demonstrate that the observed intensity indeed
was a Bragg peak, Tuoriniemi, Nummila, et al. (1995)
used an area-sensitive detector. Time development of
the diffraction pattern, integrated over the vertical di-
mension, is shown in Fig. 81. The line shape of the anti-
ferromagnetic peak was Gaussian, and its width was
comparable to that of the (0 0 2) second-order lattice
reflection.

The critical entropy of ordering was found using the
neutron-transmission data. The nuclear polarization p
could be deduced from the count rate when the nuclei
were aligned by a field in the paramagnetic state because
the neutron absorption as well is spin dependent. For
this purpose the 500-mT field was applied at the begin-
ning of each experiment. The orientation of this field
also determined the direction along which the ordered
state was entered. Polarization was measured again a
few times after the disappearance of the antiferromag-
netic signal, and the critical value pc was found by inter-
polation. The nuclear entropy S could then be calcu-
lated from the paramagnetic polarization in 500 mT. The
field changes were nearly adiabatic (DS;0.01R ln2 for
each sweep between B50 and 500 mT), whereby the
entropy was known in any field. In the zero-field experi-
ment of Fig. 80, pc50.75 6 0.02 was obtained, corre-
sponding to Sc5(0.5460.03)R ln2.

FIG. 80. Time dependence of neutron intensity, measured by a
single counter (30 s per point) at the (0 0 1) position. The ini-
tial polarization p50.9160.02 was recorded in a 500-mT field
in the paramagnetic phase, after which B, in the [001] or [010]
direction (d and s , respectively), was reduced to zero (65
mT) at t53 min. The (0 0 1) neutron signal appeared immedi-
ately below Bc , but only when Bi[001]. The inset shows the
exponential relaxation of the nuclear polarization, with t1
53.1 h. The critical value pc50.7560.02 was found by inter-
polation. From Tuoriniemi, Nummila et al., 1995.
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To estimate the Néel temperature of nuclear ordering
in 109Ag, Tuoriniemi, Nummila et al. (1995) used the
semiempirical relation between T in zero field and p in
the paramagnetic state, 1/p21}T , established in earlier
NMR measurements on natural silver (see Sec. IV.E):
TN5(700680) pK. This is larger than 560 pK for natu-
ral silver because the strength of the mutual interactions
is scaled by the magnetic moment squared, i.e., by a
factor of 1.15.

The antiferromagnetic sublattice polarization pAF was
estimated by comparing the Bragg intensity I(001) with
the strength of the (0 0 2) second-order lattice peak. The
maximum signal in Fig. 80, at p50.90, corresponds to
pAF50.4860.10. Extrapolation of the almost linear de-
pendence of I(001) on (1/pc21/p) suggests that pAF at
p51 (T50) is still clearly below complete polarization
pAF51. This may reflect quantum fluctuations or frus-
tration in the fcc lattice.

It was interesting to examine the response of the spin
system to an applied magnetic field and to its alignment.
With Bi[001], the antiferromagnetic intensity decreased
smoothly when approaching the critical field Bc . The
spins thus lined up continuously towards the increasing
field, as in the spin-flop phase of a weakly anisotropic
antiferromagnet. No field-induced phase transitions
within the ordered state could be identified, which is in
contrast to the single-k to triple-k transition theoreti-
cally predicted by Viertiö (1992) and by Heinilä and Oja
(1993a). Repetitive field cyclings across the phase
boundary to the paramagnetic state did not produce any
appreciable hysteresis nor excess nonadiabaticity; there-
fore the ordering transition was presumably of second
order.

FIG. 81. Time evolution of the antiferromagnetic Bragg peak
in a 30-mT field. The 2u dependence of scattered neutrons is
plotted as a function of deviation from the (0 0 1) position. The
bell-shaped curves are Gaussian fits to counts collected during
six-minute intervals. Only every second spectrum is shown. For
clarity, the successive spectra are offset vertically by 5 cts/min.
The residual peak, visible in the lower curves, is the (0 0 2)
lattice reflection of second-order neutrons leaking through the
Be filter (transmittance 0.3% at l/2). The initial and critical
polarizations in this experiment were 0.89 6 0.02 and 0.69 6
0.02, respectively. From Tuoriniemi, Nummila et al., 1995.
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The effect of the field direction was studied by rotat-
ing B with respect to the crystal axes. In a turn extend-
ing from @ 1̄ 1̄ 0] to [110], the (0 0 1) reflection was visible
when the magnetic field (B550 mT) was aligned be-
tween the axes @ 1̄ 1̄ 1] and [111]. Within this arc (;110°),
the neutron intensity did not vary substantially. Another
field rotation was made in a perpendicular plane, start-

ing from @ 1
2

1
2 1# and passing over [01̄ 1] towards

[11̄ 0]. The neutron signal disappeared about 10° beyond
the [01̄ 1] axis, confining the observed antiferromagnetic
phase roughly within a cone of 110° full opening. This is
illustrated in Fig. 79(b).

Further experiments were made in two different field
directions within this cone: Bi[001] and Bi@0.8 0.81].
The latter is close to the edge, about 7° from the @ 1̄ 1̄ 1]
axis. These directions were symmetric with respect to
the shape of the crystal, about 24° away from the flat
surface [see Fig. 79(c)], so that the same correction for
the demagnetization effect could be applied. The results
were compiled into an entropy-versus-field phase dia-
gram, shown in Fig. 82. The observed neutron intensities
during the respective experiments in the two directions
were comparable. On the other hand, the critical en-
tropy was systematically higher near the edge of the
cone than along the central [001] axis.

C. Comparisons with theory

The neutron-diffraction data of Tuoriniemi, Nummila
et al. (1995) can be compared with theoretical work.
First of all, the observed type-I ordering vector had been
predicted for silver on the basis of measured and calcu-
lated interaction parameters (Oja and Kumar, 1987;
Harmon, Wang, and Lindgård, 1992). The ground-state
spin structure in Ag had been studied by perturbation
analysis (Heinilä and Oja, 1993a) and by Monte Carlo
simulations (Viertiö, 1992). Both methods indicated that

FIG. 82. Magnetic field vs entropy phase diagram of silver;
d , B was along the [001] direction; s , B was along the @0.8
0.8 1] direction; L , earlier NMR results (Hakonen, Yin, and
Nummila, 1991; Hakonen and Yin, 1991) on a polycrystalline
sample, shown for comparison. The curves are just guides for
the eye. From Tuoriniemi, Nummila et al., 1995.
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in Bi[001] a single-k configuration is stable in low
magnetic fields below B;0.5Bc . A structure with k
5(p/a)(0,0,1) was expected, in perfect agreement with
the experimental observations. In higher fields, however,
a triple-k configuration was predicted. According to the
simulations this structure is stable only if B is within a
narrow cone (,5°) around the [100]-type axes. The
measurements did not provide any evidence for the
triple-k state, although it was searched for in field-sweep
and rotation experiments.

The simulations suggested further that only one
k-vector, k = (p/a)(0,0,1), appears if B lies between the
[001] and [111] axes, apart from the triple-k region close
to [001]. This is in agreement with the experimental
data, except for the proposed triple-k phase. When B is
turned beyond the [111] axis, the structure should trans-
form first into another single-k configuration, giving rise
to a (1 0 0) or a (0 1 0) reflection. Closer to [110], an-
other triple-k state should exist when B.0.5Bc . These
predictions have not been tested experimentally, and
their verification requires measurements in other field
orientations.

X. STUDIES ON RHODIUM

A. Nuclear magnetic susceptibility

The natural choice for the Helsinki group to investi-
gate, after copper and silver, would have been gold.
There is some prospect of this metal’s becoming a super-
conductor around Te5100 mK (Buchal et al., 1982). The
anticipated difficulties in obtaining a sufficiently pure
gold specimen, however, made rhodium the actual
choice. One reason for selecting Rh metal was the pos-
sibility of investigating the effect of superconductivity on
the nuclear-spin system. In rhodium the critical param-
eters are Bc=4.9 mT and Tc=325 mK (Buchal et al.,
1983). Strong supercooling, even after active compensa-
tion of the remanent field down to 0.2 mT, may have
been the reason why the Helsinki group did not observe
superconductivity, but, as a result of their study,
rhodium now provides another nuclear-spin system in
which negative temperatures have been produced (Ha-
konen, Vuorinen, and Martikainen, 1993). The spin-spin
relaxation time in Rh, t2=10.5 ms, is almost the same as
in silver.

For a Heisenberg model in an fcc lattice, with an ap-
preciable next-nearest neighbor interaction, it is possible
that both the minimum (T.0) and the maximum
(T,0) energy states are antiferromagnetic. Rhodium
appears to be the first such metal known. In addition to
the dipolar and Zeeman energies, the Hamiltonian con-
tains contributions from the isotropic Ruderman-Kittel
interaction and from the anisotropic, so-called pseudo-
dipolar interactions (Bloembergen and Rowland, 1955).
The theory of indirect exchange interactions is discussed
in Sec. XV.A. There is only one stable isotope, 103Rh,
with spin I5 1

2. Quadrupolar contributions to the Hamil-
tonian are thus absent. In rhodium, the strength of the
exchange interactions, as compared to dipolar forces, is
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intermediate between those in copper and silver. It can
be concluded, on the basis of NMR linewidth measure-
ments, that the exchange interaction is nearly isotropic
(Narath, Fromhold, and Jones, 1966). Pseudodipolar in-
teractions are either small in comparison with the dipo-
lar forces or, alternatively, they effectively change the
sign of the dipolar interaction. For detailed discussions
we refer the reader to Vuorinen, Hakonen, Yao, and
Lounasmaa (1995).

The first measurements on rhodium were made by
Hakonen, Vuorinen, and Martikainen (1993) using two
specimens. Both samples were assembled from thin foils.
The first specimen contained about 100 ppm of iron im-
purities, which were responsible for a decrease of the
Korringa constant k (see Sec. II.B) from 10 sK to 0.06
sK in small magnetic fields. In the second specimen, with
less than 15 ppm of electronic magnetic impurities, k
50.2 sK in zero field. After heat treatment at 1330 °C in
an oxygen atmosphere of 0.4 mbar for 16 h, the residual
resistivity ratios (RRR) of the two specimens were 250
and 530, respectively, and their effective iron contents
14 and 6 ppm. Most of the results reported were ob-
tained using the purer Rh sample.

The experimental arrangement and the cooling proce-
dure were basically the same as employed in earlier
nuclear-refrigeration experiments in Helsinki (see Sec.
III.B.). The Rh sample again formed the second stage of
the cascade nuclear refrigerator. The specimen was as-
sembled in the same manner as the silver sample (see
Fig. 15). To increase rigidity, rhodium foils were shaped
in the form of the letter ‘‘U.’’ Owing to the poor thermal
conductivity of Rh, the sample was connected to the
cross-shaped thermal link via intermediate silver strips.

The initial polarization achieved in the rhodium spin
assembly before demagnetization was limited, as in sil-
ver, by the long spin-lattice relaxation time of Rh, t1
514 h at 200 mK. Two mu-metal tubes, with a shielding
factor of 400, were installed to reduce the remanent field
of the demagnetization solenoid at the site of the
sample. To reach negative temperatures, adiabatic de-
magnetization of the specimen was stopped at 400 mT
and a population inversion was made before continuing
the field sweep. As for silver (see Sec. IV.G), the inver-
sion efficiency, 85–60%, depended on the initial polar-
ization before the field flip. The effect was more dra-
matic in rhodium. As is shown by Fig. 83, the
polarization after the field flip, as a function of the initial
polarization, reaches a maximum around pi'0.6. This
behavior remains a puzzle; it cannot be explained, for
example, by considering thermal mixing between the
Zeeman and the interaction reservoirs. For T,0, there-
fore, the experimentally achievable polarizations were
limited to upu<0.60. Inversion fields between 100 mT and
2 mT were tried, but the efficiency did not change much.

Examples of the measured dynamic susceptibility
x(f)5x8(f)2ix9(f), recorded by sweeping the fre-
quency f of the excitation field, are displayed in Fig. 84,
both when T.0 and when T,0. At negative tempera-
tures x9,0, which again is a sign of energy emission.
The static susceptibility x8(0)5(2/p)*(x9/f)df
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and polarization p5A*x9(f)df could then be calcu-
lated. The integration was performed between 0 and 150
Hz, and the proportionality constant A was determined
from experiments around 1 mK where the initial high-
temperature polarization could be calculated from
p5tanh(mB/kBTe), using the pulsed Pt-NMR thermom-
eter to determine T5Te . The platinum scale, in turn,
was calibrated against the superconducting transition
point, 22.6 mK, of beryllium. In the ultralow-
temperature region the temperature of the Rh nuclei
was again found by using the second law of thermody-
namics, T5DQ/DS . For more details, see Sec. IV.

The local field B loc , caused by spin-spin interactions,
was carefully determined in these experiments. B loc was

FIG. 83. Loss of polarization in rhodium during a field rever-
sal: pf and pi are the final and initial polarizations, respec-
tively. The ideal case is depicted by the solid line, while the
dashed line shows the calculated result (see text). From Vuo-
rinen, Hakonen, Yao, and Lounasmaa (1994).
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
obtained by fitting the measured field dependence of the
longitudinal susceptibility xL to the theoretical expres-
sion xL}(11B2/B loc

2 )23/2 (see Sec. IV.C). This equation
had worked reliably for calculating local fields in copper
and silver (Ehnholm et al., 1980; Hakonen, Yin, and
Nummila, 1991). When applied to the data on rhodium,
the equation yields B loc=(3463) mT, which is very close
to the result 35 mT found for silver, but much smaller
than B loc50.36 mT observed for copper.

Figure 85 displays the measured susceptibility of Rh
as a function of polarization. For small upu, x8(0)
follows the high-T approximation x8(0)5x0 /@1
2 (R1L2Dz)x0], where x05Ap5C/T is equivalent

to the Curie-law susceptibility of noninteracting spins
(see Sec. IV.D). The data points were fitted to the theo-
retical expression in the range 20.1,p,0.2; this yielded
R521.360.2 and the dash-dotted curve illustrated in
Fig. 85. Since R is on the order of one, the dipolar in-
teractions may influence the ordered spin structures sub-
stantially in rhodium.

One of the interesting features of the data in Fig. 85 is
that, at T,0, the susceptibility is a nearly linear function
of polarization all the way down to p5 –0.6. No satura-
tion of x8(0) was observed as in silver at pc5 –0.49.

The absolute value of the inverse static susceptibility
of Rh nuclei as a function of uTu is shown in Fig. 86.
The solid line represents the antiferromagnetic Curie-
Weiss law, x5C/(T2uA), with C51.3 nK and
uA5C(R1L2Dz)5 –1.4 nK, obtained at positive tem-
peratures from the low-polarization data. At T,0, the
ferromagnetic dependence is displayed by the dashed
line. At low temperatures the Curie-Weiss approxima-
tion is known to deviate, especially when I5 1

2, from the
more accurate results based on high-T series expansions
(De Jongh and Miedema, 1974). For negative tempera-
tures (filled circles), the measured data show a crossover
FIG. 84. NMR absorption x9 and dispersion
x8 curves of rhodium nuclei measured in zero
magnetic field. Initial polarizations for T.0:
h , p50.51; s , p50.32; n , p50.15. Initial
polarization for T,0: j , p520.51; d ,
p520.35; m, p520.17. The solid curves are
least-squares fits to Lorentzian line shapes
(see legend of Fig. 64), applied simulta-
neously to the absorption and dispersion
curves. From Hakonen, Vuorinen, and Marti-
kainen (1993).
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from ferro- to antiferromagnetic behavior around –5 nK.
This indicates that the energy of the nuclear-spin assem-
bly in rhodium is both minimized and maximized by an-
tiferromagnetic order.

The data at T.0 extend to 280 pK and at T,0 to
–750 pK. Both temperature records are roughly a factor
of 2 closer to the absolute zero than the corresponding
temperatures reached during the measurements on sil-
ver (see Sec. VIII). Phase transitions, however, were not
seen in rhodium, even though the experimentally pro-
duced polarizations of Rh nuclei, p50.83 and p

FIG. 85. Static susceptibility x8(0) vs polarization p of
rhodium nuclear spins in zero field for two specimens with 14
and 6 ppm of effective iron impurities (open and filled circles,
respectively). The dashed line is the Curie susceptibility
x051.16 p . The mean-field prediction x8(0)5x0 /
@12(R1L2Dz)x0# [see Eq. (34)] is illustrated by the dash-
dotted curve for R5 –1.35 and by the solid curve for R
5 –1.0, using Dz50.05. Modified from Hakonen, Vuorinen,
and Martikainen (1993).

FIG. 86. Absolute value of the inverse static susceptibility
u1/x8(0)u vs absolute value of temperature for rhodium nuclei:
s , measured at T.0; d , measured at T,0. The straight lines
were calculated, using the Curie-Weiss law, from experimental
data at small polarizations. The error bars denote the 20%
uncertainty in the measurements of temperature. From Ha-
konen, Vuorinen, and Martikainen (1993).
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5–0.60 at T.0 and at T,0, respectively, were higher
than those required for ordering in silver. At positive
temperatures, in particular, a careful search for ordering
was made. Disappointingly, no plateaus in the x(t)
scans, characteristic of antiferromagnetic order (see Sec.
VIII.C), were observed in experiments at 0, 19, and 36
mT. The initial polarizations were 6, 14, and 15 percent-
age units larger than those required for antiferromag-
netic ordering in silver. The mean frequency of the ab-
sorption spectrum did not show any kinks either.

B. Exchange constants and ordered spin structures

The susceptibility data can be used to extract the
nearest- and next-nearest-neighbor exchange coeffi-
cients J1 and J2 since the measured R yields ( jJ ij and
B loc gives ( jJ ij

2 in Rh [see Eqs. (66) and (30a)]. This is,
of course, possible only if interactions beyond second-
nearest neighbors are neglected. The values obtained
from experimental results are J1 /h5 –1763 Hz and
J2 /h51063 Hz (Hakonen, Vuorinen, and Martikainen,
1993). There is also another mathematical solution for
the exchange constants that is, however, unlikely be-
cause it would require uJ2u@uJ1u.

It is interesting to know the ordered spin structures
that correspond to these exchange constants. Mean-field
calculations, to be discussed in Sec. XV.B.7, have been
employed to predict regions of different types of mag-
netic ordering in the J1 vs J2 plane (Smart, 1966). The
results are illustrated in Fig. 87. In an fcc lattice, the
possible ordered structures include the ferromagnetic
phase and three different antiferromagnetic states,
known as structures of type I, II, and III. The magnetic
unit cells of these antiferromagnetic states are illustrated

FIG. 87. Phase diagram for magnetic ordering in rhodium
metal in the J1 vs J2 plane as predicted by the mean-field
theory (Smart, 1966). Regions of type-I, type-II, and type-III
antiferromagnetic order (see Fig. 110) are depicted by AF-I,
AF-II, and AF-III, respectively, while F refers to the ferromag-
netic phase. Locations for Rh (circles) and Ag (triangles) are
given; the open and filled symbols refer to positive and nega-
tive spin temperatures, respectively. The ratio J1 /J2 is approxi-
mately the same in Cu and in Ag, but the exchange constants
in Cu are larger by an order of magnitude (see Table IV).
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in Fig. 110. Rhodium lies well inside the type-I region at
T.0. At T,0, the signs of the J’s are effectively re-
versed. The corresponding point in Fig. 87 is located in
the ferromagnetic sector but rather close to the type-II
antiferromagnetic border. Neglecting the dipolar inter-
action, the mean-field estimates of the Néel tempera-
tures for the type-I and type-II orders are 1.5 nK and
–0.7 nK, respectively (Vuorinen, Hakonen, Yao, and
Lounasmaa, 1995).

At T,0, description of rhodium using the J1,J2
model fails since the experiments of Hakonen, Vuo-
rinen, and Martikainen (1993) indicate antiferromag-
netism rather than ferromagnetism. Inclusion of the di-
polar interaction cannot explain the discrepancy, since
this would just further stabilize the ferromagnetic state.
It also seems unlikely that the discrepancy is caused by
the crudeness of the mean-field approximation. In fact,
when thermal fluctuations are included, the phase
boundary between the ferromagnetic and type-II states
moves further away from the position corresponding to
the observed exchange constants of rhodium (Heinilä
and Oja, 1993b). A quite possible explanation is that
interactions between third-nearest neighbors play a sig-
nificant role, since J2 is only slightly smaller than J1.
Pseudodipolar interactions could also be important in
deciding between ferromagnetism and type-II antiferro-
magnetism.

As another, at least partial explanation of the behav-
ior of Rh at negative temperatures, one can argue that
the polarization range 20.1,p,0.2, which Hakonen,
Vuorinen, and Martikainen (1993) used to fit x8(0)
against the high-T approximation to obtain R , was too
narrow (see Fig. 85). At small upu, only the simple Curie
behavior was observed and the fit was not sensitive to
R . On the other hand, the high-T approximation is
strictly valid only at small upu. It is clear, however, that if
the fit had been made in a larger polarization interval,
the overall result would look much better since the
bending of the best-fitting theoretical curve would de-
crease at large upu. The mean-field curve with R521.0
agrees with the data quite well, as is shown by the solid
curve in Fig. 85. Adopting this R and the measured
B loc we obtain J1 /h5 –16 Hz and Jnnn /h513 Hz. The
corresponding point still falls within the ferromagnetic
region in the J1J2 plane, but now the boundary to the
type-II state is within the error bar. Yet another indica-
tion that the originally quoted R521.3 is too large in
absolute value comes from the susceptibility comparison
(see Table VI in Sec. XV.B.5). The absolute values of
the susceptibilities in type-I and type-II structures, as
calculated for the above J1 and J2, are about 30%
smaller than the largest measured susceptibilities at
T.0 and T,0, respectively. These discrepancies would
also decrease if uRu were reduced.

In any case, rhodium lies close to the border between
the ferromagnetic and the type-II antiferromagnetic re-
gions at T,0. This should result in strong fluctuations
that lower the ordering temperature from the mean-field
estimate. It is therefore not surprising that ordering was
not seen at negative temperatures. It remains puzzling,
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however, why the ordered state was not observed at
T.0 either. When the mean-field prediction for the or-
dering temperature, TN

MF=1.5 nK, is corrected for fluc-
tuations according to the high-temperature expansions
(Pirnie et al., 1966), one obtains a theoretical TN around
1.0 nK, much higher than the lowest temperature of 0.28
nK reached in the experiments. Perhaps rhodium exhib-
its behavior similar to that of silver (so far unexplained):
The measured ordering temperatures of silver nuclei
were smaller than the theoretical predictions by a factor
of 3 both at T.0 and at T,0 (see Sec. VIII.C.5).

C. Spin-lattice relaxation in rhodium

The acceleration in the spin-lattice relaxation, caused
by electronic magnetic impurities, has not been investi-
gated much in the microkelvin range and below, in spite
of the significance of t1 for reaching the lowest nuclear
temperatures. However, the Helsinki group recently
made measurements on two rhodium specimens (Ha-
konen, Vuorinen, and Martikainen, 1994). Surprisingly,
the data show that in weak magnetic fields there is a
clear difference in t1 at T.0 and T,0. The observed
behavior is consistent with electrons scattering from iron
impurities, provided that the scattering rate has a contri-
bution proportional to the inverse of the nuclear-spin
temperature.

The spin-lattice relaxation time is defined (see Sec.
II.B) by the relationship

d~1/T !/dt52~1/t1!~1/T21/Te!. (52)

Since Te@T and p}1/T [see Eq. (32)], one obtains
d lnp/dt52(1/t1). The cooling procedure and the
samples in the relaxation experiments were the same as
used in earlier studies on rhodium (see Sec. X.A). Two
methods were employed in the experiments. Between 40
and 400 mT, a fixed-field technique was applied by moni-
toring, at successive times, the area under the NMR ab-
sorption or, at T,0, emission signal x9; this again
yielded the polarization according to the relation
p5A*x9(f)df . The spin-lattice relaxation time was
found by plotting the measured points on a log p vs t
graph (see Fig. 88). The straight line, least-squares fitted
to the data obtained during the second half of the ex-
periment, illustrates a constant relaxation rate, while the
steeper slope at the beginning of the run indicates a
much shorter t1.

In order to compare the relaxation rates at T.0 and
T,0 directly, population inversions were made at regu-
lar time intervals while recording p . Data at the begin-
ning of such an experiment, performed at 40 mT, are
illustrated in Fig. 89. The results show clearly that t1 is
longer at T,0 than at T.0, even though the spin-
lattice relaxation slows down notably with time when
T.0. This unexpected effect is much smaller in high
fields but, when B50, the measured t1 is almost a factor
of 2 longer at negative temperatures.

The second method for measuring t1, a field-cycling
sequence, was used in small fields, B<100 mT, and also
at 1 mT ,B,1 T. First, 5–7 NMR spectra were re-
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corded at 400 mT to obtain the initial polarization. Next,
B was swept, in 5–15 s, to the desired low field and then
kept constant for a time Dt51 –90 min, after which the
field was returned back to 400 mT and 5–7 NMR spectra
were again recorded. The decay of polarization during
Dt , from which the relaxation at B5400 mT was re-
moved, was then employed to calculate t1. Before the
next experimental cycle was started, a population inver-
sion was made so that data at T.0 and T,0 were again
measured consecutively.

The experimental results on the sample with 6 ppm of
iron impurities are summarized in Fig. 90, which displays

FIG. 88. Polarization p of rhodium nuclei as a function of time
at T.0 and B5100 mT. A constant spin-lattice relaxation
time is characterized in this semilogarithmic plot by the
straight line, which is a least-squares fit to the latter half of the
data points. The polarization dependence of t1 is quite obvious
at the beginning of the experiment. From Vuorinen, Hakonen,
Yao, and Lounasmaa (1995).

FIG. 89. Polarization upu of rhodium spins as a function of time
measured in a magnetic field of 40 mT: s, at T.0; d , at
T,0. The straight line is a least-squares fit to the data at
T,0. During the blank sections the polarization was checked
at 400 mT, and the spin populations were inverted by rapid
field reversals. From Hakonen, Vuorinen, and Martikainen
(1994).
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the spin-lattice relaxation times measured in magnetic
fields B50, 50, 100, and 400 mT at the electronic tem-
perature Te5120 mK. The salient features of the data
are that t1 clearly decreases with increasing upu and de-
creasing B . In addition, there is a clear asymmetry in
t1 between T.0 and T,0, especially in low fields.

If the usual Korringa’s law is valid for the specimen
under study, the spin-lattice relaxation time should have
been t15k0 /Te=23 h=8.3·104 s for the data in Fig. 90 in
fields larger than B loc534 mT. In fields lower than
B loc , t1 should always be shorter (see Sec. II.B), but
only by a factor between 2 and 3. Instead, the zero-field
data show reductions by a factor of about 50 from the
value predicted by high-field Korringa constant k0510
sK. It seems, therefore, difficult to explain the observed
differences in t1 at T.0 and at T,0 by intrinsic prop-
erties of rhodium.

The magnetic-field dependence of k has been plotted
at a constant Te for the two Rh specimens in Fig. 91.
The Korringa constant begins to decrease in fields
smaller than 10 mT for both samples. The relaxation is
faster, by a factor of 5, in the sample with 14 ppm of Fe
impurities than in the sample with 6 ppm of Fe. The
reduction of k in Rh was therefore attributed to iron
impurities. Similar results had been observed previously
in copper (Huiku, Loponen, et al., 1984). The data on
Rh also show that the effect is enhanced when the elec-
tronic temperature is lowered.

The scattering rate t1
imp(B), caused by impurities,

can be related to the observed t1 by the equation
t1

215Te /k01@t1
imp(B ,T)#21. According to phenomeno-

logical arguments, the impurity scattering rate, affected
by the susceptibility-dependent field distribution around
a magnetic center (Hakonen, Vuorinen, and
Martikainen, 1994), is of the form @t1

imp(B ,T)#21

FIG. 90. Spin-lattice relaxation time t1 of a rhodium sample
with 6 ppm of iron impurities as a function of the high-field
polarization p of the Rh nuclei; d , measured at B50; j , n ,
B550 mT; s , B5100 mT; h , B5400 mT. The open and filled
symbols refer to measurements performed with the fixed-field
and the field-cycling techniques, respectively. From Hakonen,
Vuorinen, and Martikainen (1994).
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5@tp50(B)#21@11jx(B)# , where tp50(B) is the relax-
ation time in a magnetic field B at zero spin polarization
and j is a constant close to unity. In Fig. 92, data points
have been compared with these arguments for j50.5
using the measured x . Within experimental uncertain-
ties, the calculated curves agree with the measured re-
sults. It can then be concluded that the origin of the
anomalous behavior of t1 is scattering from isolated Fe
impurities, modified by the large susceptibility of Rh nu-
clei. The change in t1

imp(B ,T) is proportional to 1/T .
One property that distinguishes Rh from Cu and Ag is

the temperature dependence of electrical resistivity

FIG. 91. Field dependence of Korringa’s constant for a Rh
sample with 6 ppm of iron impurities: n , at Te50.12 mK;
s , at Te50.2 mK; h , at Te51.2 mK; d , a 14 ppm sample at
Te50.2 mK. The nuclear-spin temperature is positive in all
cases. The dashed curves are only guides for the eye. The solid
line in the high-field region depicts the behavior of platinum
(Roshen and Saam, 1980, 1982). From Vuorinen, Hakonen,
Yao, and Lounasmaa (1995).

FIG. 92. Spin-lattice relaxation times of Fig. 90, scaled by the
polarization dependence of t1 at B5400 mT. The fitted
straight lines have been drawn with equal slope. For further
explanation, see text. From Hakonen, Vuorinen, and Marti-
kainen (1994).
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caused by magnetic impurities. RhFe belongs to the so-
called Coles alloys (Rivier and Zlatic, 1972), which dis-
play a positive temperature coefficient in their low-
temperature resistivity. In these materials (IrFe, PtFe,
PdFe, . . . ), both the host and the impurity are transition
metals, whereas in Kondo alloys (AuMn, AlMn, . . . ),
which exhibit a resistance minimum, the host and the
impurity have different electronic structures. However,
according to theory, both classes of alloys should display
very similar universal behavior that can be understood
in terms of electrons scattered from localized spin fluc-
tuations around the impurity (Roshen and Saam, 1980,
1982). Such a description is not successful for RhFe; the
decrease in k predicted by theory is four orders of mag-
nitude too large.

Spin-lattice relaxation measurements on copper have
been made by Smeibidl, Schröder-Smeibidl, and Pobell
(1994) between 60 mK and 10 mK on three specimens
having RRR values of 260, 960, and 1300, respectively.
No deviations from the Korringa law were observed.

XI. NMR STUDIES IN THE PARAMAGNETIC PHASE

In this section we describe some NMR measurements
on highly polarized nuclear spins. Although these ex-
periments were performed in the paramagnetic state
they also reveal features important for nuclear ordering.
There are several ‘‘high-temperature’’ NMR techniques
that yield information on the absolute magnitude of
spin-spin interactions but not on the sign; for a discus-
sion of these methods we refer the reader to Oja (1987).

We first review measurements of cross relaxation be-
tween the Zeeman temperatures of 107Ag and 109Ag
(Oja, Annila, and Takano, 1990). This work elucidates
the important thermal mixing process in which the cold
Zeeman reservoir cools the interaction reservoir after
demagnetization to a low field (see Sec. II.B). Next, we
discuss the so-called ‘‘suppression-enhancement’’ of iso-
topic NMR lines. This effect has been observed in two-
isotope systems such as those in copper (Ekström et al.,
1979) and in silver (Oja, Annila, and Takano, 1990; Ha-
konen, Nummila, and Vuorinen, 1992). An analysis of
the data yields the overall strength of the exchange in-
teraction, i.e., the parameter R defined by Eq. (6). The
result can be directly compared with that obtained from
the Curie-Weiss fit to the static susceptibility vs tem-
perature curve or with electronic band-structure calcula-
tions. Finally, we discuss the observation and analysis of
the second-harmonic NMR absorption peak in low fields
for highly polarized copper spins. The position of the
peak also yields R . This technique can be used in single-
isotope spin systems as well.

A. Cross relaxation between 107Ag and 109Ag

Cross relaxation in spin systems has been investigated
extensively since the NMR experiment of Abragam and
Proctor (1958) and the studies by Bloembergen and Per-
shan and co-workers (Bloembergen, Shapiro, Pershan,
and Artman, 1959; Pershan, 1960). The majority of later
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investigations have been on rotating-frame Zeeman sys-
tems using the spin-locked NMR technique (Schmid,
1973). The studies on silver by Oja, Annila, and Takano
(1990) involved a conceptually simpler case, cross relax-
ation between two laboratory-frame Zeeman systems.
As their data extended to many orders of magnitude
lower temperatures than before, it was possible, for the
first time, to investigate the polarization dependence of
the cross-relaxation time.

Natural silver is a mixture: 51.8% of 107Ag and 48.2%
of 109Ag. The two isotopes have a 13% difference in
their gyromagnetic ratios: g107/2p=1.73 MHz/T and
g109/2p=1.98 MHz/T. This suggests that thermodynami-
cally the system can be described using four heat reser-
voirs, each of them having its own temperature: T107 and
T109 for the two Zeeman reservoirs, Tss for the common
spin-spin interaction reservoir through which T107 and
T109 communicate, and Te for the lattice and the con-
duction electrons.

The reason why one must assign separate Zeeman
temperatures for the different spin populations is rather
simple. Consider two nearby silver spins, one of the 107
isotope and the other of the 109 isotope. Energy is trans-
ferred between the two spin populations when one of
the spins is flipped (↓→↑) and the other is flopped
(↑→↓). The overall Zeeman energy is not conserved in
the flip-flop process because the gyromagnetic ratios of
the two spin species are different. The law of energy
conservation requires then that an equal but opposite
change in energy occur in the interaction reservoir. As
the spread of the spin-spin interaction energies is re-
flected in the NMR linewidth, one might expect that the
rate at which T107 and T109 approach each other is pro-
portional to the degree of overlap of the two NMR lines
(Bloembergen, Shapiro, Pershan, and Artman, 1959).
The higher the magnetic field, the smaller is the overlap,
and the longer is the cross-relaxation time tx .

The data of Oja, Annila, and Takano (1990) showed
the expected increase of tx with B . It was remarkable,
however, that the observed cross-relaxation times were
orders of magnitude longer than what one would have
expected from the overlap of the NMR lines. The reason
underlying the failure of the naive argument highlights a
fundamental aspect of spin-temperature theory: There is
a hierarchy of relaxation processes and times in the sys-
tem, associated with mutual flips of unlike spins, single-
spin flips, and finally the t1 process, all with their own,
well-defined (quasi-)equilibrium states.

1. Measurement of the cross-relaxation time tx

The specimen of Oja, Annila, and Takano (1990),
consisting of 28 polycrystalline silver foils, was mounted
as the second nuclear stage in the Helsinki refrigerator
(see Sec. III.B). An rf SQUID, connected to an astatic
pickup coil, detected the NMR signal. A linear excita-
tion field of 40-nT amplitude was used. The measuring
frequencies were below 2 kHz, which guaranteed full
penetration of the excitation field into the sample. Since
the nuclei were practically isolated from the lattice in
these measurements (the spin-lattice relaxation times
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
were about 14 h), very slow cross-relaxation processes
could be investigated. For other details of the experi-
mental procedure, see Secs. III.B and III.E.

The final step of cooling consisted of lowering the
field on the silver specimen from 7.3 T to 0.93 mT. The
continuous-wave NMR signal, illustrated by curve (a) in
Fig. 93, was then measured in order to determine the
initial polarization. Next, the 109Ag NMR signal was al-
most saturated by applying a strong audio-frequency
field near the 109 resonance. The Zeeman temperature
T109 of the 109Ag spins (curve b in Fig. 93) thereby be-
came much higher than T107 . The magnetic field was
then lowered to a holding value of 0.77 mT for experi-
mental convenience (curve c in Fig. 93). In this field,
tx is practically infinite.

However, when the field was reduced to 0.22 mT, for
only a short time Dt=0.20 s, and then increased back to
0.77 mT, a different spectrum was obtained: the two
peaks were now approximately equal (curve d). This
means that the 109 spins had cooled down and the 107
spins had warmed up. Two more cycles and the spec-
trum (curves e and f) began to look as it had in the
original equilibrium situation (curve a). Thus, by means
of the field-sweep sequence 0.77 mT → 0.20 mT → 0.77
mT, ‘‘snapshots’’ of thermal equalization between the
two spin species were obtained.

The cross-relaxation time was calculated from the
change in the NMR signals as a function of the cumula-
tive period spent in the low field, at 0.20 mT. A single
exponential time constant described the changes in the
integrated areas under the 107Ag and the 109Ag peaks.
For data in the highest fields, the intensities of the NMR
signals had to be corrected for decay caused by the spin-
lattice relaxation described by t1. In the low-field mea-
surements, B was changed quickly in order to ensure
negligible cross relaxation during the field sweep. To de-
termine the dependency of tx on the spin temperature, a
second cross-relaxation measurement was usually made
immediately afterwards by starting from the final state

FIG. 93. NMR spectra demonstrating cross relaxation in silver.
For explanations, see text. From Oja, Annila, and Takano
(1990).
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of the first run (curve f in Fig. 93): the 109Ag spins were
again heated and the snapshot procedure was repeated.

The data of Oja, Annila, and Takano (1990) can
therefore be divided into two sets. The high-polarization
results, obtained in the first cross-relaxation experiments
during run (a), correspond to the following initial condi-
tions after the 109Ag signal was almost saturated:
p107=0.41–0.61 and p10950.16 –0.31; T107545 –73 nK
and T1095110–230 nK. The low-polarization data, col-
lected during the second series of experiments, relate to
initial conditions p10750.11–0.20 and p10950.04–0.11.
The measured values of tx , as a function of B2, are
presented in Fig. 94; the data cover five decades. In the
lowest fields tx't2510 ms. When B>0.15 mT, logtx is
approximately linear in B2, although the increase in tx
becomes less steep at B' 0.35 mT. Comparison of the
high-p and low-p data shows that the cross-relaxation

FIG. 94. Time constant tx for cross relaxation in silver as a
function of the external magnetic field squared: d , high polar-
ization; s , low polarization. The solid lines are theoretical
curves for tx at low p , using various values for the antiferro-
magnetic nearest-neighbor RK interaction. (a) J/h520 Hz,
(b) J/h531 Hz, (c) J/h540 Hz. Inset: The ratio
r5tx(low p)/tx(high p) vs B ; the curve is only to guide the
eye. From Oja, Annila, and Takano (1990).
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time decreases with polarization. However, the ratio
tx(low p)/tx(high p) clearly increases with B , as is il-
lustrated in the inset of Fig. 94.

2. Theoretical description

The quantum-statistical theory of cross relaxation was
developed by Provotorov (1962). To describe cross re-
laxation in a two-isotope system, such as the natural
mixtures of silver and copper, it is useful to present the
system in terms of the four nuclear-spin heat reservoirs
illustrated in Fig. 95 (Goldman, 1970): the average Zee-
man energy HZ

av , the differential Zeeman energy HZ
diff ,

the interaction reservoir Hss8 , and the conduction-
electron reservoir. The average and the differential Zee-
man energies are defined by

HZ
av52\gavB(

i
I i

z, (53)

HZ
diff52\~ga2gb!B(

i
~xbIa ,i

z 2xaIb ,i
z !, (54)

where gav5xaga1xbgb and the concentrations of the
two spin species a and b are xa and xb , respectively.
The direction of the external field is denoted by z . The
total Zeeman energy HZ for the two spin species equals
the sum HZ

av1HZ
diff . The usefulness of this decomposi-

tion becomes evident when we consider cross relaxation
caused by mutual spin flips.

The interaction reservoir Hss8 consists of those terms in
the Hamiltonian that commute with HZ . The conserving
and nonconserving terms can be distinguished by intro-
ducing the conventional notation using raising and low-
ering operators, defined as Ii

15Ii
x1iI i

y and Ii
25Ii

x2iI i
y

respectively (see, for example, Van Vleck, 1948). The
full spin-spin interaction Hss5HD1HRK [see Eqs. (2)
and (3)] can then be written as

Hss5A1B1C1D1E1F, (55)

where

A5(
i,j

aijI i
zIj

z, (56a)
FIG. 95. Heat reservoirs in a two-isotope system: 107Ag and 109Ag nuclei and conduction electrons at low temperatures. The
reservoirs are for the average Zeeman energy HZ

av , the differential Zeeman energy HZ
diff , the interaction reservoir Hss8 , and the

conduction-electron reservoir at Te . See text for details.
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B5(
i,j

bij~Ii
1Ij

21Ii
2Ij

1!, (56b)

C5(
i,j

c ij~Ii
1Ij

z1Ii
zIj

1!, (56c)

D5C†, (56d)

E5(
i,j

e ijI i
1Ij

1, (56e)

F5E†. (56f)

Here O† denotes the Hermitian operator of O. The no-
tation ( i,j implies that pairs (i ,j) are to be counted only
once. The various coefficients appearing above are

aij52Jij1\2g ig jr ij
23@123~cosu ij!

2# , (57a)

bij52 1
2 Jij1

1
4 \2g ig jr ij

23@3~cosu ij!
221# , (57b)

cij52 3
2 \2g ig jr ij

23sinu ijcosu ijexp~2if ij!, (57c)

eij52 3
4 \2g ig jr ij

23~sinu ij!
2exp~22if ij!, (57d)

where u ij and f ij are the azimuthal and polar angles of
rij with respect to the z axis.

The expression for the truncated spin-spin interaction
Hss8 is

Hss8 5A1Baa1Bbb, (58)

where the superscripts aa and bb denote the species of
the interacting spins i and j . Therefore mutual flips of
like spins are included in Hss8 , but those for unlike spins
are not since the latter do not conserve the Zeeman
energy, i.e., @Bab1Bba,HZ#Þ0. Neither do single flips
(C`D) or double flips (E`F) conserve HZ .

The operators HZ
av , HZ

diff , and Hss8 are mutually or-
thogonal, i.e., they commute with each other. Thus each
of them can be viewed as a heat reservoir having its own
temperature. When spin-lattice relaxation can be ne-
glected, these reservoirs approach a common tempera-
ture only through spin-spin interactions not contained in
Hss8 . In an external field, the most frequent of these pro-
cesses are mutual flips of unlike spins, since one such
process changes the Zeeman energy only by
(ga2gb)B . These processes bring HZ

diff and Hss8 into
thermal equilibrium with each other. The temperature
of the average Zeeman reservoir is not affected, how-
ever, since @Bab1Bba,HZ

av#50. This explains the failure
of the overlap argument of isotopic NMR lines in ac-
counting for the cross-relaxation time constant: mutual
flips of unlike spins do not bring about thermal equilib-
rium (Goldman, 1970; Rodak, 1971).

Therefore thermal equilibrium is obtained via slower
processes involving single spin flips, described by C`D
in Eq. (55). These terms are caused by the dipolar inter-
action alone, whereas mutual spin flips depend also on
the exchange interaction. During a single spin-flip pro-
cess, the reservoirHZ

diff1Hss8 1Bab1Bba can be treated as
a single system in internal thermal equilibrium. The fact
that there are two different spin species plays then only
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
a minor role, since the process is essentially the same as
thermal mixing, which equalizes the temperatures of the
interaction and Zeeman reservoirs in systems with only
one kind of spin (see Sec. II.B and Fig. 6). The presence
of two spin species is important, however, for the detec-
tion of cross relaxation, since the process shows up as
opposite changes in the isotopic Zeeman temperatures,
which can be measured by continuous-wave NMR tech-
niques, and because the initial nonequilibrium state can
be realized by simply saturating one of the resonances.

3. Extraction of the exchange constant

Cross relaxation offers, in principle, a very sensitive
probe for determining the strength of the exchange
interaction. Using Provotorov’s (1962) theory, tx can be
computed for given spin-spin interactions, although the
calculation is somewhat complicated. Oja, Annila, and
Takano (1990) computed tx numerically by taking into
account dipolar interactions up to the sixth shell of
neighbors and by assuming different strengths for the
nearest-neighbor RK interaction 2JIi•Ij . More distant
J’s were neglected, since their values are small. The
relevant spin-correlation function was assumed to
have the Gaussian form (Goldman, 1970; Demco,
Tegenfeldt, and Waugh, 1975). It then follow, approxi-
mately, that tx5t0exp(B2/b2), where the constant b is
on the order of B loc and t0 is on the order of the spin-
spin relaxation time t2 (Goldman, 1970). The rather lin-
ear behavior of the measured tx in a logtx vs B2

plot supports this assumption (see Fig. 94), although
in high fields the increase in tx with B was not so
steep. For uJu/h.20 Hz, it was found that b2

'11J2/(\2gav
2 )1xaxb(ga2gb)2B2/gav

2 . The best fit to
the experimental data on silver was obtained with an
antiferromagnetic J/h52(3162) Hz; the agreement
between theoretical and experimental values of tx is
rather good.

Poitrenaud and Winter (1964) deduced from a line-
width analysis of their NMR data at high temperatures
uJu/h5(26.561.5) Hz, but they were unable to extract
the sign of J . As long as uJu is much larger than the
nearest-neighbor dipolar interaction, tx is also rather in-
sensitive to the sign of J . The relative changes in the
equilibrium intensities of the 107Ag and 109Ag signals as
a function of polarization show clearly, however, that J
is antiferromagnetic. This so-called ‘‘suppression en-
hancement’’ will be discussed in detail in Sec. XI.B. This
effect, too, yields J consistent with the tx analysis. In
addition, J/h52(3162) Hz is in good agreement with
band-structure calculations (Harmon et al., 1992) and
susceptibility measurements (Hakonen, Yin, and Lou-
nasmaa, 1990).

Buishvili and Fokina (1994) have recently investigated
the dependence of the cross relaxation on polarization.
Their theoretical calculations show that, in sufficiently
low fields, tx decreases with increasing p and that the
ratio tx(low p)/tx(high p) increases with B , as was ob-
served in the measurements (see Fig. 94).
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Knowledge of tx is crucial in the interpretation of
time-dependent phenomena associated with spontane-
ous nuclear ordering. In fields below 0.1 mT, where
nuclear ordering has been observed (see Fig. 73),
tx't2 and cross relaxation is fast in comparison with
typical demagnetization and remagnetization rates used
in the nuclear-ordering experiments. Assuming that the
same holds for copper, slowness of cross relaxation can-
not be the source of nonadiabaticity (see Secs. V.C and
VII.F.5), contrary to a proposal by Lindgård (1988a).
This is important to know, since thermometry in these
experiments (see Sec. IV) relies on adiabatic field
changes.

B. Polarization-induced suppression and enhancement
of isotopic NMR lines

1. Copper

The suppression-enhancement effect was discovered
by Ekström et al. (1979) when they made NMR mea-
surements of highly polarized copper spins. The effect is
illustrated in Fig. 96. It shows the NMR absorption
x9(f), measured using the field-sweep technique at the
frequency f5183 kHz. Peaks for the two isotopes 63Cu
and 65Cu are clearly separate at all polarizations. The
positions of the peaks correspond approximately to
the gyromagnetic ratios g63/2p511.3 MHz/T and
g65/2p512.1 MHz/T. The intensities of the two reso-
nances are proportional to the abundancies of the iso-
topes, x6350.69 and x6550.31, only at small polariza-
tions. At high p , there is a clear discrepancy between the
expected and observed intensity ratios. When p50.9,
the signal from the less abundant isotope 65Cu is much
larger than the signal from 63Cu. The intensity ratio,
determined from the areas of the peaks, is 1.7 and de-
creases towards 0.5 in the low-polarization limit.

Ekström et al. (1979) explained this effect by the use
of an internal-field model. The local ac field on 63Cu
spins consists of the external excitation field B1 and the
internal fields due to exchange and dipolar interaction

FIG. 96. NMR absorption x9(f) of copper at the frequency
f5183 kHz, measured by sweeping the external magnetic field.
Nuclear-spin polarizations p have been indicated for each
curve. From Ekström et al. (1979).
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with 65Cu, and vice versa. The latter is proportional to
the magnetization. The effect of the exchange interac-
tion is to replace the magnetic field B05Bextz1B1x by
Bi* 5B01m0RMj , acting on the isotope i . The ac field is
modified, in turn, by the factor @12Rx

j
(v)#21, and far

from the resonance frequency v j* 5g jBjz* one may ap-
proximate by noting that x

j
}(v j* 2v)21. Thus for

R,0, the excitation at the higher resonance frequency is
enhanced by the other isotope, as is shown by the data
in Fig. 96.

This model was employed to determine the exchange
constant R . The observed line shapes could be repro-
duced by assuming R520.4360.04. This value is some-
what different from R520.39, obtained from suscepti-
bility measurements (see Sec. V.A). The theoretically
calculated exchange interactions yield a lower R as well
(see Table IV in Sec. XV.A). It seems also that the value
uRu50.43 is 10–20 % too large to be consistent with the
NMR linewidth measurements of Andrew et al. (1971).

2. Silver

Silver is another two-isotope system, consisting of
107Ag and 109Ag, in which the suppression-enhancement
effect has been investigated. Measurements at T.0
were performed by Oja, Annila, and Takano (1990) and
at T,0 by Hakonen, Nummila, and Vuorinen (1992).
Figure 97 shows absorption spectra at both positive and
negative polarizations upu'70%. There is an interesting
qualitative difference between the spectra. At T.0, the
peak at the higher frequency was enhanced with increas-
ing polarization. This was caused by the antiferromag-
netic exchange interaction, as in copper. At T,0, how-

FIG. 97. NMR absorption x9(f) of silver, scaled to the exter-
nal field B50.8 mT, at positive and negative polarizations
upu'0.7. The curve at T.0 was obtained from the data of Oja,
Annila, and Takano (unpublished) at B50.774 mT and
p50.70, after scaling their frequency axis by 1.034. The spec-
trum for T,0 is from measurements of Hakonen, Nummila,
and Vuorinen (1992) at B50.822 mT and p520.68, scaled
down in frequency by the multiplier 0.973.
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ever, the opposite behavior was observed, as if the
interactions were ferromagnetic. This can be understood
in terms of internal fields that depend on the exchange
interaction through the product pR . Therefore, by re-
versing the sign of either polarization or the exchange
interaction, one obtains the same behavior.

The other characteristics of the spectra in Fig. 97 in-
clude an overall down shift of the two resonances at
T.0, while an up shift is observed at T,0. Finally, in a
fashion similar to the repulsion of any coupled energy
levels in second-order perturbation theory, increasing
polarization makes the two NMR peaks repel each other
at positive and negative temperatures.

Hakonen, Nummila, and Vuorinen (1992) presented
data on the intensity ratio of the two absorption lines in
silver for polarizations in the range 0 – 20.70. In addi-
tion, the separation of the peak frequencies was mea-
sured. At positive temperatures, the ratio of the intensi-
ties for the 107Ag and 109Ag lines had been measured by
Oja, Annila, and Takano (1991). These authors used the
suppression-enhancement effect for matching the spin-
polarization scales of their two experimental setups.

The internal-field model of Ekström et al. (1979)
was applied, quite successfully, to describe the data both
at T.0 and T,0. The best fit to the experimental re-
sults was obtained with the exchange parameter
R=22.3 – 22.5, in good agreement with the values ob-
tained from susceptibility measurements (Hakonen, Yin,
and Lounasmaa, 1990), from cross-relaxation data (Oja,
Annila, and Takano, 1990), from an analysis of the
NMR linewidth (Poitrenaud and Winter, 1964), and
from electronic-structure computations (Harmon et al.,
1992).

3. Theoretical calculations

The internal-field model of Ekström et al. (1979) has
recently been elaborated by Heinilä and Oja (1994d).
These authors give analytical expressions for the inten-
sities and positions of the resonance peaks for spins in-
teracting via exchange forces only. More importantly,
they introduce a new method for accurately calculating
NMR line shapes for a system consisting of classical
spins. The technique is based on a combination of
Monte Carlo simulations and numerical solutions of the
microscopic equations of motion. The calculations were
used to establish the accuracy of the approach used by
Ekström et al. (1979). It was found that the model works
well, especially at intermediate polarizations when the
lines are clearly separated. In certain cases, however,
Heinilä and Oja observed that the internal-field model
fails. These authors also investigated how the NMR re-
sponse is affected by the random distribution of spins
over the lattice sites.

Eska (1989) has studied, by the use of numerical simu-
lations, the response of a system with two isotopes to
large NMR tipping pulses. His results show, for ex-
ample, that the roles of suppressed and enhanced reso-
nances are exchanged when the tipping angle ap-
proaches p/2. It would be interesting to test this
prediction by extending NMR studies of highly polar-
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ized spins to large tipping angles; the experiments on
copper and silver were performed using continuous-
wave NMR in the limit corresponding to small tipping
angles.

The suppression-enhancement effect has also been in-
vestigated theoretically by employing the perturbation
approach of Kubo and Tomita (1954; Oja, Annila, and
Takano, 1988) and by the Green’s-function technique
(Buishvili, Kostarov, and Fokina, 1994). These calcula-
tions, as well as the simulations of Heinilä and Oja
(1994d), can also account for the fact that exchange in-
teractions cause merging of the isotopic absorption lines
when their Larmor frequencies are sufficiently close to
each other and the polarization is small.

C. Second-harmonic Larmor line

In their measurements of highly polarized copper
spins, Ekström et al. (1979) observed an interesting
NMR phenomenon related to the second-harmonic Lar-
mor line, i.e., absorption near v2L52gB . The line is
very difficult to see in high external fields since, accord-
ing to Anderson (1962), the intensity of the v2L reso-
nance is approximately proportional to (11B2/b2)21

times the intensity of the vL peak, where b is on the
order of the local field. As B loc50.34 mT in copper, the
v2L resonance can be observed in fields around 1 mT.
This is illustrated by Fig. 98. The second harmonic is
seen clearly in the data for the polarization p50.9 above
the main peak. The position of the resonance is shifted
below the high-temperature value v2L/2p52gB . At
p50.15, the intensity of the second harmonic is low but
sufficient to show that the resonance is located at a
higher frequency than when p50.9.

FIG. 98. NMR absorption x9 of copper in the external mag-
netic field B51.1 mT. Nuclear-spin polarization is 0.9 in the
upper frame and 0.15 in the lower. The vertical scale has been
expanded by 4 in the lower frame. From Ekström et al. (1979).
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Ekström et al. were able to explain the origin of the
shift by analyzing the equations of motion for spins ro-
tating at frequencies near the Larmor value and its sec-
ond harmonic. It was found that coupling between these
modes of rotation yielded the estimate R=20.4160.04
for the strength of the exchange interaction, in good
agreement with R=20.4360.04 obtained from an analy-
sis of the suppression-enhancement effect. The fact that
the shift in the v2L line is definitely negative sets an
upper limit of 20.33 for R .

Moyland et al. (1993) have extended the work of Ek-
ström et al. (1979) by calculating the intensities and reso-
nance frequencies for the vL and v2L lines in silver and
gold, as well. They found that the intensities of the
v2L lines decay quickly away from the field in which
vL and v2L resonance frequencies anticross. This is
caused by the large exchange interactions in these met-
als. Detection of the second harmonics would therefore
be difficult. The authors conclude, however, that deter-
mination of R through coupling of the vL and v2L
modes may still be possible by observing a break in the
Larmor mode at the anticrossing field.

XII. EXPERIMENTS ON THALIUM, SCANDIUM, AND AuIn2

In these metals, with k54.4 msK for Tl, 90 msK for
Sc, and 110 msK for AuIn 2, the spin-lattice relaxation
time t1 is so short that the conduction-electron and
nuclear-spin temperatures are essentially equal. This
means that the exchange interaction is strong, probably
producing nuclear order at a relatively high tempera-
ture, and that thermal isolation of the nuclei from exter-
nal sources of heat leaks is not possible relying on a long
spin-lattice relaxation. Consequently, experiments on Tl,
Sc, and AuIn 2 have been carried out in quite different
regimes than those on Cu, Ag, and Rh. Instead of nano-
and picokelvin nuclear temperatures, one works in the
microkelvin range and with T5Te (Pobell, 1994).

In this section we shall first discuss briefly the experi-
ments on thallium, in which NMR measurements have
shown interesting behavior at low temperatures (Eska
and Schuberth, 1987; Leib et al., 1995). We then present,
in more detail, the data on scandium (Suzuki et al., 1994;
Koike et al., 1995) and on AuIn 2 (Herrmannsdörfer and
Pobell, 1995; Herrmannsdörfer, Smeibidl et al., 1995).
Magnetic susceptibility measurements on Sc show that
this metal probably orders ferromagnetically at about
100 mK. In the intermetallic compound AuIn 2 a ferro-
magnetic transition has been discovered at 35 mK. This
is the first unambiguous observation of spontaneous
nuclear magnetic ordering in a non-hyperfine-enhanced
metal (see Sec. XIII) with thermal equilibrium between
the nuclei and the conduction electrons. We would like
to remind the reader, however, that nuclear-spin order
in Cu, Ag, and Rh is not influenced by the temperature
of conduction electrons. Besides, the spin temperature
of the gold nuclei may differ from Te owing to the much
larger Korringa constant of Au in AuIn 2.
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A. Thallium

The NMR behavior (Eska and Schuberth, 1987) and
nuclear specific heat (Schröder-Smeibidl et al., 1991) of
thallium have been investigated using two-stage nuclear-
demagnetization refrigerators in Garching and in
Bayreuth. Among metallic elements, thallium has the
strongest known nucleus-electron coupling, which re-
sults in the Korringa constant k5t1Te54.4 msK (Eska
et al., 1986). The absolute strength of exchange interac-
tions has been determined by studying merging of the
NMR absorption lines of 203Tl and 205Tl (Karimov and
Shchegolev, 1961). Assuming only nearest-neighbor ex-
change interactions, uJu/h537.5 kHz. If the interaction
is ferromagnetic, one obtains the mean-field estimate
TC5 1

3I(I11)zJ/kB=5 mK using z512 and I5 1
2. Unfor-

tunately, thallium is toxic and readily oxidizes when it is
exposed to air. This will severely limit the use of this
metal as a nuclear refrigerant.

Eska and Schuberth (1987) refrigerated their 4N-pure
thallium samples to temperatures as low as 70 mK. A
change in the NMR signal was observed for spin polar-
izations exceeding 40%: the single line split into two
peaks with a nearly temperature- and field-independent
separation. This was, at the time, attributed to the onset
of nuclear-spin ordering. The intensity of the NMR line,
above the assumed transition, was enhanced over the
value expected from a Curie-law susceptibility.

Schröder-Smeibidl et al. (1991) later measured the
nuclear heat capacity of a 0.79 mol thallium sample, 5N-
pure, at 70 mK <T <20 mK and 20 mT <B<230 mT.
The specific-heat data indicated simple nuclear para-
magnetic behavior in the investigated temperature and
field regions. Therefore the NMR anomalies observed
earlier by Eska and Schuberth (1987) cannot have re-
sulted from phase transitions. Spontaneous nuclear or-
dering in thallium metal must thus occur well below 70
mK, as was originally expected.

NMR behavior of thallium has also been investigated
in several theoretical studies. Calculations based on the
linear-response theory have not been able to reproduce
the observed NMR anomalies (Oja, Annila, and Ta-
kano, 1988; Eska, 1989; Heinilä and Oja, 1994d; Buish-
vili, Kostarov, Fokina, unpublished). According to re-
cent theoretical and experimental work by Eska and co-
workers, the line splitting results from the combination
of two effects: nonlinear spin dynamics due to a large
NMR tipping angle and interference effects of the mag-
netization gradients in the rf penetration depth (Bäuml
et al., 1994; Leib et al., 1995).

B. Scandium

Nuclear-spin order in scandium metal has been stud-
ied in Tokyo and Kanazawa by Suzuki and co-workers
(Suzuki et al., 1994; Koike et al., 1995). Behavior that
might have been due to nuclear ferromagnetism was ob-
served from magnetic-susceptibility measurements car-
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ried out during the warmup after demagnetization from
2.5 T and 0.28 mK to zero field. Spin-glass-like phenom-
ena were also detected.

Owing to its small Korringa constant, k590 msK, ex-
change interactions are expected to be strong in scan-
dium. Since the crystal structure is hcp and I5 7

2 for the
only stable isotope 45Sc, there is a quadrupole interac-
tion between the crystalline electric-field gradient eq
and the nuclear quadrupole moment Q . One then must
add to the Hamiltonian of Eq. (1) the term

HQ5(
i

@3e2qQ/4Ii~2Ii21 !#@Iiz
2 2 1

3 Ii~Ii11 !# .

(59)

Pollack et al. (1992) have found that in zero magnetic
field the ground state of Sc is 6 7

2, with the first excited
state 6 5

2 located at 18 mK. Spontaneous nuclear order-
ing of scandium can be described using an Ising system if
the critical temperature is clearly below 18 mK.

Starting from the value of the nuclear magnetic mo-
ment, m54.76mN , the dipole-dipole interaction HD can
be calculated; the result (Koike et al., 1995) predicts an
antiferromagnetic transition at 130 nK. Estimates show,
however, that the Ruderman-Kittel interaction HRK will
produce nuclear ordering at a higher temperature, in the
low microkelvin range.

A two-stage copper/scandium nuclear-demagnet-
ization cryostat in Tokyo was used for these experi-
ments. The sample was a 253333 mm3 single crystal,
with the long edge parallel to the direction of the hex-
agonal c axis. The second-stage demagnetizing field was
in the same direction. To produce zero magnetic field, a
mu-metal shield surrounded the sample. The magnetic
impurities of the specimen were 3 ppm of Fe, 0.23 ppm
of Cr, and 3.2 ppm of Mn. Although this impurity level
is not high, the residual resistivity ratio was only r(300
K)/r(4.2 K) = 37, while the best value reported so far for
scandium is 400. This reflects the large exchange en-
hancement of Pauli paramagnetism and the strong ten-
dency towards ferromagnetism in this metal.

The lowest temperature reached in the first nuclear
stage was about 100 mK, attained by demagnetizing
from 7 T. The ac magnetic susceptibility x was recorded
using a SQUID-based inductance bridge. The tempera-
ture of the copper nuclear stage was measured by a Pt-
NMR thermometer. A serious weakness of these experi-
ments is that the temperature of the Sc nuclei was
inferred from indirect evidence only and never mea-
sured.

Suzuki et al. (1994) first determined the temperature
dependence of x in zero magnetic field between 0.1 and
10 mK. Below a dip at about 0.3 mK, the nuclear sus-
ceptibility showed approximately Curie-like behavior.
Later, the scandium single crystal specimen was cooled
in a field of 2.4 T, keeping the first nuclear stage at 0.28
mK for over 10 days, which should have been long
enough to refrigerate the Sc spins to the same tempera-
ture. Under these conditions, 90% of the entropy
R ln2 of the ground-state doublet 6 7

2 was probably re-
moved. Demagnetization from 2.4 T to zero field was
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
then carried out in 30 min. The time variation of the
magnetic susceptibility parallel to the c axis of the Sc
crystal during subsequent warmup was measured next.
Two maxima in the x vs time curve were observed with
a sharp dip at a higher temperature. Several demagneti-
zation experiments from different starting temperatures
were performed with almost identical results; data for
another run, starting at 0.59 mK, are plotted in Fig. 99.
The temperature, although not measured, is a monotoni-
cally increasing function of time.

From the Curie-law behavior of x at higher tempera-
tures, it was estimated that the upper peak in Fig. 99
occurred around 70 mK. Using a polycrystalline sample
of 50 ppm Fe impurity, observed a shift of the maximum
to 0.8 mK. They suggest that the dependence of the
peak position on impurity concentration shows that the
higher-temperature maximum of x is due to freezing of
the electronic spin glass made of Fe impurities. It might
also be possible that the lower-temperature peak is due
to spin-glass phenomena as well, either directly or indi-
rectly. If this were the case, however, the peak should
increase proportionally to the Fe impurity concentra-
tion, which was not observed. According to the authors,
the most likely explanation is that the lower maximum
in the magnetic susceptibility of scandium corresponds
to nuclear ordering and to the formation of ferromag-
netic domains.

Unfortunately, there are at least two serious difficul-
ties in the interpretation of the data by Suzuki et al.
(1994) and Koike et al. (1995): The temperature of the
specimen was not measured directly and the effect of
magnetic impurities remains somewhat unknown.
Therefore several uncertain conclusions had to be made.
Further work on scandium is clearly warranted. To in-
crease the reliability of the data interpretation, we feel
that it is also important to study how a quadrupolar sys-
tem, with no cooperative ordering due to spin-spin inter-
actions, behaves during demagnetization and the subse-
quent warmup in a low field. Nevertheless, it is possible

FIG. 99. Time dependence of the magnetic susceptibility x of
scandium metal during warmup, after demagnetization to
B50 from a 2.4 T external field parallel to the c axis of the
hcp single crystal. The starting temperature before demagneti-
zation was 0.59 mK. From Suzuki, Koike, Karaki, Kubota, and
Ishimoto (unpublished).
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that a ferromagnetic transition was reached in scandium.

C. Nuclear ordering in AuIn2

The ultralow-temperature group at Bayreuth has
measured the nuclear specific heat C , the nuclear mag-
netic susceptibility x , and nuclear-magnetic-resonance
spectra of AuIn 2 down to 30 mK. The large nuclear
magnetic moment (m55.5mN) and the high nuclear spin
(I5 9

2), as well as the small Korringa constant (k590
msK), would make indium metal, in principle, a favor-
able candidate for studies of nuclear magnetic ordering
phenomena. The low value of k ensures that there is
thermal equilibrium in the sample at all times, i.e.,
T5Te . However, the strong nuclear electric quadrupole
interaction in tetragonal indium, producing a relatively
large splitting (0.3 mK) of the nuclear hyperfine levels
even in zero external magnetic field (Symko, 1969;
Karaki et al., 1994), and the rather high superconducting
critical field of 28 mT, preventing demagnetization to
lower fields because thermal contact to electrons is lost
in a superconductor, are severe drawbacks for studies of
nuclear ordering in indium metal itself.

To avoid these problems, the Bayreuth group has in-
vestigated ordering of 115In nuclei in the cubic interme-
tallic compound AuIn 2 (Herrmannsdörfer and Pobell,
1995; Herrmannsdörfer, Smeibidl, Schröder-Smeibidl,
and Pobell, 1995), which has a superconducting critical
field of only 1.45 mT. Because of the small nuclear mag-
netic moment of 197Au (m50.14mN), the contribution of
gold to the nuclear magnetic interactions in AuIn 2 is
negligible. In addition, the Korringa constant k5110
msK of AuIn 2 is almost as small as for indium metal.
Measurements of the heat capacity, magnetic suscepti-
bility, and NMR spectra were made at 30 mK<T<10
mK and at 2 mT<B<115 mT. Earlier NMR results
have been reported by Gloos et al. (1990).

The AuIn 2 samples were prepared by melting 5N-
pure gold and 6N-pure indium in a graphite crucible.
The specimens were annealed for 40 h at 420°C; this
heat treatment resulted in a residual resistivity ratio
RRR=500. From measurements of the static magnetic
susceptibility an upper limit of 0.5 ppm was deduced for
the concentration of electronic magnetic impurities.
X-ray diffraction data showed that the investigated
AuIn 2 samples were single crystals.

The experiments were performed in a copper nuclear
refrigerator (Gloos et al., 1988, 1991; Pobell, 1992b) into
which sample holders made of silver were installed for
the NMR specimen, a calorimeter, a susceptometer, as
well as for a pulsed Pt-wire NMR thermometer. For
measurements of the NMR spectra, a 431230.7 mm 3

piece of AuIn 2 was used, soldered with In to the speci-
men holder. The calorimeter for the nuclear heat-
capacity measurements was thermally isolated from its
surroundings by a superconducting heat switch made of
aluminum; the AuIn 2 sample was a cylinder, 17 mm
long and 5 mm in diameter. A set of three coils and
niobium shields for the Pt-NMR thermometer, the
AuIn2 sample, and the superconducting heat switch sur-
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rounded the calorimeter. The setup also contained a pair
of coils for mutual-inductance measurements of the
nuclear susceptibilities x8 and x9 of the AuIn 2 specimen.

The copper nuclear refrigerator cooled the calorim-
eter and the AuIn 2 sample to the starting conditions
B5115 mT and T585 mK, which correspond to an
entropy reduction DS/Smax50.35 and polarization
p5M/Msat50.74. The heat switch was then put into its
off position and the AuIn 2 sample was demagnetized to
the low measuring field. The tiny heat leak, between 2
and 10 pW, to the coldest parts of the apparatus and the
small Korringa constant of AuIn 2 allowed good thermal
equilibrium between the nuclei and the conduction elec-
trons; the maximum difference DT between the sample
and the thermometer was 12% at the lowest tempera-
tures and decreased rapidly as T was increased.

In the millikelvin temperature region, the NMR spec-
tra of 115In showed a resonance peak at the nuclear Lar-
mor frequency. The effective spin-spin relaxation time
t2* , deduced from the NMR linewidths and measured
between 7 and 115 mT, was constant down to about 2
mK, with values up to 600 ms, but then decreased sub-
stantially to a minimum of 15 ms at 50 mK (see Fig. 100);
this strong temperature dependence of t2* was rather
surprising and the first hint of a magnetic transition
nearby. For the Korringa constant, a field- (28 mT
<B<115 mT) and temperature- (75 mK<T<10 mK)
independent value k=112615 msK was deduced.

The nuclear magnetization of 115In was found from
the free induction decay of the NMR signal, extrapo-
lated to the middle of the excitation pulse. The results
obtained in an external field of 28 mT are shown in Fig.
101. The magnetization increased with decreasing tem-
perature according to the Curie-Weiss law, reached a
maximum at about 55 mK, and then decreased by about
a factor of 2 while the temperature was lowered to 30
mK. The Weiss temperature u'30 mK. A similar T de-
pendence was seen in 65- and 94-mT fields.

FIG. 100. Temperature dependence of the effective nuclear
spin-spin relaxation time t2* of 115In in AuIn 2 at B528 and 65
mT. The rather low saturation value of 230 ms for T.1 mK is
due to field inhomogeneities in the experimental setup. With
improved arrangements relaxation times up to 600 ms were
observed. From Herrmannsdörfer, Smeibidl et al. (1995).
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The mutual-inductance measurements of the nuclear
susceptibility, performed in 2-, 5-, and 13-mT fields,
showed the same behavior. Data at 2 mT are plotted in
Fig. 101. The susceptibility changes again followed the
Curie-Weiss law, but with u'43 mK; the maximum of
x was reached at 40 mK, indicating a phase transition
nearby. According to both types of magnetic measure-
ments, the Weiss temperature is thus positive, which
shows that the magnetic interactions between the
nuclear spins of In in AuIn 2 are predominantly ferro-
magnetic.

The Bayreuth data on the nuclear specific heat of
AuIn 2, in an external magnetic field of 115 mT and be-
tween 0.08 and 8 mK, lie nicely on the curve calculated
for a nuclear paramagnet with the properties of nonin-
teracting In moments. There was a small enhancement
at 0.11 mK, which was more pronounced and occurred
at lower temperatures in fields of 70 and 47 mT. How-
ever, in an external field of 23 mT (see Fig. 102) one
could see, at all temperatures, an enhancement of the
experimental data over the curve for noninteracting
nuclear spins; the heat-capacity maximum was at 45
mK. This behavior was more pronounced in a 13-mT
field and most convincingly demonstrated by the data
measured in the smallest external field of 2 mT. The
heat-capacity maximum was 58 J/Kmol, which is almost
three orders of magnitude higher than the noninteract-
ing value. The enhancement of C in the paramagnetic
range corresponds to an internal field b57.0 mT acting
on the In nuclei in AuIn 2. The temperature of the maxi-
mum, TC53563 mK, is in excellent agreement with the
susceptibility data.

The ratio TC /u'0.82 is in good accord with the value
0.72 calculated for a Heisenberg ferromagnet with large
spins in cubic surroundings (Herrmannsdörfer and Po-
bell, 1995). Similarly, the specific-heat enhancement,
DC'55 J/K(mol of AuIn2)=27 J/K(mol of In), agrees
well with the prediction of the Heisenberg model giving

FIG. 101. Nuclear magnetization and susceptibility of 115In in
AuIn 2. Open circles are results from ac mutual-inductance
measurements at 16 Hz in a 2 mT field. Filled triangles are
data points deduced from NMR spectra at 260 kHz and 28 mT.
From Herrmannsdörfer, Smeibidl et al. (1995).
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DC520 J/Kmol. The relative reduction of entropy
DS/Smax50.09 at TC and in B52 mT is smaller than the
value of about 0.14 for a simple cubic Heisenberg ferro-
magnet with I5 9

2.
The steep maximum in the nuclear specific heat (see

Fig. 102) near TC and shifts on the order of several kHz
in the position of the NMR resonance both suggest that
the phase transition may be of first order. Dipolar forces
between the In nuclei in AuIn 2 are on the order of 1
mK. Hence the interactions must be dominated by ex-
change coupling, which is presumably of the Ruderman-
Kittel type. Using the measured Weiss temperature
u'43 mK, which equals 1

3I(I11)( jJ ij /kB in the mean-
field theory, Herrmannsdörfer, Smeibidl, et al. (1995)
find the parameter R552 for 115In in AuIn 2. The large
value of R indicates a much stronger exchange domi-
nance in AuIn 2 than, for example, in silver.

The Bayreuth measurements of the nuclear specific
heat, nuclear magnetic susceptibility, and NMR spectra
of 115In in AuIn 2, in the range of 30 mK<T<10 mK
and 2 mT <B<115 mT, show that a ferromagnetic first-
order phase transition occurs at the surprisingly high
Curie point TC=35 mK. The Weiss temperature u543
mK, and the internal field in the paramagnetic state
b510 mT. Many features of the data can be understood
within the nearest-neighbor, ferromagnetic Heisenberg
model for a simple cubic ferromagnet with a large spin
(Herrmannsdörfer and Pobell, 1995).

XIII. HYPERFINE-ENHANCED NUCLEAR MAGNETISM
IN PRASEODYMIUM COMPOUNDS

In singlet ground-state ions like Pr 31, with high Van
Vleck susceptibilities, large hyperfine fields can be in-

FIG. 102. Nuclear specific heat C of 115In in AuIn 2, measured
in 23 mT and 2 mT external magnetic fields. The solid lines are
calculated for noninteracting In nuclei. The dashed curves in
the upper and lower figures are for Beff5(B21b2)1/2527 mT,
b514 mT and for Beff57.3 mT, b57 mT, respectively. The
inset shows the behavior of C near TC534 mK. Modified from
Herrmannsdörfer, Smeibidl et al. (1995).
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duced at the nucleus by moderate external fields. When
Bext50, these ions have a nonmagnetic electronic singlet
ground state of their 4f shell, but an applied field
changes the wave function and induces an electronic
magnetic moment on the ground state. This moment, in
turn, produces a much stronger hyperfine field at the
nucleus, which adds to the applied field. Enhancement
factors a511K , where K is the Knight shift, around
20–100 are not uncommon. The apparent magnetic mo-
ment of the nucleus is then one to two orders of magni-
tude smaller than the Bohr magneton but two to one
orders of magnitude larger than the nuclear magneton.

The prerequisites for a high value of a are a small
separation between the singlet ground state and the first
excited levels, which leads to a high Van Vleck suscep-
tibility, and a large hyperfine coupling constant. Rare-
earth ions with integral values of the angular momentum
J suit these requirements best. Among them Pr 31 and
Tm 31 are particularly good because they have the low-
est spin angular momentum S51. A small value of S is
favorable, since this reduces exchange interactions be-
tween ions and thus makes spontaneous electronic po-
larization less likely.

Use of hyperfine-enhanced materials for nuclear cool-
ing has been reviewed by Andres and Lounasmaa
(1982). This paper is still generally current as far as
nuclear refrigeration is concerned; recent work has
mostly concentrated on matters important to nuclear or-
dering.

A. Nuclear refrigeration

The possibility of hyperfine-enhanced nuclear refrig-
eration was theoretically suggested by Al’tshuler (1966)
and first put into practice by Andres and Bucher (1968).
Reviews have been written by Lounasmaa (1974), by
Andres and Lounasmaa (1982), and by Pobell (1992b).
Andres and Bucher (1972 and references therein) have
investigated many intermetallic compounds in search of
singlet ground-state behavior.

More often than not, however, they observed mag-
netic order at liquid-helium temperatures, indicating
that exchange interactions between the electronic mag-
netic moments of the ions are strong enough to polarize
the singlet ground states. Van Vleck paramagnetism was
found in intermetallic compounds of the type RX ,
where R5Pr or Tm and X5Cu, Sb, Bi, Se, or Te. Indi-
cations of nuclear refrigeration were seen in all these
materials, but irreversible generation of heat, when the
external magnetic field was swept downwards, often
overshadowed the nuclear cooling effect and thus made
the outcome disappointing. Promising results were ob-
tained with PrPt 5, PrCu 6, PrTl 3 , and especially PrNi 5.
In these materials the spin-lattice relaxation time t1 is
short, but bulk thermal equilibrium is reached only
slowly owing to the poor heat conductivity of the
samples. Buchal, Fischer et al. (1978) have also obtained
good results for PrS. They were able to reach 0.72 mK
by demagnetizing a sample made of this compound.
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An obvious advantage of hyperfine-enhanced nuclear
refrigeration is the strong polarizing field acting on the
nuclei, which is usually at least ten times higher than the
applied field. In polycrystalline PrNi 5, which is a hex-
agonal compound, the average hyperfine-enhancement
factor is 12. Although the Pr nuclear-spin density in
PrNi 5 is smaller than Cu spins in copper, the cooling
entropy per unit volume is about ten times larger in the
praseodymium compound. The local field B loc518 mT
entering Eq. (13) is quite high.11 These properties make
it possible to build rather small refrigerators for reach-
ing temperatures of 0.4 mK. Disadvantages when using
PrNi 5, on the other hand, are the not-so-ready availabil-
ity of the material, its poor thermal conductivity, and the
rather high limiting low temperature.

Many cryostats based on hyperfine-enhanced nuclear
cooling have been built, especially during the early
eighties. Successful machines have been described by
Mueller et al. (1980), by Andres, Hagn et al. (1975), and
by Greywall (1985). As an example of a modern cry-
ostat, we show in Fig. 103 the apparatus of Greywall.

Recently nuclear refrigeration using copper has, once
again, become more popular. An important advantage
of brute force nuclear cooling with copper is the ready
availability of this metal in high-purity ingots, which re-

11Kubota et al. (1980) have found that B loc is not constant but
increases with field from the value quoted at B50.

FIG. 103. Low-temperature parts of the PrNi 5 nuclear refrig-
erator of Greywall (1985). The PrNi5 bundle consists of seven
8-mm diameter hexagonal rods, 95 mm long.
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sults in excellent thermal conductivity at low tempera-
tures. The easily variable cooling capacity, proportional
to B2, and the wide temperature range available give
considerable flexibility to nuclear refrigerators based on
copper.

B. Nuclear ordering

Different types of Van Vleck paramagnets can be
classified using the parameter h52a2J(Q)/D , where D
is the energy separation between the ground state and
the first excited state and J(Q) is the Fourier transform,
at wave vector Q, of exchange interactions between the
ions. If h,1 and if there are no hyperfine interactions,
no magnetic ordering takes place in singlet ground-state
systems at any temperature, i.e., there is no induced mo-
ment (Jensen and Mackintosh, 1991).

With hyperfine coupling Hhf5AI•J between the
nuclear spins and the 4f electrons, two important effects
occur. First, external fields felt by the nuclei are en-
hanced as discussed above. Second, there is a magnetic
transition even if h,1. The nature of the transition is
very different if h is near the critical value, i.e., close to
one, in comparison with the situation in which h!1.

For nearly critical h , the phase change can be de-
scribed as a nuclear-induced electronic transition. The
theory of this process has been developed by Murao
(1972, 1981). The nuclei remain disordered just below
Tc and align only at lower temperatures. Ordering to
such a mixed electron-nuclear state has been observed
in PrCu 2 below 50 mK (Andres, Bucher, Maita, and
Cooper, 1972) and in PrCu 5 below 40 mK (Andres,
Bucher et al., 1975; Genicon, Tholence, and Tournier,
1978). These compounds have also been investigated in
neutron-diffraction experiments by Benoit et al. (1981)
and Nicklow et al. (1985). Pure praseodymium metal ap-
pears to be a mixed electron-nuclear system. Early stud-
ies of the magnetic behavior of praseodymium produced
controversial results, presumably due to magnetic impu-
rities in the specimens. Cooperative magnetic ordering
at Tc525 –30 mK was established in the heat-capacity
measurements by Lindelof, Miller, and Pickett (1975). A
sinusoidal modulation of the nuclear magnetic moment
in Pr has been observed in neutron-diffraction measure-
ments below 60 mK (Kawarazaki et al., 1988; McEwen
and Stirling, 1989).

For h!1, the hyperfine-enhanced system can best be
described as a nuclear magnet in which the moments,
enhanced by the factor 11K , are coupled by an indirect
exchange interaction. Magnetism in such a spin assem-
bly is similar to that found, for example, in copper at
nanokelvin temperatures. The exchange interaction in
enhanced nuclear magnets can be thought of as follows:
The magnetic nucleus in a Pr ion i induces a 4f elec-
tronic moment in that ion. This moment then couples to
the 4f electrons in a neighboring ion j by the Ruderman-
Kittel-Kasuya-Yosida interaction and, in turn, to
nucleus j through the hyperfine interaction (Ruderman
and Kittel, 1954; Kasuya, 1956; Yosida, 1957).
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In summary, the energy scales for Pr 31 ions are such
that the ordering is purely of nuclear origin only if the
transition temperature is below 10 mK. For Tc’s in the
range between 10 mK and 1 K, the ordering is to a
mixed electron-nuclear state. Finally, if Tc is above 1 K,
the transition is probably purely electronic.

Among praseodymium compounds for which h!1,
ferromagnetic ordering has been observed at TC52.5
mK for PrCu 6 (Babcock et al., 1979) and at TC50.40
mK for PrNi 5 (Kubota et al., 1980). Nonferromagnetic,
presumably antiferromagnetic nuclear ordering has been
seen at TN50.5 mK in PrSe (Kubota et al., 1987). These
three compounds are the only metals, besides diluted
PrNi 5, for which hyperfine-enhanced spontaneous
nuclear magnetic ordering has been reported.

The other compounds in the series, PrS, PrSe, and
PrTe, are also interesting systems for studies of nuclear
magnetism. Kubota et al. (1984) measured the ac suscep-
tibility of PrS down to 80 mK, but they observed no
evidence for magnetic ordering. PrS, PrSe, and PrTe
have the simple NaCl structure in which Pr nuclei oc-
cupy fcc sites. It would be interesting to study the spin-
spin interactions and ordered magnetic structures of
these metals in more detail, as well as to compare them
with the properties of Cu, Ag, and Rh.

The specific-heat data for PrCu 6 and PrNi 5 are illus-
trated in Fig. 104. A sharp anomaly is observed at TC ,
which coincides with a peak in the magnetic susceptibil-
ity vs temperature curve. Figure 104 also shows results
for PrCu 2 and PrCu 5, in which the transition takes place
in a mixed nuclear-electronic state. The different char-
acter of the ordering is evident: The specific-heat peak
in PrCu 2 and PrCu 5 is broad and the magnetic suscep-
tibility reaches its maximum value at a higher tempera-
ture than does the specific heat.

Other investigations of PrNi 5 by the Jülich group in-
clude the finding that the ratio of the Curie constant to
the saturation magnetization is larger than what one
would expect for localized hyperfine-enhanced moments

FIG. 104. Reduced specific heats C/R of PrNi5 , PrCu6 ,
PrCu5 , and PrCu2 vs temperature. The arrows indicate the
positions of the maxima in the susceptibility vs temperature
curves for the corresponding compounds. The figure has been
modified from that of Babcock et al. (1979) by including the
data for PrNi5 from Kubota et al. (1980).



88 A. S. Oja and O. V. Lounasmaa: Nuclear magnetic ordering in simple metals
on the basis of the known enhancement factor
11K512 (Kubota et al., 1983). This was taken as evi-
dence for extra fluctuating magnetic moments that have
a long wavelength and do not give large contributions to
the specific heat at low temperatures.

The group at Osaka has measured the electrical resis-
tivity r of PrCu 6 across the magnetic phase transition
(Miki et al., 1992). A decrease in r started at TC=2.6
mK, which was attributed to ferromagnetic ordering.
Resistivity also displayed critical phenomena just above
TC .

The influence of magnetic dilution on the electronic
and nuclear magnetic properties of Pr 12xY xNi 5 was in-
vestigated recently by Herrmannsdörfer, Uniewski, and
Pobell (1994a, 1994b) for yttrium concentrations x50,
0.02, 0.05, 0.10, 0.20, and 1.00. Replacement of Pr 31 by
Y 31 was expected to have a substantial effect on the
electronic and nuclear magnetic properties of these com-
pounds because yttrium lacks the 4f electron. The
mutual-inductance measurements of the 16-Hz nuclear
susceptibilities were made in the temperature range 50
mK<T<8 mK and in fields Bext<0.1 mT. Each of the
six specimens had a mass of about 0.1 g.

The nuclear susceptibility x of Pr 12xY xNi 5 is plotted
as a function of temperature in Fig. 105 between 50
mK and 1.0 mK for three yttrium concentrations. In the
paramagnetic region at high temperatures, the 1/x vs T
plots display a typical ferromagnetic behavior. At
T,0.6 mK, a substantial increase of x is observed for
each compound, indicating a spontaneous nuclear mag-
netic ordering transition. The maximum of each curve
was assumed to define the Curie temperature TC . All
samples containing praseodymium showed a nuclear
phase transition, with TC reduced from 370 mK at x50
to 100 mK at x50.20. The substantial depression of the
ordering temperature might make the diluted PrNi 5
compounds useful for nuclear refrigeration into the mi-
crokelvin region.

FIG. 105. Nuclear magnetic susceptibility of Pr12xYxNi5 below
1.0 mK as a function of temperature: s , x50; n , x50.05;
h , x50.20. The maxima of the curves occur approximately at
the nuclear Curie temperature TC . From Herrmannsdörfer,
Uniewski, and Pobell (1994a, 1994b).
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The ratio of the observed nuclear Curie and Weiss
temperatures depends strongly on the yttrium concen-
tration: TC /u increases from 1.7 for x50 to 7.7 for
x50.20. The measured values of TC(x) are in reason-
able agreement with those calculated from the mean-
field theory.

Moyland et al. (1995) have recently measured the
zero-field nuclear ac susceptibility of PrBe 13 from 3 mK
to 20 mK. Their data indicate antiferromagnetic Curie-
Weiss behavior with the Weiss temperature u522.2
mK.

Various theoretical aspects of hyperfine-enhanced
nuclear magnets have been investigated extensively by
Ishii and co-workers (see, for example, Ishii and
Aoyama, 1991; Akai and Ishii, 1994).

XIV. SPONTANEOUS NUCLEAR ORDER IN INSULATORS
AT T>0 AND T<0

Owing to the poor thermal conductivity of insulators
and their long intrinsic spin-lattice relaxation times,
studies of nuclear ordering in dielectric materials are
quite different from corresponding investigations on
metals. Abragam and Goldman and their co-workers at
Saclay (Chapellier, Goldman, Chau, and Abragam,
1970; Abragam and Goldman, 1982; Abragam, 1987)
have conducted experiments that clearly demonstrate
nuclear antiferromagnetism in CaF 2 and nuclear domain
ferromagnetism in LiH, both materials being insulators
of cubic crystal structure with spin I5 1

2 of the 19F or
1H nuclei. Wenckebach and co-workers (Marks, Wenck-
ebach, and Poulis, 1979; Van der Zon, Van Velzen, and
Wenckebach, 1990) have investigated Ca(OH) 2 at
T,0. Several aspects of these studies are worthy of a
short digression from our main topic. We also refer the
reader to a recent review by Bouffard et al. (1994).

A. Dynamic nuclear polarization

First, it should be noted that for studies of nuclear
cooperative phenomena in insulators it is neither neces-
sary nor is it possible to refrigerate the lattice to a tem-
perature of 1 mK or below. It is sufficient just to cool the
nuclei; the very long spin-lattice relaxation time t1, es-
pecially in insulators, again ensures that after demagne-
tization the nuclei are effectively decoupled from the
rest of the specimen and thus remain cold long enough
for experiments to be carried out.

The magnet used by Chapellier et al. (1970) generated
a field B52.7 T. With the internal field b'0.2 mT at the
site of the 19F nuclei in CaF 2, it was found that
Tf /Ti5731025 if demagnetization were carried out
from Bi52.7 T all the way to Bf50. A starting tempera-
ture Ti,10 mK would thus be necessary for reaching
the microkelvin range. Although this temperature can
easily be produced today by means of a suitable precool-
ing stage, it is doubtful whether the fluorine nuclei could
ever be cooled in equilibrium with the lattice, even with
the help of electronic paramagnetic impurities, to the
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vicinity of 10 mK because of the extremely long relax-
ation time. The problem had to be solved in a different
way.

The CaF 2 specimen, a sphere of about 1.5 mm in di-
ameter, was first cooled at the tip of a copper cold finger
to 0.7 K by means of a 3He refrigerator. The 19F nuclei
were then dynamically polarized by a method known as
the ‘‘solid effect,’’ which now will be explained with the
help of Fig. 106.

Let us consider a specimen in which a few electronic
moments are mixed with the magnetic nuclei; this was
achieved in the experiments of Chapellier et al. (1970)
by introducing U 31 (or Tm 21) ions, at a concentration
of 10 24, as paramagnetic impurities into the CaF 2 lat-
tice. At T50.7 K and Bi52.7 T, the polarization of the
nuclei was almost zero, whereas the three orders of mag-
nitude larger electronic magnetic moments were nearly
fully polarized (p'1). Next, the system was pumped by
a microwave field of angular frequency ve2vn , equal to
the difference between the Larmor frequencies of the
electronic and nuclear spins. Such a field can induce
‘‘flip-flop’’ transitions, the required energy being ab-
sorbed from the field of microwave power. Starting from
the situation depicted in Fig. 106(a), the first time the
electronic spin flips, one of the nuclear spins that origi-
nally pointed down will reverse its direction as in Fig.
106(b); an energy quantum \(ve2vn) is thereby ab-
sorbed by the spin system.

Owing to its short relaxation time with the lattice, the
electronic spin quickly returns to its original direction,
by simultaneously transferring an energy quantum \ve
to the lattice, while the nuclear spin, because of its very
long relaxation time, will remain in its new direction as
in Fig. 106(c). The process is then repeated, and, one by
one, the nuclei in the vicinity of the U 31 impurity be-
come polarized in the direction of the external magnetic
field. By spin diffusion the polarizing effect of each elec-
tronic impurity gradually spreads out.

An interesting feature of the solid effect is that it can
be used just as well for producing negative absolute tem-
peratures in the nuclear-spin system. If the microwave
frequency employed for pumping equals ve1vn , a pair
of electronic and nuclear moments pointing originally in
the same direction will reverse together in a flip-flip
transition. The end result [see Figs. 106(d)–106(f)] is
that the nuclei become polarized in the direction oppo-

FIG. 106. Positive (upper sequence) and negative (lower se-
quence) nuclear-spin temperatures produced by the ‘‘solid ef-
fect.’’ Long arrows depict electronic and short arrows nuclear
magnetic moments. For further details, see text.
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site to the external magnetic field Bi . There are thus
more nuclei in the higher energy level than in the lower
one, i.e., the spin temperature T is negative (see Fig. 8).

In practice, the Saclay group produced up to 90%
nuclear polarization in CaF 2 after three hours of micro-
wave pumping at 0.7 K. The power was then turned off,
which allowed the system to cool to 0.3 K, the tempera-
ture of the 3He precooling stage. At 0.3 K the nuclear
polarization p decayed sufficiently slowly for experi-
ments. It should be noted that p50.5 in a 2.7-T magnetic
field corresponds to a spin temperature T564 mK [see
Eq. (25a)], the sign depending on the direction of polar-
ization.

B. Adiabatic demagnetization in the rotating frame

Having thus reached the desired starting conditions
for nuclear cooling, Ti564 mK and Bi52.7 T, the next
step in the experiment of Chapellier et al. (1970) was to
demagnetize. One could, of course, reduce the external
field to zero in the hope of reaching very low positive or
negative temperatures in the nuclear-spin system, de-
pending on whether Ti.0 or ,0, respectively. This
simple procedure, however, is unsatisfactory because in
insulators with paramagnetic ions the spin-lattice relax-
ation proceeds through impurities. In a low external
field, the energy difference \(ve2vn) becomes small in
absolute value and direct energy exchange between the
nuclear- and electronic-spin systems can occur easily.
The cold nuclei would thus reach equilibrium rather rap-
idly with the far hotter electronic impurities and lose
their order quickly. To avoid these difficulties, demagne-
tization was performed in a rotating frame of reference,
which we now describe.

It was already mentioned that after the microwave
pumping was stopped the sample cooled to 0.3 K in a
constant external field Bi52.7 T. One assumes that the
field is pointing in the z direction. In this field the 19F
nuclei have a Larmor frequency vn /2p5107 MHz. One
then applies to the specimen a small external magnetic
field, b0'5 mT, rotating in the xy plane, i.e., at right
angles to Bi , with an angular frequency v0 that is of the
same order of magnitude as vn . In the frame rotating
with b0, the Larmor frequency of the nuclear spins ap-
pears to be (vn2v0)/2p , i.e., the magnetic field that the
nuclei see in the z direction is (vn2v0)Bi /vn . The sign
of the initial temperature Ti is then positive or negative
depending on whether the initial magnetization is paral-
lel or antiparallel to Bi .

In the rotating coordinate frame, b0 appears to
be constant in its direction and magnitude and at right
angles to Bi . The nuclear spins thus experience an
effective field whose magnitude is Beff5$@(vn
2v0)/gn]21b0

2%1/2. Adiabatic demagnetization can now
be performed by sweeping the field (or the frequency)
from Bi5vn /gn to Bf5v0 /gn ; here gn is the gyromag-
netic ratio. The minimum value of the effective magnetic
field, Beff5b0, is reached at resonance vn5v0. If dipole-
dipole and exchange interactions are ignored the
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nuclear-spin system should now reach a temperature
Tf5(b0 /Bi)Ti'610 nK, the sign of Tf being the same
as the sign of Ti564 mK. The actual final temperature
is, however, between 0.1 and 1 mK (or between –0.1 and
–1 mK) owing to dipolar interactions between nuclear
spins. The final demagnetization of b0 is then per-
formed, followed by remagnetization in the sequence 5
mT→0→5 mT; this is the well-known adiabatic fast-
passage technique.

Similarly to the situation in the laboratory frame, the
final field after demagnetization in the rotating coordi-
nate system can be nonzero. This is the case if vn is not
swept all the way to vn5v0. Nuclear spins will then
experience an effective external field that competes with
the dipolar forces.

For the U 31 electronic moments at Bi52.7 T, the
Larmor frequency ve/2p570 GHz@vn/2p . In the frame
rotating at the nuclear Larmor frequency v0/2p , the ef-
fective field on electronic moments hardly changes at all.
Demagnetization in the rotating frame is thus ‘‘selec-
tive:’’ electronic moments stay hot while nuclear spins
are cooled. Nuclei maintain their high degree of order
for a long time, since direct energy exchange between
the nuclei and the electrons does not occur because
\(ve2vn) is large.

C. Truncated dipolar Hamiltonian

In the rotating coordinate frame, spins feel only the
truncated part of the dipolar interaction, viz.,

Htrunc5(
i,j

aij* ~2Ii
zIj

z2Ii
xIj

x2Ii
yIj

y!, (60)

aij* 5 1
2 \2g ig jr ij

23@123~cosu ij!
2# , (61)

where u ij is the angle between rij and Bi ; here rij is the
lattice vector from site i to site j . Thus the orientation of
the external field determines the spin-spin coupling as
well as the ordered ground state.

This can be predicted using the method described in
Sec. XV.B. One important characteristic of the problem
is the distinction between longitudinal and transverse
spin configurations with respect to the external field.
Both types of structures have been observed, as will be
discussed below. Many features of longitudinal struc-
tures could be described in terms of an Ising system with
long-range interactions. In the transverse configurations
only the components normal to Bi are ordered. There-
fore, although the underlying crystal structure is cubic,
magnetic ordering in the rotating frame never display
features associated with cubic symmetry, which are im-
portant for spin structures in copper and silver.

D. Experimental results on CaF2, LiH, and Ca(OH)2

The first and most extensively studied dielectric com-
pound for nuclear ordering was CaF 2 (Chapellier, Gold-
man, Chau, and Abragam, 1970). The nuclear magnetic
moment of 19F is almost as large as that of 1H, whereas
most calcium nuclei are of the spinless isotope 40Ca. The
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
behavior of the 19F nuclei after demagnetization was in-
vestigated using the adiabatic fast-passage technique,
i.e., by recording the NMR dispersion curve while
sweeping the field b055 mT at the rate db0 /dt510
mT/s. At b050 the height of the dispersion signal is
proportional to the transverse susceptibility x' . The
NMR absorption signal x9 was employed for determin-
ing the nuclear polarization before and after each fast
passage.

Figure 107 shows experimental results by the Saclay
group on the transverse susceptibility with Bi parallel to
a [100] direction of the CaF 2 single crystal. At T,0 and
at initial polarizations upu.0.3, x' becomes constant, in-
dicating that the nuclei order antiferromagnetically. It
was not possible to determine the transition tempera-
ture. At T.0, the susceptibility behaves, up to p
50.45, in a way that is characteristic of paramagnetism.
An antiferromagnetic structure is expected in this case
as well, but with a higher critical polarization.

A variety of other kinds of spin structures were ob-
served in CaF 2 depending on the sign of T and the di-
rection of the external magnetic field. A great deal of
information was obtained by using the magnetic isotope
43Ca, with the concentration of 0.13% in natural cal-
cium, as a probe. For the [111] alignment of the external
magnetic field, a domain ferromagnet was observed at
T,0. At T.0, the spin arrangement was found to be a
helix in which spins precess in the plane perpendicular
to Bi at the Larmor frequency while preserving their
relative orientations (Urbina et al., 1982, 1986).

The Saclay group also investigated nuclear magnetic
ordering in single crystals of LiH by means of neutron-
diffraction techniques (Roinel et al., 1978, 1980, 1987).
This compound is a suitable choice because of its simple
cubic structure and because the spin-dependent scatter-
ing cross section is large for protons. Figure 108 illus-

FIG. 107. Transverse susceptibility of the 19F spin system in
CaF 2, measured in the rotating frame, as a function of polar-
ization: s , at positive nuclear temperatures; m, at negative
nuclear temperatures. From Chapellier et al. (1970).
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trates the antiferromagnetic spin configurations at
T.0 and at T,0, with Bi parallel to the [001] crystal-
line axis, deduced from the neutron data. Both struc-
tures are longitudinal since spins are either parallel or
antiparallel to Bi . For T,0 and with Bii@110# , the
structure is a domain ferromagnet.

The Leiden group of Wenckebach has investigated
nuclear magnetic ordering of protons in Ca(OH) 2. The
experimental method was the same as that employed at
Saclay. Data were obtained at negative spin tempera-
tures with the external magnetic field parallel to the
crystalline c axis (Marks et al., 1979; Van der Zon et al.,
1990). The results, illustrated in Fig. 109, show that, for
upiu,0.3, the nuclear-spin structure is paramagnetic,
while at larger polarizations x' is nearly independent of
pi , agreeing approximately with the curve calculated for
the longitudinal domain structure with ferromagnetic or-
der. TC520.960.2 mK was deduced for the Curie tem-
perature.

The Leiden group (Van Kesteren et al., 1985) also in-
vestigated the possibility of removing two of the greatest
drawbacks of the dynamic nuclear polarization method:

FIG. 108. Nuclear antiferromagnetic structures in LiH when
the external field is aligned along a [100] axis: black arrows
7Li; white arrows 1H. From Roinel et al. (1978).

FIG. 109. Transverse susceptibility x' vs the initial polariza-
tion pi before adiabatic demagnetization in the rotating frame.
The curves were calculated using the restricted-trace approxi-
mation. Modified from Van der Zon, Van Velzen, and Wenck-
ebach (1990).
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(i) the relatively rapid destruction of the nuclear order,
through spin-lattice relaxation, by the large local fields
produced by the needed electronic impurities, U 31 or
Tm 21 ions; and (ii) the influence of these local fields on
the long-range nuclear-spin configurations. It was hoped
that the use of microwave-induced optical nuclear polar-
ization (MIONP) (Deimling et al., 1980) would remove
both problems. A suitable substance for trying the MI-
ONP method is fluorene, C 13H 10 , doped with
phenantharene C14D10. UV light photo-excites the
phenantharene molecules to their lowest triplet state,
creating electronic spins S51. After the 1H nuclei are
polarized by the solid effect, the light is turned off and
the phenantharene molecules decay to their ‘‘harmless’’
diamagnetic ground state. With this method, Van Kes-
teren et al. (1985) achieved proton polarizations p
50.42. Unfortunately, it turned out that this was not
enough to produce nuclear ordering, and further devel-
opment of the MIONP technique has been abandoned.

XV. THEORY

In this long section we first describe (Sec. XV.A) the
theory of spin-spin interactions mediated by conduction
electrons. In Sec. XV.B we present the mean-field de-
scription of magnetic ordering which provides the basic
framework for the entire chapter. Section XV.C com-
pares measured magnetic properties, such as the critical
temperature and the behavior of susceptibility and en-
tropy with temperature, of Cu, Ag, and Rh nuclei with
theoretical calculations.

An exhaustive discussion of ordered spin structures
then follows. We first deal with type-I antiferromag-
netism in Sec. XV.D. Since the mean-field theory does
not yield a unique ground state, one has to consider ef-
fects due to thermal and quantum fluctuations. The
ground-state spin configuration depends sensitively on
the direction of the external magnetic field because of
the anisotropic dipolar interaction. The spin structures
are first calculated for fields along the crystalline high-
symmetry directions. The results are then compared
with neutron-diffraction measurements on copper,
where type-I order has been found in the high-field re-
gion.

In Sec. XV.F we thoroughly discuss the (0 2
3

2
3) spin

structures observed for copper in intermediate external
fields. A relatively simple mean-field description repro-
duces the neutron-diffraction results. The problem of
the so-far-unknown ordering of copper nuclei in high
fields aligned close to the [111] crystalline direction is
discussed in Sec. XV.G. Finally, in Sec. XV.H, we re-
view the theory of the ferromagnetic domain structure
observed in silver at negative temperatures.

A. Exchange interactions

Indirect exhange interactions mediated by conduction
electrons are crucial in determining the structure of or-
dered spin configurations in metals. The force between
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the nuclear spins arises from the hyperfine interaction
between an electron and a nuclear spin, as was first
shown by Ruderman and Kittel (1954) and soon after-
wards by Bloembergen and Rowland (1955). The inter-
action can be understood in terms of two processes: One
nuclear spin scatters a conduction electron into an ex-
cited energy level, and another spin then scatters the
electron back to its initial state. This virtual process
leads to an effective coupling between the two nuclear
spins.

The theory of indirect exchange was quickly applied
to magnetic coupling between ion cores by Kasuya
(1956) and by Yosida (1957). Such an interaction is con-
sidered particularly important in the rare-earth metals.
We refer the reader to the review by Kittel (1968) for
the vast number of publications written on this topic.

1. Ruderman-Kittel interaction

Let us first recall the original result of Ruderman and
Kittel (1954), which was derived using the free-electron
approximation. By applying second-order perturbation
theory, they showed that the contact interaction

Hel-n
cont5

8p

3
\2gngeI•Sd~r! (62)

between the nuclear spin I and the electron spin S, with
the respective gyromagnetic ratios gn and ge , leads to
the isotropic spin-spin interaction

HRK52 1
2 (

i ,j
J ijIi•Ij, (63)

where

Jij5h
m0

4p

\2gn
2

rij
3 Fcos~2kFrij!2

sin~2kFrij!

2kFrij
G . (64)

The coupling constant Jij oscillates with distance and has
a long range. The coefficient12 h is negative and depends
on the density of conduction electrons at the site of the
nucleus as uc(0)u4. The free-electron model is able to
yield only slightly better than an order-of-magnitude es-
timate for h . Much more accurate predictions can be
obtained from first-principles electronic band-structure
calculations, at least in simple elemental metals such as
copper and silver.

The first state-of-the-art band-structure calculation of
the Ruderman-Kittel (RK) interaction in copper was
made by Lindgård, Wang, and Harmon (1986). Rather
than calculating Jij in real space, these authors first com-
puted the Fourier transform

J~q!5
64p2

9
\4gn

2ge
2 1

N (
n ,n8,k

fn~k!@12fn8~k1q!#

En8~k1q!2En~k!

3ucn ,k~0 !u2ucn8,k1q~0 !u21constant , (65)

12The relationship between h and R of Eq. (6) is
R50.587h .
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where fn(k) is the Fermi function corresponding to the
band energy En(k) for a wave vector k in the first Bril-
louin zone with a band index n , and ucn ,k(0)u2 is the
electron density at the nucleus. Only s electrons with a
spherical charge distribution have a nonvanishing
ucn ,k(0)u2. The constant is the ‘‘self-energy’’ term, which
ensures that Jij50 for rij50 when J(q) is Fourier trans-
formed back to real space, i.e., (qJ(q)50.

Lindgård et al. (1986) found that the most significant
contributions to J(q) arise from the pairs of bands
(n ,n8)5(1,6) and (1,7), which have strong s-like char-
acter, while the contribution from (n ,n8)5(6,6) near
the Fermi level was less significant. The authors noted
that this is contrary to the free-electron calculation of
Ruderman and Kittel (1954) in which the charge densi-
ties in Eq. (65) were assumed constant and equal to an
average value at the Fermi level.

Lindgård et al. calculated J(q) for 14 different values
of q. The results were then fitted to an eight-nearest-
neighbor model to obtain the interaction in real space.
The calculated Jij’s are given in Table IV. A comparison
with the free-electron model shows that the nearest-
neighbor coupling clearly dominates the Jij values calcu-
lated by the band theory. The Jij’s also show an oscilla-
tion with rij but with a much reduced amplitude.

The RK interaction in copper has also been computed
from the electronic band structure by Frisken and Miller
(1986, 1988b). Their method of calculation yielded the
interaction directly in real space and emphasized precise
integration of the energy denominator in Eq. (65). The
accuracy of the matrix elements, ucn ,k(0)u2, in their first
paper (1986) was, however, criticized by Harmon and
Wang (1987). Frisken and Miller later improved the
treatment of the matrix elements (Miller and Frisken,
1988). Results of their nonrelativistic orthogonalized
plane-wave calculations are included in Table IV. The
data agree reasonably well with those of Lindgård,
Wang, and Harmon (1986), while the discrepancy with
the traditional RK result is large.

It is perhaps surprising that relativistic effects are sig-
nificant for the RK interaction even in an element as
light as copper. Corrections to the band structure are
small but they have a significant influence on the radial
functions of s electrons near the nucleus. A self-
consistent, scalar relativistic calculation for atomic cop-
per, using the proper relativistic hyperfine operator,
shows that atomic hyperfine splitting is increased by
14% in comparison with the corresponding nonrelativis-
tic value (Oja, Wang, and Harmon, 1989). The RK in-
teraction in bulk copper is enhanced by approximately
the same amount by relativistic corrections, as is shown
in Table IV.

The RK interaction in silver has been calculated using
the same techniques as in copper (Miller and Frisken,
1988; Harmon et al., 1992). The results are presented in
Table V. The general features are the same as in the
case of copper. The interaction is more clearly domi-
nated by the nearest-neighbor coupling than the free-
electron result, although the sign of Jij oscillates simi-
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TABLE IV. Ruderman-Kittel coupling strength Jij for copper according to various calculations. The
values are listed in nK.

rij LWHa FMb OWHc Free el.d

(1,1,0) 211.67 28.99 212.74 211.60
(2,0,0) 1.41 1.56 1.63 5.18
(2,1,1) 21.31 20.76 21.88 22.88
(2,2,0) 0.11 20.67 20.17 20.36
(3,1,0) 0.25 0.61 0.56 1.47
(2,2,2) 0.61 0.34 0.94 0.25
(3,2,1) 20.06 20.13 0.08 20.83
(4,0,0) 20.18 20.17 20.35 20.49
(4,1,1) 20.03 20.27

R 20.34 20.25 20.37
Rexp520.4260.05e

Q 0.091 0.070 0.101
Qexp50.09560.003f

aNonrelativistic calculation of Lindgård, Wang, and Harmon (1986).
bNonrelativistic calculation of Frisken and Miller (1988b).
cRelativistic calculation of Oja, Wang, and Harmon (1989).
dFree-electron approximation with overall scaling to yield R520.42.
eFrom NMR measurements on highly polarized spins by Ekström et al. (1979).
fNMR linewidth measurement of Andrew et al. (1971).
larly in both cases. The relativistic corrections enhance
the RK coupling in silver by 40%.

The theoretical values for Jij can be directly compared
with two experimentally determined parameters. The
strength of the RK interaction is often described by the
dimensionless quantity

TABLE V. Ruderman-Kittel coupling strength Jij for silver
according to various calculations. The values are listed in nK.

rij MF a HWL b

(1,1,0) 20.895 21.335
(2,0,0) 0.065 0.193
(2,1,1) 20.145 20.193
(2,2,0) 20.051 20.031
(3,1,0) 0.086 0.077
(2,2,2) 0.127 0.118
(3,2,1) 20.013 20.009
(4,0,0) 20.041 20.055
(4,1,1) 20.008

R 21.53 22.26
Rexp522.560.5c

Q 0.406 0.598
Qexp50.55360.031d

aNonrelativistic calculation of Miller and Frisken (1988).
bRelativistic calculation of Harmon, Wang, and Lindgård

(1992).
cFrom NMR measurements on highly polarized spins (Oja,

Annila, and Takano, 1990; Hakonen, Yin, and Lounasmaa,
1990; Hakonen, Nummila, and Vuorinen, 1992).

dNMR linewidth measurement of Poitrenaud and Winter
(1964).
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R5(
j

J ij /~m0\2g2r!, (66)

which can be deduced from various NMR and suscepti-
bility measurements on highly polarized spins (see Sec.
XI). A positive R is characteristic of ferromagnetic in-
teractions, whereas a negative R indicates antiferromag-
netism.

Experiments in the limit of a small nuclear-spin polar-
ization yield the parameter

Q5S (
j

J ij
2 D 1/2Y~m0\2g2r!, (67)

which describes the average strength of the local fluctu-
ating field. In a system with two or more spin species,
measurements of the second moment of the NMR ab-
sorption line (Van Vleck, 1948) yield Q . Such an experi-
ment is straightforward in silver (Ruderman and Kittel,
1954; Poitrenaud and Winter, 1964) but difficult in cop-
per because the second moment is mainly determined by
the dipolar interaction. Using the magic-angle spinning
technique it is, however, possible to remove the dipolar
contribution from ^Dn2& and to obtain Q accurately
(Andrew et al., 1971; Andrew, 1973; Andrew and Hin-
shaw, 1973).

2. Anisotropic exchange interactions

In addition to the contact interaction, there are two
other contributions to the hyperfine forces (Lindgren
and Rosen, 1974a, 1974b), viz., the dipolar interaction
between the nuclear and electronic moments

Hel-n
dip 52\2gnger23@I•S23r22~I•r!~S•r!# , (68)
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and the orbital interaction

Hel-n
orb 5\2gnger23I•lW . (69)

Here r is the vector separating the nucleus and the elec-
tron and lW is the electronic angular momentum. Both
Hel-n

dip and Hel-n
orb contribute to the indirect nuclear-spin

coupling, as was first shown by Bloembergen and Row-
land (1955). The resulting force is, in general, aniso-
tropic in spin space. In the so-called Bardeen’s (1937)
spherical approximation for the electronic band struc-
tures, which was employed by Bloembergen and Row-
land, the resulting interaction can be divided into an iso-
tropic term like the RK coupling and an anisotropic
term with the symmetry of the dipolar interaction. The
anisotropic term is therefore often known as the pseudo-
dipolar interaction. The terminology is, however, mis-
leading since the dipolarlike symmetry results only from
the use of the spherical approximation for the
band structure. It would be more appropriate to
call the forces arising from Hel-n

dip and Hel-n
orb non-s-

electron-mediated interactions, since s electrons do not
contribute to them.

The relative importance of the traditional RK term
mediated by the contact interaction, and hence only by
s electrons, obviously depends on the partial-wave char-
acter of conduction electrons. In some transition metals,
such as platinum and lead, anisotropic interactions not
mediated by s electrons are comparable to isotropic
forces (Froidevaux and Weger, 1964; Alloul and Froi-
devaux, 1967). In copper and silver, which have one un-
paired s electron and filled d shells in their atoms, one
would expect a dominating RK interaction.

Interestingly, however, the d-electron terms in copper
contribute as much as 20% to the measured spin-lattice
relaxation rate through the orbital hyperfine interaction
(Asada et al., 1981; Ebert et al., 1984). This led Oja and
Kumar (1987) to investigate the role of forces not medi-
ated by s electrons. They concluded that orbital interac-
tions are important in the nuclear-spin coupling to the
extent of possibly changing the ground-state ordering
vector from what it would be without these terms. How-
ever, since the band structure was modeled only in terms
of the crude spherical approximation (Bardeen, 1937), a
more sophisticated study was needed to settle the ques-
tion.

First-principles band-structure calculations for all in-
teractions not mediated by s electrons were performed
by Oja, Wang, and Harmon (1989). Using scalar relativ-
istic wave functions obtained from a linear, augmented-
plane-wave calculation, they found that orbital interac-
tions do make a significant contribution to exchange
forces between copper nuclei, as was suggested by Oja
and Kumar (1987). The theoretical nearest-neighbor in-
teraction matrix was found to be

Aex@rij5~a ,a ,0!#/kB5S 212.6 22.0 0

22.0 212.6 0

0 0 29.4
D ,

(70)
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where the units are nK. Interactions not mediated by s
electrons are such that they decrease the theoretical val-
ues for R and Q by 10%. Deviations from the fully iso-
tropic interaction are on the order of 20% (see Table
IV). The symmetry of calculated anisotropic interactions
is not dipolar in form but is determined, in general, only
by the symmetry of the lattice (Griffiths et al., 1959; Oja
et al., 1989).

The anisotropy of exchange interactions in copper is,
however, small in comparison with the anisotropy of the
dipolar interaction. For nearest neighbors

Adip@rij5~a ,a ,0!#/kB5S 12.7 38.1 0

38.1 12.7 0

0 0 225.4
D . (71)

The full nearest-neighbor interaction, Aij5Aij
ex

1Aij
dip , is

A@rij5~a ,a ,0!#/kB'S 0 36 0

36 0 0

0 0 235
D , (72)

emphasizing the fact that the mutual spin forces in cop-
per are, indeed, very anisotropic.

Interactions not mediated by s electrons have not
been computed for silver. The calculated (Asada et al.,
1981; Ebert et al., 1984) relative effects of p- and
d-electron contributions to the spin-lattice relaxation
rate in this metal are smaller than in copper by a factor
of 3. A similar reduction can be expected to hold for
forces not mediated by s electrons.

3. Other interactions

In an interesting paper, Siemensmeyer and Steiner
(1992) investigate the role of magnetoelastic coupling in
nuclear magnets, especially in copper. Such interactions
are important in electronic systems (Kötzler, 1984) but
are usually assumed vanishingly small for nuclear spins.
The authors find that, when spin-spin interactions are
neglected, the quadrupolar energy transforms the fcc
crystal of copper to a lattice with noncubic symmetry at
Tc'0.06 nK. The transition is similar to the Jahn-Teller
effect (Gehring and Gehring, 1975). Therefore, magne-
tostrictive energy of copper is 2–3 orders of magnitude
smaller than spin-spin interactions. Siemensmeyer and
Steiner emphasize, however, that their estimate is based
on conservative values of the shielding and antishielding
factors. As a result, magnetostrictive energy could be
even 2 orders of magnitude higher, thus becoming sig-
nificant in comparison with spin-spin interactions. The
authors also discuss effects due to the external magnetic
field and uniaxial stress caused by the weight of the
sample itself. Effects due to distance dependence of
spin-spin interactions, i.e., exchange striction, are found
negligible in comparison with magnetoelastic coupling
with quadrupolar forces.
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Lindgård (1992) has studied the role of lattice dynam-
ics in the calculation of exchange interactions. He finds
that zero-point lattice vibrations give rise to substantial
corrections in some of the exchange parameters, in com-
parison with values calculated assuming a rigid lattice.
The argument is based on the large separation of energy
scales for the electronic, lattice, and nuclear systems.
The nuclei see the average of phonon fluctuations,
whereas the electronic system mediating the exchange
interaction can adjust to them. Using the free-electron
range function for the RK interaction [see Eq. (64)],
Lindgård estimates that the nearest-neighbor J1 is not
modified, whereas J2 and J3 are reduced by 20% and
50%, respectively.

B. Mean-field theory of magnetic ordering

1. Basic equations

We rewrite the Hamiltonian of the spin system [see
Eq. (1)] as

H52 1
2 (

i ,j

8
IiAijIj2\gB•(

i
Ii , (73)

where the 333 matrix Aij consists of the dipolar and
exchange interactions. The prime on the summation sign
indicates that the term i5j must be omitted. In the
mean-field theory, H is approximated by

HMF52\g(
i

Bi•Ii1
1
2 (

i ,j

8
^Ii&Aij^Ij&, (74)

where the local field Bi acting on spin i consists of the
external field B and the field due to interactions with
other spins, viz.,

Bi5B1(
j

Aij^Ij&/~\g!. (75)

The field Bi is stationary, unlike the randomly fluctuat-
ing local field B loc discussed in Sec. IV.C. The thermal
average of a spin operator ^Ii& is given by

^Ii&5
IBi

uBiu
BIS \guBiu

kBT D , (76)

where BI(x) is the Brillouin function for spin I ,

B
I
~x !5@~I1 1

2 !/I#coth@~I1 1
2 !x#2~1/2I !coth~x/2!,

(77)

as in Eqs. (25a) and (25b).
If the local fields are known, the energy E5^HMF& is

obtained from

E52 1
2 \gB•(

i
^Ii&2 1

2 \g(
i

Bi•^Ii&. (78)

2. Eigenvalue and other k-space equations

We first introduce the Fourier transforms

^I~k!&5
1
N(

i
^Ii&exp~2ik•ri!, (79)
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A~k!5( 8
j

Aijexp@2ik•~ri2rj!# . (80)

The energy per spin and the local field can then be
written as

E/N52\gB•^I~k50 !&2 1
2 (

k
^I~2k!&A~k!^I~k!&,

(81)

Bi5B1(
k

A~k!^I~k!&cos~k•ri!/~\g!. (82)

Here we have assumed that the lattice has inversion
symmetry.

Further progress can be made by introducing the ei-
genvalues ln(k) and eigenvectors en(k) of the Fourier-
transformed interaction matrix. These are defined by

A~k!en~k!5ln~k!en~k!, (83)

where n51,2,3. Taking the en(k)’s as the basis vectors,
we write

E/N52\gB•^I~k50 !&2 1
2 (

k,n
ln~k!an~k!2, (84)

an~k!5^I~k!&•en~k!. (85)

The local fields can be expressed in a similar way,

Bi5B1(
k,n

ln~k!an~k!en~k!cos~k•ri!/~\g!. (86)

These equations provide a general and effective frame-
work for carrying out the mean-field analysis.

3. Ordering vector and the ordering temperature

To obtain the critical temperature in zero field we
seek solutions for small ^Ii& by linearizing Eq. (76). This
is permissible for a continuous transition. One is led to
the equation (Kjäldman and Kurkijärvi, 1979)

l^I~k!&5A~k!^I~k!& (87)

with l53kBTc /I(I11). The problem thus reduces to
solving the eigenvalue equation (83). The physical solu-
tion corresponds to the largest critical temperature Tc ,
given by

kBTc
MF5 1

3 I~I11 !lmax . (88)

Here lmax5maxk,n$ln(k)%, n takes values n51,2,3, and
k runs over vectors in the first Brillouin zone. The
ordering vector is the wave vector k for which
ln(k)5lmax . The direction of the spins below T5Tc is
determined by the eigenvector(s) corresponding to
lmax .

At negative temperatures the situation is reversed.
When T approaches zero from the negative side, the
first solution to the linearized mean-field equation (87)
is found at a wave vector that corresponds to the mini-
mum of ln(k) (Abragam and Goldman, 1982).

The total amplitude of antiferromagnetic order at a
wave vector k can be obtained from a measurement of
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the antiferromagnetic Bragg reflection at this k. Apart
from a constant coefficient, the structure factor
uFAF(k)u25u^I(k)&u2 [see Eq. (51)].

4. Equal-moment and permanent spin structures

In equal-moment spin structures u^Ii&u is the same for
all spins i . This is always the case at T50 as the spins
are saturated, provided that there is only a single spin
species in the system. At T5Tc , however, Eqs. (87) and
(88) determine the ordering vector irrespective of
whether the moments u^Ii&u are equal or not. At in-
between temperatures, the concept of permanent spin
structures (Villain, 1959; Abragam and Goldman, 1982)
is useful. By definition, a spin structure is permanent if
the local fields Bi satisfy

Bi5l^Ii&/\g , (89)

where l is independent of the site. If a spin structure
corresponding to the maximum of ln(k) can be chosen
permanent, l5lmax and the structure is stable within
the mean-field theory, both at T50 and immediately
below T5Tc (Luttinger and Tisza, 1946; Villain, 1959;
Abragam and Goldman, 1982; Kumar et al., 1986). In
the intermediate-temperature region 0,T,Tc , the
structure is at least metastable, and its Gibbs free energy
is lower than that of any other permanent configuration.

A permanent structure is always an equal-moment
configuration. An equal-moment structure is permanent
if and only if (i) the eigenvalues ln(k) for all nonzero
antiferromagnetic components ^In(k)&, kÞ0, are equal
and (ii) the ferromagnetic component ^I(0)& depends
on the external magnetic field B via ^I(0)&
5\gB/(l2l(0)) (Viertiö and Oja, 1993). From this it
follows that the critical field for a permanent spin struc-
ture is

Bc5I@l2l~0 !#/\g . (90)

5. Thermodynamics

Thermodynamics is particularly simple for permanent
spin structures. The partition function is given by

ZMF5expF2
bN

2 S lI2p22
\2g2B2

l2l~0 ! D Gz
I
N~blpI !,

(91a)

where b5(kBT)21 and

z
I
~x !5sinh@~I1 1

2 !x#/sinh~ 1
2 x !. (91b)

The Gibbs free energy G52kBT lnZ. From these
equations one can derive all thermodynamic functions of
the system.

The self-consistent equation for polarization is

p~T !5p~T ,B !5B
I
~blpI !, (92)

where the Brillouin function B
I

was given by Eq. (77).
Note that p does not depend on B anywhere in the an-
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tiferromagnetically ordered region. The temperature de-
pendence of the critical field is

Bc~T !5p~T !Bc~T50 !, (93)

where Bc(T50) is given by Eq. (90).
The expression for entropy per spin is

S52blI2p21lnz
I
~blpI !. (94)

Like p , S does not depend on B in the antiferromagneti-
cally ordered (T ,B) region (Oja, 1984; Lindgård,
1988a). This means, in particular, that the isentropes are
vertical as shown in Fig. 7. Therefore, when the nuclear-
spin system is demagnetized into the ordered state, there
is no further decrease in the spin temperature.13

When fluctuations, which are neglected in the mean-
field theory, are taken into account, the above picture
changes slightly. It has been predicted that isentropes
weakly bend towards higher temperatures when B→0 in
the ordered region (Lindgård, 1988a). Similar behavior
has been observed in electronic magnets (Garrett, 1951;
de Klerk, 1956). The absolute value of the ordered-
phase entropy as predicted by mean-field theory is un-
reliable. The critical entropy at B50 is equal to the en-
tropy at T5` owing to neglect of short-range order. At
low temperatures, on the other hand, the mean-field
theory neglects the entropy carried by spin-wave excita-
tions.

The equation for longitudinal magnetic susceptibility
(in SI units) is

x~T ,B !5m0r\2g2/@l2l~0 !# , (95)

which is constant in the ordered region, resulting in a
temperature-independent magnetization M5xB/m0.

The longitudinal susceptibility in the ordered state,
Eq. (95), can also be written as

x~T ,B !5C/@Tc
MF2uW# , (96)

where C is the Curie constant (see Table II), Tc
MF is the

mean-field ordering temperature [Eq. (88)], and the
Weiss temperature uW5(R1L2D)C . Here R is the
strength of the exchange interaction [see Eq. (66)], L5
1
3 is the Lorentz constant, and D is the demagnetization
factor along the direction of the external field (see Sec.
IV.D). uW is related to the eigenvalue l(0), appearing
in Eq. (95), by 1

3I(I11)l(0)5uWkB . Note that the
high-T behavior of the susceptibility is given by
x5C/(T2uW).

6. Transition from the polarized paramagnetic state
to the antiferromagnetic phase

Magnetic ordering was analyzed in Sec. XV.B.3 by
linearizing the mean-field equations at the ordering tem-

13The fact that the isentropes are vertical in the antiferromag-
netically ordered state can also be seen from the thermody-
namic relation (dB/dT)S5(]S/]T)B/(]M/]T)B by noting
that (]S/]T)B.0 always and that in the present case
(]M/]T)B50 according to the mean-field theory.
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perature. The treatment was limited, however, to zero
external field. Although a similar calculation is possible
when BÞ0, we follow here another procedure.14 We de-
scribe the transition from the polarized paramagnetic
state to the antiferromagnetic phase using the soft-mode
theory, which was first employed in this context by Lind-
gård (1992). His approach was later elaborated by Oja
and Viertiö (1993), who analyzed the general properties
of a soft-mode transition in a system with anisotropic
spin-spin interactions.

The idea of the soft-mode description of a phase tran-
sition is the following: The energy needed to excite a
spin wave at a wave vector k in the paramagnetic state is
first calculated. At a field in which the excitation energy
vanishes, i.e., when the spin wave becomes soft, the
paramagnetic state is unstable with respect to antiferro-
magnetic order characterized by this k vector. The or-
dering vector Q=k is the one that becomes soft in the
highest field.

The starting point for the analysis is obtained from the
early work of Holstein and Primakoff (1940). In the po-
larized state at T50, the excitation energy for a spin
wave is

«k5ACk
224uDku2, (97)

where

Ck52 1
2 I@Axx~k!1Ayy~k!#1\gB1IAzz~0 !,

Dk5 1
4 I@Axx~k!2Ayy~k!22iAxy~k!# . (98)

Here z is the direction of the external magnetic field and
A(k) is the Fourier transform of the interaction matrix;
see Eq. (80). The scheme for deriving this result is the
following (see, for example, p. 43 in Keffer, 1966): The
Hamiltonian is rewritten using the spin-deviation opera-
tors, higher-order terms than those bilinear in these op-
erators are neglected, and the resulting Hamiltonian is
Fourier transformed and finally diagonalized. This pro-
cedure yields the normal modes, i.e., spin waves and the
corresponding energies.

It is clear from Eq. (97) that in a high enough field all
excitation energies «k are positive. For antiferromag-
netic interactions, one of the spin-wave energies eventu-
ally becomes negative with decreasing B , indicating soft-
ening of this particular excitation and instability of the
paramagnetic phase.

To analyze the instability, it is convenient to write «k
in the form (Oja and Viertiö, 1993)

«k
2/I25detS Axx~k!2\gB/I2Azz~0 ! Axy~k!

Axy~k! Ayy~k!2\gB/I2Azz~0 !
D . (99)

The determinant vanishes when \gB/I1Azz(0) coin-
cides with an eigenvalue l̃ (k) of

14The soft-mode and mean-field theories lead to the same
prediction for an antiferromagnetic transition at T50 (Oja
and Viertiö, 1993).
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Ã ~k!5S Axx~k! Axy~k!

Axy~k! Ayy~k!
D . (100)

This 232 matrix is the xy block of the 333 matrix
A(k) and corresponds to the plane perpendicular to the
field direction z. Therefore the soft-mode transition
takes place at

Bc5I@ l̃ max2l~0 !#/\g , (101)

where l(0)5Azz(0) and

l̃ max5Maxk,n$l̃ n~k!%. (102)

The wave vector k that yields l̃ max is defined as Q̃ . Note
the similarity between Eq. (101) and the relation valid
for permanent spin structures, Bc5I@lmax2l(0)#/\g
[see Eq. (90)].

The matrix Ã (k) clearly depends on the direction of
the external field. Therefore the eigenvalues l̃ n(k) can
also depend on the direction of B, and so can the order-
ing vector Q̃ and the critical field Bc .

A question of particular interest is whether the high-
field ordering vector Q̃ is the same as the zero-field or-
dering vector Q which corresponds to the maximum ei-
genvalue lmax of the 333 matrix A(k). The high-field
soft-mode transition has the following properties (Oja
and Viertiö, 1993):

(i) If the largest eigenvalue lmax of A(k) is degener-
ate, the soft-mode transition always takes place for the
B50 vector Q. The critical field B5Bc [see Eq. (90)] is
independent of the field direction.

(ii) If the largest eigenvalue lmax of A(k) is nonde-
generate, the soft-mode transition can take place for an-
other ordering vector in addition to the one stable at
B50, provided that the anisotropy is strong enough and
that its easy axis is not perpendicular to the field. By the
easy axis we mean the direction of the eigenvector cor-
responding to lmax . The value of Bc will then be lower
than that given by Eq. (90), since l̃ max,lmax . However,
if B is perpendicular to the easy axis, the high-field or-
dering vector is the same as the one at B50, and Bc is
not lowered.

It should be noted, however, that if Bc is strongly sup-
pressed by the anisotropy of the interactions, the transi-
tion to the antiferromagnetic state may be of first order.
Then the present approach, which is based on the as-
sumption of a continuous transition, does not apply.

7. Ordering in the fcc lattice

Most features important for nuclear ordering in Cu,
Ag, and Rh can be described in terms of a model that
contains isotropic exchange interactions between near-
est (J1) and next-nearest neighbors (J2) and dipolar
interactions between nearest neighbors @D1
5(m0/4p)\2g2r23]. Performing the lattice sums, we find
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A~k!5S J~k!24D1@2 1
2 cx~cy1cz!1cycz# 26D1sxsy 26D1sxsz

26D1sxsy J~k!24D1@2 1
2 cy~cx1cz!1cxcz# 26D1sysz

26D1sxsz 26D1sysz J~k!24D1@2 1
2 cz~cx1cy!1cxcy#

D ,

(103)
where

J~k!54~J122J2!~cxcy1cycz1czcx!

14J2~cx1cy1cz!226J2 . (104)

Here ca5cos(kaa), sa5sin(kaa), a5x ,y ,z , and the lat-
tice constant is 2a . The eigenvalue equation can be
solved analytically if the k vector lies in a symmetry di-
rection of the reciprocal lattice (Oja and Viertiö, 1993).

Let us first consider the case of only isotropic inter-
actions, i.e., D150. The eigenvalue is then simply
l(k)5J(k) and the stable structure is the one that maxi-
mizes J(k). Four different kinds of configurations are
obtained; these are the principal ordering modes of the
fcc system. One of them is the ferromagnetic structure;
the three others are antiferromagnetic configurations
whose magnetic unit cells are shown in Fig. 110, illus-
trated for the case when there is only one ordering vec-
tor (single-k structure). It is also possible that the spin
configuration is modulated by a superposition of cubic-
symmetry-related vectors (multiple-k structure). Figure
110 shows the unit cell for type-IV ordering as well. It
cannot be obtained from the J1,J2 model but becomes
stable if the nearest-neighbor interaction is sufficiently
anisotropic.

The stability regions of the four principal modes of
ordering in the J1J2 plane are shown in Fig. 87 (Smart,
1966). The J1 /J2 ratios appropriate for Cu, Ag, and Rh
are also indicated. The theoretically calculated values of
J1 and J2 (Lindgård et al., 1986; Harmon et al., 1992)

FIG. 110. Magnetic unit cells of the four principal antiferro-
magnetic configurations in fcc lattices. The respective ordering
vectors are (I) k5(p/a)(1,0,0), (II) k5(p/a)( 1

2, 1
2, 1

2), (III)
k5(p/a)(1, 1

2,0), and (IV) k5(p/a)( 1
2, 1

2,0). The nuclear-spin
directions are opposite in sites marked by s and d , respec-
tively.
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have been used for Cu and Ag, with all other interac-
tions, including the dipolar force, being neglected. For
Rh the experimental J1 and J2 were adopted (Hakonen,
Vuorinen, and Martikainen, 1993). Type-I ordering is
predicted for the three metals at positive temperatures,
as illustrated by the open symbols. At negative tempera-
tures, shown by solid symbols, ferromagnetic order was
obtained.15 However, one should note that, at T,0, Rh
is relatively close to the boundary between ferromag-
netic ordering and antiferromagnetism of the second
kind. Experiments have shown, in fact, a tendency to-
wards antiferromagnetism in rhodium at T,0 (see Sec.
X.B).

The eigenvector equation (87) is trivial for the isotro-
pic model but important when there is some anisotropy.
In the case of type-I order, the dipolar energy forces
^I(k)&, where k is a type-I ordering vector, to the plane
perpendicular to k. Thus type-I systems have easy-plane
anisotropy. In contrast, the dipolar energy chooses easy-
axis anisotropy for the (0 2

3
2
3) order. Apart from deter-

mining the direction of ^I(k)& with respect to k, aniso-
tropic interactions can also be decisive in the selection of
the ordering vectors.

The principal kinds of antiferromagnetic structures of
fcc systems (see Fig. 110) can easily be chosen perma-
nent when B50. This is because the phase factor
cos(k•ri), where k is the corresponding ordering vector,
takes only values 61 for the four types of orderings.
[For types II, III, and IV the approriate phase factor is
A2cos(k•ri1p/4)]. The situation is simple, however,
only for the single-k structures depicted in Fig. 110 at
B50. In an external field, anisotropic spin-spin interac-
tions in some cases make it impossible to form perma-
nent spin structures (Oja and Viertiö, 1992). The
requirement of permanency also imposes severe restric-
tions on multiple-k spin configurations.

C. Comparison of measured and calculated magnetic
properties of Cu, Ag, and Rh

1. Mean-field Tc and the ordering vector

Kjäldman and Kurkijärvi (1979) were the first to in-
vestigate nuclear ordering in a system with dipolar and
RK interactions. They assumed the free-electron form
for the RK term, Eq. (64), and made their calculation
for different strengths of the exchange force by multiply-

15Of course, at T,0 the exchange constants are the same as
at T.0. The signs of J1 and J2 have been reversed in Fig. 87 at
T,0 because max$J(k)%5min$2J(k)%.
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ing the free-electron Jij’s with an overall scaling factor.16

Figure 111 reproduces their results. For the experimen-
tal R520.42, as determined from the NMR measure-
ments by Ekström et al. (1979), Tc

MF5230 nK. For
R520.37, which would reproduce the magic-angle spin-
ning NMR measurement of ( jJ ij

2 by Andrew et al.
(1971), Tc

MF would be 210 nK. Both mean-field pre-
dictions are thus clearly higher than the experimental
value TN558 nK. The predicted ordering vector Q
5(p/a)(1,0,0) as observed in both the low- and high-
field regions (see Fig. 3).

If data from the band-structure calculations by Lind-
gård, Wang, and Harmon (1986) are used for the RK
interaction, type-I order is again found with Tc

MF5181
nK. These authors emphasized, however, that copper

16The coefficient h of Kjäldman and Kurkijärvi (1979) is re-
lated to the R parameter through R520.2630.587h [Eqs.
(64) and (66)].

FIG. 111. Magnetic ordering of Cu nuclei as a function of the
strength of the RK interaction, which is assumed to have
the free-electron form of Eq. (5). Upper frame: Transition
temperature. Lower frame: Ordering vector Q. For uRu.0.15
the spin order has the form Q=(p/a)(q ,0,0), whereas Q
5(p/a)(q ,q ,0) for uRu,0.15. However, at R'20.11, Q
5(p/a)(0.5,0.4,0) is found. Modified from Kjäldman and
Kurkijärvi (1979) and Huiku et al. (1986).
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falls in the region where the RK and dipolar interactions
strongly compete. That is, if their theoretical Jij’s were
scaled by 20%, from R520.34 to R520.27, the order-
ing vector would move from Q5(p/a)(1,0,0) to an in-
commensurate Q5(p/a)(h ,h ,0) with h'0.6, close to
the observed h5 2

3 in low and intermediate fields. This
behavior is illustrated in Fig. 112, which shows, in the
form of a contour map, ln(k) on two high-symmetry
planes in the reciprocal space. There can be interesting
fluctuation effects in a situation when there is, in addi-
tion to the global maximum lmax , a nearly degenerate
local maximum at another k vector, as in Fig. 112(a).

When anisotropic exchange forces and relativistic
corrections to the RK interaction are included, ln(k)
becomes almost flat along the [100] directions (Oja,
Wang, and Harmon, 1989). lmax is found at Q
5(p/a)(0.87,0,0), but ln(k) is only 0.6% lower at
Q5(p/a)(1,0,0). Anisotropic exchange interactions
thus have a tendency to destabilize type-I ordering. The
difference for Q5(p/a)(h ,h ,0) is rather small as well,
on the order of 10%. Anisotropic interactions also
slightly suppress the ordering temperature because
Tc

MF is decreased to 170 nK, although the absolute value
of the exchange constant is increased to R520.37. A
further decrease in Tc should result from increased spin
fluctuations along the @j00# direction in k space.

Experiments (Poitrenaud and Winter, 1964; Oja, An-
nila, and Takano, 1990; Hakonen and Yin, 1991) and
theoretical calculations (Harmon et al., 1992) all show a
strong dominance by exchange forces in silver, with
R'22.5. According to the free-electron picture [see
Eq. (5)], the exchange constants Jij of Cu and Ag should
be equal, except for a constant coefficient. As a result,
type-I ordering was expected (Oja and Kumar, 1987) for
silver on the basis of the mean-field calculations by
Kjäldman and Kurkijärvi (1979) on copper. Harmon
et al., (1992) arrived at the same conclusion using their

FIG. 112. Contour plots for the eigenvalue maxn$ln(k)% [see
Eq. (83)] of spin-spin interactions in two high-symmetry planes
in the reciprocal space of the fcc lattice in copper. The RK-
interaction strength parameter R520.26 and 20.42 in figures
(a) and (b), respectively. Maximum eigenvalues were found
along the GK direction at k'(p/a)(0.6,0.6,0) in (a) and at the
X point k5(p/a)(1,0,0) in (b). From Lindgård et al. (1986).
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TABLE VI. Summary of mean-field predictions for type-I ordering in Cu, Ag, and Rh at positive
spin temperatures, and the corresponding experimental values. The quantities listed are the Néel
temperature TN [Eq. (88)], the critical field Bc(T50) at zero temperature [Eq. (90)], and the (lon-
gitudinal) susceptibility x of the antiferromagnetic state [Eq. (95)]; x is independent of T and B
within the mean-field theory. The experimental x refers to its value at T5TN and B50 for Cu and
Ag, while for Rh we have listed the value at the lowest temperature T5280 pK reached so far. x and
Bc are given for zero demagnetization factor.

Cu Ag Rh
theorya exp.b theoryc exp.d theorye exp.f

TN (nK) 170 58610 2.34 0.5660.06 1.5 <0.2860.06
Bc(T50) (mT) 417 270610 140 100610 101
x (SI units) 2.94 3.0 0.321 0.3360.06 0.404 >0.55

aCalculated for exchange constants of Oja, Wang, and Harmon (1989).
bFrom Huiku et al. (1986).
cCalculated for exchange constants of Harmon, Wang, and Lindgård (1992).
dFrom Hakonen and Yin (1991).
eCalculated for exchange constants of Hakonen, Vuorinen, and Martikainen (1993).
fFrom Hakonen, Vuorinen, and Martikainen (1993).
band-structure calculation of Jij . These predictions were
confirmed by the neutron-diffraction measurements of
Tuoriniemi, Nummila, et al. (1995).

At negative temperatures, ordering should proceed
into a ferromagnetic state that corresponds to lmin
(Abragam and Goldman, 1982; Viertiö and Oja, 1992).
This state will be discussed in Sec. XV.H.

2. Bc(T50) and x of the ordered state

Table VI summarizes the mean-field predictions and
experimental values of TN , Bc(T50), and x for Cu, Ag,
and Rh. The calculations were made for type-I ordering
at T.0. The exchange parameters used for Cu and Ag
were taken from first-principles electronic band-
structure calculations (Oja et al., 1989; Harmon et al.,
1992). For Rh the experimental J1 and J2 values were
used (see Fig. 87) (Hakonen, Vuorinen, and Marti-
kainen, 1993).

The mean-field prediction for TN is in clear disagree-
ment with the experiments. This is largely explained by
inadequacies of the mean-field theory and will be dis-
cussed in Sec. XV.C.3. For predicting magnetic proper-
ties such as Bc or x , the mean-field theory is expected to
work much better. The longitudinal susceptibility
xL5m0(dM/dB) has been measured in the ordered
state only in the case of copper (see Fig. 52), which al-
lows a direct comparison with xMF. The observed xL is
not strictly constant as the mean-field prediction re-
quires, but neither is the ordering only of type I. Varia-
tions about the mean result are 614%. The value listed
in Table VI is the zero-field susceptibility. In view of
these ambiguities the excellent agreement between
theory and experiment is partly fortuitous.

Also in the case of Ag, xMF agrees well with xexp at
B50. Although xL has not been measured as a function
of the magnetic field, the nearly constant value of the
transverse susceptibility at TN (see Fig. 13 in Hakonen
and Yin, 1991) suggests that xL behaves similarly as
well. That is, according to the mean-field theory as ap-
., Vol. 69, No. 1, January 1997
plied to a single-k type-I structure, the experimental sus-
ceptibility along the external field is equal to x mea-
sured perpendicular to the antiferromagnetic amplitude
d. Although x along d should be smaller than x perpen-
dicular to d, the difference appears only with decreasing
temperature and vanishes at T5TN, so that the suscep-
tibility is isotropic. For the same reason multiple-k states
at T5TN should also display isotropic susceptibility of
the same amplitude.

For both Cu and Ag, the theoretical Bc is larger than
the value extrapolated from measurements at a finite
T . The discrepancy is at least partly caused by quantum
fluctuations. Although the spin is larger in Cu, quantum
effects may reduce Bc(T50) as much in Cu as in Ag
owing to the larger dipolar anisotropy in copper.

Since the ordered state has not been reached in
rhodium, we have included in Table VI the susceptibility
measured at the lowest temperature produced in the dis-
ordered state (Hakonen, Vuorinen, and Martikainen,
1993); x(T5TN) should be larger. While the agreement
between experimental and theoretical values of x is
good for Cu and Ag, there is a clear discrepancy in Rh:
The measured x is about 40% larger than the mean-field
prediction for the ordered state.

One important feature of the data shown in Table VI
is that the magnetic susceptibility for Cu is higher than
that for Ag and Rh by almost an order of magnitude.
This has nothing to do with the larger magnetic moment
of Cu nuclei, as one might at first think. To understand
the behavior it is useful to write Eq. (95) in the form

xMF51/~ l̃ 2R2L1Dz!, (105)

where the magnitudes of the dimensionless R and
l̃ 5l/(m0r\2g2) parameters are set by the dipolar en-
ergy. If exchange interactions were negligible, xMF

would have a universal value dependent on the crystal
structure only but not on the magnitude of the moment
or of the spin. If the exchange is large, xMF is reduced.
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Therefore the reason for the relatively small x in Ag and
Rh is that uRu is large in these metals.

Quantum-mechanical corrections neglected in the
mean-field theory have the effect, at least when T50, of
lowering the susceptibility to less than the value pre-
dicted by Eq. (105) (Oguchi, 1960; White et al., 1993).
The effect is particularly large for I5 1

2. For an antifer-
romagnet with the sodium chloride structure, for ex-
ample, the correction would be on the order of 20%.
Therefore, in Ag as well, the good agreement between
theory and experiment for x may be partly fortuitous.

3. Beyond the mean-field theory

In the first experiments on copper (Ehnholm, Ek-
ström, Jacquinot et al., 1979), no unambiguous signs of
ordering were observed down to 50 nK, although the
mean-field prediction for TN was 230 nK (Kjäldman and
Kurkijärvi, 1979). This discrepancy inspired a large
amount of theoretical work aimed at improving esti-
mates of the ordering temperature as well as predictions
for the ordered structure. In addition, detailed compari-
sons were made with the measured S vs T and x vs T
curves.

Meaningful calculations for the paramagnetic state in
zero field are more difficult than those for the ordered
state in the sense that the mean-field theory completely
fails, for example, in predicting the entropy, because
short-range order is neglected. Any realistic calculation
of thermodynamic properties in the paramagnetic state
at B50 requires, therefore, a fairly sophisticated ap-
proach, especially in the interesting range near TN .
Apart from mean-field calculations (Kjäldman and
Kurkijärvi, 1979), the various theoretical techniques em-
ployed have included spherical model (SM; Kumar et al.,
1980; Kjäldman et al., 1981; Lindgård et al., 1986; Har-
mon et al., 1992), high-temperature expansion (HTE;
Niskanen and Kurkijärvi, 1981), linked-cluster expan-
sion (LCE; Niskanen and Kurkijärvi, 1983), and an
analysis of the eigenvalue spectrum @ln(k)] of the inter-
action matrix (Niskanen et al., 1982).

a. Spherical model

It is useful to review some of the results of the
spherical-model calculations (Berlin and Kac, 1952;
Mattis, 1985) as applied to copper and silver (Kumar
et al., 1980). These results provide insights into fluctua-
tion effects that are ignored in the mean-field theory.
The ordering temperature Tc in the spherical model is
obtained from

I~I11 !5kBTc

1
N(

k,n
@lmax2ln~k!#21. (106)

As in the mean-field theory (see Sec. XV.B.3), ordering
takes place to a structure corresponding to lmax
5maxk,n$ln(k)% through a second-order phase transi-
tion. In the spherical model, Tc depends on the whole
ln(k) spectrum, rather than on lmax only as in the
mean-field theory. Particularly important is the part of
the eigenvalue spectrum near l5lmax . From Eq. (106)
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one can see that if the maximum at l5lmax is flat the k
sum becomes large and Tc decreases. In other words, if
there are many low-energy excitations around the
minimum-energy configuration, thermal fluctuations will
suppress the ordering temperature.

The susceptibility is given by (Kumar et al., 1980)

x5m0r\2g2/@l~T !2l~0 !# , (107)

where l(T) is obtained from

I~I11 !5kBT
1
N (

k,n
@l~T !2ln~k!#21. (108)

In the high-temperature limit l(T)@lmax , and one
finds l(T)53kBT/I(I11), which yields the Curie be-
havior. At T5Tc

SM , l(T)5lmax , and the spherical
model gives the mean-field susceptibility [see Eq. (95)]
for the ordered state. The expression for the entropy is

S/NkB5ln~2I11 !

2
1

2N (
k,n

ln
I~I11 !@l~T !2ln~k!#

3kBT
. (109)

Kumar and co-workers first employed the spherical
model to study the role of fluctuations in copper (Kumar
et al., 1980; Kjäldman et al., 1981). It was found that this
considerably lowered TN from the mean-field estimate,
even by more than 50%. In these calculations exchange
interactions were described by means of the free-
electron RK force.

Lindgård et al. (1986) have more recently made
spherical-model calculations17 in which the RK interac-
tion was taken from their theoretical electronic band-
structure data (see Table IV). They also made compari-
sons with experiments by multiplying the exchange
constants by an overall scaling factor to study the depen-
dence of the results on R , the strength of the RK inter-
action. They found TN582 nK for R520.42. This is
quite close to the observed TN=58610 nK. However, as
the authors point out, TN

SM is for a second-order transi-
tion and should therefore be lower than the observed
TN because fluctuations must induce a first-order phase
change above the predicted second-order transition to
show consistency with experiments.

Another point that makes the discrepancy between
the observed TN and TN

SM for R520.42 more serious is
that the spherical model has a tendency to overestimate
fluctuation effects and therefore to underestimate the
ordering temperature. This feature is particularly pro-
nounced for a nearest-neighbor Heisenberg antiferro-
magnet in an fcc lattice (Heinilä and Oja, 1993b). The
spherical model does not predict long-range order at all
when T.0, although there is long-range type-I order
below TN50.45J1 /kB according to Monte Carlo simula-
tions, which, in principle, are accurate (Minor and Gie-
bultowicz, 1988; Diep and Kawamura, 1989; Heinilä and
Oja, 1993b).

17The correlation theory used by these authors is identical to
the spherical model in the limit considered.
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The ordering temperature of Ag has been calculated
using the spherical model (Harmon, Wang, and Lind-
gård, 1992) by employing the Ruderman-Kittel ex-
change constants from band-structure calculations. The
result, TN

SM51.5 nK, with the transition to an antiferro-
magnetic structure of type I, is significantly higher than
the measured TN=560660 pK.

b. High-T expansions and other quantum-spin theories

High-temperature expansion (HTE) offers a system-
atic way to improve the accuracy of predictions for the
disordered state. HTE can also account for the quantum
nature of spins, which is described by the spherical
model in only a trivial way, similarly to the mean-field
theory. Padé approximations provide a way of continu-
ing the HTE to lower temperatures and can be used to
obtain a reliable estimate of the ordering temperature
(Rushbrooke et al., 1974).

Pirnie et al. (1966) have reported an HTE analysis of
ferromagnetic and antiferromagnetic Heisenberg mod-
els with nearest-neighbor and next-nearest-neighbor in-
teractions. The seven leading terms in the high-T expan-
sions for the uniform (k=0) as well as the appropriate
staggered (kÞ0)18 susceptibilities were calculated as a
function of I . Divergence of the staggered susceptibility
at T5TN is an indication of a second-order transition to
an antiferromagnetic state modulated by the corre-
sponding k vector. An important observation made by
Pirnie et al. was that TN(I)/TN

MF(I) is remarkably spin
independent.

For a system interacting through dipole-dipole and
the free-electron RK forces, Niskanen and Kurkijärvi
(1981) have carried out the (staggered) susceptibility ex-
pansion to the fifth term and the specific-heat expansion
to the fourth term. Their results showed that the Néel
temperature of Cu, with R5 –0.42, is 180 nK, which is
about 20% lower than the mean-field estimate but still
clearly higher than the observed TN .

A compromise between the spherical model and HTE
is the linked-cluster expansion (LCE) of Niskanen and
Kurkijärvi (1983). The technique can describe quantum
spin, and it reduces to the spherical model in the high-
density limit for classical spins. In comparison with HTE
results for classical and I5 1

2 Heisenberg models (Rush-
brooke et al., 1974), the linked-cluster expansion pre-
dicts a much lower ordering temperature. The advan-
tage of LCE, in comparison with the exact HTE, is that
the method is better adapted to systems with long-range
interactions. For Cu with R=−0.42, LCE predicts
TN=120 nK (Huiku et al., 1986). Since all calculations
systematically show that TN decreases when uRu is re-
duced, the main reason for the discrepancy between cal-
culations and the observed TN=58610 nK seems to be

18Staggered susceptibility describes the response to a nonuni-
form field B(r)5B exp(ik•r), whereas the ordinary suscepti-
bility gives the response to a uniform, constant field.
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that R520.42 for Cu is too large in absolute magnitude,
at least when the free-electron form of the RK interac-
tion is assumed.

c. Monte Carlo simulations

The TN of Cu has also been obtained from Monte
Carlo simulations of classical spins. Three different stud-
ies have been reported. The major differences between
these computations are in the assumptions made about
the exchange interaction. Frisken and Miller (1988a) ob-
tained TN=50 nK using their calculation for the RK in-
teraction (Frisken and Miller, 1986) up to eighth nearest
neighbors. Viertiö and Oja (1989, 1990a) found TN=65
nK for a two-nearest-neighbor model and TN=33 nK for
a set of longer-range exchange constants, which were
slightly modified from those given by the band-structure
calculations of Oja, Wang, and Harmon (1989).

In the case of silver, Monte Carlo simulations by Vi-
ertiö (1990), which include both dipolar and exchange
interactions up to eighth nearest neighbors, yield a tran-
sition to the expected type-I structure at TN=500 pK
(Oja and Kumar, 1987). This is in good agreement with
the measured TN=560660 pK, while the mean-field es-
timate is considerably higher, TN

MF=2.3 nK.
At negative spin temperatures, Monte Carlo simula-

tions (Viertiö and Oja, 1992) again produce good agree-
ment with experiment, TC

MC=21.7 nK while the
observed TC=−1.960.4 nK (Hakonen, Nummila, Vuo-
rinen, and Lounasmaa, 1992). The RK interaction used
in these simulations on silver nuclei was obtained from
the calculations of Harmon et al. (1992) and corresponds
to R=22.3.

An important and difficult question is how the quan-
tum nature of spins should be taken into account when
Monte Carlo results for classical spins are compared
with experimental data. In the Monte Carlo results
quoted above, no quantum corrections were made. The
simulations were done for classical spins with magnetic
moments m5g\I . An estimate of Tc for the correspond-
ing quantum-spin system can be made using the result
obtained from the high-temperature expansions of
Pirnie et al. (1966), according to which Tc(I)/Tc

MF(I) is
nearly spin independent for Heisenberg systems in an
fcc lattice. In other words, Tc scales approximately with
I as predicted by the mean-field theory. Therefore the
ordering temperature Tc(I) for a system of quantum
spins with moments g\I can be estimated from

Tc~I !5
I11

I
Tc

MC , (110)

where Tc
MC is obtained from Monte Carlo simulations on

a system of classical spins with dipole moments
umu5g\I , using the same spin-spin interactions.

In the case of copper, I5 3
2, the Monte Carlo results

quoted above should thus be multiplied by 5
3, while for

silver the multiplier is 3. When this is done, there is
almost a factor-of-3 discrepancy between predicted and
observed ordering temperatures of silver, both at posi-
tive and negative spin temperatures. At T.0, the
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(I11)/I-corrected TN then agrees with the spherical-
model result of Harmon et al. (1992).

One should note, however, that the (I11)/I scaling,
based on the work of Pirnie et al. (1966), is for a second-
order phase change although the transition is of first or-
der according to simulations (Viertiö, 1992) and experi-
ments (Hakonen and Yin, 1991). Since TN for a first-
order transition is higher than for a corresponding
second-order phase change, the remaining discrepancy is
in fact less than a factor of 3. Nevertheless, it seems that
there remains a clear disagreement between the theo-
retical and measured ordering temperatures of silver.

When TN=33 nK from the Monte Carlo simulations
on copper by Viertiö and Oja (1990a) is scaled by
(I11)/I , one obtains TN=55 nK, in excellent agreement
with the measured TN=58610 nK. Recent simulations
by Heinilä and Oja (1995), which include couplings only
between three neighboring shells, yield TN=33 nK when
scaled by (I11)/I . The earlier simulations (Frisken and
Miller, 1988a; Viertiö and Oja, 1989) give a slightly too
high TN when scaled by (I11)/I . Among these simula-
tions, only the more recent calculations (Viertiö and
Oja, 1990a; Heinilä and Oja, 1995) are able to account
for type-I as well as type-(0 2

3
2
3) spin configurations. It

seems, therefore, that the near degeneracy of the (1 0 0)
and (0 2

3
2
3) orders enhances spin fluctuations and results

in a reduction of TN. This is consistent with spherical-
model calculations by Lindgård et al. (1986) and is easy
to understand: In the case of a near degeneracy, the
eigenvalue ln(k) must be rather flat in the k space be-
tween the k=(p/a)(1,0,0) and k=(p/a)(0, 2

3,
2
3) positions,

which is illustrated in Fig. 112(a). As discussed in con-
nection with Eq. (106), fluctuations of k vectors in this
region of the reciprocal lattice will then lower TN .

Viertiö and Oja (1992) have made Monte Carlo cal-
culations to simulate the adiabatic demagnetization pro-
cess of nuclear spins in silver using the method devel-
oped by Merkulov et al. (1988).

4. S and x of the paramagnetic state

A comparison between the measured and calculated
susceptibilities of copper was presented in Fig. 25. It is
observed that for R520.42, both the spherical model
and LCE predict a too-large inverse susceptibility. The
situation is the opposite for the simple Curie-Weiss ap-
proximation, which is included for comparison. Within
the spherical model, the measured and calculated x vs
T curves can be fitted well if uRu is changed to
R520.28 (Lindgård et al., 1986). The RK interaction
used in LCE was the free-electron approximation, while
the band-structure values were employed in the
spherical-model calculation. Unfortunately, however,
comparisons between theory and experiment for the S
vs T and x vs T curves are not yet available for the most
complete set of theoretical exchange interactions, which
also include anisotropic coupling (Oja et al., 1989).

Figure 27 shows a comparison with the S vs T curve.
Now the LCE prediction with R520.42 describes the
data well down to the ordering temperature. The
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spherical-model estimate for S is too low. The agree-
ment with the spherical model would improve if a lower
R were assumed, but agreement with the linked-cluster
expansion would then become worse.

Far less theoretical work has been done to compute
the thermodynamic properties of silver above TN. The
susceptibility of Ag, calculated using the spherical
model, agrees best with measurements if the strength of
the RK interaction is decreased in absolute value from
R522.3 to R521.7 (Harmon et al., 1992). The S vs
T curves of Ag and Rh have been investigated by Ha-
konen (1994) using Monte Carlo simulations of classical
spins.

D. Fluctuation-stabilized type-I spin configurations

1. Continuous degeneracy of the mean-field solution

The most general spin configuration for the fcc type-I
order can be written as a superposition of the three
wave vectors k15(p/a)(1,0,0), k25(p/a)(0,1,0), and
k35(p/a)(0,0,1),

^Ii&/I5m1 (
j51,2,3

djcos~kj•ri!, (111)

where m is the magnetization, dj is the amplitude of the
antiferromagnetic modulation, and kj is the correspond-
ing wave vector. The structure can hence be a single-k,
double-k, or a triple-k state, and the number of sublat-
tices can vary from 2 to 4.

Dipolar anisotropy fixes the relative directions of dj
and kj by imposing the constraints (Luttinger and Tisza,
1946)

dj•kj50, j51,2,3. (112)

The origin of this anisotropy can be seen from the eigen-
value equation (87). For simplicity, let us consider the
J1J2D1 model of Sec. XV.B.7. From Eq. (103) one finds
that A(k1) is diagonal. The doubly degenerate eigen-
value of the yz block, l5l25l3524J116J214D1, is
the relevant eigenvalue because l2l1512D1.0. Or-
dering therefore takes place in the plane perpendicular
to k1. The energy scale associated with the anisotropy is
large, on the order of the dipolar energy. Numerical cal-
culations give l2,32l156.50(m0/4p)r\2g2 when the di-
polar interactions are fully included (Cohen and Keffer,
1955).

Requiring equal moments at the four sublattices, one
finds (Kumar et al., 1986)

umu21ud1u21ud2u21ud3u25p2, (113a)

m•d11d2•d350, m•d21d3•d150,

m•d31d1•d250. (113b)

Here p is the total sublattice polarization, u^Ii&u/I . The
structure is permanent if

m~T ,B!5B/Bc~T50 !, (114)

where
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Bc~T50 !5I@l2,32l~0 !#/\g . (115)

The antiferromagnetic order parameter can have
altogether six nonzero components (d1y ,d1z ,d2x ,
d2z ,d3x ,d3y). The four equations, (113a) and (113b), do
not fix the solution uniquely; there remains a continuous
two-dimensional degeneracy. To single out the ground
state one has to consider fluctuation effects.

2. Static susceptibility matrices

Thermodynamics of type-I structures is given by the
general results for permanent spin structures, which
were discussed in Sec. XV.B.5. In particular, the longi-
tudinal susceptibility in the ordered state,

x0[m0r\2g2/@l2,32l~0 !# , (116)

is independent of T and B. The value of the full suscep-
tibility matrix x(0) depends on the actual spin configu-
ration. Calculation of x(0) is technically rather compli-
cated. Special cases have been treated by Heinilä and
Oja (1996).

We consider first a single-k structure in which the
modulation vector k35(p/a)(0,0,1) is parallel to the
field aligned along a crystalline axis, say [001]. In this
case

^Ii&/I5~0,0,m !1~0,d3,0!cos~k3•ri!, (117)

where m5B/Bc and m21d3
25p2. The static susceptibil-

ity is

x~0 !5S x0 0 0

0 xyy 0

0 0 x0

D , (118)

where

xyy /x05
BDBc p2~12t!1B0

2lt/@l2,32l~0 !#

BDBc p2~12t!1~V' /g!2lt/@l2,32l~0 !#
.

(119)

Here

BD5~I/g\!~l2,32l1! (120)

is the anisotropy field for type-I order, and t5t(p) is a
monotonic function of polarization defined by the para-
metric equation

t@p~x !#512
x

p~x !

dp~x !

dx
, p~x !5BI~x !. (121)

In particular, t assumes the values t(0)50 and
t(1)51. At B50 we find the well-known behavior in
which the susceptibility along the staggered magnetiza-
tion (xyy) increases from zero at T50 to xyy5x0 at
T5TN , whereas the susceptibility perpendicular to the
spins is constant (Kittel, 1971).

The above case may be considered, however, as a spe-
cial case. A more general single-k structure is obtained
in a finite field that is not parallel to the ordering vector.
The spin configuration can be described by
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^Ii&
I

5
B0

Bc
1d

B03k
uB03ku

cos~k•ri!, (122)

where m21d25p2. Here k is one of the three type-I
ordering vectors, namely, (p/a)(1,0,0), (p/a)(0,1,0), or
(p/a)(0,0,1). For this structure, Heinilä and Oja (1996)
have found a completely isotropic susceptibility. More
precisely, x(0)5x0I . The same x(0) has been found for
a triple-k state, defined by Eq. (140). For more details,
consult the original paper.

According to the above results for a single-k state,
x(0) behaves in a discontinuous fashion when the struc-
ture of Eq. (122) is demagnetized to zero field. It was
suggested that this is connected with a reorientation
transition in low fields, which is similar to a spin-flop
transition.

3. Overview of fluctuation mechanisms

Several mechanisms can lift the continuous, two-
dimensional degeneracy that the mean-field theory pre-
dicts for the various type-I fcc antiferromagnets:

(i) Thermal fluctuations.
(ii) Quantum fluctuations.
(iii) ‘‘Quenched-in randomness’’ brought about by the

presence of different moments, in the case of a
two-isotope system.

(iv) Defects. They also act as quenched-in random-
ness.

(v) Magnetoelastic forces.

Much theoretical work has been devoted to the first
two possibilities, the selection of the ground state by
fluctuations. For type-I fcc antiferromagnets with isotro-
pic interactions, the spin-wave calculation of Oguchi
et al. (1985) first showed that quantum fluctuations favor
a single-k structure instead of, for example, a triple-k
configuration. Effects due to dipolar anisotropy as well
as configurations caused by the external magnetic field
were first discussed by Viertiö and Oja (1987), who also
employed spin-wave theory. The same problems were
later investigated by Lindgård (1988a, 1988b), using per-
turbation theory, and more recently by Heinilä and Oja
(1993a). The effects of thermal fluctuations have been
studied by employing Monte Carlo simulations (Frisken
and Miller, 1988a; Frisken, 1989; Viertiö and Oja, 1989;
Viertiö, 1990), spin-wave theory (Viertiö and Oja, 1989),
Ginzburg-Landau theory (Oja and Viertiö, 1987), and
thermodynamic-perturbation theory (Heinilä and Oja,
1994a).

The multitude of various studies reflects the delicate
nature of the problem. In the case of copper, an addi-
tional complication is caused by competition between
the dipolar and RK interactions. There were several dis-
crepancies among the early theoretical investigations,
but now it seems that recent studies by Heinilä and Oja
(1993a) have clarified the situation. For this reason we
shall focus mainly on their work. We shall first discuss
thermal fluctuations, which are intuitively more obvious
than the corresponding quantum phenomena. It turns
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out that, at least to the leading order, thermal and quan-
tum fluctuations stabilize the same spin structures.

Before we continue, however, we shall briefly com-
ment on the last three possibilities. Following the discus-
sion by Henley (1987), an ad hoc argument has been
proposed according to which the presence of two iso-
topes in Cu and Ag is less important for the selection of
the ground state than, for example, quantum fluctua-
tions (Oja and Viertiö, 1987). Systematic Monte Carlo
simulations so far have not been performed to investi-
gate this question.

In copper, with I5 3
2, the most important consequence

of various defects is probably the quadrupolar interac-
tion that arises if there are distortions from cubic sym-
metry. The strength of the quadrupolar force near sev-
eral substitutional impurities has been investigated by
NMR experiments (Rowland, 1960). In heat-capacity
measurements of high-purity polycrystalline copper at
millikelvin temperatures, an extra contribution to the
heat capacity of a pure system has been observed and
attributed to quadrupolar interactions near impurities
and lattice imperfections (Gloos et al., 1988). One can
conclude, however, that at least the salient features of
nuclear ordering in copper are not related to defects
because the main characteristics of the data do not de-
pend on a particular sample.

Siemensmeyer and Steiner (1992) have investigated
the importance of magnetoelastic coupling between
nuclear spins and the lattice. They find that magneto-
elastic energy due to quadrupolar forces can be signifi-
cant in the selection of the ground state among degen-
erate type-I structures.

4. Thermal fluctuations

Heinilä and Oja (1994a) have recently investigated
the selection of the ground state in type-I fcc antiferro-
magnets by thermal fluctuations. They made use of the
so-called thermodynamic perturbation theory (Landau
and Lifshitz, 1980), which, in this context, is identical to
the spin-wave theory for classical spins. Although this
approach is limited to low temperatures, it is valuable
because it gives a simple expression for the leading
ground-state selection term.

In order to describe fluctuations about the T50 con-
figuration for a spin at site i , it is useful to introduce a
local coordinate frame (ex

i ,ey
i ,ez

i ) where ez
i is parallel to

the equilibrium direction. The spin vectors can be writ-
ten as

Ii5I@ez
i cosu i1sinu i~ex

i cosf i1ey
i sinf i!#

5ez
i ~I2ua iu2!1~I2ua iu2/2!1/2~a i* e1

i 1a ie2
i !, (123)

where the complex quantities a i are defined in terms of
the polar angles as a i5I1/2eif i(12cosui)

1/25ui1iv i and
e6

i 5221/2(ex
i 6iey

i ). This is the classical analog of the
Holstein-Primakoff transformation. The usefulness of
Eq. (123) relies on the fact that sinuidfidui } duidvi . Re-
taining only the parts bilinear in a i and a i* , we rewrite
the Hamiltonian of Eq. (73) as H5H01H1 with
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H05E01lI(
i

a i* a i , (124)

H152 1
2 I(

i ,j

8
$e1

i Aije1
j a i* a j* 1e1

i Aije2
j a i* a j1c.c.%,

(125)

where E052 1
2NlI2 and l is related to the site-

independent local field through B loc5lI/(\g) [see Eq.
(89)]. The Gibbs free energy can be expanded with re-
spect to H1 in the form

G'G02^H1
2&/~2kBT !, (126)

where G0 is the free energy associated with H0 and

^H1
2&}E )

i
@duidv iexp@2lI~ui

21v i
2!/kBT#H1

2 ,

(127)

up to a normalization factor. Extension of integration
over the whole complex plane also includes the unphysi-
cal states ua iu2.2I of the conventional spin-wave theo-
ries. Owing to this defect the analysis applies to the low-
temperature region only. One obtains (Heinilä and Oja,
1994a)

G5E02TS02NkBT ln~T/T0!2
kBT

2l2

3(
i ,j

8
$ue1

i Aije1
j u21ue1

i Aije2
j u2%, (128)

where S0 and T0 are constants. This result is an estimate
of the lowest-order spin-wave free energy. When the
classical ground state at T50 has infinite degeneracy,
Eq. (128) can be used to find the configuration favored
by thermal effects.

5. Quantum fluctuations

Quantum fluctuations can be treated in the same way
as thermal fluctuations. Now the variables a i* and a i of
the previous section simply become the bosonic creation
and annihilation operators for spin deviations, ai

† and
ai . In the second-order perturbation theory, the energy
at T50 is E5E01DE , where (Heinilä and Oja, 1993a)

DE52
I

4l(
i ,j

8
ue1

i Aije1
j u2. (129)

This expression is only slightly different from the cor-
responding term causing ground-state selection by ther-
mal fluctuations, Eq. (128). Heinilä and Oja (1994a)
have found that, apart from unimportant constants, the
ground-state selection is the same for thermal and quan-
tum fluctuations if the interactions are isotropic. The
same may also be true when the interactions are aniso-
tropic, but a rigorous proof is lacking. At least in all
special cases investigated by Heinilä and Oja it was
found that quantum and thermal fluctuations favor the
same spin structures.
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Perturbation theory is less accurate than the linear
spin-wave theory which was used previously to discuss
the ground state of nuclear magnets (Viertiö and Oja,
1987). The transparency of perturbation theory, to-
gether with the fact that nearest-neighbor correlations
are by far the most important for lifting the degeneracy,
makes it a reasonable approach to the ground-state
problem, as has been emphasized by Lindgård (1988a).

6. Isotropic spin-spin interactions

Before discussing the ground-state spin configurations
of anisotropic fcc antiferromagnets, it is useful to con-
sider the isotropic Hamiltonian,

H52 1
2 (

i ,j

8
JijIi•Ij2\gB•(

i
Ii. (130)

In this case the direction of the magnetic field with re-
spect to the crystalline axes has no influence.

The free energy of Eq. (128), describing thermal fluc-
tuations, becomes (Heinilä and Oja, 1994a)

G5E02TS02NkBT ln~T/T0!2
kBT

4l2

3(
i ,j

8
Jij

2 @11I24~Ii•Ij!
2# , (131)

while the correction to the ground-state energy due to
quantum fluctuations is (Long, 1989; Larson and Hen-
ley, unpublished; Heinilä and Oja, 1993a)

DE52
NIJ1

2

8l F10216m21I24 (
a.b

~Ia•Ib!2G , (132)

where a and b denote summation over the four sublat-
tices. These two expressions show that both quantum
and thermal fluctuations favor the spin configuration
that maximizes ( i ,j(Ii•Ij)

2. Thus fluctuations tend to sta-
bilize collinear spin arrangements.

The ground-state selection term ( i ,j(Ii•Ij)
2 was, in

fact, first proposed by Henley (1987, 1989), who used a
somewhat different derivation. His interpretation of the
result is that fluctuations of a fixed-length spin j gener-
ate random exchange fields dBi5JijdIj which, to leading
order, are perpendicular to the equilibrium direction of
Ij . If the equilibrium spin structure is collinear, dBi is
perpendicular to ^Ii&. Spin i can then lower its energy by
relaxing towards the direction of the fluctuating field.

The evolution of the spin structure with the externally
applied field has been investigated by Heinilä and Oja
(1993a). The results are illustrated in Fig. 113. In zero
field the stable structure is a single-k state with sublat-
tice spin directions I15I252I352I4. At low B , spins
cant towards the field to match m5B/Bc as required by
Eq. (114). There is a transition at m5B/Bc50.407 from
a single-k configuration to a triple-k state. In the latter
structure at 0.407,m,0.5 [see Fig. 113(b)], spins in the
three sublattices are tilted towards the field so that two
of them have the same spin direction; the spins in the
fourth sublattice are nearly opposite to the external
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
field. At B5B/Bc50.5, a collinear structure is again
possible, with I15I25I352I4 and parallel to B. In the
triple-k structure at m>1/2, depicted in Figs. 113(c) and
113(d), there are three sublattices in which spins have
the same direction. In the triple-k states of Figs. 113(b)–
113(d), the spins in the four sublattices are always copla-
nar.

The evolution of the ground state with an external
magnetic field has also been investigated by Monte
Carlo simulations (Heinilä and Oja, 1994b) which, in
principle, yield the exact solution for classical spins.
These simulations were made for the Hamiltonian of
Eq. (130) assuming an antiferromagnetic nearest-
neighbor exchange interaction, J1,0, and a weak ferro-
magnetic next-nearest-neighbor interaction J2520.1J1.
The spins were taken as unit vectors. The results were
characterized by the parameters

p'
2 5(

j51

3

$~dj!x
21~dj!y

2%, (133a)

p i
25(

j51

3

~dj!z
2 , (133b)

where the z axis is along B. The behavior of p'
2 and p i

2

at T50.6uJ1u/kB is illustrated in Fig. 114 for two simula-
tions, one for an increasing and the other for a decreas-
ing field. The simulated sample consisted of N54096
spins, and periodic boundary conditions were imposed.

From the figure one can identify the low-field
structure of purely transversal modulation. At B↑
'5uJ1u/(\g), a discontinuous transition takes place to a
collinear configuration with purely parallel antiferro-
magnetism; note the quite large hysteresis. At
B'6uJ1u/(\g), there is a continuous transition to a
structure with mixed parallel and perpendicular modu-
lations. Finally, the critical field to the paramagnetic
state is Bc'8uJ1u/(\g) at TN50.6uJ1u/kB . The low-field

FIG. 113. Isotropic, type-I fcc antiferromagnet in an external
magnetic field. Directions of the spins in the four sublattices
I1–I4 are indicated. d1–d3 are the corresponding amplitudes of
the antiferromagnetic modulation, and m is the magnetization
[see Eq. (111)]. The external field points upwards. (a)
B50.40Bc ; (b) B50.41Bc ; (c) B50.5Bc ; (d) B50.9Bc .
From Heinilä and Oja (1993a).
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perpendicular phase can be identified as the structure in
Fig. 113(a) and the parallel configuration as the up-up-
up-down state in Fig. 113(c). The behavior of parallel
and perpendicular modulations in high fields are in
agreement with Fig. 113(d).

These simulations were carried out at a temperature
T50.6uJ1u/kB , which is very close to the corresponding
zero-field Néel temperature TN50.68uJ1u/kB . A low-T
ground-state analysis, based on maximizing ( i ,j(Ii•Ii)

2,
therefore works remarkably well in a region where one
might expect changes from the low-T behavior.

7. Anisotropic spin-spin interactions with an easy plane

Ground-state selection has been investigated quite ex-
tensively for anisotropic models because of its relevance
to nuclear ordering, particularly in copper. The first
theoretical studies were made by Viertiö and Oja (1987),
who used the linear spin-wave theory to calculate the
quantum-mechanical correction to the ground-state en-
ergy, viz.,

E5E01(
k

FEk1(
a

1
2 \vk,aG , (134)

where Ek is a structure-dependent term, \vk,a is the
spin-wave energy, and a is an index of the mode. The
Hamiltonian consisted of the complete, infinite-range di-
polar interaction and the free-electron RK coupling.
Magnetic phase diagrams were calculated as a function
of B , the direction of B with respect to the crystalline
axes, and R , the strength of the RK interaction. Owing
to the extensive computing time requirements it was not
possible to perform a complete search of the ground
state in the whole degenerate, two-dimensional param-
eter space. Instead, an ansatz for the ground state was
made by choosing trial spin configurations of particu-

FIG. 114. Field evolution of an isotropic, type-I fcc antiferro-
magnet, as given by Monte Carlo simulations. Total parallel
p i

2 (s) and transversal p'
2 (d) antiferromagnetic modulations

at T50.6uJ1u/kB are shown. The arrows indicate directions of
field changes. From Heinilä and Oja (1994b).
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larly high symmetry with respect to B and the crystalline
directions. The B50 spin structures of Viertiö and Oja
are shown in Fig. 115. For strong exchange, the ground
state is a single-k configuration as was already found by
Oguchi et al. (1985). When the dipolar interaction is suf-
ficiently strong, i.e., when uRu,0.55, the ground state is a
double-k structure.

The problem was further investigated by Lindgård
(1988a, 1988b), who introduced the perturbation ap-
proach for studying quantum fluctuations. The method
was technically simpler than the spin-wave calculation
and yet contained the essential physics. Another useful
simplifying approximation of Lindgård was to focus the
analysis on the nearest-neighbor interaction, which is
the most important quantity in the ground-state selec-
tion. At B50, his results agreed with spin-wave calcula-
tions. Considerable differences between the two ap-
proaches were found, however, in an external field. This
obscured the theoretical situation although Lindgård’s
results provided a possible explanation for the three
phases observed in the susceptibility measurements of a
copper single crystal (Huiku et al., 1986).

Heinilä and Oja (1993a) have recently repeated the
perturbation calculation of the ground state using the
same approximation as Lindgård. The two sets of results
were clearly different for Bi@110# and in the high-field
region for Bi@001# . Since a careful examination (Heinilä
and Oja, 1993a) of the discrepancies clearly shows that
Lindgård’s results are partly erroneous, we have chosen
to present here only the phase diagrams of Heinilä and
Oja.

Monte Carlo simulations have also been performed to
investigate the magnetic phase diagrams of copper and
silver (Frisken and Miller, 1988a; Frisken, 1989; Viertiö
and Oja, 1989; Viertiö, 1990). These results are valuable
as they provide, in principle, an accurate result for the
ground state of classical spins. The delicate nature of the
problem presents several numerical difficulties. The re-
laxation times in the simulations can be very long, as
there are typically several local minima of free energy.
The long range of the interactions also makes the calcu-
lations demanding in terms of CPU time. These reasons
have strongly limited the range of fields and exchange
constants that have been investigated numerically.

FIG. 115. Ground-state spin configurations in zero external
magnetic field assuming dipolar and free-electron RK interac-
tions: (a) uRu,0.55; (b) uRu.0.55. From Viertiö and Oja
(1987).
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a. Bi[001]

The phase diagram resulting from the quantum-
mechanical perturbation calculation by Heinilä and Oja
(1993a) is shown in Fig. 116. The coordinates in the fig-
ure are the magnetization m5B/Bc and the parameter
d53D1 /(D12J1) expressing the strength of the
nearest-neighbor dipolar interaction D15(m0/
4p)\2g2r23 over the exchange force J1. All possible
type-I spin structures with easy-plane anisotropy [see
Eqs. (112) and (113)] were included in the calculation.
The diagram contains four different phases. They are
labeled according to the number of nonzero dj vectors.
The single-k and double-k phases 1a, 1b, and 2 are de-
scribed by spin projections on a plane perpendicular to
B. The effect of the magnetic field is only to alter the
length of every spin projection in the same way. For a
triple-k structure, however, the projection diagram can
depend on B . The descriptions of the triple-k states 3 in
Fig. 116 are, therefore, only schematic.

The spin configurations were obtained from Eq. (111)
where the vectors dj have the following expressions:

1a: d35
pAF

A2
~ex1ey!, (135a)

1b: d15pAFey . (135b)

2: H d15~pAF /A2 !ey ,

d25~pAF /A2 !ex .
(135c)

3: H d15pAFsinu cosfey ,

d25pAFsinusin fez ,

d35pAFcosuey .

tanf52
pAF

m
cosu , (135d)

FIG. 116. Phase diagram for easy-plane type-I fcc antiferro-
magnets in a magnetic field oriented along the [001] crystalline
direction. Horizontal axis is the magnetization m5B/Bc , and
the vertical axis is d53D1 /(D12J1), where D1 and J1 are the
nearest-neighbor dipolar and exchange interactions, respec-
tively. The various spin configurations have been illustrated by
projection diagrams with labels indicating the number of
k-vectors in the structure. From Heinilä and Oja (1993a).
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
Here pAF5A12m2.
Along the lines d50, d51, and m51/2 the triple-k

state 3 takes a particularly symmetric form,

H d15d35@m~12m !#1/2ey ,

d25~m21 !ez .
(136)

The spins in the four sublattices are [see Eq. (111)]

5
I1 /I52@m~12m !#1/2ey1~2m21 !ez ,

I2 /I5ez ,

I3 /I522@m~12m !#1/2ey1~2m21 !ez ,

I45I2 ,

(137)

where the subscripts 1–4 refer to Fig. 117. Spins in two
of the sublattices are parallel to the field, whereas spins
in the other two tilt towards the field when B is in-
creased. This structure is the intermediate-field triple-k
state found earlier by Lindgård (1988a).19 One should
note, however, that far from the lines d50, d51, and
m51/2 phase 3 differs considerably from this symmetric
form. Moreover, a separate analysis must be performed
in the limit d50, as will be discussed in the context of
Fig. 119.

The results in Fig. 116 are in fairly good agreement
with the earlier spin-wave calculation of Viertiö and Oja
(1987), except for structure 3, which was not investi-
gated in their work. In comparison with the earlier per-
turbation calculation of Lindgård (1988a) there is good
overall agreement for m,0.8 except for the fact that the
triple-k structure does not generally have the symmetric
form of Eq. (137), as he found. In high fields, m.0.8,
there are considerable differences. This field region is
particularly important because of the possibility of mak-
ing comparisons with neutron-diffraction data on cop-
per.

Frisken and Miller (1988a) have performed Monte
Carlo simulations to investigate the magnetic phase dia-

19Lindgård used the symbol o
↓

o
↑

for the structure.

FIG. 117. Enumeration of the four sublattices in type-I fcc
antiferromagnets. Spins ^Ii& at sites i with the same label are
equal. The spin vectors illustrate a single-k structure.
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gram of copper. A special effort was made to obtain as
reliable results as possible. The long-range dipolar and
exchange interactions were included up to eighth-
nearest neighbors, thereby considering 140 spins. The
indirect exchange interaction was obtained from their
previous electronic band-structure calculation (Frisken
and Miller, 1986). These authors found the ordered spin
configurations as a function of B , applied along the [001]
crystalline axis. Their results are shown in Fig. 118.
There are four separate spin configurations, denoted by
AF1–AF4. The low- and high-field phases are two-
sublattice structures, whereas AF2 and AF3 are four-
sublattice states. The division of the total antiferromag-
netic order into transverse and longitudinal components
seemed compatible with spin arrangements deduced
from static susceptibility measurements of a copper
single crystal (Huiku et al., 1986). Later neutron-
diffraction experiments showed, however, that in low
and intermediate fields copper nuclei display (0 2

3
2
3) or-

der as well.
Nevertheless, it is interesting to compare the results of

Frisken and Miller (1988a) with the calculations by Hei-
nilä and Oja (1993a) for the type-I structure. The order-
ing vector in the single-k configurations AF1 and AF4 of
Frisken and Miller is along the field, as it is for state 1a
of Eq. (135a). AF2 falls in the general class of triple-k
states [see Eq. (135d)], while AF3 refers to the symmet-
ric triple-k spin configuration of Eq. (136). Since the
nearest-neighbor interaction assumed by Frisken and

FIG. 118. Predicted spin order for copper in different applied
magnetic fields as given by the Monte Carlo simulations of
Frisken and Miller (1988a). In all cases the ordering is confined
to the yz plane.
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Miller corresponds to d51.59, the perturbation calcula-
tion would yield, according to Fig. 116, the evolution
scheme 1a→3→1b with increasing field. Thus the high-
field structure and the detailed form of the triple-k state
are different.

Viertiö and Oja (1989) have also made Monte Carlo
simulations of nuclear ordering in copper. Dipolar inter-
actions with nearest and next-nearest neighbors were
included in addition to exchange interactions with
J1 /kB=212.5 nK and J2 /kB=5.6 nK. Three structures
were obtained with increasing field, applied along the
[001] crystalline axis, namely, 1b, 2, and 1b. Since the
nearest-neighbor interaction used in these simulations
corresponds to d52.01, there is again some but not com-
plete agreement with the perturbation calculation of Fig.
116. As the d parameter of copper is around 2, rather
small changes in the interaction constants can affect the
predicted ground-state selection.

Viertiö (1992) has made extensive Monte Carlo simu-
lations of nuclear ordering in silver. For the [001] field
alignment, she found a 1a→ 3 transition in intermediate
fields, in agreement with Heinilä and Oja (1993a). In
very small fields, B'0.1Bc , Viertiö predicted that phase
1a is unstable against another single-k state with the or-
dering vector perpendicular to B.

b. Bi[110]

Heinilä and Oja (1993a) have used the perturbation
approach to study the ground state for the [110] field
alignment. The resulting phase diagram is shown in Fig.
119.

It was found that the stable triple-k structures in this
field direction have the general form

3b: 5
m5m~ex1ey!/A2,

d15d1zez ,

d25d2zez ,

d35d3xex1d3yey ,

(138)

FIG. 119. Phase diagram for easy-plane type-I fcc antiferro-
magnets, when the magnetic field is in the @110# direction, as a
function of m5B/Bc and d53D1 /(D12J1). Below the bro-
ken line quantum effects tend to stabilize the triple-k structure
of Figs. 113(b)–113(d) in an I5

1
2 system. From Heinilä and

Oja (1993a).
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where m5B/Bc . A special case is the more symmetric
configuration

3a: H d1z5d2z5@m~12m !#1/2,

d3x5d3y5~m21 !/A2
(139)

predicted previously by a spin-wave calculation (Viertiö
and Oja, 1987).

Structure 3a is similar to the symmetric form of con-
figuration 3 [see Eq. (137)] found for Bi@001# : it is a
four-sublattice triple-k state in which spins in the two
sublattices are parallel to the field for all B,Bc , viz.,

3a: 5
I1 /I5~2m21 !~ex1ey!/A212@m~12m !#1/2ez,

I2 /I5~2m21 !~ex1ey!/A222@m~12m !#1/2ez ,

I3 /I5~1/A2 !~ex1ey!,

I45I3 .
(140)

The sublattices 1–4 are defined in Fig. 117. In particular,
configurations 3a and 3 [see Eq. (136)] are identical in
the isotropic limit d50, as they should be, because the
coupling between the spin directions and the crystalline
axes then vanishes. Structure 3a is illustrated in Fig.
3(d). Note, however, that the field in the figure is in
the [011̄ ] rather than the [110] direction.

When B50, configuration 3b reduces to structure 2
[see Eq. (135c)]. The transition in a low intermediate
field between 3b and 3a is discontinuous.

Finally, in the lower left corner of Fig. 119 the single-
k structures 1z and 1y are stable. For these configura-
tions the nonzero vectors dj are given by

1z: d35~pAF /A2 !~ex2ey!, (141a)

1y: d25pAFez , (141b)

where pAF5A12m2. In zero field 1z is identical with 1a
[see Eq. (135a)] and 1y is the same as 1b.

The results of Fig. 119 are in fairly good agreement
with the spin-wave calculation by Viertiö and Oja (1987,
1989), but there is a clear disagreement with the earlier
perturbation calculation of Lindgård (1988b, 1990).

In the d→0 limit the results for the anisotropic model
should be identical with those found in the isotropic
case. The reason (Heinilä and Oja, 1993a) why this is
not so in the diagrams of Figs. 116 and 119 is that the
limit d→0 is artificial in the sense that the conditions of
Eq. (112) caused by the anisotropy of the interactions
are still required. As a result, part of the triple-k struc-
tures are excluded from the analysis although single-k
and double-k states are essentially included. For ex-
ample, the triple-k phase of the isotropic model at m5
1
2 [see Fig. 113(c)] violates the constraints dj•kj50 of an
easy-plane system for all field alignments and therefore
cannot be stable in the presence of an appreciable dipo-
lar anisotropy.

When the anisotropy is weak the ground state ob-
tained for the fully isotropic interaction is approximately
correct, and spin configurations of the isotropic model
reach into the (m ,d) phase diagram of the anisotropic
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
model for small d (Heinilä and Oja, 1993a). Exactly how
far they extend depends on the relative magnitude of
quantum-mechanical fluctuations, which favor the triple-
k phase of the isotropic model, and on the dipolar an-
isotropy energy, which is a classical quantity. The phase
boundary in the (m ,d) plane depends, therefore, on the
spin I .

According to estimates by Heinilä and Oja (1993a), in
the region below the broken line in Fig. 119, quantum
fluctuations stabilize the triple-k state of Figs. 113(b)–
113(d). The region collapses towards the line d50 in the
(m ,d) diagram with increasing I . For a given m , the
quantity d along the phase boundary of this region is
approximately proportional to I21. The boundary of
the quantum-fluctuation-stabilized phase depends only
weakly on the field direction. It has been left out of Fig.
116 for clarity.

Viertiö (1990) has performed Monte Carlo calcula-
tions to investigate nuclear magnetic ordering in silver.
As in the simulations of Frisken and Miller (1988a), di-
polar and RK interactions were included up to the
eighth neighboring shell. The exchange constants were
taken from the band-structure calculations of Harmon
et al. (1992). To distinguish the equilibrium structure
from metastable states, Gibbs free energies were calcu-
lated for stable and metastable states found in the simu-
lations. This procedure permitted Viertiö (1990) to con-
clude that the equilibrium configurations are those
shown in Fig. 120. In low fields, B,0.4Bc , she observed
that thermal fluctuations stabilize structure 1y of Eq.
(141b). In high fields, B.0.4Bc , phase 3a corresponding
to Eq. (139) was obtained. These results were in good
agreement with earlier, less extensive Monte Carlo
simulations by Viertiö and Oja (1989).

The Monte Carlo results can be compared with the
perturbation calculation illustrated in Fig. 119 by noting
that the nearest-neighbor interaction assumed by Vi-
ertiö (1990) corresponds to d50.75. There is a discrep-
ancy in low fields since the perturbation calculation pre-
dicts a 1z configuration rather than 1y. In higher fields
the results are in qualitative agreement with each other.
Using the perturbation approach to thermal fluctuations,

FIG. 120. Equilibrium spin configurations of silver in a mag-
netic field oriented along the [110] crystalline direction as
given by Monte Carlo simulations at T50.17 nK. In low fields,
B,0.4Bc a single-k state (1y) is predicted; in high fields, B>0.4
Bc , a triple-k state (3a) is suggested. The arrows indicate the
directions of nuclear magnetic moments 2ghIi . From Viertiö,
1990.
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one finds a similar discrepancy with Monte Carlo results
even when the same long-range interactions are em-
ployed (Heinilä and Oja, 1994a). One can, therefore,
conclude that, at least when thermal fluctuations are
considered, the 1z configuration in low fields is an arti-
fact caused by inadequacies of the perturbation ap-
proach. One may expect that the same holds for quan-
tum fluctuations, too, since a spin-wave calculation for
silver at T50 (Viertiö and Oja, 1989) agrees well with
the Monte Carlo results. In spite of these and possibly
some other shortcomings, the perturbation approach re-
mains useful, since it quite effectively provides the cor-
rect overall picture.

c. Bi[111]

Fluctuation effects on antiferromagnetic structures
with only type-I order have not been investigated as ex-
tensively for the [111] field alignment as for the [001]
and [110] directions. The reason is that the latter two
high-symmetry alignments were first studied in measure-
ments using copper single crystals (Huiku et al., 1986;
Jyrkkiö, Huiku, Lounasmaa et al., 1988). When experi-
ments were extended to the [111] direction (Annila
et al., 1992), it was found that in the high-field region
there was no type-I order while in low and intermediate
fields the (0 2

3
2
3) modulation was present. These results

made it clear that a study of fluctuation effects in type-I
structures alone would not be sufficient to determine the
magnetic-spin configuration in this field direction. At the
same time, however, such a study might be useful in
revealing why type-I order is unstable only in this field
direction. Therefore it is unfortunate that the [111] field
alignment has not been investigated in as much detail as
the two other high-symmetry directions.

Ground-state selection in the [111] direction for cop-
per and silver has been studied by spin-wave calcula-
tions (Viertiö and Oja, 1987, 1989) and by Monte Carlo
simulations (Viertiö and Oja, 1989; Viertiö, 1992). In
copper the dipolar anisotropy is strong, whereas silver is
clearly exchange dominated. The simulations predicted
for copper a complicated field evolution: single-k →
triple-k (Pxy

b ) → single-k → triple-k (Pxy
g ) → single-k,

while the spin-wave calculation yielded a simpler
scheme: triple-k (Pxy

b ) → triple-k (Pxy
g ). Here Pxy

b and
Pxy

g refer to the detailed form of the triple-k configura-
tion, as defined in the paper by Viertiö and Oja (1987).

In the case of silver, a single-k → triple-k transition
was suggested by Monte Carlo simulations (Viertiö and
Oja, 1989), as one would expect on the basis of the com-
pletely isotropic model. The predicted triple-k state has
no special symmetry. In particular, it is not a configura-
tion in which there are two sublattices oriented exactly
along the field, as in the structure of Fig. 120 in high
fields at T.0. Such a spin arrangement could not exist
in the [111] field direction owing to dipolar anisotropy.
In the spin-wave calculations of Viertiö and Oja (1987,
1989), the ansatz of especially symmetric triple-k states
has the adverse effect that single-k structures occupy too
large a portion in the spin-wave-determined phase dia-
grams when Bi@111# .
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8. Comparison with experiments

One can compare the properties of the predicted spin
structures with neutron-diffraction measurements on
copper in the high-field region when B is along the [001]
or the [110] crystalline axes. According to experimental
data (Annila et al., 1992) for the [001] field alignment,
the (1 0 0) intensity is strong when the field is perpen-
dicular to the respective ordering vector [see Fig. 55(b)]
but almost zero when the field is parallel to it [see Fig.
55(a)]. This behavior can be understood, at least quali-
tatively, if the stable structure in high fields is either 2 or
1b. For structure 2 [see Eq. (135c)], the reflections per-
pendicular to Bi@001# are

F2~1,0,0!5F2~0,1,0!} 1
2 ~ ud1u21ud2u2!5 1

2 ~12B2/Bc
2!,

(142a)

while the parallel reflection is

F2~0,0,1!}ud3u250. (142b)

Exactly the same results are obtained for structure 1b
when a domain average is taken over the two equivalent
staggered magnetization directions x and y in Eq.
135(b). The neutron-diffraction data are, therefore, in
agreement with the spin-wave calculations and Monte
Carlo simulations of Viertiö and Oja (1987, 1989) and
with the perturbation-theory results of Heinilä and Oja
(1993a) (d'2 for Cu) but not with the Monte Carlo
results of Frisken and Miller (1988a)20 nor with the pre-
vious perturbation calculations of Lindgård (1988a).21

Neutron-diffraction results for the [110] field direc-
tions, illustrated in Fig. 57, are not so clear cut as those
for the [001] directions. The (1 0 0) intensity is observed
in high fields for both symmetrically inequivalent field
alignments. The data show, however, that the (1 0 0)
Bragg peak increases more steeply for Bi[1̄ 01] [see Fig.
57(c)] than for Bi[011] [Figs. 57(a,b)]. One should be
cautioned that the absolute intensities were not repro-
ducible, as is shown by the different, although in prin-
ciple equivalent, (1 0 0) Bragg intensities in Figs. 57(a)
and 57(b). Apart from this problem the observed behav-
ior is at least in qualitative agreement with the high-field
configuration’s being the triple-k structure 3a, as was
predicted by the spin-wave calculations and Monte
Carlo simulations of Viertiö and Oja (1987, 1989) and by
perturbation-theory results of Heinilä and Oja (1993a).
According to Eq. (139), the (1 0 0) and (0 1 0) neutron-
diffraction intensities of 3a are

F2~1,0,0!5F2~0,1,0!} 1
2 ~ ud1u21ud2u2!

5~B/Bc!~12B/Bc!, (143a)

when Bi[110], and for the Bragg peak at (0 0 1) the in-
tensity is

F2~0,0,1!}ud3u25~12B/Bc!2. (143b)

20Their phase AF4 shows behavior exactly opposite to that
actually observed.

21His high-field triple-k structure would show both perpen-
dicular and longitudinal reflections.
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The (0 0 1) reflection should therefore be much weaker
than the (1 0 0) and (0 1 0) Bragg peaks in fields slightly
below Bc , and its intensity should also increase more
slowly with decreasing B . The neutron-diffraction mea-
surements are in disagreement with the perturbation cal-
culations of Lindgård (1988b).22

In zero field, the three different type-I modulations
should all have the same intensity. It is, however, obvi-
ous from Fig. 56 that the direction of B during demag-
netization affects the domain distribution and therefore
makes comparisons with theoretical calculations diffi-
cult.

Theoretical phase diagrams for nuclear spins in silver
have been compared with experimental results in Sec.
IX.C.

E. NMR response of type-I structures

The theory of the NMR response of easy-plane, type-I
fcc structures is important for an understanding of
nuclear ordering in copper and silver, and possibly in
rhodium as well. The subject has been investigated theo-
retically by Kumar, Kurkijärvi, and Oja (1986) and by
Heinilä and Oja (1995, 1996). Their work is based on the
vast number of papers on antiferromagnetic resonance
in electronic magnets that have been reviewed exten-
sively by Foner (1963), Keffer (1966), and Akhiezer
et al. (1968). However, there are several complications
that hamper direct application of this early work to the
present case. Most of the NMR data on copper and sil-
ver were measured in zero external field and hence the
absorption curves are broad. As the crystal structure is
cubic in these metals, there is no single-spin anisotropy
in the Hamiltonian, and the positions of the NMR lines
are determined by spin-spin interactions and, within the
ordered state, by the spin structure. The situation is dif-
ferent in most electronic systems in which antiferromag-
netic resonance has been investigated: anisotropy caused
by noncubic crystal symmetry and/or magnetoelastic ef-
fects is important. In addition, in Cu and Ag one has to
deal with the inherent frustration of the fcc lattice.

1. Equations of motion

In the mean-field theory, the spin dynamics is de-
scribed by

d^Ii&
dt

5g^Ii&3Bi , (144)

where Bi is the local field defined by Eq. (75). The equa-
tions of motion for the amplitudes of the type-I modu-
lations dj (j51,2,3) and for the magnetization m [see
Eq. (111)] can be found by Fourier transforming Eq.
(144). This yields

1
g

dm
dt

5m3B2BD (
j51,2,3

~dj3 êj!~ êj•dj! (145)

22His high-field single-k structure would not give rise to the
(1 0 0) reflection at all when Bi[011].
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and

1
g

ddj

dt
5dj3~B2Bcm!2BD~m3 êj!~ êj•dj!

2BD~dk3 êl!~ êl•dl!2BD~dl3 êk!~ êk•dk!.

(146)

Indices (j ,k ,l) in Eq. (146) denote either (1,2,3),
(2,3,1), or (3,1,2). The coefficient BD is the anisotropy
field for type-I order, defined by Eq. (120). When the
dipole-dipole force is the only anisotropic contribution
to spin-spin interactions, the tabulated (Cohen and
Keffer, 1955) lattice sums yield for an fcc lattice
BD'(m0/4p)rgI\36.501.

The anisotropy field BD changes the NMR response
in a profound way: the resonance peaks are shifted away
from the Larmor frequency. Isotropic spin-spin interac-
tions alone, in a system with only one spin species, can-
not cause any shifts from the Larmor position. The non-
zero value of BD results from anisotropic spin-spin
interactions like the dipolar force or an anisotropic ex-
change interaction.

An important characteristic of copper and silver is
that BD.0. In other words, the anisotropy is such that
the antiferromagnetic amplitudes dj are confined, in
equilibrium, into planes perpendicular to the respective
ordering vectors kj , as is expressed by Eq. (112).

The similarity between these equations of motion and
those describing the dynamics of solid 3He and super-
fluid 3He-A has been discussed by Kumar et al. (1986)
and by Heinilä and Oja (1996). If only one of the dj’s is
nonzero, Eqs. (145) and (146) are almost identical with
those proposed for solid 3He (Cross and Fisher, 1985).
The difference is that in 3He it is generally possible to
neglect the terms proportional to the dipole-dipole en-
ergy in Eq. (146) because they are small. This approxi-
mation is not needed, however, when the equations of
motion are solved to first order in the excitation field,
since these terms disappear anyway. Equations (145)
and (146) also have much in common with the Leggett
(1974) equations of superfluid 3He-A if we identify his
l̂ and d with our ê1 and d1. Spin dynamics of 3He-A
resembles, however, a uniaxial antiferromagnet with an
easy axis along l̂ and therefore the corresponding
BD,0.

2. Resonances

The linear response can be calculated by considering
small deviations from the equilibrium configuration. We
assume that a field B(t)5B01B1(t) is applied to the
system and expand the spin vectors in leading orders
of B1: m(t)5m(0)1m(1)(t)1O(B1

2) and similarly for
dj(t). Our aim is to solve for the quantity m(1)(t), which
is of first order in B1(t). One obtains from Eq. (146)

1
g

d

dt
~ êj•dj!5~ êj3dj

~0 !!•~B12Bcm~1 !!1O~B1
2!. (147)

Combination of this result with Eq. (145) yields
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1
g

d2m~1 !

dt2 5m~0 !3
dB1

dt
2B03

dm~1 !

dt
2gBD

3 (
j51,2,3

~dj
~0 !3 êj!~ êj3dj

~0 !!•~B12Bcm~1 !!.

(148)

Introducing the Fourier transformation f(v)
5(2p)21*2`

` f(t)exp(ivt)dt and noting that
M1(v)5rgI\m(1)(v) and M1

m(v)5(nxmn(v)B1
n(v)/

m0 one finds, if vÞ0 (Heinilä and Oja, 1996),

xH~v!/x05@Y~v!2Iv2/gBc#
21Y~v!, (149)

where

Y~v!5gBD (
j51,2,3

~ êj3dj
~0 !!~ êj3dj

~0 !!

2iv (
j51,2,3

~m~0 !3 êj!êj . (150)

The subscript H of xH(v) in Eq. (149) emphasizes
that the above calculation gives only the nondissipative
part of x(v), since the right-hand side of Eq. (149)
makes up a Hermitian matrix. The dissipative part is
absent because there is no relaxation mechanism in the
equations of motion.

Exactly at the resonant frequencies we must add the
missing dissipation. The full dynamic susceptibility can
be written as

x~v!/x05
1
2 (

a

La

12v/~Va2iGa!

1
1
2 (

a

La
*

11v/~Va1iGa!
1

L0

12iv/G0
,

(151)

where Va are resonant frequencies and the Hermitian
matrices La are resonant amplitudes. In Eq. (149),
xH(v) is the Hermitian part of the expression in the
limit Ga→10 when v Þ 0.

The third term in Eq. (151) describes absorption at
zero frequency. Its physical meaning can be illustrated
by considering the response to a small steplike change in
the external field. When the zero-frequency resonance
has, for example, the Lorentzian form, the system reacts
via a process in which the magnetization relaxes expo-
nentially towards a new equilibrium value, and the re-
laxation time is essentially the inverse of the linewidth at
the v50 resonance. The processes that contribute to
zero-frequency absorption are those that involve a
change in the spin-spin interaction energy but no change
in the Zeeman energy. For NMR measurements of the
v50 resonance, see Anderson (1962).

With zero-frequency resonance, and in general with
low-field experiments, one should look for resonances in
x(v)/v rather than in x(v). The quantity x9(v)/v,
where x9(v) is the imaginary part of a diagonal compo-
nent of x(v), is often called the form function. For ex-
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ample, in the paramagnetic state in zero field, x9(v)/v
peaks at v50 if the temperature is well above Tc . This
peak can be called the zero-frequency resonance.

Kramers-Kronig relations provide an equation be-
tween resonant amplitudes La and the static susceptibil-
ity,

x~0 !/x05(
a

Re$La%, (152)

where x05m0rgI\/Bc [see Eq. (116)]. Equation (152)
decomposes the static susceptibility matrix into contri-
butions of various resonances Va , making it possible to
calculate the amplitude of the zero-frequency absorp-
tion once the amplitudes of other resonances, as well as
x(0), are known. Static susceptibility matrices of several
type-I structures were discussed in Sec. XV.D.2.

As an important example, we consider a single-k
structure when the external field is not along the order-
ing vector. The equation of the configuration is given by
Eq. (122). It turns out that x(v) can be expressed using
the angle u between B0 and k as the only parameter.
One obtains two resonant frequencies V1 and V2 given
by

V6
2 5 1

2 $v0
21g2B0

26A~v0
22g2B0

2!214g2B0
2v0

2cos2u%,
(153)

where v0
25(BD /Bc)g2(p2Bc

22B0
2). This result was

found for antiferromagnetically ordered solid 3He by
Osheroff et al. (1980) and later for metallic fcc nuclear
magnets (Kumar et al., 1986). A practical difference is
that v0 has a strong field dependence in nuclear magnets
but can be taken as a constant in solid 3He.

The amplitudes of the two resonances of Eq. (153)
were calculated by Heinilä and Oja (1996). These au-
thors also showed that the two amplitudes satisfy
(aRe$La%5I . As the static susceptibility of the single-
k state of Eq. (122) is simply x(0)5x0I (see Sec.
XV.D.2), the spectral sum rule of Eq. (152) does not
leave any room for zero-frequency absorption. The situ-
ation is different, however, for a single-k structure at
B50 or for a single-k state in a field when B0ik [see Eq.
(117)]. Zero-frequency absorption is predicted.

As an application, one can study how well the reso-
nance frequencies of a single-k state can explain the po-
sitions of the antiferromagnetic NMR peaks that were
observed by Hakonen and co-workers (Hakonen and
Yin, 1991; Hakonen, Yin, and Nummila, 1991). Such a
comparison has been made by Heinilä and Oja (1996).
To account for the fact that a polycrystalline sample was
used in the NMR measurements, it was assumed that,
among the three possibilities, the single-k structure for
which the ordering vector maximizes (kj•B0)2 is stabi-
lized in each field alignment. The assumption is sup-
ported by the neutron-diffraction data of Tuoriniemi,
Nummila, et al. (1995) as well as by most of the theoreti-
cal predictions (Viertiö and Oja, 1989; Viertiö, 1990,
1992; Heinilä and Oja, 1993a, 1996). According to Eq.
(153), the antiferromagnetic resonances form two bands,
uvu<min$gB0 ,v0% and max$gB0 ,v0%<uvu<Ag2B0

21v0
2,
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when the direction of B0 is varied with respect to the
crystalline axes. Their calculated average frequencies
have been plotted in Fig. 71 assuming a sublattice polar-
ization p50.7. There is rather good agreement. It seems,
therefore, that the observed resonances can be inter-
preted in terms of a single magnetically ordered phase
with a single-k structure. The same conclusion was
reached by Hakonen and co-workers.

3. Simulation of spin dynamics

Heinilä and Oja (1995, 1996) have recently presented
a numerical calculation of the full NMR absorption
curve of a classical spin system. Their technique applies
equally well to ordered and disordered systems. The
method is similar to the procedures employed in the cal-
culation of the dynamic structure factor (Wysin and
Bishop, 1990; Chen and Landau, 1994). Since the
method is, in principle, accurate for classical spins, it can
be used to assess the validity of the mean-field equation-
of-motion analysis.

NMR response can be obtained from the autocorrela-
tion matrix

C~ t !5
1
N

^@M~ t01t !2^M&#@M~ t0!2^M&#&, (154)

where M5( iIi /I is the total spin. According to the
linear-response theory (Kubo and Tomita, 1954), C(t) is
related to the dynamic susceptibility through

x~v!5
1

kBT
@C~ t50 !1ivC~v!# , (155)

where

C~v!5E
0

`

C~ t !eivtdt . (156)

The NMR response can be calculated numerically by
using Monte Carlo simulations to produce a set of spin
states. The time dependence of C(t) is then obtained by
solving the equations of motion [Eq. (144)]. For more
details, see the papers by Heinilä and Oja (1995, 1996).

As an example, the NMR response of a system with
N5123 spins, modeling copper nuclei, was investigated.
The simulations revealed a first-order transition to a
type-I antiferromagnet at T5TN

MC. The spin structure
was a single-k state with spins along a crystalline axis,
illustrated on the right-hand side of Fig. 4. The calcu-
lated NMR absorption curves are presented in Fig. 121.
The results show the presence of two antiferromagnetic
resonance peaks below TN

MC.
The mean-field analysis presented in Sec. XV.E.2 pre-

dicts only a single antiferromagnetic resonance at a fi-
nite frequency for this single-k state. The peak can be
identified with the high-f absorption signal, and it is
similar to conventional antiferromagnetic resonance.
The peak at a low but finite f can be understood as an
artificial zero-frequency resonance of the mean-field cal-
culation. The failure of the theory is caused by a hidden
symmetry in the mean-field Hamiltonian [Eq. (74)],
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which results in a continuously degenerate manifold of
type-I states, as was discussed in Sec. XV.D. This degen-
eracy is lifted by thermal fluctuations—the kind of
‘‘order-by-disorder’’ effect discussed by Villain et al.
(1980)—and the single-k state with spins parallel to a
crystalline axis is stabilized. In the dynamic susceptibil-
ity, the order-by-disorder phenomenon is seen as a shift
of spectral intensity from f50 to a finite frequency.23

Therefore the anisotropy associated with the low-f peak
is distinctly different from that of the upper peak.

As is implied by the theoretical curve at T50.09TN
MC

(dotted line in Fig. 121), the width of the simulated reso-
nance peaks tends to zero as T approaches zero. In a
real system, however, narrowing of the peaks at low
temperatures is limited by quantum fluctuations.

The theoretical line shapes can be compared with the
measured NMR data of Huiku et al. (1986) on Cu. The
experimental spectra are shown in the inset of Fig. 121.
The calculated paramagnetic line shape is in good agree-
ment with experiments except for the too rapid falloff at
high frequencies. The measured spectrum displays two
resonances in the antiferromagnetic state, in agreement
with the simulations. The difference between the anti-
ferromagnetic and paramagnetic states is, however,
much smaller in the experiment than in the simulation.
This could result from the coexistence of antiferromag-
netic and paramagnetic domains during the measure-

23An analogous phenomenon is the disappearance of a gap in
the acoustic magnon dispersion relation at zero wave vector in
the frustrated electronic magnet Ca 3Fe 2Ge 3O 12 (Gukasov
et al., 1988).

FIG. 121. Theoretically calculated zero-field NMR absorption
xxx9 (f) in the paramagnetic phase at T51.14TN

MC (solid line),
and in the antiferromagnetic state at T50.86TN

MC (dashed
line). Data for T50.09TN

MC (dotted line) have been divided by
2, and the peaks on this curve are nearly d functions for the
frequency resolution used in the computations. These results
are averages over different orientations of the crystal axes,
namely, xxx9 (f)5Tr$Im$x(f)%%/3. The inset shows experimen-
tal spectra of Huiku et al. (1986). More data are presented in
Fig. 32. All results are in SI units. From Heinilä and Oja
(1995).
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ment, since a suitable linear combination of the calcu-
lated paramagnetic and antiferromagnetic spectra
closely reproduces the experimental line shape.

F. (0 2
3

2
3) order

Neutron-diffraction measurements of copper by
Annila et al. (1990) revealed, for the first time ever,
ordering associated with the k=(p/a)(0, 2

3,
2
3) modulation

vector in an fcc system. Theoretical studies were crucial
in this discovery. First-principles electronic band-
structure calculations by Lindgård, Wang, and Harmon
(1986) had shown that ordering vectors of the form
k=(0,h ,h) are almost degenerate in energy with type-I
modulation vectors in copper. Moreover, Lindgard
(1988a) had predicted24 that this type of order would be
stable in the intermediate-field region, exactly as was
found in the experiments.

The knowledge of the ordering vector alone does not,
however, yield the magnetic structure. The actual spin
configurations with (0 2

3
2
3) order have been investigated

in extensive mean-field calculations by Viertiö and Oja
(1990a, 1990b, 1993). Their work has been remarkably
successful in explaining and predicting the properties of
spin structures with (0 2

3
2
3) order. Our discussion below

mostly draws from their papers.

1. Principal features of the (0 2
3

2
3) spin configurations

Analysis of the so-called permanent spin configura-
tions, which were introduced in Sec. XV.B.4, has been
essential in the study of spin structures with (0 2

3
2
3) or-

der. The concept of permanent configurations, com-
bined with the eigenvalue and eigenvector calculations,
very effectively explains the principal features of the
(0 2

3
2
3) order.

a. Easy-axis anisotropy

The (0 2
3

2
3) order is associated with easy-axis anisot-

ropy. This is seen, for example, by solving the eigen-
value equation (103) in the J1J2D1 approximation, i.e.,
when there are exchange interactions between the near-
est and next-nearest neighbors and dipolar interactions
between nearest neighbors. For k5(p/a)(0, 2

3, 2
3) one

finds the following eigenvalues and eigenvectors:

l1523J123D1 , ê15~1,0,0!, (157a)

l2523J116D1 , ê25~1/A2 !~0,1,21 !, (157b)

l3523J123D1, ê35~1/A2 !~0,1,1!. (157c)

Note that J2 does not enter into these equations. The
nearest-neighbor exchange interaction in copper is anti-
ferromagnetic with J1 /kB'212 nK, while the dipolar
coupling D1 /kB5(m0/4p)\2g2r23/kB525 nK. There-
fore l2 is clearly larger than l1 and l3, and the spin

24According to Heinilä and Oja (1993a), the prediction was
based, however, on an erroneous calculation, as explained in
Sec. XV.F.3.
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modulation associated with the (0 2
3

2
3) order is along the

eigenvector ê25(1/A2)(0,1,21). The corresponding an-
isotropy energy is, indeed, very large because the differ-
ence of the eigenvalues is on the order of kBTN . The
(0 2

3
2
3) order can therefore be classified as antiferromag-

netism with an easy axis.
The important difference between anisotropy of this

sort and the structure found in traditional easy-axis an-
tiferromagnets is that the anisotropy axis is dictated by
the ordering vector rather than by the lattice. Because of
the cubic symmetry in copper, there are altogether 12
different but symmetrically equivalent ordering vectors.
These are the vectors in the star of k = (p/a)(0, 2

3, 2
3) (see

Fig. 54), namely, 6(p/a)(0, 2
3,6

2
3), 6(p/a)( 2

3,0,6 2
3),

and (p/a)( 2
3,6

2
3,0). As the axes associated with order-

ing vectors 6k are equivalent, there are altogether six
possible easy axes. The presence of an external magnetic
field however, breaks, the degeneracy between the vec-
tors in the star.

b. Up-up-down structure

A simple example illustrates the general ideas. Let us
consider the single-k configuration

Ii /I5
m

A2
~0,21,1!1

d1

A2
~0,21,1!cosFpa ~0, 2

3 , 2
3 !•riG ,

(158)

where d152 4
3 and m5 1

3; the structure is illustrated in
Fig. 3(c). It is a three-sublattice configuration in which
all spins have the saturation value u^Ii&u5I . The net
magnetization sums up to I/3 per spin. The antiferro-
magnetic amplitude, d15(d1 /A2)(0,21,1), is along the
easy axis of the ordering vector k=(p/a)(0, 2

3,
2
3). This

structure therefore seems a plausible candidate for the
ground state at T50 in a field aligned along the [01̄ 1]
direction. Exactly at B5Bc/3 the local fields at all spin
sites are equal, and the structure is permanent. Then,
according to Sec. XV.B.4, if l2(0, 2

3,
2
3) is the largest ei-

genvalue, the up-up-down configuration minimizes the
energy and is indeed the ground state.

c. Superposition with type-I order

In fields lower than B5Bc/3 the system would like to
decrease its magnetization from m5 1

3. Owing to the
easy-axis anisotropy of the (0 2

3
2
3) order, there is no way

to decrease m continuously while, at the same time, in-
creasing the (0 2

3
2
3) component. Viertiö and Oja (1990a)

suggested that the system then makes a linear combina-
tion of the best and the second-best solutions: When the
field is lowered below Bc/3, the whole up-up-down pat-
tern of Fig. 3(c) is reduced to decrease m , and the over-
all length of the spin vectors is conserved by superposing
the up-up-down pattern with an up-down configuration,
i.e., type-I modulation, in a perpendicular direction. One
possible spin structure is then the one described in Fig.
3(b).

When the field is reduced all the way to B50 there is
only type-I order left, as is shown by Fig. 3(a). The
whole scenario can be described by using the equation
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Ii /I5
m

A2
~0,1,21 !1

d1

A2
~0,1,21 !cosFpa ~0,2

3 , 2
3 !•riG

1
d2

A2
~0,1,1!cosFpa ~1,0,0!•riG , (159)

where d1524m and d2
25129m2. One can prove that

this is the ground state under the following two assump-
tions: (i) lmax5l2(0, 2

3, 2
3)5l2,3(1,0,0) and (ii) l2(0, 2

3, 2
3)

is larger than l2,3(1,0,0) by an infinitesimally small
amount.

One feature of Eq. (159), which is worth noting, is
that the amplitude of the (0 2

3
2
3) component is propor-

tional to the field. This particular type of antiferromag-
netism is therefore induced by the field.

d. Construction of multiple-k structures

Viertiö and Oja (1993) have derived equations that
can be used to construct, in a general field direction,
single-k and double-k spin configurations with only
(0 2

3
2
3) order. The double-k structures can be written as

Ii /I5d1cos~k1•ri!1d2cos~k2•ri!1m, (160)

where k1 and k2 are vectors in the star of k
5(p/a)( 2

3 , 2
3 ,0). The amplitudes of the antiferromag-

netic modulations d1 and d2 lie along the easy directions
of the respective ordering vectors k1 and k2 (see Sec.
XV.F.1a). The magnetization is given by m5B/Bc
where Bc5I@l2(0, 2

3,
2
3)2l(0)]/\g .

At fcc lattice sites, the phase factor k•ri takes the val-
ues 2p/3, 4p/3, and 2p , yielding cos(k•ri)52 1

2 , 2 1
2,

and 1, respectively. There are four sublattices with spins
(d11d21m), (d12 1

2 d21m), (2 1
2 d11d21m), and

(2 1
2 d12 1

2 d21m). In zero field, m50 and it is clearly
impossible to find amplitudes d1 and d2 such that the
four spin vectors would have equal lengths. However, at
certain values and directions of the external field, the
induced magnetization perfectly compensates for the
mismatch.

The analysis is performed at T50 for simplicity. Let
us define m5mi1m' , where mi is the component of
magnetization in the plane determined by d1 and d2. The
spins are saturated at Ii5I when the following condi-
tions are satisfied:

d1•d250,

mi52
1
4

~d11d2!,

9m i
21m'

2 51. (161)

According to the first condition, the only possible
double-k structure is of the type d1i(1,1,0) and
d2i(1,21,0), with ordering vectors k15(p/a)( 2

3,2
2
3,0)

and k25(p/a)( 2
3, 2

3,0). The second condition of Eqs.
(161) gives the correction mi , which is needed to make
the moments equal. There may be, perpendicular to the
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
plane spanned by d1 and d2, an additional component of
magnetization m' , the value of which is determined by
the third condition.

In the case of a single-k structure, d250, the above
equations reduce to mi52 1

4 d1 and 9m i
21m'

2 51. It is
clear that for a fixed direction of the external field, d1
must have a component along B. Otherwise, antiferro-
magnetic solutions are not found.

A similar analysis can be made for a superposition
structure in which k1 is a vector in the star of
k5(p/a)( 2

3,
2
3,0) and k2 is one of the three type-I order-

ing vectors. There are then four sublattices with spins
(d11d21m), (d12d21m), (2 1

2 d11d21m), and

(2 1
2 d12d21m). At T50, Ii5I and the following con-

ditions must be satisfied:

d1•d250,

d2•m50,

mi52
1
4

d1,

9m i
21m'

2 1d2
251. (162)

From the first condition and from the easy-axis anisot-
ropy of type-I order, it follows that if d1i(1,1,0), then
d2i(1,21,0) or i(0,0,1). The corresponding ordering
vectors are k15(p/a)( 2

3,2 2
3,0) and k25(p/a)(0,0,1) in

the former case, and k25(p/a)(1,0,0) or (p/a)(0,1,0)
in the latter. In a general field direction, in which umxu,
umyu, and umzu are all nonequal and nonzero, it is then
impossible to satisfy simultaneously the second equa-
tion, and a double-k superposition structure does not
exist. Once there is some symmetry in the field align-
ment, for example, if mi[aab], a superposition solution
can be found.

In the high-symmetry field directions, it is possible to
find more complex, permanent multiple-k structures that
superimpose the (0 2

3
2
3) and (1 0 0) orders. Viertiö and

Oja (1993) have constructed, for the [100] and [011] field
alignments, quadruple-k spin configurations that are si-
multaneously modulated by one (0 2

3
2
3) ordering vector

and by the three type-I vectors.

2. Theoretical spin structure versus experiments on copper

Neutron-diffraction measurements on copper by An-
nila et al. (1992), in which B was aligned along the vari-
ous crystalline high-symmetry directions, revealed clear
selection rules for the three type-I reflections and the
twelve cubic-symmetry-related (0 2

3
2
3) reflections (see

Fig. 59). These selection rules provided crucial tests for
the theoretically calculated spin configurations, as we
discussed in Sec. XV.D.8 for type-I configurations. In
the case of the (0 2

3
2
3) order, the observed selection rules

provide even more tests of the spin structures. The ex-
perimentally determined selection rules are in complete
agreement with the theoretical predictions of Viertiö
and Oja (1990a, 1990b). Their equations for the actual
spin configurations will be given below.
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a. Bi[011]

When the external field is aligned along the [011] crys-
talline axis, there are three nonequivalent ordering vec-
tors in the star of k25(p/a)( 2

3,
2
3,0). The use of Eq. (161)

yields the following permanent single-k structures:

k15~p/a !~0, 2
3 ,2 2

3 !, d152
4

3A2
~0,1,1!, (163)

at B5Bc/3, and

k15~p/a !~ 2
3 ,0, 2

3 !, d152
2

A6
~1,0,21 !, (164)

at B5Bc /A3. Solutions similar to the latter can be ob-
tained for the symmetrically equivalent ordering vectors
k5(p/a)( 2

3,0,2 2
3), (p/a)( 2

3,
2
3,0), and (p/a)( 2

3,2
2
3,0).

For k5(p/a)(0, 2
3, 2

3), a permanent single-k solution does
not exist.

Equation (161) also yields the double-k structure

k15~p/a !~ 2
3 , 2

3 ,0!, d15
2

A6
~1,21,0!,

k25~p/a !~ 2
3 ,2 2

3 ,0!, d252
2

A6
~1,1,0! (165)

at B5Bc /A5.
The above configurations are permanent only at dis-

crete values of B. In other fields it may be energetically
advantageous to combine the (0 2

3
2
3) modulation with a

suitable amount of type-I order, as was discussed in Sec.
XV.F.1c. This is possible for the single-k structure of Eq.
(163), as was demonstrated by Eq. (159) and in Fig. 3.
The actual spin arrangement may be more complex,
however. It is easy to see that one can superpose yet
another type-I modulation with the configuration given
by Eq. (159), namely, (d3,0,0)cos@(p/a)(0,1,0)•ri# , where
d3 and d2 are now obtained from d2

21d3
25129m2. Fur-

thermore, it turns out that it is possible to add even a
third type-I modulation, k5(p/a)(0,0,1), but the equa-
tion for the spin configuration then becomes very com-
plicated indeed.

The use of Eq. (162) shows that it is impossible to
superimpose type-I order with the single-k configuration
of Eq. (164) to construct a permanent double-k struc-
ture.

The analytical solutions for spin arrangements by su-
perposition are exact within the mean-field theory only
when lmax5l2(0, 2

3,
2
3)5l2,3(1,0,0). Most of the degen-

eracy associated with the ground state is removed by the
assumption that l2(0, 2

3,
2
3) is larger than l2,3(1,0,0) by an

infinitesimally small amount. The ground state is then
the one that maximizes the (0 2

3
2
3) order. This leaves,

however, some degeneracy in the spin system. A unique
ground state can be found by considering fluctuation ef-
fects as was the case with pure type-I order. In addition,
one has to take into account that the assumption
Dl[l2(0, 2

3,
2
3)2l2,3(1,0,0)→10 cannot be exactly valid

in a real system, and one has to accept a positive but
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small Dl . One may consider this as an extra source
of fluctuations to the ideal case Dl[l2(0, 2

3 , 2
3 )

2l2,3(1,0,0)→10. Monte Carlo simulations
(Viertiö and Oja, 1990a) have given evidence that the
stable structure is a configuration in which the
k15(p/a)(0, 2

3,2
2
3) ordering vector is superimposed on

k35(p/a)(0,1,0). The reason for illustrating in Fig. 3(b)
the combination structure with the k25(p/a)(1,0,0) or-
dering vector is that this configuration is easier to visu-
alize.

Information on the stability of the various ordering
vectors has been collected into Table VII. Comparison
with the observed selection rules, which were summa-
rized in Fig. 59, shows that there is complete agreement
between theory and experiment: Only the predicted (Vi-
ertiö and Oja, 1990a, 1990b) ordering vectors were ob-
served in measurements (Annila et al., 1992). In addi-
tion, when Bi[011], the eight mutually equivalent
vectors25 k56(p/a)( 2

3,0,6 2
3) and 6(p/a)( 2

3,6
2
3,0)

have their maximum intensities in higher fields than the
k56(p/a)(0, 2

3,2
2
3) vector.

The observed field dependence of the (1 0 0) and the
(0 2

3
2
3) Bragg reflections has been compared with calcu-

lations (Viertiö and Oja, 1990a). The theoretical mag-
netic structure factors uI(k)u2 are presented in Fig. 122 in
terms of a contour diagram in the B-T plane. According
to Eq. (51), uI(k)u2 is proportional to the intensity of the
Bragg peak, but experimental difficulties make it ex-
ceedingly hard to obtain an accurate value for the pro-
portionality constant. Measurements of relative intensi-
ties are, however, very interesting as such because the

25Viertiö and Oja associated these ordering vectors with the
double-k configuration of Eq. (165) in their 1990a paper. The
structure was then thought to be nonpermanent. Only later
(1993) did the authors notice that the structure is, in fact, a
permanent one. In their 1990a paper, the structure was called a
4-k state rather than 2-k because 6k’s were counted sepa-
rately. The single-k configuration of Eq. (164) was found only
in the 1993 paper.

TABLE VII. Summary of theoretical selection rules for the (0
2
3

2
3) order. From Viertiö and Oja (1990a, 1990b, 1993).

Alignment k(p/a) Stability region

Bi@100# 6(0, 2
3,6 2

3) not stable
6( 2

3,0,6 2
3) 0 <B<Bc /A5

6( 2
3,6 2

3,0) 0 <B<Bc /A5
Bi@011# 6(0, 2

3, 2
3) not stable

6(0, 2
3,2 2

3) 0<B<Bc/3
6( 2

3,0,6 2
3) Bc /A5, Bc /A3

6( 2
3,6 2

3,0) Bc /A5, Bc /A3
Bi@111# 6(0, 2

3, 2
3) not stable

6(0, 2
3,2 2

3) 0<B<A3/19Bc

6( 2
3,0, 2

3) not stable
6( 2

3,0,2 2
3) 0<B<A3/19Bc

6( 2
3, 2

3,0) not stable
6( 2

3,2 2
3,0) 0<B<A3/19Bc
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contour diagram has a rich structure.
There is clearly a good resemblance between the

theoretical and experimental (see Fig. 3) diagrams. In
high fields, only (1 0 0) order has been found. In inter-
mediate fields, there is an abrupt transition between the
(1 0 0) state and a structure with only (0 2

3
2
3) order.

When the field is lowered further the intensity of the
(0 2

3
2
3) reflection decreases while the (1 0 0) peak in-

creases. Finally, at B50, only (1 0 0) order exists. The
theoretical contour diagram reproduces well the two dif-
ferent kinds of transitions between the (0 2

3
2
3) and (1 0 0)

structures: The transition is gradual in low fields and
quite abrupt in high fields.

There are several matters, however, that one should
pay attention to when making a comparison. First, the
horizontal axis in the experimental phase diagram is the
warmup time t rather than the absolute temperature.
There has to be a monotonically increasing relationship
between t and T so that the topology of the two dia-
grams should be the same. Another important point is
the way in which the theoretical diagram was con-
structed. uI(k)u2 was obtained from a Monte Carlo simu-
lation by heating the ground state in small temperature
steps. The initial configuration was the combination
structure of Eq. (159) in fields B,Bc/3, but with the
k35(p/a)(0,1,0) ordering vector rather than
k25(p/a)(1,0,0). In fields B.Bc/3, the initial configu-
ration was the type-I structure 3a [see Eq. (139)].

The largest discrepancy between the experimental
and theoretical structure-factor diagrams occurs in fields
B50.12–0.16 mT, where a gap develops upon warming
between the contours for the (0 2

3
2
3) and (1 0 0) Bragg

peaks. Viertiö and Oja (1990a) suggested that this is due
to the fact that another structure, with 6( 2

3 0 6 2
3) and

6( 2
3 6 2

3 0) Bragg reflections, is stable in this field region
(see the previous footnote). Subsequent experimental

FIG. 122. Contour diagrams of the magnetic structure factor
uI(0, 2

3, 2
3)u2 (solid lines) and the averaged (1 0 0) structure fac-

tor 1
3@ uI(1,0,0)u21uI(0,1,0)u21uI(0,0,1)u2# (dashed lines) in the

temperature vs magnetic field plane for Bi[011̄ ]. The results
were obtained in a simulated warmup during a Monte Carlo
run. Compare with the experimental diagram shown in Fig. 3.
From Viertiö and Oja (1990a).
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results, summarized in Table VII, were in accord with
the suggestion. Apart from the double-k structure of Eq.
(165), another plausible candidate for the stable struc-
ture in the region of the gap is the single-k structure of
Eq. (164).

b. Bi[100]

Permanent spin structures with (0 2
3

2
3) order have

been predicted for Bi@100# as well (Viertiö and Oja,
1990a, 1990b). In this field direction, too, it is possible to
construct structures that superimpose the (0 2

3
2
3) and

(1 0 0) orders when l2(0, 2
3,

2
3)5l2,3(1,0,0). In these spin

configurations the (0 2
3

2
3) order is uniquely determined,

whereas the (1 0 0) order is continuously degenerate:
various combinations of k=(p/a)(1,0,0), (p/a)(0,1,0),
and (p/a)(0,0,1) modulations are possible. In the equa-
tions below, the particular solutions that maximize the
Bragg intensities at positions (0 1 0) and (0 0 1) have
been chosen (Viertiö and Oja, 1993), since neutron-
diffraction measurements (Annila et al., 1992) showed
that these reflections are much stronger than the one at
(1 0 0) after demagnetization with Bi@100# , as illustrated
in Fig. 56.

In fields 0,B,Bc/3 the permanent spin structure
that maximizes (0 2

3
2
3) order is the triple-k configuration

k15~p/a !~ 2
3 , 2

3 ,0!, d15
d1

A2
~1,21,0!,

k25~p/a !~2 2
3 , 2

3 ,0!, d25
d2

A2
~1,1,0!,

k35~p/a !~0,1,0!, d35d3~0,0,1!, (166)

d15d2522A2m ,

d356A129m2.

The structure is illustrated in Fig. 123(a). Viertiö and
Oja (1990a) identified this spin configuration with the
experimentally observed low-field phase AF1 in Fig. 1.

FIG. 123. Spin structures in the AF1 and AF2 phases of cop-
per when the external magnetic field is aligned along a crystal-
lographic axis, here the @100# direction. The corresponding ex-
perimental diagram is illustrated in Fig. 1. Only spins in one
crystallographic plane have been shown: (a) AF1 phase in
fields B,Bc/3 as given by Eq. (166); (b) AF2 in
Bc/3,B,Bc /A5 [see Eq. (167)]. From Viertiö and Oja
(1990a).
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In fields Bc/3,B,Bc /A5 one finds the quadruple-k
structure

k15~p/a !~ 2
3 , 2

3 ,0!, d15
d1

A2
~1,21,0!,

k25~p/a !~0,0,1!, d25
d2

A2
~1,1,0!,

k35~p/a !~0,1,0!, d35d3~0,0,1!,

k45~p/a !~1,0,0!, d45d4~0,0,1!, (167)

d1522A2m ,

d25
1

A2
~m2A229m2!,

d356@ 1
2 m~A229m22m !#1/2,

d45d3 .

This configuration is illustrated in Fig. 123(b). The struc-
ture was associated with the experimentally observed
intermediate-field phase AF2.

In fields above Bc /A5, the ordered spin configuration
AF3 should be the type-I structure with two ordering
vectors [see Eq. (135c)], as was discussed in Sec.
XV.D.7a. The stability regions of the various ordering
vectors have been summarized in Table VII. Compari-
son with observed selection rules of Fig. 59 again shows
complete agreement.

With the above identification of the three experimen-
tally found phases in this field direction (see Fig. 1), the
transitions AF1↔AF2 and AF2↔AF3 are of first order
as observed. Even the absolute values for the transition
fields at T50 are in good agreement with experiment:
For the exchange constants, which were used in the
Monte Carlo simulations of Viertiö and Oja (1990a),
one finds Bc/350.13 mT and Bc /A550.18 mT, while the
measured values are 0.12 mT and 0.17 mT, respectively.

c. Bi[111]

Permanent spin configurations with (0 2
3

2
3) order have

been constructed for Bi@111# , too (Viertiö and Oja,
1990a, 1990b). In this case, there are no permanent
double-k structures but a single-k solution was found at
B5A3/19Bc . The ordering vector is perpendicular to
the field; it is either 6(p/a)(0, 2

3,2
2
3), 6(p/a)( 2

3,0,2 2
3),

or 6(p/a)( 2
3,2

2
3,0). These modulations are all equiva-

lent when the field is exactly along the [111] direction.
The other six (0 2

3
2
3) ordering vectors do not yield per-

manent solutions. These theoretical selection rules are
in agreement with the measurements (see Fig. 59).

In fields 0,B,A3/19Bc , the single-k structure can be
superimposed with (1 0 0) order, viz.,

k15~p/a !~0, 2
3 ,2 2

3 !, d15
d1

A2
~0,1,1!,
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k25~p/a !~1,0,0!, d25
d2

A2
~0,1,21 !, (168)

d1528m/A6,

d256A1219m2/3.

d. Other field directions

Viertiö and Oja (1993) have constructed all perma-
nent spin configurations with one or two ( 2

3
2
3 0) ordering

vectors when the external magnetic field is applied in the
plane By5Bz . The results of this calculation are illus-
trated in Fig. 124. In the shaded region, there exists a
double-k configuration that can be obtained from Eq.
(162) by a superposition of k15(p/a)(0, 2

3 ,2 2
3 ) and k2

5(p/a)(1,0,0) ordering vectors. Along the [011] and
[100] field directions, the above mentioned quadruple-k
superposition structures exist as well.

3. Stability of (0 2
3

2
3) modulation versus type-I order

There has been some controversy about the origin of
the (0 2

3
2
3) order in copper. The question has been

whether this modulation is stabilized by fluctuation ef-
fects beyond the mean-field theory, or whether the spin-
spin interactions are such that the (0 2

3
2
3) order results

already from the mean-field theory. The latter possibil-
ity would require that the indirect exchange interactions
differ by some 10 to 20% from their calculated and mea-
sured values.

FIG. 124. Permanent spin configurations of copper with
(0 2

3
2
3 ) order as functions of the external magnetic field in the

plane By5Bz . The structures exist along the heavy curves
with the particular ordering vector(s) indicated. The field val-
ues (in units of Bc) for the high-symmetry directions are indi-
cated. In the shaded region, (0 2

3 2 2
3) and (1 0 0) orders are

superimposed. The thin Bc curve shows the critical field for
antiferromagnetic order. From Viertiö and Oja (1993).
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Although an ordering vector of type k
5(p/a)(h ,h ,0) was a possibility in the mean-field cal-
culations, which assumed the free-electron model for the
RK interaction (Kjäldman and Kurkijärvi, 1979; Oja and
Kumar, 1984), this ordering became a serious alternative
for the modulation vector of copper only with the first-
principles electronic-band-structure calculations of the
RK interaction by Lindgård, Wang, and Harmon (1986).
Their study predicted that the ordering vector should be
of type I, as was thought previously, but also showed
that, if the strength of the RK interaction was somewhat
reduced, the type-I ordering vector should become un-
stable against the k5(p/a)(h ,h ,0) order rather than
the k5(p/a)(h ,0,0) modulation, as was predicted by
the free-electron model (see Figs. 111 and 112).

In the first neutron-diffraction measurements on cop-
per by Jyrkkiö, Huiku, Lounasmaa et al. (1988), the
type-I Bragg reflection was found in the low- and high-
field regions when Bi[01̄ 1]; in intermediate fields the
Bragg intensity was almost zero. Soon afterwards, theo-
retical calculations of Lindgård (1988a, 1988b) showed
that there are two different single-k states, 1z and 1y
[see Eqs. (141)], in this field direction, with a transition
at B'0.3Bc . According to Lindgård, quantum fluctua-
tions stabilize a k5(p/a)(h ,h ,0) phase in the field re-
gion between the 1z and 1y states. This prediction ex-
plained the low intensity of the type-I reflection in
intermediate fields and was consistent with the (0 2

3
2
3)

Bragg reflection found in later neutron-diffraction ex-
periments of Annila et al. (1990). In a more recent pa-
per, Lindgård (1990) confirmed that the (0 2

3
2
3) order is,

indeed, favored by quantum fluctuations.
Different results were obtained, however, in the re-

cent work by Heinilä and Oja (1993a). They noticed that
Lindgård’s calculation of the ground-state energies for
type-I structures was partly incorrect. According to Hei-
nilä and Oja, perturbation theory predicts the type-I
structures 3b and 3a for copper (d52) when Bi[011̄ ]
(see Fig. 119) rather than 1z and 1y. Furthermore, these
authors found that quantum fluctuations favor type-I or-
der rather than the (0 2

3
2
3) modulation. At least in the

important case of B5Bc/3, for which measurements
show that the (0 2

3
2
3) Bragg peak has its maximum inten-

sity, the perturbation calculation of Heinilä and Oja pre-
dicts, in the case of complete degeneracy l2,3(1,0,0)
5l2(0, 2

3 , 2
3 ), that quantum fluctuations favor the 3a

structure rather than the up-up-down configuration of
(0 2

3
2
3) order. This work therefore gives support to the

idea advocated earlier by Viertiö and Oja (1990a, 1990b,
1993), who explained the observed stability of the
(0 2

3
2
3) order by starting from the assumption that the

exchange interactions are such that the eigenvalue for k
5(p/a)(0, 2

3, 2
3) is, in fact, larger than that for a type-I

ordering vector.
The problem that remains is that the eigenvalue for

the (0 2
3

2
3) spin configuration is 10% lower than that for

type-I order according to first-principles band-structure
calculations (Lindgård et al., 1986; Oja et al., 1989).
Since the 10% difference in the two eigenvalues is
within the estimated uncertainty of the calculated ex-
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change parameters, there is no serious discrepancy. Nev-
ertheless, refined computations of exchange interactions
in copper would be of value.

According to band-structure calculations made so far,
several exchange parameters seem to be important in
deciding the relative stability of the (0 2

3
2
3) and (1 0 0)

orders, since their energies are so close to each other. It
would be particularly important to narrow down error
margins for the isotropic interactions between the near-
est and the third-nearest neighbors. Anisotropic ex-
change parameters between nearest neighbors are sig-
nificant, too, as well as other isotropic interactions even
up to the sixth-nearest neighbors.

4. Superposition structure or a mixed state
of (0 2

3
2
3) and (1 0 0) domains

One of the main features of the neutron-diffraction
data on copper is that in a wide-field region, approxi-
mately from B50.02 to 0.06 mT, both (0 2

3
2
3) and (1 0 0)

orders are present simultaneously. There are two inter-
pretations of this fact. First, there can be superposition
of (0 2

3
2
3) and (1 0 0) orders in a single magnetic domain,

as was discussed in Sec. XV.F.1c. Without theoretical
support, such a complicated spin configuration might ap-
pear unlikely. Second, the ordered spin system can be a
mixture of two different kinds of domains, namely, one
with (0 2

3
2
3) order and the other with (1 0 0) modulation.

It was stressed by the experimentalists (Annila et al.,
1990, 1992) that measured data cannot distinguish be-
tween these two possibilities.

Assuming tentatively the second alternative, Annila
et al. interpreted their data as a first-order transition be-
tween (0 2

3
2
3) and (1 0 0) orders at B'0.06 mT, with

large hysteresis effects. The (0 2
3

2
3) Bragg reflection in

fields below B50.06 mT would then result from meta-
stable domains. The relaxation time to thermodynamic
equilibrium would have to be longer than the warmup
time caused by spin-lattice relaxation.

If the possibility of a superposition structure is ac-
cepted, as is suggested by theoretical calculations (Vier-
tiö and Oja, 1990a, 1990b, 1993), there is no need to
assume large hysteresis effects. The simultaneous pres-
ence of (0 2

3
2
3) and (1 0 0) orders is thereby explained, as

shown by the good agreement between the theoretical
and the experimental structure-factor diagrams (Figs. 3
and 122). Annila et al. (1990, 1992) conclude that a su-
perposition structure is possible particularly in the field
region from B50.02 to 0.05 mT, where the temporal
behavior of the (0 2

3
2
3) and (1 0 0) Bragg reflections is

similar, as shown by Fig. 46(b). Although this is a com-
pelling argument, it should be noted that, according to
Monte Carlo simulations (Fig. 122), the T dependence
of the two Bragg reflections is different. Therefore the
superposition structure could, in principle, be stable also
in fields higher than 0.05 mT.

In very low fields, below 0.02 mT, the intensity of the
(0 2

3
2
3) Bragg reflection rapidly decreases, as is shown by

curve (d) in Fig. 45. Depending on the nature of the
(0 2

3
2
3) order in fields above 0.02 mT, this behavior sug-
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gests that the superposition structure becomes unstable
or, alternatively, that the (0 2

3
2
3) domains disappear.

There are some measurements that could be useful in
deciding between the superposition structure or a mixed
state. One possibility relies on the fact that Eqs. (162)
show that it is impossible to construct, in a general field
direction Bi[a b g] where uau, ubu, and ugu are all differ-
ent and nonzero, a permanent double-k spin structure
that would superimpose the (0 2

3
2
3) and (1 0 0) orders. It

is likely that more complicated, permanent multiple-k
spin configurations do not exist either. On the other
hand, a superposition structure is predicted for the cubic
high-symmetry field directions. One would then expect
that, for a suitable general field alignment, the behavior
of the (0 2

3
2
3) and (1 0 0) reflections in low intermediate

fields would be different from their behavior in high-
symmetry directions.

Another possibility is to perform NMR measurements
on a single-crystal specimen. A careful analysis of the
NMR line shape might help in deciding between the two
possibilities (Heinilä and Oja, 1995).

5. Related electronic magnets

The simultaneous presence of two different kinds of
ordering vectors is a rare occurrence. Moreover, a pe-
riod of three is rather unusual in ordered spin structures.
The purpose of this section is to draw attention to some
electronic magnets sharing these properties in the hope
that this will result in a better understanding of these
systems.

In TbMn 2, which crystallizes in the C15 cubic Laves
phase, the Mn atoms are distributed on the vertices of
regular tetrahedra, which, in turn, are packed in a dia-
mond arrangement sharing vertices. A high degree of
frustration arises for the Mn antiferromagnetism, lead-
ing to complicated magnetic structures (Ballou et al.,
1988). Neutron-diffraction measurements have revealed
that the low-temperature magnetic phase of TbMn 2 is
metastable and poised between magnetic configurations
with propagation vectors ( 2

3
2
3 0) and ( 1

2
1
2

1
2), respectively

(Ballou et al., 1992). Experiments have also shown that
these reflections depend on the external magnetic field
in an interesting way.

A period-of-three modulation has also been found
for USb 0.9Te 0.1 in which the U atoms occupy fcc sites.
Neutron-diffraction experiments have shown that,
in the low-temperature phase, the ordering vectors
6(p/a)( 2

3,0,0), 6(p/a)(0, 2
3,0), and 6(p/a)(0,0, 2

3), as
well as a ferromagnetic component, are present simulta-
neously (Rossat-Mignod et al., 1979).

Tripling of the magnetic unit cell along one crystalline
axis has been observed in MnSe 2 (Hastings et al., 1959).
Mn atoms occupy fcc sites in this compound having a
pyrite structure. The antiferromagnetic state displays the
ordering vectors (p/a)( 1

3,0,1) and (p/a)(0,1,0). The
type-I component in this case is the third harmonic of
the fundamental ordering vector (p/a)( 1

3,0,1). The role
of anisotropic interactions in MnSe 2 has been discussed
theoretically (Heinilä and Oja, 1994c).
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Finally, we comment on the up-up-down configuration
predicted for copper in a field B5Bc/3 when Bi[011̄ ]
[see Fig. 3(c)]. A similar configuration with the propaga-
tion vector along a cubic axis has been found in calcula-
tions on Ising systems for certain nearest and next-
nearest neighbor interactions (Binder et al., 1981). The
nature of this structure, however, is different from that
for vector spins.

Experimentally, an up-up-down spin configuration has
been observed in EuSe, which is an fcc system (Griessen
et al., 1971, and references therein). In contrast to cop-
per, magnetoelastic energies play a significant role in the
behavior of this compound.

G. High-field phase of copper when Bi[111]

Neutron-diffraction measurements of Annila et al.
(1992) on copper showed unexpectedly that in fields B
50.17 –0.25 mT, applied along the [111] crystalline di-
rection, no antiferromagnetic (1 0 0) Bragg peak was ob-
served (see Fig. 58), although it was found for the [100]
and [011] field directions. Neither was there any (0 2

3
2
3)

structure present. Several other ordering vectors were
searched for but with negative results, as was described
in Sec. VII.J. A number of theoretical calculations have
been performed to explain the absence of the (1 0 0)
order and to predict the actual spin configuration.

1. A (h k l) structure

Assuming that the soft-mode theory, presented in Sec.
XV.B.6, may be used to describe the transition from the
polarized phase to the ordered state, Oja and Viertiö
(1992, 1993) have predicted the form of the ordering
vector for the as-yet-unknown Bi(1,1,1) phase. First,
lmax must be obtained for a vector other than k
=(p/a)(1,0,0). Otherwise the transition would always
take place at a type-I vector for all field alignments,
since l2,3(p/a ,0,0) is degenerate. Clearly, lmax must be
a unique eigenvalue. The corresponding eigenvector e
should not be perpendicular to any of the three [100]
directions so that type-I order could be stable in these
field alignments. Therefore ex Þ 0, ey Þ 0, and ez Þ 0. For
the same reason, e should not be perpendicular to any of
the six [110] directions. Thus uexuÞueyu, uexuÞuezu, and
ueyuÞuezu. The eigenvector corresponding to the un-
known ordering vector Q is thus of most general form.
Using group-theoretical arguments or direct calcula-
tions, one can show that Q itself has to be of the most
general form, namely, Q5(h ,k ,l), with uhu, uku, and ulu
all unequal and nonzero.

a. Model Hamiltonian

A Q5(h ,k ,l) type of ordering vector may seem too
complicated for an fcc system. Viertiö and Oja (1993),
however, have performed extensive numerical calcula-
tions to demonstrate that such an ordering vector is, at
least in principle, a real possibility. As the first step,
theoretical spin-spin interactions in copper were altered
to produce a model that would favor ordering at a Q=
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(h ,k ,l) type vector. Modifications of the exchange con-
stants were arbitrary except for the fact that changes
were kept within limits that are reasonable in view of
the state-of-the-art band-structure calculations of ex-
change interactions (Lindgård et al., 1986; Oja et al.,
1989). It turned out to be possible to construct, using
interactions between spins up to the ninth-nearest-
neighboring shell, a Hamiltonian for which the following
two inequalities hold:

lmax5lmax~
2
3 , 1

2 , 1
6 !*l2~0,2

3 , 2
3 !*l2,3~1,0,0!. (169)

Here, the set of k-vectors has been restricted to those
compatible with a system of 123/25864 spins in an fcc
lattice, which is the reason that Q assumes the rational
value Q=(p/a)( 2

3, 1
2,

1
6). The inequalities for l2(0, 2

3,
2
3),

which is the relevant eigenvalue for the (0 2
3

2
3) order, are

needed to explain the interplay of the (0 2
3

2
3) and (1 0 0)

modulations in intermediate fields.
The interaction constants that produce this situation

were tabulated in the paper of Viertiö and Oja (1993).
When they were compared with the calculated exchange
constants of Oja, Wang, and Harmon (1989), it was
found that the largest absolute change occurred in the
nearest-neighbor interaction, which was enhanced by
18%. The modified values are thus reasonable in the
sense that they fall within the error bars of the first-
principles calculations and within the uncertainty of the
various experiments probing exchange constants.

For the modified interactions, the soft-mode transition
takes place to a Q=(p/a)( 2

3 , 1
2 , 1

6 ) state in fields aligned
close to the [111] crystalline direction, as shown by Fig.
125. Whereas in the [011] and [100] field alignments,

FIG. 125. Critical fields Bc for antiferromagnetic structures in
copper, with ordering vectors in the star of Q=(p/a)( 2

3, 1
2, 1

6), as
a function of the external-field direction in the plane
By5Bz . The six ‘‘finger’’-shaped curves represent critical
fields for the various cubic-symmetry related vectors. The bro-
ken lines with labels (1,0,0) and (0, 2

3, 2
3) show Bc’s for the cor-

responding ordering vectors. The scale is Bc
max50.37 mT. The

resolution has been enhanced greatly as shown by the values
on the horizontal axis. From Oja and Viertiö (1993).
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Bc for a type-I structure is higher than for a Q= (p/a)
( 2

3,
1
2, 1

6) configuration. An additional complication arises
from the fact that Bc(0, 2

3,
2
3) is higher than Bc(1,0,0).

However, a suitable 2° misalignment of the field away
from the plane By5Bz stabilizes type-I modulation over
the (0 2

3
2
3) order in the [011] and [100] field alignments,

as observed.

b. Interplay of the (h k l), (0 2
3

2
3), and (1 0 0) modulations

Since the soft-mode theory applies only along the
phase boundary B5Bc , several questions could not be
answered. To obtain more information on the actual
spin configurations and the magnetic phase diagram of
copper nuclei, Viertiö and Oja (1993) performed nu-
merical mean-field calculations in the antiferromagneti-
cally ordered region, for different alignments and
strengths of the external magnetic field.

The stable spin configurations were determined by nu-
merical iteration of the mean-field equations. The pro-
cesses started from various initial configurations made of
several combinations of the three modulations (2

3
1
2

1
6),

(0 2
3

2
3), and (1 0 0). The iterations were continued until a

self-consistent solution was found. At every step, one of
the 864 spins was randomly chosen, and a new direction
and value was assigned to it according to Eqs. (75)–(77).
The temperature was fixed at 140 nK=0.83 TN

MF which
corresponds to the sublattice polarization u^Ii&u/I50.61.

At each field point, 7–9 different initial configurations
were tried. Typically 5–7 inequivalent final states were
found, and the stable structure was extracted from the
metastable ones by comparing their Gibbs free energies.
The phase diagram as a function of the field was then
constructed in the plane By5Bz . The result turned out
to be very complex. Altogether 17 ordered phases were
found. The magnetic phase diagram deduced from these
calculations is presented in Fig. 126.

The ordering vectors of the different phases have
been sorted out in Table VIII. The phases are labeled by
A, B, and/or C to show that the structure contains
( 2

3
1
2

1
6), (0 2

3
2
3), or (1 0 0) orders, respectively. It can be

seen that most of the phases are complicated superposi-
tion structures of two different types of ordering vectors.
For information on the modulation amplitudes, we refer
the reader to the original publication (Viertiö and Oja,
1993).

In high fields, close to the [111] direction, phases
A1–A4 contain only ( 2

3
1
2

1
6) type modulations. This is

different from the [100] and [011] field directions, in
which the (1 0 0) order, combined with the ( 2

3
1
2

1
6) modu-

lation, appears up to Bc . The results are in agreement
with the neutron-diffraction measurements of Annila
et al. (1992).

The simulations revealed some interesting nonlinear
effects that were not anticipated on the basis of the lin-
ear soft-mode analysis. In particular, exactly in the [100]
and [011] field directions, soft-mode analysis predicted
that the (0 2

3
2
3) order would become stable at higher

fields than the (1 0 0) order. The simulations showed,
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however, that the stable structure combines (1 0 0) and
(2

3
1
2

1
6) modulations but not the (0 2

3
2
3) component.

Studies of metastable states also produced some inter-
esting and possibly important features. A pure ( 2

3
1
2

1
6)

state is not even metastable in high fields when
Bi@100# or Bi@011# . In contrast, the pure high-field
(1 0 0) structure was found to be metastable in the [100]
and [011] directions but unstable in the [111] direction.

There is a discrepancy between the theoretical and
experimental phase diagrams of Figs. 126 and 61 in small
and zero fields. Although the fundamental ordering
vectors in the (ABC) phase are (p/a)( 1

6,
2
3, 1

2) and
(p/a)(0,1,0), the structure also contains some
k5(p/a)( 2

3,
2
3,0) order at zero field, even though the

measured intensity of this Bragg peak vanished at
B50. There are two ways to resolve this discrepancy. It
is possible that the first-order transitions (BC)1→
(ABC) and (BC)3→ (ABC) (see Fig. 126) do not take
place during the experimental time scale, so that phases
(BC) 1 and (BC) 3, which are formed when B is lowered
to zero during adiabatic demagnetization, are meta-
stable at B50. The structures (BC) 1 and (BC) 3 in zero
field become pure (1 0 0) states, which are indeed meta-
stable according to the simulations. Another possibility
is that the (p/a)( 2

3, 2
3,0) component is just the third

harmonic of the two fundamental modulations
(p/a)( 1

6,
2
3, 1

2) and (p/a)(0,1,0). The appearance of the
(2

3
2
3 0) order at B50 could therefore be due solely to the

particular value k=(p/a)( 1
6,

2
3, 1

2), yielding lmax in the
simulations. If the maximum eigenvalue were located at
another k5(h ,k ,l), the third harmonic component

FIG. 126. Magnetic phase diagram of nuclear spins in copper
at T50.83TN

MF in the plane By5Bz , as given by numerical
mean-field simulations of Viertiö and Oja (1993). The diagram
consists of 17 phases, which are labeled by A, B, and/or C to
show that the structure contains ( 2

3
1
2

1
6), (0 2

3
2
3), and/or (1 0 0)

order, respectively. For clarity, similar phases have been
grouped into larger units using heavy lines for their bound-
aries; other borders are indicated with dashed curves. The par-
ticular ordering vectors in the stars of the ( 2

3
1
2

1
6), (0 2

3
2
3), and

(1 0 0) modulations are listed in Table VIII.
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TABLE VIII. Ordering vectors for the theoretical spin struc-
tures illustrated in Fig. 126. Most phases can have different
domains, but only one is listed; others are obtained by the
appropriate symmetry transformations, for instance, by ex-
changing the y and z components of the ordering vectors.
From Viertiö and Oja (1993).

Phase Ordering vectors k(p/a)

A1 ( 1
6, 2

3, 1
2) & ( 1

2, 2
3, 1

6)

A2 ( 2
3, 1

2, 1
6)

A3 ( 2
3, 1

2, 1
6) & ( 2

3, 1
6, 1

2)

A4 ( 2
3, 1

2,2 1
6) & ( 1

6, 2
3, 1

2)

B1 ( 2
3, 2

3, 0)

B2 ( 2
3, 2

3, 0) & ( 2
3,2 2

3, 0)

C (1,0,0) & (0,1,0) & (0,0,1)

(ABC) ( 1
6, 2

3, 1
2) & ( 2

3, 2
3, 0) & (0,1,0) or

( 1
2, 2

3,2 1
6) & (0, 2

3,2 2
3) & (0,1,0) or

( 2
3,2 1

6, 1
2) & ( 2

3,2 2
3, 0) & (1,0,0)

(AB) ( 2
3, 2

3, 0) & ( 1
6, 2

3, 1
2)

(AC)1 5
~

1
2, 2

3, 2
1
6!

~
1
2, 2

2
3, 1

6!

~
1
2, 2

1
6, 2

3!

~
1
2, 1

6, 2
2
3!
6 & (1,0,0)

(AC)2 5
~

1
2, 2

3, 1
6!

~
1
2, 2

2
3, 2

1
6!

~
1
2, 1

6, 2
3!

~
1
2, 2

1
6, 2

2
3!
6 & (1,0,0) when Bx<By

(AC)2 5
~

2
3. 1

6, 1
2!

~2
2
3, 2

1
6, 1

2!

~
1
6, 2

3, 1
2!

~2
1
6, 2

2
3, 1

2!
6 & (0,0,1) when Bx>By

(AC)3 5
~

2
3. 2

1
6, 1

2!

~2
2
3, 1

6, 1
2!

~
1
6. 2

3, 1
2!

~2
1

6, 2
2
3, 1

2!
6 & (0,0,1)

(AC)4 5
~

1
6, 2

2
3, 1

2!

~2
1
6, 2

3, 1
2!

~
1
6, 2

3, 1
2!

~2
1
6, 2

2
3, 1

2!
6 & (0,0,1)

(AC)5 ( 1
6, 2 2

3, 1
2) & (1,0,0)

(BC)1 ( 2
3, 2

3, 0) & ( 2
3, 2 2

3, 0) & (0,1,0)

(BC)2 ( 2
3, 2

3, 0) & (1,0,0) & (0,1,0) & (0,0,1)

(BC)3 (0, 2
3,− 2

3) & (1,0,0)
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would not be (p/a)( 2
3,

2
3,0). Actually, the (ABC) phase

would then be of type (AC).
As for quantitive features, the agreement between the

phase diagram of Fig. 126 and the neutron-diffraction
measurements could be somewhat better. For example,
the configurations A 1–A 4 with no (1 0 0) order should
extend to lower fields in the [111] direction. There are,
however, possible explanations of this discrepancy (Oja
and Viertiö, 1993).

In low intermediate fields, the phase diagram of Fig.
126 reproduces the interplay of the (0 2

3
2
3) and (1 0 0)

modulations consistently with the experiments of Annila
et al. (1990, 1992) and the earlier theoretical calculations
of Viertiö and Oja (1990a, 1990b).

All in all, these mean-field results can model the very
complicated behavior of copper nuclei in the whole
By5Bz plane within a single theoretical framework us-
ing fixed values of interaction parameters.

c. Criticism

It has been emphasized by Lindgård (1992) that it
would be more satisfactory if the [111] phase of copper
could be explained using a simpler set of exchange pa-
rameters than those employed in the simulations of
Viertiö and Oja (1993). However, the first-principles cal-
culations of the spin-spin interactions have shown that
the long range of the isotropic Ruderman-Kittel interac-
tion, as well as anisotropic exchange forces, can be im-
portant in the selection of the ground state. In fact, the
use of a linear theory, together with the constraints ob-
tained from experiments, dictates the most symmetric
form Q5(h ,k ,l) for the ordering vector. A simpler type
of order can emerge only as a result of fluctuations,
which are neglected in the linear soft-mode calculation
and in the mean-field theory.

Fluctuations might indeed play a decisive role in this
problem. For the interactions used in the mean-field
calculations of Viertiö and Oja (1993), the energies
of the three different types of modulations are very
close to each other: The relevant eigenvalues are
lmax(

2
3 , 1

2 , 1
6 )/kB=135.57 nK, l2(0, 2

3 , 2
3 )/kB=135.31 nK,

and l2,3(1,0,0)/kB=135.16 nK. Monte Carlo simulations
could, of course, take into account thermal fluctuations
of classical spins. However, the problem in such simula-
tions would be the presence of several metastable states,
and determining the stable structure would be computa-
tionally a difficult task. The simulations using mean-field
theory did not suffer from this problem since calculation
of the Gibbs free energy was straightforward.

It should also be noted that all theoretical work done
so far has considered only the conventional, long-range
antiferromagnetic order.

In the experiments, on the other hand, one of the im-
portant questions is whether the observed behavior re-
lates to equilibrium situations. It is difficult, if not impos-
sible, to fully assure oneself that this is indeed the case.
Even for electronic magnets, with several decades
shorter time scales, nonequilibrium behavior has been
observed in geometrically frustrated systems (Ballou
et al., 1992).
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2. Other possibilities

The high-field spin structure of copper for Bi[111] has
been studied by Lindgård (1992). He, too, employed the
soft-mode theory. A detailed comparison between his
results and the calculations of Oja and Viertiö (1993) is
difficult because Lindgård reported in his brief paper
only the final numerical results.

Lindgård (1992) found that the wave vector of the
spin-wave excitation, which softens in the paramag-
netic state, is (i) the type-I vector (p/a)(1,0,0),
(p/a)(0,1,0), or (p/a)(0,0,1) when Bi@001# or

Bi@110# , and (ii) k5(t1d ,t2d ,0) with t;( 2
3 )(p/a) and

d;0.05(p/a) when Bi@111# . These results conflict, how-
ever, with some analytical properties of the soft-mode
transition discussed in Sec. XV.B.6, and they cannot be
reproduced from this theory (for further details, see Oja
and Viertiö, 1993). Although the results of Lindgård
were promising in the sense that they were consistent
with neutron-diffraction data and provided an interest-
ing prediction to be tested by future experiments, it
seems that his results are erroneous.

Testing the prediction of a Q5(h ,k ,l) type ordering
vector is very difficult, since it is not practical to scan
through the whole reciprocal space. For experimentalists
it would therefore be desirable for the order to show up
in a more accessible, high-symmetry direction of the k
space. This, together with the critical remarks on the
(h k l) order presented in the previous section, has been
the motivation for other theoretical suggestions.

One proposal (Oja and Viertiö, 1992) is based on the
idea that the lock-in mechanism that stabilizes the
(0 2

3
2
3) order at a commensurate k vector in low and in-

termediate fields is not operational in high fields. This is
plausible in view of some observations on electronic
magnets, namely, that a commensurate order → incom-
mensurate order → disorder sequence is often found
with increasing T , when the low-T ordering vector is not
at the zone boundary (see, for example, Rossat-Mignod
et al., 1979). When copper nuclei enter the high-field
[111] phase, they are necessarily near the ordering tem-
perature. By examining the energy eigenvalues, Oja and
Viertiö concluded that incommensuration is most likely
to occur for a k vector of the form k=(p/a)(d, 2

3+e, 2
3 +e).

In fact, a local, but not the global, maximum of ln(k) is
obtained at k = (p/a)(0, 0.55, 0.55), making the @0hh#
direction most promising, as is illustrated by Fig. 112.
Neutron-diffraction measurements testing this possibil-
ity have not as yet been performed (see Sec. VII.J).

It has also been suggested that the high-field [111]
structure of copper could be a spiral configuration with
the ordering vector along the field direction (Oja and
Viertiö, 1992; Viertiö and Oja, 1993). Such a proposal
faces difficulties in low fields and requires a near degen-
eracy of three completely different types of ordering
vectors. In addition, the calculated exchange interac-
tions would have to be off by tens of percent.

Siemensmeyer and Steiner (1992) have suggested that
magnetoelastic energy due to quadrupolar moments of
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copper nuclei is important in the selection of the stable
spin structure in the high-field region.

H. Ferromagnetic ordering at T<0

Ferromagnetic ordering at negative temperatures for
a spin system interacting through the dipolar and ex-
change interactions, as in silver (see Hakonen, Num-
mila, Vuorinen, and Lounasmaa, 1992), has been ana-
lyzed theoretically by Viertiö and Oja (1992). Their
work follows the earlier treatments of nuclear-spin sys-
tems of insulators in a rotating coordinate frame
(Abragam and Goldman, 1982). There are, however,
some important differences between the two cases ow-
ing to the fact that only the truncated part of the dipolar
interaction is important for insulators.

At T,0, the system orders into a state that corre-
sponds to the minimum eigenvalue ln(k), provided that
this state is permanent. The minimum value can be ob-
tained in the limit k→0 (see, for example, Kumar et al.,
1985),

lmin[l1~k→0 !5~2 2
3 1R !m0\2g2r , (170a)

e1~k→0 !5k̂. (170b)

The limiting values are to be taken at an infinitesimally
small but nonzero k. Exactly at k50, the eigenvalue
lm(0)5(L2Dm1R)m0\2g2r depends on the shape of
the sample.

For an infinite plate perpendicular to the z direction,
Dx5Dy50 and Dz51, so that l1(k→0) coincides with
lz(0). Therefore a k50 state of uniform magnetization
along the z direction is stable.26

For all other sample shapes l1(k) is discontinuous at
k50, and the maximum eigenvalue is obtained for a
vanishingly small but nonzero uku. Physically, this means
that the sample breaks into domains that can be de-
scribed by a quasipermanent spin structure, which is a
superposition of modulations with small k-vectors
(Abragam and Goldman, 1982). In contrast to the situ-
ation in dielectrics, the directions of k and ^I(k)& in a
metal are not restricted by the external magnetic field
(Viertiö and Oja, 1992). This results in a wide variety of
stable structures.

1. Domain configurations

Let us consider the case of two types of domains with
spins ^Ii&5IA in domains of type A and ^Ii&5IB in do-
mains of type B. Three possible two-domain configura-

26It is interesting that for a purely dipolar system in an fcc
lattice lmax is also obtained at k→0: l2,3(k→0)5m0\2g2r/3,
with e2 ,e3'k. The ferromagnetic state is therefore stable at
T.0 as well as at T,0, but the domain structures differ be-
cause of the different relative orientations of ^I(k)& and k.
Dipolar ferromagnetic ordering in an fcc lattice has recently
been investigated experimentally by Roser and Corruccini
(1990) in several Cs 2NaR(NO 2) 6 rare-earth salts, and theo-
retically by Bouchaud and Zérah (1993).
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tions in silver at T,0 have been illustrated in Fig. 127.
There are xN and (12x)N spins in domains A and B,
respectively. It is useful to express IA and IB in terms of
a static and an oscillating part,

IA ,B5Iav1IA ,B8 , (171)

where

Iav5^I~k50 !&5xIA1~12x !IB (172)

is the magnetization, apart from a constant coefficient.
The oscillating parts are

IA8 5 (
kÞ0

^I~k!&exp~ ik•riPA!5~12x !~IA2IB!, (173)

IB8 5 (
kÞ0

^I~k!&exp~ ik•riPB!52x~IA2IB!. (174)

The local fields acting on spins in the two domains are

BiPA5B01@lz~0 !Iav1l1~k→0 !IA8 #/~\g!, (175)

BiPB5B01@lz~0 !Iav1l1~k→0 !IB8 #/~\g!, (176)

where the static external field B05B0z. Here we have
made use of Eq. (75) and the assumption that the width
of the domains is large in comparison with the lattice
parameter, so that only small k-vectors are relevant (see
p. 490 in Abragam and Goldman, 1982). There should,
however, be many domains in the sample. We have fur-
ther assumed that the oscillating component of the do-
main magnetization, proportional to IA2IB , is aligned
along the direction of modulation, i.e., the nonzero wave
vectors k in Eqs. (173) and (174). This selects the coef-
ficients l1(k→0) which multiply IA ,B8 in the expressions
for the local fields.

For a constant entropy and magnetic field, the stable
state corresponds to a maximum of the magnetic
enthalpy E . The entropy is constant if uIAu5uIBu
=constant. The stable states can be found by maximizing
the enthalpy with respect to the division parameter x
and the directions of IA and IB . Viertiö and Oja (1992)
derived an equation for E by using Eq. (78) and the
expressions for the local fields BiPA and BiPB . It is
more convenient, however, to make use of Eq. (84). As-
suming that Iav is along the external field, and neglecting
all contributions from domain walls, we obtain

E/N52\gB0Iav2
1
2 @l~0 !2l1~k→0 !#Iav

2

2 1
2 l1~k→0 !I2p2. (177)

FIG. 127. Three degenerate domain configurations of silver
nuclei at T,0 in a magnetic field B pointing upwards. Modi-
fied from Viertiö and Oja (1992).
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We have here made use of the sum rule

Iav
2 1 (

kÞ0
u^I~k!&u25I2p2, (178)

where p is the polarization and uIAu5uIBu5pI . The
maximum of E is found by requiring ]E/]x
5(]E/]Iav)(]Iav /]x)50. The nontrivial solution yields
the magnetization

M5\grIav52B0 /@m0~12Dz!# . (179)

It should be noted that M is antiparallel to the external
field in order to maximize E . The domain structure is
stable below

Bc5m0\grIp~12Dz!. (180)

In this sense there is a ferromagnetic transition in a non-
vanishing external field.

The above equations yield local fields Bi
5l1(k→0)^Ii&/(\g); here u^Ii&u5pI where p is ob-
tained from Eq. (76). Thus the magnitude of the local
fields and spins is indeed constant, as was assumed at the
beginning of the calculation. Hence the solutions ob-
tained by maximizing E correspond to the stable state.

For the domain configuration illustrated in Fig.
127(a), the magnetization depends on the relative vol-
umes of the two types of domains. When the external
field is increased, the domains with magnetizations anti-
parallel to the field grow at the expense of those with
parallel magnetizations. The equilibrium M of Eq. (179)
corresponds to the relative volume of domains A ex-
pressed by

x5 1
2 ~11B0 /Bc!. (181)

This kind of domain structure has been found in dielec-
tric nuclear magnets both theoretically (Abragam and
Goldman, 1982) and experimentally. Neutron-
diffraction measurements by Roinel et al.. (1980) re-
vealed the presence of ferromagnetic domains in the
form of thin slices, approximately 20-Å thick, perpen-
dicular to the external field.

Figures 127(b) and 127(c) show configurations that do
not exist in dielectrics in the rotating frame. In the struc-
ture of Fig. 127(b), spins adjust to the external field sim-
ply by canting, and no movement of domain walls is
necessary. In this case, the relative volumes of the two
domains are always equal, i.e., x5 1

2. The structure in
Fig. 127(c) is a superposition of the patterns (a) and (b).
Spins can adjust to the external field both by canting and
by domain-wall movement. It is also possible to have a
domain-modulation in the third Cartesian direction.

According to Viertiö and Oja (1992), the general
characteristics of domain structures at T,0 are that the
tangential component of magnetization is always con-
tinuous and the normal component changes sign at a
domain boundary. The opposite is true at positive spin
temperatures.

2. Demagnetization into the domain state

The enthalpy per spin for the domain configurations
of Fig. 127 is given by
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E/N5 1
2 B2/@m0r~12Dz!#2 1

2 l1~k→0 !I2p2. (182)

Figure 128 shows how E depends on the external field
for samples with different shapes. It is obvious that for-
mation of domains makes it possible for, say, a sphere-
shaped specimen to mimic the most advantageous
sample shape at T,0, namely, an infinite plate perpen-
dicular to the external field.

Since the local fields have a constant value for the
domain states, the structures are permanent (see Sec.
XV.B.4). It then follows, similarly to the type-I fcc anti-
ferromagnets (see Sec. XV.B.5 and Fig. 7), that the lines
of constant entropy are vertical in the (T ,B) region cor-
responding to the domain state.

Although the three domain configurations of Fig. 127
are all degenerate in E , the processes that are needed to
create them during demagnetization are very different.
As illustrated in Fig. 129, the sample can be demagne-
tized into the domain state of Fig. 127(b) by continuous
canting of the spins. The situation is completely different
for the two other domain configurations illustrated in
Fig. 127. In case (a), when the system is demagnetized
below Bc , domains with magnetizations completely op-
posite to the rest of the sample should be created to
maximize E . Nucleation of such domains is likely to be a
slow process. Adjustment to the external field for do-
main configuration (a) is also much more difficult than

FIG. 128. Magnetic enthalpy for samples of different shapes
(infinite disc normal to B, sphere, and an infinitely long rod
with its axis along B) in an external magnetic field at T520.
Domains are created below the respective critical fields
Bc

disc50, Bc
rod5m0\grI , and Bc

sph5
2
3Bc

rod .

FIG. 129. Spin directions during demagnetization into a do-
main state. For explanations, see text. Modified from Viertiö
and Oja (1992).
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for state (b) because movement of domain walls is cer-
tainly a slower process than canting of individual spins.
Similarly, we expect that configuration (c) suffers from a
slow nucleation, although the problem is not so severe
as for the state (a). We conclude that domain configura-
tion (b) is the most likely to be present in experiments.

If the spins are indeed ordered in the domain pattern
of Fig. 127(b), it should be possible to reverse B with no
hysteresis (Viertiö and Oja, 1992). This is in agreement
with measurements on silver that did not show any hys-
teresis while the field direction across the ferromagneti-
cally ordered region was slowly reversed (Hakonen,
Nummila, Vuorinen, and Lounasmaa, 1992).

3. Comparison with experimental data on silver

The ferromagnetic nuclear-spin structure in silver at
T,0 has been investigated using Monte Carlo simula-
tions (Viertiö and Oja, 1992). In these calculations the
demagnetization factors were chosen as Dx5Dy50 and
Dz51 to imitate the equilibrium inside a single domain.
The spin-spin interactions were summed up to the
eighth neighboring cell. Simulations found ferromag-
netic ordering along the z axis above T5TC521.7 nK.
Adiabatic demagnetization was also simulated, whereby
a critical initial polarization pc530% for ferromagnetic
ordering was obtained. This is clearly lower than the
observed pc5(4965)%, although the theoretical TC is
in good agreement with the measured TC52(1.960.4)
nK.

These Monte Carlo simulations were made for classi-
cal spins with magnetic moments m5g\I . Since nuclear
spins in silver have I5 1

2, the assumption of a classical
spin is a severe approximation. As we discussed in Sec.
XV.C.3c, a rule of thumb for taking into account this
difference is to multiply the simulated TC by the factor
(I11)/I . This leads, however, to almost a factor-of-3
discrepancy between the theoretical and observed TC’s
of silver.

Unlike the ordering temperature, static magnetic sus-
ceptibility is expected to be rather insensitive to I . The
simulations and the mean-field theory both reproduced
the measured result for the transversal susceptibility; the
corresponding three values fall between x520.9 and
x521.1.

XVI. SUMMARY AND FUTURE PROSPECTS

A. Copper

The magnetic phase diagram of copper is summarized
in Fig. 130 on the basis of experimental and theoretical
studies. The (0 2

3
2
3) and (1 0 0) spin configurations have

been investigated in detail by neutron-diffraction mea-
surements and by theoretical calculations. The general
trend is that the (1 0 0) order is found in low and high
fields while the (0 2

3
2
3) spin configuration is stable in in-

termediate fields. An important exception however, is,
the high-field configuration for the Bi[111] alignment,
where no (1 0 0) order has been found. This remains an
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open question although several suggestions have been
made, including, in particular, an ordering vector of the
form Q=(h ,k ,l), with uhu, uku, and ulu all unequal and
nonzero. Another possibility is an incommensuration of
the k=(p/a)(0, 2

3, 2
3) ordering vector along the @0hh# di-

rection.
In the high-field regions for the [011] and [100] field

alignments, neutron-diffraction data were consistent
with the theoretically predicted triple-k and double-k
type-I structures. In low and intermediate fields, align-
ment of B with respect to the crystalline axes had a dra-
matic effect on the stability of various cubic-symmetry-
related (0 2

3
2
3) Bragg reflections. The fact that the

measurements completely agreed with theoretical selec-
tion rules adds confidence to the calculated spin configu-
rations. In low intermediate fields, measurements found
simultaneous (0 2

3
2
3) and (1 0 0) orders, which seemed to

be the result of superposition of the two ordering vec-
tors in a single magnetic domain. The proposal must still
be confirmed experimentally. For field alignments some-
what off the [100] direction it is possible that a superpo-
sition structure extends to relatively high fields, as
sketched in Fig. 130.

B. Other simple metals

The magnetic phase diagram of silver was summarized
in Fig. 4. The observation of antiferromagnetism at posi-
tive temperatures and ferromagnetism at negative tem-
peratures provides an excellent illustration of basic prin-
ciples of statistical physics. At T.0, the type-I ordering
vector has been found in recent neutron-diffraction
measurements (Tuoriniemi, Nummila et al., 1995). New
information on ordered spin structures for different
alignments of the field will soon be available. The dis-

FIG. 130. Magnetic phase diagram of copper nuclei in the
plane By5Bz . The illustration is based on a combination of
neutron-diffraction data and theoretical calculations. The gray
area corresponds to fields in which the (0 2

3
2
3) and (1 0 0) or-

ders exist simultaneously. The form of this region is tentative.
The ordering vector Q=(h ,k ,l) is only one of several possibili-
ties.
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crepancy between theoretical and observed ordering
temperatures, both at T.0 and T,0, warrants further
investigations.

The obvious next goal in studies on rhodium is to ob-
serve nuclear-spin ordering.

The origin of the high ferromagnetic ordering tem-
perature of 115In in AuIn 2 is a subject of considerable
interest. To further substantiate the presence of a large
exchange interaction, it might be useful to study ex-
change merging of the NMR lines of 115In and 113In as
has been done in thallium. Electronic band-structure
calculations of exchange forces are very much in order.
The importance of magnetoelastic coupling between
nuclear spins and the lattice should be further investi-
gated as has been discussed by Siemensmeyer and
Steiner (1992).

There are several other simple metals for which one
can expect important progress in the study of nuclear
ordering. These include, for example, gold, thallium,
scandium, platinum, and yttrium. The presence of mag-
netic impurities, even at the level of one-ppm, is a prob-
lem in several of these materials and poses serious
materials-science challenges. To estimate the ordering
temperature in these metals one may assume that Tc is
determined by the Ruderman-Kittel mechanism. Ac-
cording to the free-electron picture, the strength of the
Ruderman-Kittel interaction is approximately propor-
tional to the inverse of the Korringa constant k (see,
for example, Oja and Kumar, 1987; Slichter, 1990;
Herrmannsdörfer and Pobell, 1995). One expects then
that, within an order of magnitude, Tc'I(I11)/k ,
where I is the spin. The observed Tc’s of copper, silver,
and AuIn 2 display such a dependence, as shown in Fig.
131. A rough estimate of the ordering temperature in
Au, Rh, Tl, Sc, Pt, and Y can be obtained on the basis of

FIG. 131. Observed nuclear-ordering temperatures of silver,
copper, and AuIn 2 vs I(I11)/k ; I is the spin, and k is the
Korringa constant. The line Tc5531028 K [I(I+1)/k] sK is
only a guide for the eye. The solid circle represents the abso-
lute value of the Curie temperature of silver at T,0. The
values for I(I11)/k in several other nuclear-spin systems have
been indicated as well.
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their I(I11)/k parameters, which are indicated in the
figure as well.

C. Temperature records

Usually as a by-product of their research, ultralow-
temperature physicists are, from time to time, drawing
closer to their elusive goal of achieving the absolute
zero. Figure 132 (see p. 58) illustrates the progress dur-
ing the last 25 years. What has been achieved depends
on the substance that has been refrigerated.

3He is an important subject of research at ultralow
temperatures. This includes the superfluid liquid, dilute
mixtures of 3He and 4He, and solid 3He. Superfluid
3He has been refrigerated below 100 mK by the group
of George Pickett at Lancaster University (Carney et al.,
1989), and more recently by the group of Frank Pobell
at the University of Bayreuth (König, Betat, and Pobell,
1994) and by Bunkov and Fisher (1995) at Grenoble.
Dilute solutions have been cooled to 100 mK by the
Osaka team (Oh et al., 1994) and by the group at
Bayreuth (König, Betat, and Pobell, 1994). Solid 3He
has been refrigerated to temperatures around 30–40
mK by groups at Tokyo, Osaka, and Nagoya (Takano
et al., 1985; Yano et al., 1990; Suzuki, Kondo et al., 1991;
Okamoto et al., 1994).

Metals offer another important category of specimens
that have been studied at ultralow temperatures.
Conduction-electron temperatures in copper of about 10
mK and below have been measured by the groups of
Pobell (Gloos et al., 1988) and Pickett (Enrico et al.,
1994). In Helsinki, nuclear spins have been cooled to 280
pK in rhodium, while the ‘‘hot’’ record at negative
nuclear temperatures is 2750 pK (see Sec. X.A). Spon-
taneous spin ordering has been observed at 560 pK for
antiferromagnetism and at 21.9 nK for ferromagnetism
in silver (see Sec. VIII).

The newest entry into the race for low-temperature
records is Bose-Einstein condensation in gaseous assem-
blies of several alkaline atoms. Researchers at the Na-
tional Institute of Standards and Technology in Boulder,
together with their colleagues at the University of Colo-
rado, first reported Bose-Einstein condensation in ru-
bidium atoms near a temperature of 170 nanokelvin
(Anderson et al., 1995). The progress in this field has
been very rapid since this breakthrough (Culotta, 1995).
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Heinilä, M. T., and A. S. Oja, 1996, ‘‘Magnetic resonance of
type-I fcc antiferromagnets,’’ Phys. Rev. B 54, 9275–9287.

Henley, C. L., 1987, ‘‘Ordering by disorder: ground-state selec-
tion in fcc vector antiferromagnets,’’ J. Appl. Phys. 61, 3962–
3964.

Henley, C. L., 1989, ‘‘Ordering due to disorder in a frustrated
vector antiferromagnet,’’ Phys. Rev. Lett. 62, 2056–2059.

Herrmannsdörfer, T., and F. Pobell, 1995, ‘‘Spontaneous
nuclear ferromagnetic ordering of In nuclei in AuIn 2: Part I:
Nuclear specific heat and nuclear susceptibility,’’ J. Low
Temp. Phys. 100, 253–279.

Herrmannsdörfer, T., P. Smeibidl, B. Schröder-Smeibidl, and
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Huiku, M. T., T. A. Jyrkkiö, and M. T. Loponen, 1983, ‘‘Ex-
perimental curves of entropy and susceptilibity versus tem-
perature for copper nuclear spins down to the ordered state,’’
Phys. Rev. Lett. 50, 1516–1519.

Huiku, M. T., and M. T. Loponen, 1982, ‘‘Observation of a
magnetic phase transition in the nuclear spin system of me-
tallic copper at nanokelvin temperatures,’’ Phys. Rev. Lett.
49, 1288–1291.

Huiku, M. T., M. T. Loponen, T. A. Jyrkkiö, J. M. Kyy-
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Schröder-Smeibidl, B., P. Smeibidl, G. Eska, and F. Pobell,
1991, ‘‘Nuclear specific heat of thallium,’’ J. Low Temp. Phys.
85, 311–320.

Schwark, M., F. Pobell, W. P. Halperin, C. Buchal, J. Hanssen,
M. Kubota, and R. M. Müller, 1983, ‘‘Ortho-para conversion
of hydrogen in copper as origin of time dependent heat
leaks,’’ J. Low Temp. Phys. 53, 685–694.

Shibata, F., and Y. Hamano, 1982, ‘‘Spin relaxation in metals
at very low temperatures,’’ Solid State Commun. 44, 921–925.

Shigematsu, T., K. Morita, Y. Fujii, T. Shigi, M. Nakamura,
and M. Yamaguchi, 1992, ‘‘Investigation of annealing effects
of ultra pure copper,’’ Cryogenics 32, 913–915.

Siemensmeyer, K., K. Kakurai, M. Steiner, T. A. Jyrkkiö, M.
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Viertiö, H., 1992, ‘‘Theoretical studies on nuclear magnetic or-
dering in copper and silver,’’ Ph.D. thesis (Helsinki Univer-
sity of Technology).
Rev. Mod. Phys., Vol. 69, No. 1, January 1997
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