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A comprehensive review of spatiotemporal pattern formation in systems driven away from equilibrium is
presented, with emphasis on comparisons between theory and quantitative experiments. Examples include
patterns in hydrodynamic systems such as thermal convection in pure fluids and binary mixtures, Taylor-
Couette flow, parametric-wave instabilities, as well as patterns in solidification fronts, nonlinear optics, os-
cillatory chemical reactions and excitable biological media. The theoretical starting point is usually a set
of deterministic equations of motion, typically in the form of nonlinear partial differential equations.
These are sometimes supplemented by stochastic terms representing thermal or instrumental noise, but for
macroscopic systems and carefully designed experiments the stochastic forces are often negligible. An aim
of theory is to describe solutions of the deterministic equations that are likely to be reached starting from
typical initial conditions and to persist at long times. A unified description is developed, based on the
linear instabilities of a homogeneous state, which leads naturally to a classification of patterns in terms of
the characteristic wave vector g, and frequency w, of the instability. Type I systems (w,=0, g,70) are
stationary in time and periodic in space; type III, systems (w,70, g, =0) are periodic in time and uni-
form in space; and type I, systems (w70, ¢,70) are periodic in both space and time. Near a continuous
(or supercritical) instability, the dynamics may be accurately described via “amplitude equations,” whose
form is universal for each type of instability. The specifics of each system enter only through the
nonuniversal coefficients. Far from the instability threshold a different universal description known as the
“phase equation” may be derived, but it is restricted to slow distortions of an ideal pattern. For many sys-
tems appropriate starting equations are either not known or too complicated to analyze conveniently. It is
thus useful to introduce phenomenological order-parameter models, which lead to the correct amplitude
equations near threshold, and which may be solved analytically or numerically in the nonlinear regime
away from the instability. The above theoretical methods are useful in analyzing “real pattern effects”
such as the influence of external boundaries, or the formation and dynamics of defects in ideal structures.
An important element in nonequilibrium systems is the appearance of deterministic chaos. A greal deal is
known about systems with a small number of degrees of freedom displaying ‘‘temporal chaos,” where the
structure of the phase space can be analyzed in detail. For spatially extended systems with many degrees
of freedom, on the other hand, one is dealing with spatiotemporal chaos and appropriate methods of
analysis need to be developed. In addition to the general features of nonequilibrium pattern formation dis-
cussed above, detailed reviews of theoretical and experimental work on many specific systems are present-
ed. These include Rayleigh-Bénard convection in a pure fluid, convection in binary-fluid mixtures, elec-
trohydrodynamic convection in nematic liquid crystals, Taylor-Couette flow between rotating cylinders,
parametric surface waves, patterns in certain open flow systems, oscillatory chemical reactions, static and
dynamic patterns in biological media, crystallization fronts, and patterns in nonlinear optics. A conclud-
ing section summarizes what has and has not been accomplished, and attempts to assess the prospects for
the future.
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. INTRODUCTION

A. General remarks

This article reviews recent progress in our understand-
ing of spatial pattern formation in nonequilibrium fluid
systems such as Rayleigh-Bénard convection or Taylor-
Couette flow, and seeks to compare and contrast these
with other pattern forming systems encountered in solid-
state physics, nonlinear optics, chemistry, and biology.
The study of pattern formation in fluids has greatly
benefited from recent careful and controlled experiments
as well as the development of new concepts and new ana-
lytic and numerical tools. This shifted focus was inspired
by developments in the mathematical study of dynamical
systems on the one hand, and by recent progress in sta-
tistical mechanics of condensed matter on the other. Our
aim is to review the work in fluid dynamics in such a way
as to make it accessible to a broad audience of both spe-
cialists and nonspecialists. In addition, we discuss pat-
tern formation in chemical and biological systems, in or-
der to display the well-known analogies with patterns in
fluid systems in some detail, and in order to provide an
introduction accessible for physical scientists to the vast
literature in these fields. Finally, we also touch on a to-
pic that does not concern pattern formation per se, but
rather the destruction of patterns, namely spatiotemporal
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chaos, since it manifests itself in all the systems under
study.

Our basic point of view is that nonequilibrium spatial
patterns may be classified according to the linear instabil-
ities’'! of an infinite spatially uniform system. These in-
stabilities arise when the system is brought away from
thermal equilibrium by increasing a control parameter.
The interesting linear instabilities are divided into three
broad classes according to the values of the characteristic
wave vector q,, and/or the characteristic frequency w,
which appear at the instability threshold.

Patterns with wave vectors and/or frequencies cen-
tered around these values grow beyond threshold and are
in general found to saturate to finite amplitude. Near the
instability the system may often be described theoretical-
ly by simple equations having a universal form, which go
under the name of amplitude equations (Newell and
Whitehead, 1969; Newell, 1974). Further above thresh-
old, in the strongly nonlinear domain, it is sometimes
possible to derive simple phase equations by perturbing
about an ideal periodic structure (Pomeau and Manne-
ville, 1979; Cross and Newell, 1984). It is also often use-
ful to describe the system using phenomenological model
equations (Swift and Hohenberg, 1977; Greenside and
Cross, 1985; Haken, 1987) that have the same linear in-
stabilities as the experimental system, but are analytically
or numerically more tractable than the starting equa-
tions. The focus on linear instabilities, on amplitude and
phase equations and on simple models illustrates the
similarity between pattern formation in widely different
systems. The degree of universality of the phenomena is
more or less the degree to which they are adequately de-
scribed by such simple theoretical models.

Throughout our article, we will emphasize the role of
quantitative experiments which serve to guide the theorist
in choosing models and approximations, as well as to test
the theoretical results obtained. The experimental in-
terest in pattern formation shown by fluid dynamicists
has certainly been a key contributor to the recent pro-
gress in that field.

In the rest of this Introduction we wish to highlight
some of the concepts we will encounter in the subsequent
sections.

B. Phenomena

We will primarily concern ourselves with systems un-
der constant nonequilibrium external conditions. In such
systems it is possible to have macroscopic spatial struc-
ture in steady state, a phenomenon that goes under the

L.1The general connection between spatiotemporal pattern for-
mation in macroscopic systems and linear instabilities was to
our knowledge first emphasized in the seminal paper of Turing
(1952).
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names of dissipative structures!? (Nicolis and Prigogine,
1977), synergetics (Haken, 1983), and self-organization
(Krinsky, 1984). From a theoretical point of view, since
we are not near equilibrium there is no a priori reason to
suppose that we have a Gibbs ensemble or a free energy
functional whose minima yield the patterns obtained un-
der given external conditions. We must therefore discuss
the system in terms of some appropriate set of starting
equations which we term “microscopic.” By this we do
not mean that the equations necessarily involve atomic
degrees of freedom, just that they represent the elementa-
ry building blocks from which our analysis starts. For
fluid systems these are generally the Navier-Stokes and
other equations of fluid dynamics; for chemical systems
they are appropriate reaction laws.

Since ‘“microscopic” equations are typically nonlinear
partial differential equations, the reliable information we
can extract from them theoretically is quite limited. We
place ourselves under conditions that are natural from a
theoretical physics perspective though somewhat
artificial in many practical cases; namely we consider a
spatially infinite'> uniform system near equilibrium. We
then increase a parameter R, called the control parame-
ter, that takes the system further from equilibrium. Sup-
pose that at some threshold value R =R, the system be-
comes unstable to infinitesimal perturbations with wave
vector g, and frequency w (either of which may be zero).
For R > R, we expect a pattern centered around g, and
®, to grow and in many cases to saturate to a macroscop-
ic amplitude proportional to some power of R —R..
When o,=0 we speak of stationary patterns and when
wy 7 0 we have oscillatory patterns.

The mechanism of the instability is expressed in the
starting equations and depends on details of the system.
Nevertheless, since spatial pattern formation usually
arises due to the existence of a nonzero q,, it is useful to
identify generic mechanisms for finite wave vector insta-
bilities. Omne class of mechanisms arises from the ex-
istence of constraints and conservation laws. It is best il-
lustrated by the example of Rayleigh-Bénard convection
of a fluid placed between horizontal plates, where the
buoyancy force attempts to lift the whole mass of the
fluid (conservation of mass) and the top plate provides a
constraint against this motion. Then the most unstable
mode turns out to be on a spatial scale g, ' ~d, where d
is the plate separation. Another mechanism for finite
wavelength instabilities is provided by competing interac-
tions between elementary units. This mechanism, well

1.2We shall consider almost exclusively systems where dissipa-
tion is important.

L3The system need not be infinite in all three dimensions.
When we speak of the dimensionality of a system, or of spatial
extension, we refer only to those dimensions in which the sys-
tem is large. In practice, a system is d-dimensional if it has
linear dimension Lg, >> 1 in d directions, where go ! is the
characteristic instability length (see below).
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known in magnetic materials where it leads to antifer-
romagnetism, is also ubiquitous in chemical and biologi-
cal systems where it is referred to as “local excitation
combined with lateral inhibition” (Oster, 1988).

A detailed understanding of the instability mechanism
and of its dependence on system parameters can only be
achieved if the system is well characterized by the micro-
scopic equations. Sometimes the phenomena are not well
enough understood to allow a prediction of the exact lo-
cation and parameters of the instability, but the charac-
teristic wave vector g, and/or frequency w, can never-
theless be estimated and related to properties of the sys-
tem. It is then useful to classify the patterns that grow
beyond threshold in terms of the values of g, and w,. We
distinguish three types of instabilities:

e Type I (g # 0, w,=0) instabilities are periodic in
space and stationary in time. Because of the richness of
periodic structures in two or three-dimensional space,
many different ideal patterns may appear above thresh-
old, the simplest one being the so-called roll state charac-
terized by a single wave vector q. Other regular patterns,
such as squares or hexagons in two dimensions or cubes
in three dimensions can be formed by superposition of
elementary rolls. The different structures can be ana-
lyzed with respect to their linear stability, and it usually
turns out that only one type of structure is stable, but a
continuous band of wave vectors g near g, is permitted.
The region in the (R,q) plane where stable patterns exist
is known as the “stability balloon.”

e Type I, (g=0, w, #* 0) instabilities are uniform in
space and oscillatory in time. The ideal state does not
display any spatial pattern, just a uniform periodic oscil-
lation whose frequency  varies with R and is equal to o,
at threshold. States with spatial dependence can also ap-
pear, but we consider them as defects of the ideal struc-
ture (see below).

e Type I, (go # 0, wy, # 0) instabilities are periodic in
space and oscillatory in time. The simplest ideal pattern
in this case involves a traveling wave train with a disper-
sion relation w(q). These nonlinear waves are sustained
by a competition between the drive (i.e. R —R,.), the
dispersion and nonlinearity in the medium, and the dissi-
pation. A subclass of such waves occurring in nondissi-
pative (Hamiltonian) systems is the so-called solitary
waves where nonlinearity balances dispersion and the
waves propagate in the absence of a drive. In the general
case, however, effects of driving and dissipation are just
as important. Nonlinear waves (also called “autowaves”
in the Soviet literature, see, e.g., Krinsky, 1984a) have
many distinctive properties. For example, unlike the
linear case, when two wave trains collide they do not in-
terfere. They form a domain boundary, or shock which
may remain stationary or may consume one or the other
wave. Another possibility that occurs even in one-
dimensional systems, is a superposition of right- and left-
traveling waves to form a standing wave. The relative
stability of standing and traveling waves depends on the
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parameters of the system. In two and higher dimensions
all the richness of the type I, systems (different struc-
tures, stability balloons) is added to the basic dynamics of
nonlinear waves, and a complete analysis of even the
ideal structures becomes quite involved.

In attempting to apply these ideas to real patterns (ei-
ther experimental or computational) it is important to
understand the limitations inherent in considering an
ideal pattern, that is, an infinite spatially periodic struc-
ture. The two most important “real pattern” effects we
consider are boundaries and defects. Although finite sys-
tems are often thought to be simpler than infinite ones
from the point of view of bifurcation theory, our focus is
on large systems with many degrees of freedom, and we
consider the boundaries'* to be a perturbation. The
most important effect of boundaries is to render discrete
the previously continuous band of wave vectors inside
the stability balloon. There are, however, more subtle
effects such as further restrictions of the allowed wave
vector band or preferential orientation of degenerate pat-
terns. Defects can be defined as any departure from the
ideal pattern, but the most useful limit is to consider a lo-
calized structure, embedded in an otherwise ideal pattern.
Defects may be stationary or they may move, and their
structure often reflects topological characteristics of the
ideal patterns in which they are immersed. They play an
essential role in pattern dynamics, either in selecting a
particular regular pattern or in the steady-state evolution
of an irregular or chaotic pattern.

The problem of pattern selection arises because under
given external conditions there often exist many stable
solutions of the equations of motion, for example all
states in the wave vector band defined by the stability
balloon at a given R. From a mathematical point of view
we know that for autonomous deterministic equations
the state found at long times depends uniquely on the ini-
tial conditions. Experimentally it is found that often the
state observed is insensitive to the preparation condi-
tions, so we would like to know if one can formulate rules
or criteria for predicting which state will be observed.
Traditionally, a rule of thumb has been that one should
select the state that grows fastest near the (linear) insta-
bility. Although this rule may work under certain condi-
tions, on closer inspection it is found to be too simple-
minded. Instead, we define various mechanisms for pat-
tern selection that restrict the available states. Examples
of static mechanisms are boundaries (as stated above), pa-
rameter inhomogeneities, or distortions of the ideal pat-
tern. Dynamic mechanisms may arise either from exter-
nal noise or from the dynamics of the creation of the pat-
tern itself. For example it is found that if a roll state

L4Just as we consider a system to be d-dimensional if it is large
in d directions, “boundaries” and “finite size” here refer to the
directions in which the system is large.
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grows via a front advancing into an unstable uniform
state, then it has a unique wave vector and velocity in-
dependent of initial conditions, rather than a continuous
band. Generally speaking, a primary mechanism for pat-
tern selection is through the motion and interaction of
defects, since these provide a way for a region of space
with an “unfavorable” pattern to give way to a more
favorable one. Notice that near thermal equilibrium the
above discussion could be greatly simplified by consider-
ing a coarse-grained free energy and selecting the pattern
which minimizes this quantity. In general no such free
energy (or other so-called Lyapunov potential) can be
defined for nonequilibrium systems, though there are not-
able exceptions.

A characteristic feature of the systems we are consider-
ing is the possibility of chaotic states, namely irregular
behavior that persists to long times even under constant
external conditions. This irregularity is a manifestation
of instability in a deterministic system, not of the pres-
ence of external noise. In studying chaotic behavior we
have found it useful to distinguish various regimes de-
pending on the relationship between the size of the sys-
tem L and a characteristic correlation length & for chaotic
fluctuations. For small systems, with & % L the fluctua-
tions are spatially correlated in the system and the dy-
namics may be described by a model with few modes. In
the opposite case, L >> §, the system is “large” and it
may be thought of crudely as consisting of cells of
volume 5", whose number (L /& )%, is a measure of the
number of effective degrees of freedom for the dynamics.
For large systems we may hope to use a statistical
description of the chaotic states, borrowing concepts
from equilibrium statistical mechanics, e.g. defining
different phases by the long-distance properties of their
correlation functions. In this way we may find phase
transitions as a function of external parameters, and in
particular critical points where correlations have power-
law fall-off. A typical size of the correlation length away
from critical points would be the basic instability length
go !, or perhaps a characteristic dimension of a dynami-
cally significant defect. Systems that are neither small
(€ ® L) nor large (£ << L) are generally the most difficult
to analyze. There is some hope of describing them using
collective coordinates defined on the scale &, but little
concrete progress has been made in developing this idea.

C. Theoretical methods

As stated above, our approach begins by assuming a
set of equations of motion, the so-called “microscopic”
equations, for which we assume that a uniform solution
exists, and an instability to a spatially dependent solution
arises for certain parameter values. We will consider as
microscopic equations either more or less realistic
descriptions of the phenomena, or mathematical models
chosen so that their linear instabilities and long-time
solutions mimic those of the system under study. The in-
stability of the uniform state is established by a linear
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analysis, which can be carried out even for complicated
starting equations, and reveals the basic physical mecha-
nism leading to pattern formation. Immediately above
the linear threshold perturbation theory in the nonlinear-
ity typically leads to a simplified description in terms of
an amplitude equation (Newell and Whitehead, 1969;
Segel, 1969), whose form is universal and whose numeri-
cal parameters reflect the details of each physical system.
Here we use the word “universal” more or less in its
technical meaning in critical phenomena, i.e. that there
are classes of systems all of which lead to the same equa-
tion (see, e.g., Privman et al., 1991, and references
therein). An interesting point is that the simplified mi-
croscopic models mentioned above lead to the same am-
plitude equations as the realistic equations they are
meant to mimic. Further away from threshold a different
type of perturbation expansion is sometimes useful,
namely an expansion in small and slow distortions of a
fully nonlinear ideal periodic solution. This type of ex-
pansion leads to phase equations (Pomeau and Manne-
ville, 1979; Kuramoto, 1984a,b; Cross and Newell, 1984),
which also possess an element of universality, though
their form reflects the starting periodic state somewhat
more closely.

Another general method of analysis uses the qualita-
tive theory of differential equations to find general
features of the solutions. This approach is geometrical
and topological and it can be applied either at the level of
the microscopic description, or to analyze the amplitude
and phase equations that are themselves difficult to solve.

Apart from perturbation theory and qualitative
methods it is sometimes possible to find restricted classes
of nontrivial exact solutions, especially in the case of
model microscopic equations. These solutions can be
very revealing, as they provide firm examples of specific
types of behavior where otherwise only approximate re-
sults are known. We caution, however, that usually the
full dynamical significance of the exact solutions is not
known, e.g. their stability or their basin of attraction, so
their physical interpretation remains a difficult task.

Finally, in reviewing the different theoretical methods
available, we mention numerical calculations, which one
turns to inevitably in the study of nonlinear equations.
Although there have been many improvements in numer-
ical work on the fundamental equations of fluid dynam-
ics, optics, or chemistry, the types of questions we are
asking involve long times and large distances, and are
therefore particularly demanding in computer time.
Thus far, few questions involving patterns in large aspect
ratio convection cells, for example, have been reliably
answered by direct simulation of the Navier-Stokes and
heat equations. This is one reason why we introduce
model systems whose pattern formation properties are
designed to be as close as possible to those of the original
system, but which are significantly easier to simulate nu-
merically.

Another advantage of model systems is that they allow
us to examine difficulties one at a time, so to speak. For
example, as we shall see below convection patterns in a
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large Rayleigh-Bénard cell at R —R.=3R,, say, are
influenced (i) by the two-dimensional degeneracy of the
orientation of the local roll wave vector, a source of de-
fects in the periodic structure; (ii) by the absence of an
exact Lyapunov function whose minimization controls
the dynamics (though an approximate one can be
defined); (iii) by the possibility of disparate time scales for
certain parameter values (e.g. if the Prandtl number
o << 1; see below); (iv) by subtle boundary effects, such
as heated sidewalls or slightly nonparallel horizontal
plates. Each one of these effects can be either inserted or
taken out by appropriate choice of “microscopic” model,
and their relative importance for different physical situa-
tions can be assessed more easily and reliably in this way
than by attempts at brute force simulations of the correct
hydrodynamic equations for this system.

D. Experimental systems

The prototypical experiment we wish to start from is
that of a large system in d dimensions'? with control pa-
rameter R that can be varied through the first threshold
R, where the uniform state becomes unstable. Such a
situation can be approximated more or less well experi-
mentally in the different areas we discuss, typically best
of all in simple hydrodynamic experiments. Then the
effects of dimensionality and finite size on regular and
chaotic patterns can be studied systematically.

As mentioned earlier, the bulk of our review will be fo-
cused on hydrodynamic systems which have significant
advantages: the basic equations and parameter values are
well understood, controlled quantitative experiments can
be carried out, and a body of intuition about fluid flow
has been built up over the years. We shall see, however,
that some of this traditional “fluid dynamics” intuition
can be usefully supplemented by bringing in concepts
from condensed matter and statistical physics. By far the
most attention will be devoted to thermal convection in
what follows, since this is the system where a large part
of the recent progress in understanding non-
equilibrium patterns has occurred, and also since both of
the authors have worked primarily in this area. Besides
pure-fluid (Rayleigh-Bénard) convection, interesting vari-
ants involve binary-fluid convection, surface-tension
driven (Bénard-Marangoni) convection, and electrohy-
drodynamic convection in nematic liquid crystals. Con-
vection is historically the system in which many of our
basic notions of pattern formation were developed, e.g.
the stability balloon, the different mechanisms for wave
vector selection, classification and dynamics of defects,
and small versus large chaotic systems. For all these to-
pics important information came to us from carefully
designed experiments, which motivated and in turn were
influenced by the theoretical developments.

Another hydrodynamic system that played an impor-
tant historical role is Taylor-Couette flow between con-
centric rotating cylinders. Both experiment and theory
have exploited the analogies with convection, as well as
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the simplifications arising from the axial geometry. Be-
sides convection and Taylor-Couette flow we also discuss
parametric surface waves, since this system provides a
rich field for study of large nonequilibrium patterns,
though so far most experiments have been on small sys-
tems, and it is not clear how well the external conditions
can be controlled in extended geometries. There are
many other hydrodynamic systems where regular pat-
terns arise from linear instabilities, such as flow between
adjacent rotating cylinders, flow down an inclined plane,
and various magnetohydrodynamic and geostrophic
flows. Only our lack of knowledge of the work in these
fields and the necessity to stop somewhere has led to their
exclusion from this review.

Turning now to nonhydrodynamic systems, we have
chosen to discuss patterns in chemistry, biology, and
nonlinear optics, as well as crystallization patterns in
solids, but to leave out for somewhat arbitrary reasons
patterns in flame fronts, in semiconductors, or in col-
loidal aggregates, to cite only a few of the possible areas
we might have included.

Instabilities and patterns in nonlinear optics are cen-
tral to the study of lasers and many other optical devices,
but the main emphasis of fundamental studies has tradi-
tionally been on temporal chaos in systems where a few
spatial modes are excited, an understandable bias in view
of the above mentioned device applications. Apart from
the nonlinear Schrodinger equations used to describe
pulse propagation in optical fibers, most of the models
employed in studies of chaos and instability were variants
of the famous Lorenz model, where only three modes in-
teract. It is only relatively recently that experimentalists
and theoreticians have turned their attention to systems
with many degrees of freedom, by relaxing transverse
constraints, and bringing in additional modes of a given
cavity. It appears that many of the phenomena that have
been studied in hydrodynamic systems, e.g. pattern selec-
tion, defects, and spatiotemporal chaos, will also appear
in this physical context.

The chemical system we discuss almost exclusively is
the Belousov-Zhabotinsky (BZ) oscillatory reaction, since
this system has been intensively studied experimentally as
well as theoretically, and it bears the closest analogy to
oscillatory hydrodynamic systems. The BZ reaction
presents an additional theoretical difficulty, however,
namely the presence of two vastly different time scales for
the principal pattern-forming constituents. As a conse-
quence the amplitude equation approach has no domain
of quantitative applicability, and alternative methods of
analysis are necessary. Interestingly, the qualitative
properties of the observed patterns, particularly the
behavior of the characteristic target and spiral defects in
two dimensions, are very similar to those deduced from
the corresponding amplitude formalism. This is an ex-
ample of ‘“qualitative universality,” a notion that is
difficult to make precise, but that operates here in a con-
crete way. We also briefly mention the recent success in
the long-sought goal of finding stationary Turing patterns
in a chemical reaction.
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The biological patterns we discuss are of two types:
those arising in morphogenesis, i.e. during the growth of
an organism (Turing, 1952), and patterns created by the
dynamics of living systems (Murray, 1989). Our purpose
in including these topics in our review is not to claim that
the vast and supremely difficult problems of biological
pattern formation can be reduced to the corresponding
questions in hydrodynamics or chemistry. The fact is,
however, that most of the literature on biological pattern
formation employs the same mathematical models and
concepts that we have considered in the rest of this re-
view! Under these circumstances it seems to us appropri-
ate to place the mathematical analysis of these models
into a broader context, and to see which of the advances
brought about by recent developments in hydrodynamics
or chemistry might elucidate the behavior of the biologi-
cal models, if not the biological systems. The main
difficulties with this program are that (i) the models often
lack a secure phenomenological base since the systems
they are supposed to describe are highly complicated,
and (ii) controlled, quantitative experiments are extreme-
ly difficult to perform, especially in our “physicist’s lim-
it” of a large system under constant external conditions,
which might indeed be quite absurd in some cases. Nev-
ertheless, we believe that the perspective we bring to the
problems of biological pattern formation may be useful in
further developments of the field. In a sense we attempt
to solve the easy problems, understanding the basic pat-
tern forming properties of the models used in the field,
and how these fit into a breader theoretical context. In
this way the biologists can concentrate on the difficult
problems of elucidating the pattern forming mechanisms
and choosing appropriate models. It is fair to say that
the distinction we are making here between the ‘“easy”
and the “hard” problems have not always been appreciat-

ed by workers in the field.
The literature on nonequilibrium patterns is so vast

that it is difficult for us to give a general list of articles or
books related to ours. For each topic discussed we have
attempted to give references to the pertinent literature.
We do not assume any prior knowledge of pattern forma-
tion on the part of the reader, though our paper is not
meant to be strictly introductory. The reader may wish
to consult Swinney and Gollub (1981), Manneville (1990),
Haken (1977, 1983a, 1987), Mikhailov (1991), Mikhailov
and Loskutov (1991), Gaponov-Grekhov and Rabinovich
(1990, 1991), Kuramoto (1984b), Winfree (1987), and
Murray (1989), for general discussions of the topics, some
of them from a different point of view than ours. There
are also innumerable conference proceedings related to
the topics we cover, which the reader may wish to con-
sult. The following is a partial list: Ben Amar et al.
(1991), Bishop et al. (1986), Busse and Kramer (1990),
Coron et al. (1991), Coullet and Huerre (1990), Engel-
brecht (1989), Frehland (1984), Gaponov-Grekhov et al.
(1989), Graham and Wunderlin (1987), Giitinger and
Dangelmayr (1987), Haken (1980, 1981a,b, 1985), Holden
et al. (1990), Kai (1992), Krinsky (1984a), Lam and
Morris (1990), Markus et al. (1988), Meinkéhn (1990),
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Pacault and Vidal (1979), Perez-Garcia (1992) Sirovich
(1991), Stein (1989), Tirapegui and Villarroél (1987,
1989), Walgraef (1987), Walgraef and Ghoniem (1990),
Wesfreid and Zaleski (1984), Wesfreid et al. (1988).

An early bibliography of nonequilibrium phenomena
was assembled by Hohenberg and Langer (1982). A more
recent bibliography, going far beyond the subject of
chaos in its title, may be found in Zhang (1991).

ll. BASIC PHENOMENOLOGY

A. Rayleigh-Bénard convection

In its idealized form Rayleigh-Bénard convection in-
volves a fluid placed between flat horizontal plates that
are infinite in extent and are perfect heat conductors.
The fluid is driven by maintaining the lower plate at a
temperature AT above the upper plate temperature. For
small driving the fluid remains at rest, and a linear tem-
perature profile is set up interpolating between the upper
and lower plate temperatures. This is the “conducting”
or “uniform” seolution. Due to the thermal expansion,
however, the fluid near the lower plate is less dense; an
intrinsically unstable situation in the gravitational field.
Of course the fluid cannot rise as a whole since there
would be no place for the fluid above it to go. Thus, due
to a conservation law (mass in this case), we encounter an
instability at a finite wavelength — a fundamental pre-
cursor of pattern formation. This instability occurs when
the driving AT is strong enough to overcome the dissipa-
tive effects of thermal conduction and viscosity. The
control parameter describing the instability, the Rayleigh
number R, is the dimensionless ratio of the destabilizing
buoyancy force pyagAT to the stabilizing dissipative
force vipy/d?

R=BATE @.1)
KV

where p, is the average mass density, a the thermal ex-
pansion coefficient, g the acceleration of gravity, v the ki-
nematic viscosity, k the thermal diffusivity and d the
plate separation. The instability occurs at the value
R =R_~=1708, independent of the fluid under considera-
tion (see Chandrasekhar, 1961). The wave vector g, of
the instability is of order d ~!, since d is the only length
scale available in the ideal problem. We thus arrive at
the picture of an instability toward a pattern in which
the fluid rises in some regions and falls in others with a
characteristic horizontal length scale d. For Rayleigh
number R slightly above R, the growth of this pattern is
limited because convective flow transports part of the
heat applied, thus decreasing the temperature gradient
and the buoyancy force. At some point there is a balance
between the applied temperature gradient and the reduc-
tion due to convective meotion, and in general the fluid
settles down to a stationary flow regime near threshold.
The simplest example of such a flow is the familiar con-
vective roll pattern shown schematically in Fig. 1, but su-
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FIG. 1. Schematic picture of Rayleigh-Bénard convection
showing fluid streamlines in an ideal roll state.

perpositions of rolls forming hexagons or squares are also
possible.

The critical Rayleigh number R, is the minimum value
of R at which the conducting state becomes unstable to
disturbance of the velocity v of the form

Sv ~exp(iq-x) ,

for some wave vector q in the horizontal plane. As men-
tioned above, the value |q| =¢ =g, at which the instabili-
ty at R, occurs is of order of the inverse plate separation
(specifically, go=3.117/d). The instability of the con-
ducting state to disturbances with gg¢, occurs for larger
R. Indeed, when g <g, the rolls are flat and involve ex-
cess horizontal motion with a dissipative contribution to
R_(q) proportional to ¢ ~? at small q. For q>gq,, the
rolls are tall and thin and the excess vertical shear and
horizontal temperature gradient lead to a critical Ray-
leigh number R_.(q) growing as g* It is useful to
represent the domain of stability of the conducting state
in terms of the function R_.(q) as in Fig. 2 (dashed curve).
For R > R_(q) a convecting solution grows, and it turns

R secondary
insta{llity
| T

unstable roll
convection ,
\ stable roll /
“ convection /
\
\

_o\
q~

FIG. 2. Schematic stability diagram for Rayleigh-Bénard con-
vection showing the Rayleigh number R vs the wave vector g.
Dashed line: instability of uniform conducting state to growth
of convecting solution with wave vector g (neutral stability, N).
Solid lines: various secondary instabilities of the nonlinear con-
vecting state. Near threshold the Eckhaus (E) and zig-zag (Z)
instabilites are common to many systems. The solid line bounds
the domain of stable spatially periodic ideal nonlinear solutions.
For a more accurate representation see Fig. 32 below.
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out that stationary solutions exist in general for R not
too large. The existence of stationary convecting states
does not, however, guarantee their physical relevance;
they must also themselves be stable to infinitesimal dis-
turbances. Under rather general physical conditions it
may be shown (see Busse, 1978) that near threshold hexa-
gons and squares are unstable to rolls, and periodic roll
solutions remain stable inside a smaller domain, delimit-
ed by the solid curve in Fig. 2. The region of stable roll
convection is often referred to as the “Busse balloon,”
named after F. Busse who identified the many secondary
instabilities, beyond which different types of convecting
states are seen; either more complicated stationary roll
patterns or time-dependent states which may be periodic
or nonperiodic. A simple example of a secondary insta-
bility occurs when the convective flow reduces the tem-
perature gradient in the central portion of the cell, leav-
ing boundary layers near the top and bottom plate which
experience a strong gradient. The thinner layers may
themselves be the source of an instability to convective
rolls at a shorter wavelength, which are generally orient-
ed perpendicular to the original ones.

Figure 2 refers to a laterally infinite system in which a
continuum of periodic states, labelled by the wave vector
g, can be defined. For a finite system, of lateral width L,
the solutions must satisfy specific lateral boundary condi-
tions which greatly complicate any concrete calculation.
Roughly speaking, however, we can say that the effect of
the lateral boundaries is to quantize the wave vectors in
units of w/L, i.e., the continuum of solutions is reduced
to a discrete set.

The spatially periodic stationary roll states we have
discussed up to now are of particular interest because of
their relative theoretical simplicity. Experimentally, or-
dered states are only obtained under special conditions,
e.g. for R just above threshold, or in containers of
prescribed shape. In particular, rolls tend to align per-
pendicular to the sidewalls, so parallel rolls are most easi-
ly obtained in cells which are long and thin. A system
which avoids even the small distortion due to the short
sidewalls is an annular geometry, which is well represent-
ed by a one-dimensional model. In contrast to the above
cases, “‘natural” patterns which arise spontaneously when
R is suddenly raised above R, are spatially disordered.
In Fig. 3 we show examples of such structures obtained
in experiments and in numerical simulations. Some of
these patterns can be thought of as being made up of
domains of periodic structures pieced together by
different kinds of interfaces or defects. Other cases are so
disordered that they bear very little resemblance to a
periodic roll structure. We will see in subsequent sec-
tions that defects play a crucial role in determining both
the dynamics of pattern formation and the structure of
the patterns which are obtained at large times under
steady external conditions.

From a physical point of view, an appealing feature of
hydrodynamic instabilities in general, and convective
flow in particular, is that once quantities are expressed in
terms of dimensionless numbers, such as the Rayleigh
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number R for example, the results obtained are valid for = nisms acting on the fluid, the kinematic viscosity v and
any fluid obeying the Navier-Stokes equations, which in-  the thermal diffusivity x. Fluids with low Prandtl num-
cludes such disparate substances as water, oil, mercury, ber (0 S3) have a smaller stability balloon for stationary
air, and liquid or gaseous helium. The most important convection and a larger domain of dynamic behavior.
way in which the specific fluid properties enter thermal Since the size of a convective roll is determined by the
convection is in the dimensionless parameter called the plate separation, the only other important parameters

Prandtl number controlling the pattern are the so-called aspect ratios
o=v/k, (2.2)
which represents the ratio of the two damping mecha- L,=L;/d, (2.3)

>

Nz

(a) (b)

==

FIG. 3. Horizontal spatial patterns in convection with lateral boundaries; (a) and (b) are from experiments of Gollub et al. (1982); (c)
from experiments of Croquette et al. (1983); and (d)—(f) from numerical simulations of the Swift-Hohenberg model equation (3.27) by
Greenside and Coughran (1984).
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where L, is a lateral dimension®! (e.g. the radius for a cy-
lindrical cell). Roughly speaking the largest aspect ratio
L is equal to the number of rolls in the pattern. An im-
portant distinction exists between small and large sys-
tems, according to the number of rolls they contain (gen-
erally a system with L $3—35 is defined as small). The
distinction is relevant in considering the dynamics of
convection outside the region of stable rolls, namely
chaotic dynamics. For small L one can model the system
in terms of a discrete number of degrees of freedom in-
teracting among one another, a situation which is known
to lead to a variety of chaotic scenarios which have been
well studied in recent years (see, e.g. Bergé et al., 1987;
Manneville, 1990). For large systems, on the other hand,
the continuum of states available above threshold must
be taken into account, and the dynamics involves a large
number of active degrees of freedom. The chaotic
behavior of such spatially extended systems is not well
understood at present, but Rayleigh-Bénard convection is
an attractive physical example in which to investigate
this problem (see Secs. VII and VIILE below).

If the horizontal plates are made of poor thermal con-
ductors (with conductivity K, small compared to the
conductivity K, of the fluid) the critical Rayleigh num-
ber curve R (g) is modified (Busse and Riahi, 1980). Its
minimum becomes R.*=720 for K, <<K, and the criti-
cal wave vector behaves as

go=c,(K,/K;)'"?, (2.4)

(cy ==3) in the thick-plate limit, leading to a pattern with
a single flat roll (see Sec. VIIL.F.1 below).

B. Other convecting systems

1. Convection in fluid mixtures

In a mixture, concentration changes are coupled to
density variations via the quantity p~'(3p/dc)s, which
is analogous to the thermal expansion p~'(3p/dT)p, but
can have either positive or negative sign. There is thus
an additional mechanism which can either favor or
suppress convection. Since the dynamics of the concen-
tration variable is associated with an independent time
scale governed by the diffusivity D_, or the Lewis number
L=D,/k, the behavior of convective mixtures can be
quite rich indeed (Platten and Legros, 1984). The most
interesting new aspect is the appearance, for certain pa-
rameter values, of temporal oscillations at the convective
threshold. This time dependence combines with the spa-

2.1Since we usually express all lengths in units of the plate sep-
aration we do not distinguish between the aspect ratios and the
lateral dimensions, and will henceforth use the same symbol L
for both.
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tial periodicity to create traveling wave states whose non-
linear behavior shows remarkable properties. Among
these we cite interactions between traveling and standing
waves, spatial confinement, and interesting defect struc-
tures involving waves of different velocities. Moreover,
the existence of time dependence near the onset of con-
vection means that this system offers the possibility of
studying chaotic dynamics in a region where nonlinear
effects might be small enough to be calculable analytical-
ly (see Sec. IX.A).

2. Electrohydrodynamic instabilities
in nematic liquid crystals

It is possible to destabilize a nematic liquid crystal by
applying an electric field, the electric force p E acting in a
manner similar to the buoyancy force in thermal convec-
tion (see Dubois-Violette, et al., 1978). The charge p is
coupled to fluctuations in the curvature K =9,n, of the
director, with the flow velocity following adiabatically in
typical regimes. In order to prevent static charge build-
up at the electrodes an a.c. field is usually applied, and
depending on the amplitude and frequency of this field
different regimes of convection are found. The main ad-
vantages of electrohydrodynamic convection are the abil-
ity to control the flow by electromagnetic means, and the
small spatial scale of the rolls which makes it easier to
study large systems, with 1000 rolls, say. This system is
discussed further in Sec. IX.C.

3. Bénard-Marangoni convection

The original experiment of Bénard (1900) was carried
out in an open dish, and the flow pattern he found was a
regular tesselation of hexagons with fluid rising at the
center and falling along the sides as in Fig. 4. The
theory developed by Rayleigh (1916) to explain this
phenomenon involved a driving force due to differential
buoyancy in the bulk of the fluid, but it was later
discovered (Pearson, 1958) that the hexagon pattern re-
sulted from a surface instability caused by a temperature
dependent surface tension. Indeed, if we imagine a fluid
heated from below, and a horizontal temperature fluctua-
tion 8 T at the surface, there is an induced change 8% in
the surface tension 2 which causes fluid to flow along the
surface toward the point where the fluctuation occurred,
and to sink into the bulk at that point. To compensate
this flow, warm fluid must rise in adjacent portions of the
cell, thus increasing the temperature difference and caus-
ing instability. The driving force is now
—(AT/d?)(32/3T)>0, and the control parameter is
the Marangoni number

_ AT(d /po)(—93=/3T)

Kv

) (2.5)

which does not involve the acceleration of gravity g.
Comparing the Marangoni and Rayleigh numbers, Egs.
(2.5) and (2.1), we see that for a given AT the Marangoni
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instability at M =M _,~80 is reached before the Rayleigh

instability at R =R, =1708 for thin
(AT)y~1/d whereas (AT ), ~1/d>.

It turns out that for convection with a free surface
even the buoyancy driven instability leads to a hexagonal
pattern, so the appearance of hexagons does not guaran-
tee a surface tension driven instability. A more careful
analysis of the response of the surface reveals that in the
case of a buoyancy driven instability the rising fluid at
the center of the hexagons is associated with a bump,
whereas it leads to a trough in the Marangoni case. In
practice both mechanisms are operative, and the surface
remains flat when they exactly compensate, which occurs
for d =[4(—02/3T)/ap.g1'/? (see Sec. VIILF).

layers, since

C. Taylor-Couette flow

The Taylor-Couette system is another hydrodynamical
example analogous to Rayleigh-Bénard convection, ex-
cept that the buoyancy force is replaced by the centrifu-
gal force due to rotation (see DiPrima and Swinney,
1981). The apparatus consists of two concentic circular
cylinders with fluid confined to the gap between the
cylinders. If the outer cylinder alone is rotated, an az-
imuthal shear flow is set up that is stable. If the inner
cylinder is rotated instead, however, the larger centrifu-
gal force near the rotating cylinder leads to an instability
above a critical rotation rate, towards circulating rolls
(called Taylor vortices) perpendicular to the axis of the
cylinder (Fig. 5). The radial coordinate is analogous to
the vertical coordinate in convection, and the azimuthal
and axial directions correspond to the horizontal direc-
tions in the Rayleigh-Bénard system. Note, however,
that there is no symmetry between these two directions in
the Taylor-Couette case: the first instability is to a state
of azimuthal rolls, with no spatial variation around the
cylinders. Until this azimuthal invariance is destroyed,
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FIG. 4. Early experiment showing convection
cells in silicone oil under an air surface. Visu-
alization with aluminum powder. Dark lines
indicate vertical motion. Bright areas indicate
predominantly horizontal motion. (Kos-
chmieder, 1974).

Taylor-Couette flow provides another good laboratory
example for studying “one-dimensional” pattern forma-
tion. Eventually, as the rotation rate is increased, a
secondary instability occurs to a time-dependent flow in
which first one and then a second wavy modulation of the

Q

OOOO0)

FIG. 5. Schematic picture of the Taylor-Couette system, show-
ing fluid streamlines in the Taylor-vortex state when the inner
cylinder is rotated at a rate Q> Q..
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Taylor vortices travel around the cylinder at independent
velocities. The behavior is even richer if the outer
cylinder is rotated in the reverse direction to the inner
cylinder: now the first transition may be to a spiral
(barber’s pole) pattern with the rolls simultaneously trav-
eling up (or down) and around the cylinder, analogous to
the waves in binary-fluid convection (see Sec. IX.B).

D. Parametric waves

The excitation of waves via nonlinear processes pro-
vides another class of pattern forming systems. Again a
spatially uniform driving — now time dependent — leads
via the nonlinear interaction between the wave excita-
tions of the system to an instability toward states with
spatial structure. The simplest situation is where exter-
nal driving at a frequency w excites waves at wave vector
q, given approximately by the resonance condition

ws(q)=la) , (2.6)
2

with w, (¢) the spectrum of the waves in the linear ap-
proximation. For experiments on finite systems we re-
place the plane waves by the linear eigenmodes of the
system consistent with the boundary conditions. The
mathematics of these parametric instabilities is simply
displayed in the much studied Mathieu equation.

One simple experimental realization is known as
“Faraday’s crispations,” after the early experiments
(Faraday, 1831). A shallow disc of liquid is rigidly oscil-
lated in the vertical direction. The acceleration periodi-
cally modulates the effective gravity (i.e. one of the pa-
rameters of the wave equation). At sufficiently large driv-
ing a surface wave instability occurs with frequency one
half the driving frequency. The spatial pattern which is
usually seen initially corresponds to the linear mode most
closely resonant with this subharmonic frequency. (The
details depend on the strength of the coupling to the uni-
form driving, on damping effects, and on geometry.) In-
teresting pattern competition effects occur close to the
frequency at which two modes simultaneously go unsta-
ble.

This type of parametric wave instability has a number
of attractive features for studies of pattern formation; for
example the length scale of the pattern is easily tuned by
varying the drive frequency and may often be made small
compared with the system size, so that a great many spa-
tial periods may be investigated. On the other hand dis-
sipative effects play a secondary role in these systems ex-
cept very near threshold, so that the attraction in phase
space to simple dynamical behavior is relatively weak,
and complicated dynamical effects often occur (see
Sec. IX.D).

An analogous system is the parametric excitation of
magnetization waves in ferromagnetic bodies (often
ytrium-iron garnet spheres) by the spatially uniform
pumping of an oscillating magnetic field. However, the
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spatial structure of the resulting state is hard to detect
experimentally, and attention has mainly focused on the
sequence of dynamic phenomena (see L’vov and Prozoro-
va, 1988). This system is treated briefly in Sec. XII.C.

E. Reaction-diffusion systems

Forces and flows are central to fluid systems; chemical
systems are dominated by reaction and diffusion. In a re-
markable paper Turing (1952) showed that these two sim-
ple ingredients could lead to a wide range of pattern
forming instabilities. This paper opened up an enormous
range of study spanning the fields of developmental biolo-
gy (Turing’s main interest), laboratory chemistry, applied
mathematics, and engineering.

The important feature of these systems for our pur-
poses is the competition between different temporal
growth rates and spatial ranges of diffusion for the
different chemicals in the system. For example the very
simple linear equations for the concentrations u,(x,?)
and u,(x,t) of two reacting and diffusing chemicals in
one dimension,

(2.7a)
(2.7b)

8,u1=D18§u1+alu1—b1u2 s
_ 2
d,u,=D,d u,—a,u,+byu, ,

lead to an instability toward a time-independent state
with a wave number

1/2
1

2

a; a
D, D,

90~ (2.8)

In chemical and biological systems the above expressions
have been interpreted in terms of the interaction of an ac-
tivator u, and an inhibitor u,, since for positive a; and b;
the growth of u, stimulates further growth of u; and u,,
whereas the growth of u, leads to decay of u; and u, (see
for example Murray, 1989). The diffusion constant D,
defines a decay length ¢,=(D, /a,)'/? and similarly for
D,. The criterion for the existence of a finite-
wavenumber instability of the uniform state u, =u,=0is
seen from Eq. (2.8) to be ¢ <¢,, which means that the
inhibitor has a longer range than the activator. This con-
dition has been expressed as the “principle of local ac-
tivation with lateral inhibition” (Oster, 1988) which is
found to occur in many models studied by theoretical
biologists (see Sec. XI).

For other parameter values the reaction diffusion equa-
tions (2.7) have an instability to a time-periodic state
[wp70] which is spatially uniform (g,=0). The oscilla-
tory instability occurs when there is a large
cross coupling between activator and inhibitor
[byb,>L(a,+a,)?], and when the activator growth
exceeds the decay of the inhibitor (@, >a,). Such an in-
stability occurs in the oscillatory chemical reaction
discovered by Belousov and Zhabotinsky (see, for exam-
ple, Winfree, 1974; Ross et al., 1988). The simplest state
immediately above threshold consists of a uniform oscil-
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lation with no spatial structure. Experimentally, interest-
ing patterns are seen in this system, and they may be un-
derstood as defects in the uniform medium, which are nu-
cleated by imperfections or externally imposed sources.

For chemical and biological systems, the reaction-
diffusion equations (2.7) represent some sort of superficial
description of a complicated set of reactions. For exam-
ple, we have not discussed the mechanism for the pro-
duction of 4, and u,. Moreover, a closed chemical sys-
tem, just as a closed fluid system, ultimately must come
to equilibrium. Nonequilibrium phenomena of interrest
to us either occur as a transient — maybe over long times
— or in response to some external chemical pumping.
We discuss oscillatory chemical reactions in Sec. X.

F. Solidification patterns

The regularity of the shapes produced by crystals
growing into a supercooled or supersaturated environ-
ment is a well known phenomenon. The beautiful feath-
ery patterns with the hexagonal symmetry of ice, photo-
graphed in selected snowflakes, are one example; another
is the disordered pattern of metallic alloys formed from
the melt, whose microstructure is the determining factor
in the resulting material properties.

The tendency towards pattern formation in solid-
ification is demonstrated by the instability of a plane
front of the solid phase growing into the supercooled
liquid. This instability, known as the Mullins-Sekerka in-
stability, can be understood from the enhanced diffusion
in front of a bulge of the surface into the diffusion field of
temperature or impurity concentration that limits the
growth rate. This enhanced diffusion results in a local in-
crease in the growth velocity and in turn to further
growth of the perturbation. In the case of the free
growth of an interface into a supercooled region the in-
stability does not saturate at small amplitudes, so that an
analysis based on the Mullins-Sekerka instability is only
qualitatively useful, for example in identifying charac-
teristic lengthscales. Instead, the resulting state often
consists of needles, known as dendrites, moving out along
crystal symmetry directions. The growth velocity, the
size of the needles (e.g. the tip radius) and the shape of
the dendrites, including question of sidebranching, have
been the focus of much study. In this situation the sur-
face tension serves to control the instability at short
length scales so that regular patterns are observed. On
the other hand in growth processes where the only
short-scale cutoff is the discrete size of the particles, the
random arrival sequence is important and much more ir-
regular structures are observed. These may be fractal in
nature, at least at intermediate length and time scales.
Such growth processes are modelled by the numerical
procedure of ‘““diffusion limited aggregation™ or DLA.
We will restrict our attention to regular patterns, and
refer the reader to Vicsek (1989) for a review of DLA
type processes.

An experimental geometry in which the growth of the
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Mullins-Sekerka instability is controlled, known as direc-
tional solidification, was developed by Jackson and Hunt
(1965). In this system the growth rate of solid from a
liquid mixture is limited by the diffusion of the impurity
species away from the interface. The position of the in-
terface is in addition controlled by an imposed tempera-
ture gradient &, and the growth velocity is determined by
physically advancing the solid-liquid system at a fixed ve-
locity v between hot and cold thermal reservoirs. The
values of v and ¢ provide additional control parameters,
and may be used to saturate the instability at small am-
plitudes (in some cases as small as desired). The resulting
cellular pattern across the interface is analogous to the
periodic roll pattern in convection, and many of the same
theoretical ideas can be applied in this case and studied
experimentally.

The literature on solidification and other growth pro-
cesses is vast and we shall only touch on a corner of this
field in order to illustrate the analogies with the other
pattern forming systems which are the focus of this re-
view and to mention some differences. There are in turn
other fluid systems that show strong analogies with
solidification, for example the invasion of a viscous fluid
by a less viscous one, which may be systematically stud-
ied in the Saffman-Taylor geometry. We will not review
this work.

G. Nonlinear optics

Intense electromagnetic waves propagating in various
types of media can have interesting instabilities, the most
famous of which is the lasing instability occurring for ex-
ample in a cavity containing a gas of two-level atoms.
Typically, the laser is operated in such a way that only
one spatial mode of the electromagnetic field is excited in
the cavity, so the interesting variation is in time rather
than in space. Nevertheless, under some circumstances
parameters can be adjusted so that more spatial modes
come into play and spatial patterns also appear.

Besides a laser cavity, one can also consider intense
electromagnetic fields propagating along a glass fiber,
whose nonlinear response leads to a cubic propagation
equation for the envelope of the wave, in the form of a
“nonlinear Schrodinger” equation. This system is known
to possess localized propagating pulse solutions called
solitons in the ideal dissipationless case. Such solitons
are a prototype for many other localized solutions found
in nonlinear optics as well as other systems to be con-
sidered below. The coupling of electromagnetic waves to
atomic degrees of freedom via the Maxwell-Bloch equa-
tions offers many examples of nonequilibrium instabilities
and patterns, which will be briefly discussed in Sec. XII.B
below.
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I1l. GENERAL FEATURES OF PATTERN FORMATION
A. Dynamics and stability

1. Dissipative dynamics and attractors

We will consider dynamical systems, defined by a time
evolution equation for the system variables (see Guck-
enheimer and Holmes, 1983). A typical example is a set
of nonlinear ordinary differential equations (ode’s)*!

o, U(t)=f(U;R) , (3.1)
for the n components of the state vector
Ut)={u, ()} =u(2),...,u,(t), (3.2)

where in general f(U;R) is a set of nonlinear functions
of all the variables (3.2), depending on a control parame-
ter R, which could be a set of parameters
R=R,,... ,Rp. The instantaneous state of the system
at fixed values of R can be represented by a point in the
n-dimensional phase space with coordinates given by
(3.2), and the time evolution by a trajectory in that
space.>2 It is sometimes useful to consider in place of the
continuous time evolution (3.1), discrete dynamics given
by

Um+1)=f[Um);R], (3.3)

with m an integer. Such mappings often arise as approxi-
mations to the continuous dynamics in (3.1). A natural
extension of (3.1), which incorporates the notion of spa-
tial dependence and leads to spatial patterns, is to consid-
er a continuous set of state variables that depend on a
spatial coordinate x,>* in addition to the time ¢. Then
(3.1) becomes a set of partial differential equations (pde’s)

3,U(x,)=G[U,d,U,...;R], (3.4)

where the right-hand side of (3.4) depends on the gra-
dients and higher spatial derivatives of U. The phase
space is then infinite dimensional, though the trajectory
is still a curve in this space.

An important class of dynamical equations consists of
conservative or Hamiltonian systems that have the prop-
erty of preserving volume in phase space (Guckenheimer
and Holmes, 1983). This means that if one follows the

3.1For notational convenience we shall use the symbol 9 for all
derivatives, both partial and total. In cases where a confusion is
likely we will write the derivatives out explicitly, e.g. U /9t or
dU/adt.

32For a pictorial introduction to phase space dynamics see
Abraham and Shaw (1983).

3.3In the present section we write x in ordinary type though it
is in general a vector in d-dimensional space. In later sections,
when the distinction is important, we will use boldface type for
spatial vectors.
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trajectories of all the points in a subvolume 8§V of phase
space, then 8V will in general be distorted as time
progresses, but its volume will remain constant. Another
type of dynamical system, the so-called dissipative ones,
are of particular relevance to the macroscopic descrip-
tion of physical phenomena. These systems have the
property that arbitrary subvolumes in phase space shrink
to zero at long times. This means that points eventually
end up on a lower-dimensional set called an attractor,
which has zero volume in the original phase space. Not
all points will necessarily end up on the same attractor,
of course. If the system has different attractors then each
one has its own basin of attraction, which is the set of ini-
tial points whose trajectories eventually end up on the at-
tractor in question. As we discuss further in Sec. VII
below, attractors come essentially in two types: regular
attractors correspond to laminar motion and possess a
simple geometrical shape such as a fixed point, a closed
curve (limit cycle), or a torus; the second class of attrac-
tors, the so-called irregular or “‘strange” attractors, cor-
respond to chaotic motion and possess unusual geometri-
cal properties. It may be noted that even regular attrac-
tors can have basins with very complicated geometrical
structure.

2. Stability and bifurcations

Given a solution U,(¢) of the equations of motion (3.1),
we can examine the stability properties of that solution.
We will distinguish three types of stability (or instability).
To define linear stability we consider a solution U,(#) and
apply a small perturbation

U()=Uy()+8U(1) . (3.5)

Inserting (3.5) into (3.1), and linearizing the equation
with respect to 6 U we find

9,0U=Df - 8U , (3.6)
where Df is the Jacobian derivative of f evaluated at U,.

(Df); =81, /6u; . 3.7)

U=u,
Then if all the eigenvalues of the matrix Df are negative

SU(t) decays at long times and U, is said to be linearly
stable. The linearization leading to (3.6) is appropriate
for infinitesimal initial disturbances 8 U. For finite U we
are dealing with nonlinear stability, which involves more
complex issues (see for example Sec. Il of Normand
et al., 1977). The solution U,(#) is (nonlinearly) stable if
any solution that starts sufficiently close to U, remains in
a finite neighborhood of U, for all time. Thus U, can be
stable by this definition without being on an attractor. If
at long times U(t) tends back to Uy(t) then the fixed
point is said to be asymptotically stable and Uy(t) is an
attractor. Generally speaking understanding the non-
linear stability of a solution involves characterizing its



M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium 867

basin of attraction. For complicated time dependence
(e.g. chaotic motion) the linear stability properties are
most easily summarized by the Lyapunov exponents,
which will be discussed in Sec. VII.

For spatially extended systems the same concepts ap-
ply if we consider linear disturbances satisfying the same
physical boundary conditions in the finite region. Often
we might want to consider an ideal infinite region, to re-
move complications of arbitrarily shaped boundaries. In
a translationally invariant system it is then natural to
consider the stability of Fourier modes3-3

8 U(x,1)~8 U, (1) e, (3.8)

which represent delocalized disturbances. It is also in-
structive to consider infinitesimal disturbances Uy(x)
which are localized in space. If such a solution, initially

localized around x,, say, grows large at x, then Uy(x) is-

said to be absolutely unstable. If, on the other hand, the
solution grows in amplitude but moves away from x,,
such that its value at any fixed spatial position eventually
decays to zero, we say that the system is convectively un-
stable (see Landau and Lifshitz, 1959, p. 111).

The above concepts of stability and instability have
been discussed here in a qualitative way to give the
reader an intuitive grasp of the richness of behavior
which occurs in dynamical systems. Standard texts on
differential equations should be consulted for precise
definitions of stable and unstable manifolds (Arnol’d,
1988; Guckenheimer and Holmes, 1983) and of different
stability criteria.

As the control parameter R is varied, changes may
occur in the qualitative structure of the solutions for cer-
tain parameter values. These changes are called bifurca-
tions and they involve changes in the number of solutions
as well as their stability. The simplest bifurcations of
fixed-point solutions which depend on a single control
parameter R are of four types, exemplified by the follow-
ing equations (Guckenheimer and Holmes, 1983):

saddle-node: 3,u =R —u?, (3.9a)
transcritical: d,u =Ru—u?, (3.9b)
pitchfork: d,u=Ru—gu®, (3.9¢)
Hopf: d,u;=— u,+Ru,—(u?+u?)u,, (3.9d

du,= u;+Ru,—(ui+ul)u, . (3.9¢)

The first three examples involve fixed points only. The
Hopf bifurcation has a fixed point which loses stability
for R > 0, and a limit cycle (periodic solution) which
appears at R =0 and is stable for R > 0. The stability
properties of the solutions to Egs. (3.9) are illustrated in
Fig. 6.

The differences between the various bifurcations arise
because of differences in the symmetry of the equations.
The pitchfork bifurcation [Figs. 6(c) and 6(d)] is ubiqui-
tous in physical systems, but it depends on the absence of
a quadratic term on the rhs of (3.9¢), or more generally
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on the symmetry
f(=U)=— f(U).

If, as the control parameter varies, one goes continuously
from one stable branch to the other then one speaks of a
supercritical bifurcation. If there is a loss of stability the
bifurcation is subcritical. The pitchfork bifurcation is su-
percritical for g > O and subcritical for g < 0 [see
Figs. 6(c) and (d)]. In the language of phase transitions
these correspond to second-order or continuous transi-
tions as opposed to first-order or discontinuous transi-
tions, respectively.3*

Certain perturbations of the equations will change the
bifurcation from one type to another. To the extent that
the perturbation is small, the original bifurcation is still

(3.10)

(a) (b)

— Vi

Saddle-node Transcritical

(c) (a)

Pitchfor
Supercritical Subcritical
(e)

g_{}\"”[\ \
Hopf ;
) (@

Imperfect Pitchfork

FIG. 6. Simple bifurcations from a time independent state.
Curves show how the solution evolves as a control parameter
(varying along the abscissa) is changed. Solid lines denote
stable solutions, dashed lines unstable solutions. The dotted
line in (e) shows the continuous growth of the amplitude of the
limit cycle.

3-4Supercritical and subcritical bifurcations are also sometimes
referred to as “forward” and “backward”.
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approximately present, and one speaks of an ““imperfect”
bifurcation. For example, generic perturbations of the
pitchfork bifurcation change Eq. (3.9¢) to

d,u=h~+Ru-+pu’—g u’, (3.11)

which has two characteristic forms, shown in Figs. 6(f)
and 6(g). In the first case [for example for p=0, h > 0,
Fig. 6(f)] one is left with a smooth transition (no bifurca-
tion), plus a saddle-node. In the second case [for example
h >0,p >0, p > h3/27, Fig. 6(g)] one is left with
three saddle nodes and hysteresis, i.e. a subcritical bifur-
cation.

3. Potential motion and Lyapunov functions

A certain subclass of dynamical systems, namely poten-
tial or gradient systems, are of particular interest because
their behavior is simpler than the general case, and be-
cause they are frequently encountered in approximate
treatments of physical systems. For a gradient®> system
Eq. (3.1) takes the form

5
Su; ’

1

o,u;(t)=— (3.12)
where F[U] is a (scalar) function of the vector U.
[Hirsch and Smale, 1974, pp. 199ff]. More generally, a
system with an attractor U, is said to have a Lyapunov
function %V for this attractor if this function satisfies the
conditions

Y(Uy) =0,

ayv
dt

and V is a smooth function of U in some neighborhood
of U, (Hirsch and Smale, 1974). A gradient system,
satisfying (3.12), has a global Lyapunov function if & is
bounded below. For gradient systems the dynamics con-
sists of relaxation toward the minimum in &#. This means
that such functions are strictly only defined when the
corresponding attractors are fixed points and there is no
chaos, nor even any periodic motion at long times. As
discussed further below, Eq. (3.12) can be generalized to
spatially continuous systems and it provides important
examples of pattern forming systems.

Graham and co-workers have introduced a “nonequili-
brium potential” that is formally similar to a Lyapunov
function but can be defined for an arbitrary dynamical
system of the form (3.4) (Graham, 1989; Graham and

(3.13)

<0 for U#U,, (3.14)

3.5In the mathematical literature systems defined by Eq. (3.12)
are called “gradient” systems, but we shall follow the practice
among physicists and use the terms “gradient” and “potential”
interchangeably. Gradient systems are also sometimes referred
to as “variational”.
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Tel, 1986, 1990a,b). It is a single-valued functional in
phase space ®[U] that is constant on any attractor and
decreases in any dynamics away from the attractors. It is
defined formally as the solution of a complicated
Hamiltonian-Jacobi equation and has an interesting in-
terpretation in terms of the probability distribution of the
system under the influence of weak external noise (see
subsection III.A.4 below). The main differences between
the potential ® and the functions YV and ¥ defined above
are that (i) ® is a highly singular function (only piecewise
differentiable), and (ii) ¢ does not determine the dynam-
ics. On the contrary, it is usually necessary to know the
solutions U(t) in order to construct ®[ U].

4. Deterministic versus stochastic dynamics

In the foregoing we have considered deterministic
equations such as (3.1) and (3.4), where in principle the
solution is uniquely specified by the initial conditions.
Physical systems, on the other hand, are often best
represented by stochastic equations, where the dynamical
variables U are coupled to a set of random variables &
that are specified by their probability distribution rather
than by their equations of motion (see Van Kampen,
1981; Gardiner, 1983; Moss and McClintock, 1989). The
random force represents a bath of degrees of freedom
which are not controlled in the experiment. These could
involve either noise on a molecular scale, or various
forms of macroscopic noise associated with the ap-
paratus. The prototype equation has the form

3, U=f(U;R)+&(1), (3.15)

where ((t) represents a set of n random variables. A
similar set of equations apply for the continuum system
(3.4). More general forms have also been introduced, in
which the noise { depends on the variable U, but we shall
not consider them further here (see Hortshemke and
Lefever, 1984.)

The presence of a stochastic force greatly complicates
the mathematical problem of finding solutions to (3.15),
but we shall primarily be concerned with the qualitative
effects of noise. First of all, we can cite the consequences
for the geometry of attractors, both in smearing out the
singular structure of strange attractors (Graham, 1989),
and in providing an ergodic probability measure as dis-
cussed in Sec. VII.B below. Another important effect of
noise occurs in the case where the deterministic part has
the gradient form (3.12), and the stochastic force can
cause the system to surmount potential barriers and to
move from one local minimum to a lower one. Such pro-
cesses are ubiquitous in systems near equilibrium under
the influence of thermal noise (see Hohenberg and Halpe-
rin, 1977). Although considerable theoretical work has
been devoted to the effects of noise on nonequilibrium
systems (see Hortshemke and Lefever, 1984; Moss and
McClintock, 1989) the problems are difficult both
mathematically and physically. In particular, the form
and magnitude of the noise in Eq. (3.15) depend on the
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details of each system under study, and they are difficult
to determine reliably. We shall discuss the effects of
external noise on pattern selection in Sec. VI.D below,
and the connection between such extrinsic stochasticity
and chaos in Sec. VILE.

5. Bifurcations versus phase transitions

Sharp bifurcations occur for ordinary differential equa-
tions (ode’s) or partial differential equations (pde’s) on
finite spatial domains when parameters in these equations
are varied. If a constant term, such as 4 in Eq. (3.11), is
added to the right-hand side the bifurcation is rendered
imperfect, i.e. the transition is smeared over a region
determined by the magnitude of 4. Thermodynamic sys-
tems, on the other hand, are known to display sharp
phase transitions only in the thermodynamic limit of an
infinite volume ¥V — oo. For finite V the free energy is an
analytic function of the thermodynamic fields T, H, etc.

In order to reconcile the two different situations let us
consider a simple thermodynamic system such as an Ising
model. From the point of view of dynamics the Gibbs
ensemble can be obtained as the stationary probability
measure of a stochastic equation of the form

az“i=“8§'+§i ’

Su, (3.16)

where F[{u;}] is a free energy functional and § is a
thermal noise term with (£2) ~T (see Hohenberg and
Halperin, 1977). This system has an imperfect bifurca-
tion for any finite volume, due to the smearing caused by
. A sharp phase transition [{u )=0 for T>T,, (u )70
for T <T,] occurs only in the limit ¥V — o, where the
thermal noise § does not lead to an imperfect bifurcation.
The mean-field approximation replaces the system (3.16)
by a homogeneous deterministic equation for a single de-
gree of freedom, which has a sharp bifurcation (Binder,
1973). Besides finite-size effects coupled to thermal fluc-
tuations, phase transitions can also be smeared by imper-
fections. For macroscopic bifurcation phenomena, on
the other hand, thermal noise is usually negligible (see
Sec. VI.D below), so transitions are of the mean-field
type, i.e. they remain sharp in finite systems and smear-
ing is only caused by imperfections in that case. This dis-
tinction has not always been appreciated by workers in
the field.

B. Linear instabilities and basic nonlinear states

1. Linear instabilities

We start from a system consisting of n partial
differential equations (pde’s)
9,U=G[U, 3,U,..., R], (3.17)

for the functions U=u(x,¢t),..., u,(x,t). We suppose
that the uniform state U =0 is a solution for all values of
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the control parameter R. In order to define the problem
mathematically we must also specify boundary condi-
tions on the domain of definition x € ¥ of (3.17) and ini-
tial values at t =0, say. We will classify systems in terms
of the response to single Fourier mode disturbances in
the ideal infinite system. The basic instability of (3.17) is
found by linearizing G[ U] about U =0 and studying the
evolution of modes of given wave vector (see fotenote 3.3)

9,

uj(x,t)=uj0ei""+"’ . (3.18)
The ensuing linear equations

a,U=]~) - U, (3.19)
with

D;=8G, /8u , (3.20)

have a set of eigenvalues o ,(q), and we choose to focus
on the one with the largest real part, which we denote as
o(q). It is interesting to remark that in most pattern
forming systems the wave vector g lies in a space of re-
stricted dimension (1 or 2). For example in convection
the periodicity is in the horizontal plane: the vertical
structure is completely determined by the boundary con-
ditions at the plates. Similarly in biology, pattern forma-
tion largely seems to occur on surfaces or membranes.

Now suppose that the dependence of G on the control
parameter R is such that for R < R, Reo(q)<0, and
for R=R_, Rea(qg=q,)=0 for some g,. We introduce
the reduced control parameter

e=(R—R,)/R, , (3.21)

(assuming R, # 0), and show in Fig. 7 the dependence of
Reo(g) on g and €. For ¢ < O the uniform state is stable
and Reo < 0, whereas for e=0 the instability sets in
(Reo =0) at a wave vector ¢ =¢,. For € > O there is a
band of wave vectors g_ < g < g (in the infinite sys-
tems we are considering), for which the uniform state is
unstable. The instability of Fig. 7 I can be of two types:
either stationary if Imo(qy)=0, or oscillatory if
Imo(gy) = wy # 0 for e=0.

Another class of instability occurs if for some reason
(usually a conservation law) Reo (g =0)=0 for all e. We
then have the situation depicted in Fig. 7 II. The critical
wave vector is g, =0, and the unstable band for € > 0O is
0 <gq < q,, with g, ~€!”? or ¢, so that the pattern
occurs on a long length scale near threshold. Once again
there are two possible cases, steady [Imo(q=0)=0] or
oscillatory [Imo(g =0)=w, 7 0].

In the case depicted in Fig. 7 III both the instability
and the maximum growth rate occur at g,=0. Here
there is no intrinsic length scale. The structure will
presumably occur on a scale defined by the system size,
or by the dynamics. As in the other two cases, this situa-
tion can correspond to either a steady [Im o=0] or an
oscillatory [Im o 7 0] instability.

We may thus divide pattern forming systems into
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FIG. 7. Schematic representation of the linear growth rate
Re o as a function of the wave vector g, for various values of
the reduced control parameter €, showing the classification into
types I, II, and III.

different classes according to the nature of the linear in-
stability of the spatially uniform state. There are three
types, depending on the value of the most unstable wave
vector g, near threshold: type I is spatially periodic with
qo=0 (1), type III is uniform with g,=0, and type II is
intermediate with an unstable band 0 < g < g,
g+ ~€'? or £. For each type there are two subtypes de-
pending on the temporal instability: stationary if wy=0
and oscillatory if wy=0(1). Since type II can often be
scaled to resemble type I we will concentrate on three
subclasses:

e Type I, stationary periodic (wy=0, g, 7 0),

e Type I, oscillatory periodic (w, 7 0, go 7 0),

e Type III,, oscillatory uniform (0, 7 0, g, =0).

The case IIL (wy=0, g,=0) does not involve pattern
formation in an essential way and will not be considered
in what follows.

2. Ideal patterns

In this section we give a qualitative discussion of the
basic nonlinear states, i.e. those characterized by certain
simple symmetries reflecting the nature of the transition
in the laterally infinite system. In Sec. IV we discuss per-
turbation methods to calculate the properties of these
simple states, and in Secs. V and VI we study the more
complicated patterns encountered in realistic situations.

Since we are interested in pattern forming systems i.e.
systems that spontaneously form spatial structure not im-
posed by external constraints, we will assume the system
to have translational symmetry, in one, two, or rarely
three dimensions. The patterns breaking this symmetry
beyond the instability will then be characterized by a spa-
tial periodicity with a wave vector g. Other symmetries
may also be present depending on the system. There may
be a continuous spatial rotational symmetry, in two or
three dimensions, as in ideal Rayleigh-Bénard convec-
tion, which has rotational symmetry in the plane. The
Taylor-Couette system has two translational symmetries
(axial and azimuthal) but these are not related to each
other by a rotational symmetry. In addition, there may
be discrete symmetries such as parity x — —x, or invari-
ance of the equations under “inversion”, i.e. under a
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Pattern formation outside of equilibrium

change of sign of the field variables, U — —U.

We refer to patterns as “ideal” if they retain certain
symmetry elements of the full system, in particular at
least discrete translational symmetries. Ideal patterns are
fundamental to a qualitative understanding of more com-
plicated states. They may be analyzed by group-theoretic
methods, and are identified as being isotropic under some
subgroup of the full symmetry group of the system, as is
found in the Landau theory of phase transitions (Landau
and Lifshitz, 1958). We will briefly describe these
methods in Sec. IV.B below, but for now we proceed heu-
ristically, describing the ideal patterns which appear at
the various types of instabilities.

a. Saturation of the linear instability

A basic role of nonlinearity is to saturate the exponen-
tial growth of the unstable mode proportional to
exp(igx). In addition, since the principle of superposition
no longer holds, the nonlinearity may select between
different combinations of symmetry-related states which
grow equally rapidly in the linear regime. For stationary
instabilities the unstable mode may saturate into a state
which is spatially periodic (see footnote 3.3)

U,(x,t)=U_(gx) .

p (3.22)

This state has a discrete translational symmetry which
can be represented by a phase variable ¢ =gx,

U, ($)=U,(¢+2m) . (3.23)

The ideal convective roll state or the Taylor vortex state
are canonical examples of periodicity in one direction. If
rotational symmetry is present in the system, we may
construct a saturated nonlinear state from the growth of
superimposed small amplitude roll solutions with equal
wave numbers but different directions. Spatially periodic
patterns in the form of squares or hexagons, which may
develop from the growth of equal amplitudes of rolls at
angles of 7/2 or 2m/3, are commonly discussed [see
Fig. 8]. Rhomboid states, with two sets of rolls that are
not perpendicular seem possible, but have not received
much attention. The hexagonal pattern is particularly
interesting since several different possible local structures
may be formed with complicated cellular organization.
In addition, unlike the roll or square solutions, there is a
breaking of inversion symmetry (U— —U), and the
maximum positive values at the center points are larger
than the most negative values around the edges of the
cell. (The alternate pattern reversing the result is of
course also possible.) Small symmetry breaking perturba-
tions in the system may strongly favor one or the other of
these patterns, changing the transition from pitchfork to
transcritical and making hexagons the preferred state
(over rolls, squares, etc.) near threshold. Thus the hexag-
onal pattern is commonly observed in many systems lack-
ing inversion symmetry, for example convection in non-
Boussinesq fluids or under time-dependent heating (see
Sec. VIILF).
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(a) rolls (b) squares (c) hexagons
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FIG. 8. Ideal states of type I systems, with solid lines denoting positive maxima (e.g. fluid upflow) and dotted lines negative maxima
(e.g. fluid downflow): (a) roll state; (b) square state formed from nonlinear saturation of two superimposed roll states at angle 7/2; (c)
hexagon state formed from three sets of rolls at angles + 7/3. Maximum downflows in hexagon state occur along the dashed line

which delineates the boundaries of the hexagonal cells.

For oscillatory instabilities the simplest saturated state
is the traveling wave train (or rotating wave)

Uy e(x,t)=U,(gx —ot) . (3.24)

[Type III, systems admit the special case of a spatially
uniform oscillation U, (x,t)=U ,(wt).] Note that a time
delay Ar is equivalent to a spatial translation
|Ax |=wv,, At, with v,, the phase speed w/q. This means
that as well as maintaining a discrete spatial translational
symmetry, the system continues to show a continuous
symmetry under a combined space-time translation. One
consequence is that spatial averages will be time indepen-
dent in the ideal infinite system. The wave trains are
characterized by a dispersion relation w(q ), which will in
general depend on the nonlinearity.

If the ¢ and —gq instabilities occur together, then
standing waves may develop at threshold and continue to
exist for stronger driving. Standing-wave solutions
which are of the general form

U(x,t)=U_(gx,wt) (3.25)

have only discrete translational symmetries along the
direction of the wave vector and in time,

x > x+t2w/q, t > t+2w/0 . (3.26)
In addition, standing waves possess the discrete sym-
metries of parity (x — —x), and the combined symmetry
of time translation through half a period (¢t — t+7/w),
and inversion (U — — U). Note that in general there will
not be any x and ¢ for which all U are zero simultaneous-
ly. For example, in binary-fluid convection equal-phase
wave fronts oscillate up and down in the z direction, and
the fluid velocity is never simultaneously zero at all z for
any x or t.

The selection between the various nonlinear states in
both stationary and oscillatory situations is determined
in part by stability considerations, but there often exist
regions of multiple stability. Near threshold the calcula-
tions are easily carried out using the amplitude equations
developed below. Away from threshold further transi-
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tions may occur to states of lower symmetry, e.g. quasi-
periodically modulated states.

b. Stability balloons

We can also ask about the magnitude of the wave vec-
tor g in the states that exist beyond the instability, for ex-
ample in the simple roll or wave states. Near threshold,
spatially periodic nonlinear states can typically be found
over the whole band of wave vectors inside the curve
R_(q) of instability of the uniform state, as may be ar-
gued from general principles of bifurcation theory. How-
ever, the band of observable or useful wave vectors is fur-
ther restricted by the stability of the corresponding
states. For the example of stationary convection, the
linear stability analysis of the nonlinear steady states has
been carried out in some detail (Busse, 1967a, 1978).
Away from threshold, where numerical methods are
needed, Busse and co-workers have found a large number
of characteristic instabilities, leaving however a finite
band of stable wave vectors for Rayleigh numbers not too
far away from threshold (Fig.2). Two instabilities are
quite generally seen in such systems, and survive to limit
the band near threshold (Newell and Whitehead, 1969).
These are the Eckhaus instability, a long-wavelength lon-
gitudinal (compressional) instability, and the zigzag insta-
bility, a long-wavelength transverse instability. Long
wavelength here means that the instability first occurs as
a distortion over arbitrarily long length scales. Further
from threshold the instabilities found by Busse (knot, os-
cillatory, etc.) have short wavelengths and are specific to
the physics of the fluid system (see Sec. VIII.A below).

C. Model Equations

1. Motivation

The physical, chemical, and biological systems de-
scribed in Sec. II which we wish to study are often quite
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complicated and the equations and boundary conditions
describing them are not always known precisely. Even
when they are known, as is the case for many hydro-
dynamic instabilities, a linear analysis already requires
numerical evaluation and a direct analytic approach is
impossible beyond threshold. The perturbation methods
described below are a partial response to this situation,
though calculation of the appropriate coefficients can be
difficult even if the starting equations are known precise-
ly.

It turns out, however, that full solutions of realistic
equations are not usually needed to gain an understand-
ing of the spatial patterns displayed in these systems.
Indeed, many different systems show similar patterns, so
it is reasonable to attempt to extract from each system
those features which control pattern formation, and to
incorporate them into model equations which will be
simpler than the more realistic starting equations. We
might, for example, attempt to reproduce the stability
balloon of the ideal nonlinear solutions. One way to ac-
complish this is to find a simpler “microscopic’” model*¢
which reduces to the same amplitude and phase equa-
tions (see below) as the original model. In this way the
long-wavelength stability properties will be preserved.
Another way to construct a model is by some
modifications of the original U system, for example re-
placing realistic boundary conditions by artificial, simpler
ones to yield a separable system. The models thus ob-
tained are easier to study both analytically and numeri-
cally, and they display interesting pattern-forming prop-
erties, e.g. defects, boundary effects, slow relaxation and
chaos. Such properties are thought to be independent of
the detailed mechanisms leading to the instability, and
are therefore shared between realistic equations and ap-
propriately chosen models. In the field of thermodynam-
ic critical points the careful study of simple models to
predict certain properties of real systems is an applica-
tion of the concept of universality. By this we do not
mean that all systems behave in the same way, but that
certain properties, in particular those involving long-
range effects, are common to a class of systems, and can
therefore be understood by studying a simple member of
that (universality) class. For critical-point phenomena
this notion is highly quantitative (see, e.g., Privman
et al., 1991 and references therein), whereas it is unclear
as yet how far the concept may be pushed to study none-
quilibrium pattern formation.

3.6As mentioned in the Introduction, we refer to starting equa-
tions such as (3.4) as “microscopic” equations to denote the fact
that all length and time scales of interest are included in the
description. This is in contrast to simpler equations such as am-
plitude or phase equations, obtained from the original ones by a
coarse-graining procedure. Of course the term microscopic is
relative, since the U-model may itself be the result of averaging
some more basic description. We merely use the word to indi-
cate that all length and time scales have been defined by the
model.
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The models that have been studied in recent years fall
into two classes which we consider in turn: the first con-
sists of partial differential equations (pde’s) which are
similar to the realistic field equations of physics and
chemistry; the other class comprises various discretiza-
tions of field equations, in which one can discretize either
space (coupled ode’s), or space and time (coupled maps),
or space, time, and the field (cellular automata). Of
course any numerical solution of a partial differential
equation involves discretization, but this is only a calcu-
lational tool and it is necessary to verify that all results
are independent of the discretization to the accuracy"
claimed for the calculation. For discrete models on the
other hand, only the universal properties are supposed to
be insensitive to the particular discretization, and even
this insensitivity may be qualitative rather than quantita-
tive. Clearly, the choice of models and their interpreta-
tion require insight and experience in order to determine
which are the essential features and which are expend-
able.

2. Partial differential equations

Here we list some of the simple models whose pattern
forming properties are frequently studied. Many other
models have been considered for special applications and
some of these will be mentioned in later sections.

a. The Swift-Hohenberg (SH) equation and its variants

This model is of the form (Swift and Hohenberg, 1977,
Pomeau and Manneville, 1980)

du=eu—(V:+1u—u3, (3.27)

where u (x,t) is in general a real field in d-dimensional
space. Complex generalizations are sometimes con-
sidered, as well as asymmetric variants (with addition of
a quadratic term on the right-hand side). The model is
potential [see Eq. (3.12)] with the potential

F= [dix{—1L eu+1 [(V2+DuP+1ut) . (3.28)
An interesting nonpotential variant is the model intro-
duced by Pismen (1986)

o,u=¢ u—(V24+1)2u +3(Vu)*V3u , (3.29)

which has the same type I linear instability as (3.27) and
many similar nonlinear properties.

b. The Kuramoto-Sivashinsky equation

Another equation which was motivated by the study of
amplitude and phase expansions, but which is now stud-
ied in its own right as a ‘““microscopic” model, is the
Kuramoto-Sivashinsky (KS) system (Kuramoto and
Tsuzuki, 1976; Sivashinsky, 1977)

3,6=— v2¢—v4¢—%<v¢)2. (3.30)
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This equation is often generalized to include a linear term
and written (in one dimension) as an equation for # =93, ¢
in the form

du=— nqu—tu—3d*u—ud, u . (3.31)

The original (nongeneralized) KS equation has 7=0,
which implies a “Galilean symmetry” [u — x —uvt,
u — u~+v]. This nonpotential model displays a type I
instability at »=1/4, and interesting chaotic behavior
which we discuss in Sec. VIL.D below, for n < 1/4. Al-
though present interest focuses on the chaotic properties
of Eq. (3.31), it had been studied many years earlier as a
model for nonlinear waves (see the references in Greene
and Kim, 1988).

¢. Reaction-diffusion equations

The reaction-diffusion equations introduced in Sec. II
above as a description of chemical reactions can be con-
sidered as abstract models of pattern formation. The
general form is (Murray, 1977; Fife, 1979)

3, U=f(U)+DV?U , (3.32)

for various functions f and constant matrix D. Of course

Eq. (3.32) does not restrict the behavior significantly, and
examples of all the types of instability we have con-
sidered can easily be found by suitable choices of f and
D. If we generalize Eq. (3.32) to

73, U=f(U)+DV?U , (3.33)

with a constant matrix 7 then the SH model (3.27) is ob-

tained from a two-component equation of form (3.33)
with 7,=1, 7,=75;=72,=0, f1=(e—Du,—u’ —2u,,
fr=uy, D3=—1,D,=—1,D;=Dp=0.

A reaction-diffusion system which has received consid-
erable attention is the so-called “A—w model” (Howard
and Kopell, 1977),

du; = Mudu;—o(u®u,+Viu, , (3.34a)
du; = o(ub)u;+Mu?uy+Viu, , (3.34b)
where u? = u?+u3, and o(u?) and A(u?) are smooth

functions. If w(0) # 0, the model has a type III, insta-
bility when A(0) goes through zero. The amplitude equa-
tion discussed in Eq. (4.49) below, for type III, instabili-
ties, is a special case of the A—® model for which
Mu?)=e—gou? and ®(u*)=— c;u’ On the other hand
(3.34) corresponds to (4.49) with ¢; = 0, so in a sense the
A—o model is also a special case of the amplitude equa-
tion, since (3.34) has a diagonal diffusion matrix.

d. Ginzburg-Landau models

In perturbative analyses of the microscopic equations
for various systems one encounters complex pde’s which
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go under the name of ‘“amplitude equations”. Con-
sidered in their own right as model dynamical systems we
will refer to them as Ginzburg-Landau models,*’ a pro-
totype of which is

3, A=(b,+ic)VPA+f (141" 4, (3.35)
where
f1=Fi+ifu (3.36)

is an arbitrary complex function of its argument |43,
and b; and ¢, are real constants. In one dimension we
will also consider the generalized equation

3,A=(b,+ic)d2 A4+ f,(|4]|)4
+3,[f2(1 412 4]+ [3,f5(141M)]4 ,
(3.37)

where f, and f; are complex functions. There are clear-
ly many variants of the above equations, with anisotropic
derivatives in higher dimensions, or with other fields cou-
pled to A. Some of these will be encountered in what fol-

lows.
A frequently encountered one-dimensional example of

the complex Ginzburg-Landau model (3.37) is (see, for
example, van Saarloos and Hohenberg, 1992)

f2=f3=0,
(3.38)

f10) =e—(by—icy)y — (bs—ics)y?,

3,4 =(by+ic,)3:A+e4

—(by—icsy)| A|?A—(bs—ics)| 4|*A4 . (3.39)

[Often the quintic term is not present, i.e. bs =c5 = 0.]
When b; > 0, the model (3.39) has a supercritical bifur-
cation at €e=0, and when b; < O it has a subcritical bi-
furcation (when b; < 0 we assume bs > O for stability).
The special case b; =€ = b; = bs = c5 =0, is the non-
linear Schrédinger equation

3, 4=ic,3% A+ic,y| A|*4 , (3.40)

and the case with c¢; # 0 we will call the quintic-cubic

Schrodinger equation
3, A=ic;02 A4 +icy| AI*A4 +ics| A]°4 . (3.41)

A model that has been studied in the plasma literature is
the “derivative nonlinear Schrodinger” equation

bi=f1=f3=0, f2(|A|2)=so +31|A|2,
3,4 = ic;32 A+3,[(so+s,14|2)4] .

(3.42)
(3.43)

37The name derives from the formal similarity with the
Ginzburg-Landau (1950) theory of superconductivity, though
the latter did not concern itself with dynamics. The earliest am-
plitude equation in space and time with complex coefficients
seems to be that of Stewartson and Stuart (1971).
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We also can define a case we call the “generalized deriva-
tive Schrodinger” equation, obtained from (3.37) by as-
suming

by =f1,=fu=fx=0, (3.44)
namely
9,4=ic; 32 A+if;;(14|*) 4
+3,[f2 (1417 A1+ [3,/3,(14[1)]4 . (3.45)

It is important to note the role of these Ginzburg-
Landau equations as model equations. It is true that
many properties of nonequilibrium systems are encoun-
tered in these equations, and indeed many hard problems,
such as the existence and interaction of defects and
coherent structures (Sec. V), or the appearance of chaos
(Sec. VII), may profitably be addressed in the simple
framework provided by these equations. However, it is
only as a perturbative expansion valid in a small region
near threshold that they provide a quantitative descrip-
tion of real experimental systems, and results may be
even qualitatively misleading if applied far from thresh-
old. More technically (as will become clearer below) we
may say that far from threshold only the phase of the
complex A survives as a slow degree of freedom, since it
describes a symmetry of the system. The magnitude | 4],
on the other hand, only becomes slow near threshold,
and far away it is just one of many fast degrees of free-
dom so there is no reason to expect a simple description
in terms of a Ginzburg-Landau model to be quantitative-
ly valid.

3. Discrete models

a. Systems of ordinary differential equations

Systems consisting of a small number of coupled non-
linear ode’s have been of central importance in the study
of temporal chaos, since the seminal work of Lorenz
(1963). If a large or even infinite number of modes are
coupled together with short-range coupling, then we
have a discretized form of a pde which can display in-
teresting spatial patterns. Although such models have
been considered in the literature (see, e.g., Aranson
et al., 1986), the usual practice is to discretize time as
well, and study coupled maps (Kaneko, 1985; Crutchfield
and Kaneko, 1987).

b. Coupled maps

A single nonlinear mapping such as the logistic map
Uy 1 =Ru,(1—u,)=f(u,), (3.46)

has nontrivial bifurcations and dynamics (see Collet and
Eckmann, 1980). When a set of such modes is coupled
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together there can be an interplay between the local dy-
namics of a single map and possible instabilities which
arise from the coupling. A system analogous to
reaction-diffusion models which has been studied widely
in recent years takes the form

un+1(i)=f(u,,(i))+% g gun(z‘-&-?)*Zdun(i) ,

(3.47)

where g is a coupling constant, i ranges over a d-
dimensional hypercubic lattice and (i +7) denotes a
nearest neighbor of i. A linear stability analysis can be
carried out for this model in analogy to the one described
in Eq. (3.19), and the different types of instabilities found
there can be recovered (see Oppo and Kapral, 1986).

c. Cellular automata

The main appeal of coupled lattices is the relative ease
with which their behavior can be simulated numerically.
The same holds to an even greater degree for cellular au-
tomata, for which also the dynamical variable u, (i) takes
on only a discrete set of values (see Wolfram, 1986). In
addition to their numerical convenience cellular automa-
ta are simple enough so that a rather complete
classification of their dynamical behavior can be given.
These systems are therefore potentially useful as simple
models with nontrivial dynamics, for which exact results
could be proven.

IV. THEORETICAL APPROACHES

In this section we wish to describe some general ana-
lytic approaches to the problem of pattern formation,
concentrating on general methods of solution that are ap-
plicable to most of the systems under consideration.

A. Perturbative methods

Since finding analytic solutions to nonlinear pde’s is
impossible in general, it is important to devise shortcuts
to some understanding of the behavior. One such
shortcut is to go to a limit where the solutions may be
calculated perturbatively. There are two main situations
which have some generality for a diverse range of sys-
tems, and we will emphasize these situations here.

e Near threshold. Here the nonlinearities are weak
and the spatial and temporal modulations of the basic
pattern become slow. The balance between these effects
is described by “amplitude equations” for the envelope
function of the basic state. These equations come in a
small number of universal forms, largely dictated by the
linear instability classification of Sec. IIL.B, and they
serve to carry this classification into the weakly nonlinear
regime. The approach has been rediscovered in many
different contexts (Landau, 1944; Stuart, 1960; Newell
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and Whitehead, 1969; Segel, 1969; Stewartson and Stuart,
1971; Newell, 1974; Haken, 1977) and bears a strong
resemblance to the mean-field Landau theory of equilibri-
um phase transitions (Landau and Lifshitz, 1958).

® Weak distortions. Even arbitrarily far from thresh-
old, weak distortions of a regular pattern, involving spa-
tial modulations over distances large compared to the
basic period, can be treated perturbatively yielding
“phase equations” (Pomeau and Manneville, 1979; Cross
and Newell, 1984; Kuramoto, 1978, 1984a,b; Pismen,
1989; Brand, 1988; Bernoff, 1988). Again there is a simi-
larity of form and general behavior among the phase
equations for different systems displaying a particular
type of instability, but as might be expected there is more
freedom in functional dependences, reflecting the detailed
nonlinear behavior which must be calculated separately
for each system. Whatever universality is left from the
broad classification scheme at onset is reflected in the
form of the phase equation.

These methods share the common philosophy of elim-
inating fast modes, which adiabatically follow the slow
modes of interest (a procedure referred to as “slaving” by
Haken, 1977). Near threshold the slow modes include
the magnitudes of the marginally unstable band of solu-
tions, as well as symmetry modes described by phases.
Further away from threshold the magnitude and “shape”
of the ideal nonlinear solutions join the other fast modes,
and we are only left with slow phase modes. A recent re-
view emphasizing fluid dynamical applications has been
presented by Newell ez al. (1993).

1. Amplitude equations
a. Type I;: Stationary periodic

(i) General form of the amplitude equation

Let us consider the plane-wave growing solution above
threshold for a type I, stationary-periodic instability
[go # O, wy=0]. For concreteness we consider a two-
dimensional system and represent the most unstable
mode as

iqyx + ot

U(x,t)=Uye 4.1)

For values of the control parameter close to threshold
(le]) << 1), the structure on short length scales will be
insensitive to €, but a slow modulation in space and time
is possible making use of the band of unstable solutions,
and the linear growth is likely to saturate due to non-
linear effects. This behavior can be analyzed by writing

U(x,t)=[Uy 4 (x,p,t)e " +c.c.]+0(¢) , 4.2)

where we have assumed a two-dimensional pattern
(x=x,y) consisting of one-dimensional rolls perpendicu-
lar to the x direction, with any dependence on the third
spatial dimension being included in U, and c.c. denotes
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the complex conjugate. A complex amplitude is chosen
since a phase change then corresponds to a spatial
translation of the unstable mode. For an isotropic sys-
tem the function 4(x,y,t) satisfies the equation

709, A =€ A +EJ[3, —(i/2g)3]* 4
—goldl?4 . 4.3)

There are several ways of deriving Eq. (4.3) from particu-
lar microscopic equations. These include the introduc-
tion of multiple scales to formally separate the fast and
slow dependences (Newell and Whitehead, 1969; Segel,
1969), or the use of mode projection techniques (Cross,
1980; Haken, 1977), which emphasizes the slaving idea.
However the form of the equation is quite general,
reflecting the symmetries of the type I instability. The
detailed properties of the individual systems are entirely
contained in the real constants 7y, &, g9, and g, which
set the scales of variation in time, space, and amplitude.
In fact the form of Eq. (4.3) can be written down by in-
spection. The linear terms are prescribed by the growth
rate of the linear instability, and represent the real space
form needed to reproduce the growth rate o(g) of a
plane-wave disturbance at wave vector q=g,X+k

o(g)=15[e—£}(g—q0)]
=1y le— &3k, + k7 /2g0)7], (4.4)

where we have kept the lowest order terms in each of k,
and k, in expanding |goX + k| — ¢, for small |k|. Note
that the difference in scaling in the two directions reflects
the inherent symmetry breaking of the instability, which
was here chosen with wave vector in the x direction.
Equation (4.3) is recovered by the substitution
0 — 9, k, — —id,, and k, — —id,. The constants 7,
and &, are directly given from the linear instability spec-
trum through Eq. (4.4)

ot =92g) , (4.5a)
0 |g=4q4,e=0

12— _ 1 d%olg)

7o &6 2 0g2 |a=qpe=0" (4.5b)

Newell (1974) has presented a derivation of amplitude
equations in various situations incorporating this idea
more formally.

The nonlinear terms may again be obtained by inspec-
tion: the cubic term is the first one that feeds back on the
unstable mode, and this is the only term that preserves
the invariance of the equation under a phase change
A — A e', which simply corresponds to a spatial shift
of the pattern. (Derivative nonlinear terms would be of
higher order in the expansion parameter |e|!/2.) Some-
times other symmetry properties (e.g., A — — A), can be
used to eliminate certain hypothetical nonlinearities. In
more complicated situations, such as degenerate bifurca-
tions, the method of “normal forms” provides a sys-
tematic way of generating the complete set of nonlinear
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terms (see subsection IV.B below).

Equation (4.3) correctly describes the variations of the
pattern on the slow time scale ¢, and slow spatial scales
e!”2x perpendicular to the rolls and €!/*y parallel to the
rolls. To emphasize these scales, and the common form
of the equation we can rescale coordinates and ampli-
tudes, assuming g, > O,

X=|e|"?x /¢, , (4.62)

Y=|e|*y(qq/E)"?, (4.6b)

T=lelt/7q, (4.6¢)

A=(|gol/IeN?* 4, (4.6d)
to give a universal form

dpA=+ A+(dy—1id% )4 — |41°4 , 4.7)

where + refers to e20. When g, < O, the sign in front
of the cubic term is positive and a quintic term in the ex-
pansion leading to (4.3) must be added, as well as other
possible terms (see Sec. V.B).

An important property of Eq. (4.3) is that the time evo-
lution has the gradient form [see Eq. (3.12)],

o= 2, "
with the potential functional F{ 4, 4 *} given by
F=[ [ dxdy[—eld>+(go/2)| 4]*
+1&6(8, — (i /2g)02) A |*] . 4.9)
The equation of motion (4.3) then implies that
3,F=— 27, [ dxdyld, 4> <0, (4.10)

so that & is a Lyapunov function, as discussed in Sec.
III.A. This considerably aids in the analysis of Eq. (4.3).
On the other hand the validity of the amplitude equation
is clearly seen to be restricted to the range of driving for
which persistent motion is absent.

Another important limitation of the amplitude equa-
tion is that it only describes situations in which the rolls
are everywhere almost normal to a particular direction,
labeled the x direction [more precisely, the roll orienta-
tion may only vary by an angle of O (¢'/#)]. The slow re-
orientation of the rolls over large angles commonly ob-
served in experiments and numerical simulations cannot
be accounted for by the present theory. We may howev-
er use the amplitude equation to describe many proper-
ties near threshold, such as the stability and competition
of ideal patterns, as well as more complicated states in-
volving boundary effects, defects, etc. We will discuss
the application to ideal patterns here, and will defer the
more complicated situations to Sec. V.

We finally remark that if the system is not invariant
under rotations in the plane the amplitude equation takes
the form

700, A=e A +E232 A+E2324 —golA*4 (4.11)

Rev. Mod. Phys., Vol. 65, No. 3, July 1993

instead of (4.3), with different coherence lengths &, and
&, in x and y directions (we have chosen coordinate axes
along the principal directions to eliminate 9,0, terms).
This situation occurs in electrohydrodynamic instabilities
in nematics (Sec. IX.C), where the nematic director pro-
vides the microscopic anisotropy, and in the Taylor-
Couette system (Sec. IX.B), where axial and azimuthal
directions are clearly not equivalent. Equation (4.11)
may be rescaled and put into the isotropic form

3rAd =+4 + (3%+33)4—|4*°4 . (4.12)
We thus have the somewhat paradoxical situation that
the amplitude equation (4.3) for the isotropic system is
anisotropic, whereas for the anisotropic system it can
take on an isotropic form. The reason for this is that the
roll pattern breaks the rotational symmetry in the isotro-
pic system so transverse and longitudinal variations are
qualitatively different, whereas in the anisotropic system
they can be made the same by a simple scale change.

(i) Spatially periodic solutions and their stability

In the rest of this section we shall assume g, > 0 and
rescale x,t and A4, (x —>x/&, qo— qoép t — t/Tp
A — g/ 4) in order to eliminate the constants &g,7q,
and g, so that Eq. (4.3) reads*!

3, A=eAd +(3,—(i/290)3)*4 — | 4]*4 . (4.13)

[Unless otherwise noted we adopt the units of Eq. (4.13)
as our standard scaling.] Then a simple nonlinear steady
state solution of the amplitude equation for ¢ > Ois

Ai(x)=a; e, (4.14)
with amplitude

a,=(e—k»)?, (4.15)
which corresponds to a spatially periodic solution of the
original problem with a modified wave number q=g¢ X of
magnitude

q=qotk. (4.16)

Note that adding a y component to the vector k would
yield a rotation of the pattern wave vector q away from
q0X by an angle proportional to k,, as well as a change in
magnitude proportional to kyz, for small k,. We choose
our reference state along the x direction, so that ky =0.
It is a straightforward matter to calculate the linear sta-

bility of Eq. (4.14) by inserting the solution

A(x,t)=A,(x)+8A4(x,1), (4.17)

8A(x,t)=e™[8a, (1)e’Q *+8a’ (t)e Q" *],  (4.18)

4.1To return to dimensional variables in the formulas below,
rescale all wave vectors by k — k&, and all growth rates by
O — O Tg.
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with k=k%, and linearizing in 8a . (¢) to obtain

3,8a,=—(p*+U,) da, —p*8a_, (4.19a)

9,8a_=—p?8a, — (p?’+U_) ba_, (4.19b)
with

pi=e—k? (4.20)
and

Up=[(k£Q,)*+Q}/2q0]—k?>. 4.21)

The growth rate o, (Q) defined by 8a. ~exp [0, (Q)t] is
then

o (Q)=—p? — %(UJr +U_)

172
+ p4+%(U+-—U_ Y 4.22)
The ensuing ‘“‘stability balloon,” given for each k by the
condition 04 (Q) < O for all Q is shown in Fig. 9 with its

three stability boundaries.
The neutral stability curve N with

ki=¢ (4.23)

marks the onset of the nonlinear solution (4.14) and the
limit of stability of the uniform solution 4 = 0. The
Eckhaus boundary E (Eckhaus, 1965) corresponds to a
longitudinal instability Q=Q X, and is given by

ki=(1/3) k}=¢e/3 . 4.24)

For k > kg we can calculate the wave number Q of the
fastest growing mode and its growth rate by maximizing
0, (Q). This gives (Newell and Whitehead, 1969)

OQumax=(3/4) (k*—e/3) (e+k?*) k2 (4.25)
and
ok(Qmax):(9/4)(](2_8/3)2](“2 . (426)
&
" 2 N
Unstable Stable K
&
&
OQ
0 k

FIG. 9. Stability boundaries from amplitude equation (4.13),
showing reduced control parameter vs deviation of wave vector
from its critical value, Kk =q —q,. N neutral; E Eckhaus; Z
zig-zag. Hatched region is stable to small perturbations.
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Notice that Q... — O for k — kg, i.e. the instability
occurs first at long wavelengths. As we shall see, in this
limit the instability may also be calculated by considering
just the dynamics of the phase of the complex amplitude
(see below). The importance of the fastest growing mode
in the actual development of an Eckhaus unstable system
has been studied theoretically by numerical integration of
the amplitude equation (4.13) (Kramer et al., 1988a), and
experimentally in nematic convection (Lowe and Gollub,
1985a). Finally, the zigzag boundary Z (Fig. 9) given by
(Newell and Whitehead, 1969),

k,=0, 4.27)

corresponds to a growing transverse modulation with
wave vector along the rolls, Q=Q 7. In this case the
maximum growth rate occurs for

Q2. =2q0lkl , k <0, (4.28)
with a value
Uk(Qmax)=3k2 . (4.29)

Again Q.. — O at the boundary of the instability and
the behavior is captured by a phase dynamics analysis.

When the scales 7,&,, and g, are restored, it is found
that the instability boundaries take on a scale-
independent universal form if they are expressed in terms
of ky in this near-threshold limit. They are therefore
typical of all rotationally invariant type I, systems and do
not reflect the details of the underlying microscopic equa-
tions.

(i) Superposition of plane-wave solutions:
Squares and hexagons

In Eq. (4.2) the assumption of a single roll solution was
made. We can also look for the growth of solutions that
are superposition of n sets of rolls at various orientations,

n 1 .
U=U, |3 4;,(x,p,0)e'¥ "+c.c. [+0(e), (4.30)
i=1
with |q;| =g,. If we leave out spatial variation of the A4;

then in general (4.13) is replaced by a set of n equations
(Newell and Whitehead, 1969)

n
atAi=£Ai_Egij|Aj|2Ai > (4.31)
j=t
where the constants g; depend on the angles
q; - q;=cosb;;
8;=95(6;), (4.32)

with §(0)=1. Actually 9(60) is not a smooth function of
0 due to mode interference occurring exactly at 6,;=0.
This yields

9(6=0)=2 9(6-0) . (4.33)

The above equations can be used, for example, to in-
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vestigate the competition between rolls and other regular
solutions (Schliiter, Lortz, and Busse, 1965) consisting of
waves with equal amplitudes at angles m#/n around the
circle, where n and m are integers. Then n =2 gives
squares, and n =3 gives hexagons. For example squares
are described by two equal amplitudes A4,=A4,= Ag.
The solution of Eq. (4.31) is then

|As>=[1+9(m/2)] " e, (4.34)

compared with the amplitude for rolls 4, = A4,, 4,=0
with

| Az |1>=[90)] ' e. (4.35)

If we look at perturbations about the square solution, i.e.,
A,=Ag+86, and 4,= A5+35,, and linearize (4.31) we
find

3, 8,=—2| 45|, —28(w/2) | 45|, , (4.36a)

9, 8,=—29(m/2) | Ag|*6,—2| A5|* 8, , (4.36b)
with growth [8, ,~e "] at rates

o=—2[1=* 9w/2)] Ag|* . 4.37)

Thus squares are stable with respect to rolls [i.e.,
6,= —2&,, leading to the negative sign in (4.37)] for

g(m/2) < 1, (4.38)

and it is easy to see that rolls are stable with respect to
squares in the opposite limit. Notice that in this simple
calculation the stable solution is the one with the greater
mean-square amplitude 37_, | 4;/>=n]| 4,|? which also
gives a lower value of the potential (4.9). An example
where squares are in fact the preferred solution is convec-
tion between poor conductors (see Sec. VIIL.F). The case
of rhomboids (two sets of rolls at an angle 6 % 7 /2) has
been considered by Malomed and Tribel’skii (1987). It
should be noted that the regular solutions of Eq. (4.30)
for n > 3 yield patterns that are not a periodic lattice,
but rather analogous to a quasicrystal, with quasiperiodic
spatial dependence along any direction. Such states have
recently been produced experimentally in the parametric
surface wave system (Sec. IX.D) by Christiansen et al.
(1992) and by Edwards and Fauve (1993).

A particularly interesting case is that of three wave
vectors mutually at an angle of 27 /3. Then, since

q;+q,+q;=0, (4.39)

an additional quadratic nonlinearity occurs and the am-
plitude equation in the absence of spatial variation be-
comes (see, e.g., Ciliberto et al., 1990)
3, A,=ed;—yA;4;
—[14,P+g,(1 4,17+ 45114, ,  (4.40)

with g, = §(27/3), and similar equations for 4, and
A;. If the coefficient y is nonzero the quadratic non-
linearity dominates near threshold. This situation is gen-
eric in the absence of the inversion symmetry 4; — — A4,
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(i.e., U — —U in the original equations). The hexagon
solution 4, = A4, = A;= Ay then undergoes a transcriti-
cal bifurcation (see Sec.III.A). Near threshold both
branches of the hexagon solution are unstable; however,
all other branches developing at the transition (e.g., rolls)
are unstable towards the hexagon solution, so that the
latter is preferred (it has the maximum growth rate near
threshold.) If the symmetry breaking coefficient y is O (1)
there are no small amplitude stable solutions and nothing
can be said rigorously about the ultimate steady non-
linear state from the amplitude equations, although cer-
tainly in many cases the backwardly bifurcating hexagon
branch will turn around and become the stable solution.
If y is small the behavior is universal and can be calculat-
ed from the amplitude equations (Busse, 1967b), as shown
in Fig. 10. The quantities € 4, €5, and €z, which define
the saddle-node bifurcation, the upper limit of stability of
the hexagons and the lower limit of stability of the rolls,
respectively, are given in terms of the coefficients of the
amplitude equation (4.40) by

e, =—v>/4(1+2g,), 4.41a)
ep=7r%g,+2)/(g;—1)?, (4.41b)
er=72/(g,—1)’. (4.41c)

Although it took many years for the situation depicted in
Fig. 10 to be clarified, it should be emphasized that a
hexagonal pattern is generically preferred close to thresh-
old unless the inversion symmetry U — — U is present in
the system (Pismen, 1980). Note that Eq. (4.40) and the
permuted ones form a potential system (Bestehorn and
Haken, 1984) a feature which remains true when spatial
derivatives are added as in Eq. (4.13). Terms of the form
y A,d, A3 considered by Brand (1989) are explicitly of
higher order for ¥ << 1, and are among the many such
nonpotential terms encountered even in Boussinesq sys-
tems.

Having considered the existence of nonlinear solutions
consisting of superpositions of different roll states we

Al e

Hexagons

/Mixed
/ States |
N o ER &g >

lARl ‘M

FIG. 10. Amplitude of roll state | Az | and hexagon state | Ay|
as function of control parameter ¢, following from Eq. (4.40).
Solid lines denote stable states, dashed lines unstable states.
The limits of stability €4, €5, and €z are given in Eq. (4.41).
(From Ciliberto et al., 1990.)
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must also consider the instability of the rolls to such per-
turbations. The linear growth of a roll solution at wave
vector q, making an angle 6 with q; = (g, +k )X, in the
presence of the nonlinear saturated solution A ;(x), is
again given by linearizing Eq. (4.31). (The maximum
growth is for g, = q,, so we do not need to include the
spatial derivatives in the equation for A,.) The equation
is

3,6A4,=[e— 9(0) | 4,11 64,, q,=qq, (4.42)
which gives a positive growth rate when
k? > k2p=kZ [1—1/9(0)]. (4.43)

Thus extra instability lines, again varying as k < g!/?

and corresponding to “cross-roll” instabilities, may be
added to the stability diagram. Depending on the cou-
pling constant §(60) the cross-roll instability may preempt
the Eckhaus instability and be important in limiting the
band of solutions. Note that when $(6) > 1 a superim-
posed solution is unstable to a single-roll solution, so the
ultimate state in this case will be a new single-roll state
with the critical wave number but at a rotated angle.

Up to now all the examples in this subsection have
concerned two-dimensional systems. Recently De Wit
et al. (1992) have discussed three-dimensional solutions
of the amplitude equation and the relative stability of
hexagonal prism, lamellar, and bcc lattice structures.

(iv) Chiral symmetry; Hamiltonian versus dissipative systems

We are usually interested in the case where “chiral
symmetry,” 6 — —0, applies. In the presence of exter-
nal rotation, or for systems in a magnetic field, this sym-
metry is broken, so that £(8)+# §(—06). Also in some
systems (we are thinking particularly of the parametric
wave instabilities) dissipative effects are weak and nondis-
sipative wave interactions dominate the nonlinear terms.
In this case there is nearly a “Hamiltonian” symmetry

§(0)=—98(—0). (4.44a)

Thus a number of symmetry combinations are possible:

() Dissipative system, chiral symmetry: The canonical
case considered above, as applies for example to
Rayleigh-Bénard convection.

(B) Dissipative system, no chiral symmetry: If £(8) < 1
for some 0, then the original set of rolls is unstable to the
development of a superimposed set of cross rolls at the
angle 6, which then grows at the expense of the original
set. We expect the first set of rolls to be replaced by rolls
at the angle 0, which are in turn unstable to a third set,
again rotated through the angle 6, etc. Thus no stable
steady state is predicted by the amplitude equation. This
phenomenon was predicted to occur in convection in a
sufficiently rapidly rotating system by Kiippers and Lortz
(1969) (Sec. VIILF.6).

(¥) Near-Hamiltonian system, chiral symmetry: In the
Hamiltonian approximation Eq. (4.44a) holds, whereas
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chiral symmetry implies $(8) = §(—0), so the nonlinear
coefficient is identically zero at this order. Saturation
must occur either through the weak nonlinear dissipative
effects at this order, or at higher orders in the amplitude
expansion (e.g. through nonlinear frequency detuning in
parametric wave systems, see Sec. IX.D). The interplay
of these two competing small effects may lead to interest-
ing transitions as the control parameter is increased.

(8) Near-Hamiltonian, no chiral symmetry: In this case
we expect large values of §(0) = —G(—8), so that the
instability in (8) will always occur. As in (y) there are no
nonlinear saturating effects of a single roll state in the
Hamiltonian approximation. Thus one might expect a
dynamical state with saturation to occur only at higher
orders in the amplitude expansion. This is the starting
point for more sophisticated theories of the ferromagnet-
ic parametric spin-wave instabilities discussed in
Sec. XII.C below.

(e) Special case: §(6) = g,, independent of 6. In this
case the nonlinear saturation occurs through the term

eyl 4,124, = g [EIA,-IZ]A,-, (4.44b)
J y

with j summed over all modes around the critical circle.
There is a dynamical degeneracy amongst all states satis-
fying >, jl A jlz = g/g; this set contains single roll states
with arbitrary orientation, superimposed roll states, as
well as states in which the mean square amplitude is dis-
tributed continuously around the critical circle, which
would not correspond to a definite spatial pattern. In ad-
dition, the degeneracy leads to extreme sensitivity to ex-
perimental imperfections such as extrinsic noise (see
Sec. VIIL.F.6 below). In his original analysis of the trans-
versely pumped ferromagnetic resonance system Suhl
(1957) arrived at this special case by supposing that the
only important nonlinear damping was that of the uni-
formly precessing mode. Anderson (1981) and Stein
(1979) used this example to suggest that systems out of
equilibrium do not show robust pattern formation. How-
ever we see that this conclusion only applies to the spe-
cial case represented by Eq. (4.44b), which is not expect-
ed to be widespread. In fact a more detailed analysis of
the ferromagnetic resonance equations (Sneddon and
Cross, 1982) shows that Eq. (4.44b) is not strictly satisfied
in this case, although as we have seen in (8) a dynamic
state may still be anticipated due to the weakly dissipa-
tive nature of the system.

We remark that the nonlinearity (4.44b) is nonlocal
when expressed in real space. Implications of this prop-
erty for spatial patterns in the ferromagnetic system have
been studied by Elmer (1987).

b. Type ll: Stationary instability with q,=0

For the stationary instability in a system with a conser-
vation law, the growth rate o(g) vanishes at ¢ =0 and
go~¢'/? (see Fig. 7). We call this a type II, instability.
In that case a real amplitude is sufficient
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U=Uy(x,y,t) . (4.45)

If the nonlinear terms of the basic equations are also zero
at ¢g=0 a consistent long-wavelength expansion of the
equations can be made (Gertsberg and Sivashinsky,
1981). The most general amplitude equation then takes
the form

3,y=eVY—[V*+g,V - (V§)2V¢)

+g,(VY)? V3], (4.46a)

where we have assumed a situation with inversion sym-
metry so that quadratic nonlinearities are absent.
Equation (4.46a) with g, identically zero, describes con-
vection between infinitely poorly conducting plates. In
this case the equation is potential, whereas in general it is
not. A one-dimensional equation without inversion sym-
metry has quadratic nonlinearities

3, Y=ad P—a,¥—(3,¥),

and describes transverse fluctuations of plane interfaces
normal to the x direction. When the diffusion constant «
becomes negative the system has a linear instability, and
is known as the Kuramoto-Sivashinsky equation, intro-
duced in Eq. (3.30) above.

(4.46b)

c. Type lll,: Oscillatory uniform

The same expansion about threshold can be carried out
for the other classes of linear instability. Again, in these
simple cases the results can be written down by inspec-
tion. We will describe just some of the more useful ones
here, beginning with type III,.

For this case we need a complex amplitude whose
phase describes that of the basic oscillator (see Kuramo-
to, 1984b)

Ulx,t)=[UpgA(x,3,8) ¢ “+c.c.]+0(e), (4.47)
where
W, =Wy — CoE (4.48)

is the oscillation frequency of the uniform system (g = 0)
for € > 0. The amplitude equation has the form of a
complex, time-dependent Ginzburg-Landau equation (in
dimensionless units)

3, A=¢A + (1+ic,)V?4 — (1—ic;) | 41?4 . (4.49)

In the limit, ¢;!, ¢;! — 0, i.e. when the imaginary
terms in Eq. (4.49) dominate, the amplitude equation
reduces at short times to the nonlinear Schrodinger equa-
tion. This differential equation corresponds to a conser-
vative (Hamiltonian) dynamical system which is integra-
ble in one dimension and has been studied in some detail
(see Sec. V.B below).
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(i) Simple solutions

Let us write down simple solutions of the amplitude
equation (4.49) for this case, and discuss their stability.
In addition to the spatially uniform nonlinear oscillating
solution

A(x,t)=a, P , (4.50)

al=¢ , Qy=—c;e, (4.51)
Eq. (4.49) admits traveling wave solutions

Ag(x,n=a, e * 7N (4.52)

at=(e—k?), (4.53a)

Q=—cse + (c;+c;)k?. (4.53b)

These solutions are known as rotating waves in the chem-
ical literature. Although standing waves are also possible
nonlinear solutions, they are always unstable towards
traveling waves if the real part of the cubic term in Eq.
(4.49) has the correct (negative) sign to yield saturation
above onset.

(ii) Stability of plane-wave solutions

The important instability in nonlinear wave systems is
the Benjamin-Feir instability (Benjamin and Feir, 1967;
Newell, 1974; Stuart and DiPrima, 1978), which corre-
sponds to a wave at (q,®) becoming unstable by resonant
excitation of sidebands with wave vectors q;, q, and fre-
quencies ®;, o, satisfying

% (q,+9,)=q , % (0, +w,)=a . (4.54)
For q;, q; close to q it becomes a long-wavelength modu-
lational instability, and is then more easily analyzed us-
ing the phase equation (see subsection IV.A.2 below).

The analysis of the one-dimensional situation was dis-
cussed by Newell (1974) and in more detail by Stuart and
DiPrima (1978) starting from the amplitude equation
(4.49). The approach is straightforward in principle but
algebraically complicated. Restricting ourselves to one
dimension, we assume a base state of a traveling wave

i(kx —Qt)

A (x)=a; e , (4.55)
and seek an instability in the form
84, (x,t)=e' >~ [§q (1) '~
+8a_(t) e ], (4.56)

with Q the wave number of the perturbations, and linear-
ize in 8@, (#). In many ways this “Benjamin-Feir” insta-
bility is the analogue of the Eckhaus instability in the sta-
tionary case, although because of the larger parameter
space a full analysis becomes quite complicated. In addi-



M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium 881

tion, the instability is more potent, rendering all plane
wave solutions near onset unstable for

1—cie3 <0 (4.57a)

(Newell, 1974). The above condition involves a balance
between diffusive and dispersive terms. We will refer to
it as the Newell criterion though it is often called the
Benjamin-Feir criterion. Before this full instability limit
is reached, a band of stable solutions is found with

k* < kip = Aprki , (4.57b)
where kj =¢ is the neutral stability limit. Here Agp is a
complicated function of parameters (Stuart and DiPrima,
1978; Malomed, 1984; van Saarloos and Hohenberg,
1992; Brand and Deissler, 1992). For many, but not all
values, the instability first occurs for long-wavelength
disturbances Q — 0, in which case it may be calculated
from the phase equation quoted in (4.85) and (4.86)
below. It is the limit k2= k2; which we call the
Benjamin-Feir instability, though this one is often re-
ferred to as the Eckhaus instability, a term we reserve for
the stationary case (4.24). For transverse perturbations
varying as e'® the criterion is always (4.57a), and so
these are never more unstable than the longitudinal per-
turbations.

d. Type l,: Oscillatory periodic

Near a type I, instability [wy,7 0, g9 7 0] the analo-
gue of (4.47) is

i(ggx —ogt)

U(x,t)=Uy[ Ag(x,y,t)e

F A (xpne T Lo+ 0Ge),
4.58)

where Az and A4; are right- and left-traveling wave am-
plitudes, respectively. The one-dimensional case is a sim-
ple generalization of the complex Ginzburg-Landau
equation (4.49),

a,AR +SoaxAR
=egdp + (14ic,)d2 Ag — (1—icy) | Ag|* Ag

—g(1—ic,) | A |*Ag , (4.59a)
0,A4; —s500, Ap
=eA; +(1+4ic;)d2 Ay —(1—icy)| A 1% 4,
—g(1—ic,)| Ag %4, . (4.59b)

Compared to Eq. (4.49) there is an extra advective term
with s, the linear group speed 9w /dq| a=qy’ and a com-

plex coupling of the right and left moving waves. Again
the coefficients of the linear terms are directly given by
the linear instability spectrum; the nonlinear terms give
amplitude saturation and nonlinear frequency pulling. If
only a single wave (e.g., Ag) is present and no boundaries
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are involved we can reduce Eq. (4.59a) to the complex
Ginzburg-Landau equation (4.49) by introducing a mov-
ing frame X=x — sy¢, and the analysis of subsection
IV.A.1l.c then applies.

The full two-dimensional equations are obtained from
Eq. (4.59) by the replacements (Brand et al. 1986a,b)

509y — 8o [8, — (i/29)d2+(1/2¢})3, 9>

—(i/843) 3}, (4.60)
on the left-hand side and
32 — (3, — (i/2q,) 32)*, (4.61)

on the right-hand side. Again these rather complicated
looking expressions are given simply by expanding the
dispersion relation for q=¢yX+k in small k and then
making the replacement o — id,, k, — —id,,
k, — —id,. Note however that there is no simple re-
scaling of time, length, and amplitude to remove the
small parameter € from these equations as is possible in
Eq. (4.49). It is therefore not clear how to balance the
various terms, and the solutions of the equations may not
in fact always vary on the slow scales necessary for the
amplitude equation approach to be valid.

(i) Superposition of solutions:
Traveling versus standing waves

A major question for wave instabilities is the nature of
the spatially homogeneous solutions: traveling or stand-
ing. At the linear instability these are equally good solu-
tions, and they may be related by linear superposition,
but beyond threshold the nonlinear terms give a competi-
tion (Coullet et al., 1985). Let us first look at solutions
at the critical wave vector g, and with frequency
0=wy+Q. Equations (4.59) then yield (i) traveling
waves:

Agp=a exp(—iQi+¢), A, =0, 4.62)

with a?=¢ and Q= —c,¢, corresponding to waves travel-
ing to the right, or the alternate solution with 4z and
A; interchanged, corresponding to left-moving waves;
and standing waves:

Ap=A;=a exp(—iQt+4¢), (4.63)

with a2 =¢(1+g;)"! and Q= —e(c;+c,g,)/(1+g}).
Traveling waves are stable and standing waves unstable
for g; > 1; the reverse is true for —1 < g, <1, and
there is no saturation for g, < —1.

We may also look for solutions with wave vectors away
from critical. Traveling waves are given by

Ag,=a; explilkx —Q,t)]; A, =0, (4.64)

with

at=e—k?, (4.65)
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and

Q, =sok — cye + k% c,;+c3) . (4.66)

In addition, standing waves given by Az, Ay, ¥ 0, and
mixed waves Agy, A4,,, k # k', can be constructed
(Coullet et al., 1985). Finally, we note that superim-
posed traveling wave states, e.g. traveling rectangles,
have been studied theoretically by Malomed and Gedalin
(1989).

(7i) Stability of plane-wave solutions

Once again the important instability is the Benjamin-
Feir instability. For a single wave present
(Agr #0, A; =0) and in one dimension we may trans-
form to the frame moving with speed s, and reduce the
equation to (4.49) studied in subsection IV.A.1.c. above.
The criterion for the longitudinal Benjamin-Feir instabili-
ty (Stuart and DiPrima, 1978) goes through unchanged.
A theoretical and experimental study of traveling wave
stability was recently carried out by Janiaud et al. (1992).
For transverse perturbations varying as e’? the diffusive
restoring forces are absent, and the condition for the crit-
ical wave number to be unstable is simply c;s, > O
(Brand et al., 1986a,b; Ohta and Kawasaki, 1987). This
instability corresponds to a long-wavelength bowing of
the wave fronts.

2. Phase equations
a. Stationary systems (type I,)

(i) Near threshold

The amplitude equation (4.13) for a type I instability
describes the dynamics of both the magnitude | 4| and
phase ¢ of the complex amplitude. Consider a small per-
turbation of the solution A4;(x) = a,exp(ikx) describing
a periodic state of wave vector ¢ =q,+k in one dimen-
sion,

A(x)=(a; +86a)e!hx+8) (4.67)

with a?=e—k?% From (4.13) we see that the perturba-
tion 8a in the magnitude relaxes in a time of order ¢},
which is a slow rate near threshold, but one that remains
finite for a fixed control parameter. On the other hand a
spatially uniform phase perturbation 8¢ does not relax at
all — it is simply a uniform shift of all the rolls in the x
direction. A very slow perturbation, e.g., 8¢
=8¢docos(Qx ) with Q@ — 0, will relax arbitrarily slowly,
on a time scale typically of order Q 2. For long-
wavelength perturbations (with Q << €!/%) we can as-
sume that after an initial transient the magnitude adia-
batically follows any phase variation (actually any phase
gradient or wave-number variation). We implement this
assumption by substituting (4.67) into (4.13) and multi-

Rev. Mod. Phys., Vol. 65, No. 3, July 1993

—i(kx +86)

plying through by e The real part gives the

adiabatic amplitude change

a,da=— k 9,56¢ , (4.68)

where we may neglect time and space derivatives of 8a
and also higher-order derivatives. The imaginary part

gives the phase variation
9,6=[06+(k/q,)¢+2kd, 8a /a,] . (4.69)

Eliminating 8a we can derive a single equation for the
phase dynamics of slow, long-wavelength perturbations

8,6=D(k)d}p+D, (k)¢ , (4.70)
with
2 e—3 2k2
To e—&ok
2
p,==0 | k| (4.72)
To |40

where we have restored the constants &; and 7, of the
original amplitude equation (4.3). This “phase diffusion”
equation was first derived in the context of convection by
Pomeau and Manneville (1979).

(i) Far from threshold

From the above discussion it should be clear that the
validity of the phase equation is not restricted to the vi-
cinity of the threshold, but is in fact a fortiori true away
from threshold. Here magnitude perturbations (i.e. per-
turbations of the local structure) relax on a rapid time
scale, and long-wavelength phase perturbations again re-
lax arbitrarily slowly. The phase variable can now be
defined more generally (Cross and Newell, 1984). Let us
consider a perfectly periodic stationary solution with
wave vector q

Uyx,0)=U,(q - x), (4.73)

with U (¢)=U(¢+27), and let 5 be an independent
small parameter. Then we introduce the phase function
¢(x,1) such that the solution with slow changes (on a
scale 17 !) in the magnitude or direction of the local wave
vector q(x,?) is

Ulx,t)=U_[¢(x,t)]+0(7n), (4.74)
where
Vo(x,t)=q(x,1?) , (4.75)

and gradients of q are O (7). With this general definition
we are no longer restricted to small perturbations 8¢: the
solution can describe the variation of the direction of the
rolls through large angles, provided this takes place slow-
ly, i.e., over many of the basic periods 27 /q,. The for-
mulation of the problem in terms of a phase variable
defined by Eq. (4.75) is reminiscent of the WKB ap-
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proach in nonlinear waves first introduced by Whitham
(1974) and subsequently used by Howard and Koppell
(1977). The derivation for slow distortions of a station-
ary periodic state was discussed by Cross and Newell
(1984) for various model equations, and is reproduced in
Appendix B. As was true for the amplitude equation, the
phase equation often takes a universal form when ex-
panded to lowest order in 7, reflecting the symmetries of
the problem and certain smoothness assumptions. For
disturbances of a stationary, locally periodic, rotationally
degenerate pattern the result is

7(q) 0,¢=—V - [qB(q)],
q=V¢,

where 7(g) and B(q) are functions of the wave number
that depend on the specific system under study. For
small perturbations from uniform rolls Egs. (4.76) reduce
to (4.70), yielding expressions for the diffusion constants,

Dy(q)=—71"Yq) (d/dq) [q B(q)],
D (q) =—7"Yq)B(q) .

(4.76a)
(4.76b)

(4.77a)
(4.770b)

The instabilities of straight roll patterns described in
subsection IV.A.1 above that correspond to long-
wavelength perturbations are contained in the phase
equation. In fact, the stability requirement for the solu-
tion with wave vector q is simply D(q) > 0,
D (q) > 0. The passage of D through zero signals the
Eckhaus instability (4.24), and D, passing through zero
gives the zigzag stability boundary (4.27). Thus
Egs. (4.77) reproduce the earlier results near threshold,
and they continue them into the strongly nonlinear re-
gime once 7(q) and B(q) are known. In this way the
Eckhaus and zigzag instabilities are seen to have some
universality even away from threshold. Other instabili-
ties which occur at short wavelengths depend more sensi-
tively on the details of the system.

(ii)) More complicated situations

The general form of the phase equations (4.70) or (4.76)
will be changed if other slow modes exist, i.e., if there are
other quantities that may vary independently on the slow
time scale of interest in the phase dynamics. The slow
phase equation must then be coupled to the dynamical
equation for the additional mode, leading to equations
that are higher-order in the time derivatives, and often
yielding propagating rather than diffusive solutions
(Brand and Cross, 1983; Coullet and Fauve, 1985; Fauve,
1987). This may occur, for example, if we have an addi-
tional conserved physical quantity, such as the horizontal
momentum for convection between free-slip boundaries
(Siggia and Zippelius, 1981b). Alternatively, it may be
due to an additional broken symmetry as occurs for
modulated waves in Taylor-Couette flow (Brand and
Cross, 1983). Another example is the long-wavelength
dynamics of a spatially periodic solution of the phase
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equation (4.76), written as ¢y(gx +&;), with the new
phase §, giving translations of the pattern. There are
now two spatially uniform perturbations that do not re-
lax (i.e., are at zero frequency),

¢=¢0(x)+8¢ ,
=8 +8¢,

and coupled dynamics for slowly varying 8¢ and 8& must
be considered. An alternative scheme for this problem is
to introduce a derived ‘““velocity” field ¥ =9d,¢. Then we

have

3,u=9,(3,6)=0, f(u,d,u,...),

(4.78a)
(4.78b)

(4.79)

where f does not depend on ¢ itself, only on its deriva-
tives u, d,u, ... . The quantity u is therefore “con-
served” (i.e. a constant u does not relax), and coupled
equations for u and § are considered as in our previous
example. Note that the need for coupled equations is
simply implied by the conservation of u. If the field u
were also a physical velocity this would imply Galilean
invariance,

u —>utv, 3 —9, tvd, . (4.80)

Although this extra Galilean invariance leads to propa-
gating dynamics (Coullet and Fauve, 1985; Shraiman,
1987) it is not necessary: only the conservation equation
(4.79) is needed. Galilean invariance does however give
additional restrictions on the parameters of the coupled
equations, e.g., in the equation

dp=—au’+---, (4.81)

the coefficient a is unity if Galilean invariance holds.
The introduction of the field ¥ =0, ¢ bears a strong anal-
ogy to the definition of the superfluid velocity v, < V¢
in the theory of superfluidity, where ¢ is the phase of the
Bose condensed wave function (see, e.g., Lifshitz and Pi-
taevsky, 1981). Again v, need not be a true (i.e., Galilean
covariant) velocity; it is not, for example, in the case of
superfluidity in a porous medium. However, since it is
defined as the gradient of a phase it plays the role of a
conserved quantity in the dynamical equations (Bergman
et al., 1974).

It turns out that for our canonical fluid system,
Rayleigh-Bénard convection, and other similar systems
the smoothness assumption used in deriving the general
form (4.76) breaks down (Cross, 1983). In fact for a per-
turbation 8¢~ 8¢cos(Q - x) the expansion in the small
wave vector Q of the distortion depends on quantities
such as Q, /Q that are not analytic as Q — 0. A simple
way of incorporating this effect is to include a coupling to
a “mean drift” horizontal flow v, which depends on the
vertical coordinate (but gives an integrated flow). This
field is averaged over a unit cell of the basic periodic pat-
tern and so varies only slowly (with the pattern) in the
horizontal direction. It leads to an additional advection
term in Eq. (4.76)
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3,0+ V:-Vo=—1"4q)V-[qB(q)], (4.82)

with V a horizontal velocity given by a z average of v
weighted by a function that depends on the local struc-
ture of the rolls and V the (two-dimensional) horizontal
gradient. The nonanalyticity arises because v is driven
both by distortions of the pattern and by an additive
pressure Pg(x,y), also varying only slowly in the horizon-
tal direction, which in turn must be eliminated by the in-
compressibility condition

v foddz Vp(x,2)=0. (4.83)

In general Eq. (4.83) is a complicated nonlinear Poisson-
like equation for Pg. Since the z-integrated mean flow is
divergence free, it can be expressed in terms of a stream
function ¢ or derived from a vertical vorticity Q,, and
the singular structure of the perturbation theory can al-
ternatively be controlled by working with these variables,
rather than with Pg itself. Formally the breakdown of
the smoothness assumption can be traced back to long-
range effective forces arising from incompressibility. (If
compressible fluid equations were used the effect would
presumably arise from eliminating the “slow” sound
mode for the time scales of interest in the phase
diffusion.) Recently the full structure of the phase equa-
tions ‘including mean drift have been worked out from
the fluid equations for convection, and this will be de-
scribed in Sec. VIII.A below. Similar behavior should be
found in many fluid systems (see, e.g., Hall, 1984), and it
is important to be on the lookout for analogous effects in
other cases as well. The breakdown of analyticity has
many important consequences. For example with its in-
clusion a new long-wavelength phase instability which is
neither purely transverse (Q=Q¥) nor longitudinal
(Q=0Q%) is found (Cross, 1983). In convection this is
known as the skew-varicose instability (Busse, 1978).

b. Oscillatory systems (types |, and Ill,)

We can introduce phase equations for oscillatory sys-
tems near threshold in the same way as in the previous
subsection, starting from the amplitude equations (4.49)
and (4.59). For a single traveling-wave solution in the os-
cillatory periodic case (type I,)) we use the analogue of
Eq. (4.67)

A (x,t)=(a;+8a) exp[i(kx —Q,t+8¢)], (4.84)

with , the frequency of the plane-wave solution (4.53).
Magnitude perturbations can be eliminated, with more
algebra, as in the stationary case, and we arrive at an
equation for small phase variations on long length scales
>> £~ 172 of the form

9,8¢+5, 3,8¢=D 3.8¢+D 3,84 , (4.85)
with

So=s89+2k(cy +¢3), (4.86a)
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Dy=(1—cjc;) [e—k*(3—c c3 +2¢5) (1—cye3)7"]
X(e—k?»)™T, (4.86b)
D, =—c350/2q + (k/qq) (1—cic3+54c3/2q¢) .
(4.86¢)

The zeroes of Dy and D, again delineate the stability
boundaries, here the Benjamin-Feir instability (see
above). We see that the whole band becomes longitudi-
nally unstable for ¢;c; > 1, the classic balance of disper-
sive and diffusional effects. The transverse instability at
k=0 simply requires c3s, > 0, and may preempt the
more familiar longitudinal instability (Ohta and
Kawasaki, 1987; Brand et al., 1986a,b).

Away from threshold the analogue of (4.73) for an
ideal plane-wave solution is (Kuramoto, 1984b)

Ux,t)=U_(q - x—ot), (4.87)

with a dispersion relation w(q) which is characteristic of
the fully nonlinear plane-wave state. An Ansatz of the
form (4.74) now leads to the phase equation (Biktashev,
1989)

3,0+w(q)=— 7" Yq)V - [qB(q)], (4.88)

where 7(g) and B(q) are functions of the plane-wave
state. Again one should be concerned about singular
terms coming from mean drift effects. These are poten-
tially even more important than in the I case, since the
steady uniform wave may itself induce mean drifts. Then
the vertical vorticity might include terms

Q,=2 - q X V[f(g)], (4.89)

which are one order lower in the slow gradients than in
the type-I, case.

In the oscillatory uniform case (type III,), the equation
for slow variations of the uniform state near threshold is
the phase equation (Kuramoto, 1984b)

3,0+ w,=aVi¢—B(Ve) , (4.90)
with

o= —¢€c3 , (4.91a)

a=(l1—cc3), (4.91b)

pB=(c; +c3), (4.91¢)

where we have kept all terms up to second order in the
slow variation including nonlinear terms. Away from
threshold the phase equation takes the same form, with
g, a, B dependent on the fully nonlinear solution. Note
that B is just given by the dispersion. In one spatial di-
mension, this equation becomes more familiar in the
form

d,u —adu+ud,u=0,

(with u =28 93,¢)
(Burgers, 1948).

(4.92)

which is the Burgers equation
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c. Higher-order phase equations

If a coefficient of the lowest order diffusive terms in the
phase equation passes through zero into the unstable re-
gime it becomes necessary to add higher-order terms to
control the dynamics. (The dynamics may not however
always remain within the range of validity of the phase
equations, in which case a more complete description
would be needed). The higher order equations depend
more specifically on the problem addressed than the
lower order ones. Often it is not convenient to maintain
the rotationally invariant description, since a different
scaling of the spatial derivatives is needed to give a suit-
able balance. Kuramoto (1984a) has presented a
classification of higher-order equations for small devia-
tions from plane-wave states, either steady or oscillatory
(see also Fauve, 1987). The symmetries implied by the
different cases may be used to restrict the possible terms.
In addition, relationships exist between some terms that
are nonlinear in the phase gradients and the linear disper-
sion relation. The higher-order equations involve a bal-
ance between nonlinear terms and higher-order gradient
terms when the coefficient of the diffusion term becomes
small. The choice of balancing terms, given by suitably
scaling space and nonlinearities amongst possible
“higher-order” ones is not always unique — often numer-
ical work is needed to test whether the evolution remains
within the domain of validity of the chosen scaling, or is
robust to the addition of ignored terms (e.g., adding dissi-
pative terms to otherwise conservative equations could
change the long-time behavior). Analysis along these
lines remains in its early stages. In certain simple cases
the equations reduce to well studied models.

A simple example arises from the phase equation near
the threshold for the stationary periodic I instability. If
our reference state is at the critical wave number [k =0
in (4.16)], the state is zigzag unstable and the coefficient
of the a§ term disappears. It is straightforward to repeat
the derivation of Eq. (4.70) keeping higher-order terms.
If we continue to restrict ourselves to a linear equation
we find

3,6= |02+ (k/qe)3? —% 9520 | 4.93)

where we are assuming 3, ~ 1, 9, ~n'2, k ~. The non-

linear terms in this equation have been given by Cross
and Newell (1984).

Other examples come from studying the variation in
one spatial dimension along the basic wave vector q=¢%,
for our three major classes of instability. [Kuramoto
(1978) has also considered transverse y-variations.] To
specify the symmetries we will assume that the funda-
mental equations are symmetric under x — —x. Since
we are usually dealing with dissipative systems, no time
reversal symmetry is assumed.

The stationary-periodic system (type I) is invariant un-
der (¢ — —¢,x — —x). This allows the equation
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3,6=ad>p—yd ¢ +pB(d,)32d+ -, (4.94)

with @ — O signaling the diffusive (Eckhaus) instability.
For a < 0, a simple rescaling leads to the equation

3,¢=—01¢ — 316 + (3,¢) %4 .

Interestingly, this equation derives from a potential
(Fauve, 1987)

(4.95)

_1 _ 2, 1 3 2 432
F=5 [ dx[—(3,9) + 5 (3:4) + (3],
(4.96)

which however is not bounded above or below, so that
higher-order terms may be needed to control the dynam-
ics. Empirically the dynamics subsequent to the Eckhaus
instability is ‘“‘catastrophic,” i.e., it evolves outside the
slow variation assumed, eventually ‘“unwinding” the
phase to give a new wave number. On the other hand the
addition of a term proportional to (3,¢)* 32¢ to Eq.
(4.95) leads to a stabilizing (3, ¢)* term in the potential %,
which can then be used to describe spatially inhomogene-
ous nonlinear states (Brand and Deissler, 1989; Riecke,
1990).

The oscillatory-uniform (type II1)) system is invariant
under x — —x by itself. Thus we expect an equation of
the form

8,9=ad2¢—ydig—BA PP + - .

Note that the nonlinear coefficient is given by the linear
dispersion relation w=w,+Bg>. Beyond the diffusional
instability, i.e. for a < 0, the above system yields the
Kuramoto-Sivashinsky equation (3.30). The same result
is expected for transverse y variations in the stationary
periodic case, as discussed in Eq. (4.93) above.

The oscillatory-periodic phase equation (type I,) has
no symmetry restrictions and is

3, p=adip+v336—PB3,4),

after using a Galilean transformation to eliminate the
term in 9, ¢. For a > 0 and small this equation may be
transformed to

d,u—3lu—ud,u=0(a'? .

(4.97)

(4.98)

(4.99)

Equating the left-hand side to zero gives the
Kortveg de Vries equation, which balances the dispersive
and nonlinear terms. The O(a!/?) diffusive correction
terms will destroy the integrability of the lowest-order
equation (see Kivshar and Malomed, 1989).

All of the above results rely on the apparently innocu-
ous assumptions of symmetries and smooth expansions in
slow spatial gradients (compared with the characteristic
length scales of the unperturbed pattern). However, as
we have already seen in the lowest-order phase equation,
these assumptions may break down as a result of the dy-
namics. Moreover, to make progress it is assumed that
the higher-order terms have the *“right sign” to saturate
the dynamics within the weakly nonlinear, slowly varying
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realm for which the equation is valid. In specific situa-
tions one must be aware of these restrictions and of the
possibility of their breakdown.

d. Control-parameter ramps

An application of the idea of phase equations is to a
system with a slow spatial variation (“ramp”) of a param-
eter p in the microscopic equations that contributes to
the control parameter €. A particularly interesting case
is where p is a function of one space dimension x, and
p (x) interpolates slowly between a value yielding a con-
trol parameter £(x) below threshold for x < 0, to a con-
stant value p, giving €, > 0 above threshold for large
positive x. Using the same methods as in deriving the
phase equation, Kramer et al. (1982) showed how to ob-
tain an equation for the spatial dependence of the wave
vector g of the stationary solution for slow ramps,

f1lg,p)3,q + f1(q,p) 3,p =0,

where f, and f, are functions that can be calculated for
each particular system and for any quantity p. Integrat-
ing Eq. (4.100) from the linear state for x < O where a
unique solution U =0 exists, we find a precise wave num-
ber g,(¢,) in the constant region. For spatial variation
of a given quantity p contributing to €(x) the wave num-
ber g(e. ) is unique, independent of the functional form
of p(x) for slow enough spatial variation. However
different quantities p yield different selected wave num-
bers for the same final €, as demonstrated explicitly by
Hohenberg et al. (1985). Thus ramping the control pa-
rameter slowly to subthreshold values provides a precise
and selectable wave number, as opposed to the wide band
consistent with stability in a periodic system (see
Sec. VI.A below). Precise wave-vector selection was first
found by Eagles (1980) in his study of convection with
ramped plate separation varying on an O (e~ 1/?) length
scale.

An interesting correction to the perfect selection by
slow ramps arises if the variation of the control parame-
ter is not everywhere smooth. It has been shown by
Cross (1984) and by Riecke (1986) that abrupt variations
in control parameter act as “pinning centers” which lead
to nonadiabatic corrections to the phase equation (4.100)
(see subsection IV.A.4 below), and to a finite band of
states 8g. Analytic calculations of this effect have been
carried out on models by Riecke (1988), and they agree
well with numerical work and qualitatively with experi-
ments on Taylor-Couette flow.

(4.100)

3. Secondary instabilities

We have classified systems by the nature of the bifurca-
tion from the uniform state (types I, II, and III, either o
or s). The classification leads directly to different ampli-
tude and phase equations. We may further consider the
various secondary instabilities of the ideal nonlinear
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states, i.e., the boundaries of the stability balloon. Again
it is possible to classify the instabilities by their spatial
symmetries and temporal behavior, and to develop ampli-
tude equations describing the evolution of the unstable
modes, now expanding in the small increase in the con-
trol parameter above the secondary instability threshold.
We have already discussed the higher-order phase equa-
tions that are valid when the instability is at long wave-
lengths. Since secondary instabilities occur in already
complicated states, the range of possible classes is larger
than at the primary instability threshold. We will illus-
trate the idea for type I, systems, concentrating on a par-
ticular example known as the “drift instability.”

A secondary instability in a type I  system occurs in a
spatially periodic system. Thus the unstable mode has
the form of a Bloch wave (analogous to the Floquet
analysis in a temporally periodic state, see Iooss and
Joseph, 1980)

u=Uy(gx+¢)+ AUy(gx +¢)e' %/ (4.101)

where U,(gx +¢) is the nonlinear state with wave vector
gX with the phase ¢ shifting the pattern as a whole. The
second term is the perturbation (with U, also a period
function of wave vector gR), Q is the Bloch wave vector
which may be taken in the range (the first Brillouin zone)

1 1
—_ < —
59 <9 = 59

and Q is the frequency, nonzero for a Hopf bifurcation.
Different types of behavior occur for @, =0 (no breaking
of the translational periodicity), Q,=1¢g (wavelength
doubling), or Q, incommensurate with g, as well as for Q
zero or nonzero (stationary or Hopf), and Q, finite or
zero. In addition, discrete symmetries may be broken;
for example, when Q, =0 or Q, =1 g there is the ques-
tion of whether the parity symmetry (which we assume to
be present in Uj) is broken. This wide range of possibili-
ties is already manifest in the analysis by Busse and co-
workers (see Busse, 1978) of the secondary instabilities in
Rayleigh-Bénard convection discussed further in
Sec. VIII.A below.

A point not evident from the early work on convection
is the importance of the coupling to the phase variable ¢
of the basic pattern, describing the free translation of the
structure: the instability may cause the whole pattern to
drift. Coullet and Iooss (1990) have classified all the pos-
sible types of behavior for one-dimensional type I, and I
systems, and have written down coupled equations for
the amplitude A of the new unstable mode (real or com-
plex depending on Q and Q) and the phase ¢ of the basic
periodic pattern, defined in Eq. (4.101).

Consider for example the case of a parity breaking,
O =0, stationary bifurcation (Coullet et al., 1989d). This
is characterized by a real amplitude 4 coupled to the
phase ¢. Symmetry restrictions lead to the equations (in
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scaled variables)
3, A=032A4 +g,(3,¢) A +ed—gyd*+ -,
3,6=D3;¢p +g,4 ,

(4.102)
(4.103)

with g, g1, &, D real constants. The second equation
reflects the fact that in a nonequilibrium system, break-
ing the parity will typically lead to the drift of the whole
pattern. (Time reversal symmetry would forbid such a
motion at an analogous equilibrium transition.)

An interesting wave-number selection phenomenon
occurs in the case of a subcritical bifurcation, g, < 0 (we
insert a high-order term A4° to stabilize the system). A
bubble (or pulse) of the broken parity phase above thresh-
old will propagate in one direction or another depending
on the sign of 4, and grow for ¢ > g,=—(3/16)g3.
Analysis of Eq. (4.103) shows that the propagating, grow-
ing bubble leaves behind a uniform state with a shifted
wave vector. Passage of successive bubbles changes the

wave vector to d,¢ = — k " given by setting the effective
control parameter governing the growth rate equal to g,
etgk’=¢,, (4.104)

at which point the bubble no longer expands. These re-
sults seem to correlate well with experimental observa-
tions in directional solidification (Coullet et al., 1989d)
and in convection in a narrow annulus.

As is clear from the stability balloon in convection dis-
cussed in Sec. VIIL.A below, the secondary instabilities
often reflect subtle details of the microscopic equations,
and little can be said in general about which finite-Q in-
stabilities will be present. (We have seen that the long-
wavelength instabilities have a wider universality.) Pro-
gress can however be made near a degenerate primary bi-
furcation (e.g., a codimension-2 point, see subsection
IV.B below). Then the secondary instability may be un-
derstood in terms of the competition between the
different states at the degenerate bifurcation, and may
often be captured, either approximately or systematical-
ly, by the particular amplitude equations valid in this re-
gion. Examples occur near the degeneracy point of pri-
mary bifurcations at ¢ and 2g (Malomed and Tribelsky,
1984; Fauve et al., 1990; Paap and Riecke, 1990; Levine
et al., 1991; Rappel and Riecke, 1992; Riecke and Paap,
1992), in the weakly damped parametric wave system
(Paap and Riecke, 1990; Milner, 1991), and for Taylor-
Couette modulated waves (Chossat and Iooss, 1985).

4. Nonadiabatic effects

Amplitude and phase equations describe the slow evo-
lution of variations of a periodic pattern. They may be
derived as smooth equations in a slow scaled spatial coor-
dinate (e.g.; X =¢!/?x in the amplitude equation), and the
derivation involves a perturbation expansion. The fast
underlying spatial variation does not appear in the

final answer e.g. Eq. (4.3). An important physical
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phenomenon that is not captured by these expansions,
even if taken to higher order, is the locking of coherent
structures, or regions of spatial variation, to the underly-
ing periodic structure in type I systems. Thus for exam-
ple the propagation of fronts, or the glide of dislocations
(see Sec. V.B.3 below) may cease altogether for small
enough driving. This coupling to the fast spatial degrees
of freedom is generally put under the heading of “nonadi-
abatic effects” (Pomeau, 1984), and will be discussed fur-
ther in subsection V.B.2.b.vi.8 below, in the context of a
stationary front in the Swift-Hohenberg equation.

5. Rotationally invariant order parameter equations

The phase equation is valid over a wide range of con-
trol parameter values and for arbitrarily large reorienta-
tions of the rolls, provided the rate of spatial variations is
small compared with the local wave number. The whole
approach is based on the slow variations of a pattern
which locally has a periodic spatial structure. This
method does not give a complete description of the pat-
tern in typical situations, since defects — where no local-
ly periodic structure can be identified — are common.
The amplitude equation on the other hand allows for
more general modulations of the pattern, including am-
plitude variations. For example, as discussed in detail in
Sec. V.B below, the properties of dislocation defects may
be completely studied near threshold using the amplitude
equation (Siggia and Zippelius, 1981a), and boundary
effects are easily included. However, large changes in the
direction of the wave vector are not permitted. The ques-
tion arises: can we find a treatment that includes both op-
tions?

Near threshold the “order parameter” equation intro-
duced by Swift and Hohenberg (1977) seems a possible
candidate. Although we have already discussed this
equation as an example of a microscopic model in Sec.
III.C, we now wish to consider it as an approximation to
a more fundamental microscopic description such as the
full fluid equations of convection. The form of the equa-
tion can be motivated by returning to the characteristic
spectrum of the linear instability I, of Fig.7. Starting
from a microscopic system (3.4) we define ¢, to be simply
the full amplitude of the plane wave eigenvector at q. To
get the correct spectrum Eq. (4.4) must be satisfied in the
linear regime. The nonlinear terms may be developed
perturbatively by assuming that the modes away from the
critical wave number g, adiabatically follow the slow
time dependence (Haken, 1977). The equation becomes

700, Yq=[e—E8(q —40)* 1 ¥q

+ > 841,92, 93¢ q1¥q2¥q3» (4.105)
q,9,93
q;tq,+q3=q

where g is a complicated function which can be calculat-
ed in specific cases (Cross, 1980). We now define a real
order parameter in space as



888 M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium

P(x)=3 1/;qe"q X, (4.106)
q

and Fourier transform Eq. (4.105) to give an equation in

real space. This procedure encounters three difficulties:

the first is that the (g —g,)? term does not give a con-

venient expression, and we transform it to

(g —qoV¥q=(495)" (g% —q§) Y,

—(4g3) (V2 4¢3 ¥(x) . 4.107)

Secondly, the nonlinear terms give a short-range, but
nonlocal interaction. In specific cases physical argu-
ments may suggest various local approximations (e.g., see
Manneville, 1983a; Bestehorn and Haken, 1990a,b).
However, as emphasized below, these are not in general
systematic approximations, and the importance or unim-
portance of the effects left out has not been tested in gen-
eral. A case where a systematic approximation leads to a
local interaction is the type II; instability (subsection
IV.A.1.b above). The full structure is quantitatively im-
portant when considering superpositions of singly-
periodic states as in subsection IV.A.l.a above [it affects
9(6)], but we shall for simplicity replace the nonlinear
term proportional to g by a local interaction g, ¥*(x)
with a constant g,. Thirdly, the full effect of boundaries
is not included in the projection onto the unstable eigen-
vector, since “fast” spatial modes are forced by the
boundary conditions. With these caveats in mind we are
thus led to a simple description given by the Swift-
Hohenberg equation

T3, Y =e¢—(E/4q3) (V2 +q5 Y —go’ ,  (4.108)
together with the boundary conditions
y=h -V ¢=0, (4.109)

where fi is the normal to the boundary. This equation
does indeed reduce to the amplitude equation (4.3) for
nearly parallel rolls and reproduces the correct boundary
conditions on the amplitude A4 to lowest order in € (Cross
et al., 1983a). Moreover it describes more general pat-
terns containing defects and other large distortions of the
roll structure, as discussed in Sec. V below. Often the
variables are rescaled to eliminate unnecessary constants,
leading to the simple form (3.27).

Near type I, instabilities complex order parameter
equations have been obtained by Ohta and Kawasaki
(1987) and more recently by Bestehorn and Haken
(1990a,b). The simplest equation is of the form

760, ¥ = e + so(V2+q3 )
—(£3/4¢%)(1+ic (V2 +q3) %
— go(1+icy)|y*y,

where now ¢ is a complex field (its real part is the physi-

cal field). More complicated nonlinear terms involving

derivatives are of course also possible, as in the real case.
Although rotationally invariant equations such as

(4.110)
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(4.108) are instructive models for understanding pattern
formation, it should be emphasized that they do not re-
sult from any systematic expansion of more fundamental
equations. In particular, the order-parameter equations
derived by Haken and co-workers for a large number of
systems (see Bestehorn and Haken, 1990a,b, and refer-
ences therein) involve uncontrolled approximations, since
some but not all of the corrections to the amplitude equa-
tions resulting from the fast spatial modes are retained.

B. Qualitative methods

In the previous section we have mainly been concerned
with quantitative perturbation methods. Throughout our
discussion we have seen that the role of symmetry is cru-
cial in pattern forming systems, for example in the
definition of ideal patterns and in the derivation of ampli-
tude and phase equations. In this section we briefly treat
symmetry from a more formal point of view. We then in-
troduce an expansion scheme known as “normal forms,”
which systematizes and in some ways extends the ampli-
tude equation approach. This scheme yields qualitative
rather than quantitative information, and it shows its real
power in complicated situations with symmetric or de-
generate bifurcations. (Note however that normal forms
are usually restricted to ideal, spatially periodic solu-
tions.) These aspects of bifurcation theory have recently
received considerable attention from mathematicians,
and we cannot hope to do the subject justice. Our main
aim here is to provide a crude translation between these
formal developments and our more heuristic approach.
The reader is referred to recent books and reviews
(Guckenheimer and Holmes, 1983; Golubitsky and
Schaeffer, 1985; Crawford, 1991; Crawford and Knob-
loch, 1991) for a fuller account. Finally we discuss the
qualitative implications of the symmetry analysis for the
existence of defects in ideal patterns.

1. Formal methods of bifurcation theory

a. Normal forms and nondegenerate
bifurcations

As mentioned above the method of normal forms is
similar in approach to the use of amplitude equations,
but with rather different aims. The idea is again to derive
a reduced dynamical description near the bifurcation
point by projecting the dynamics onto a lower-
dimensional space (the center manifold). For small am-
plitude solutions this is the space spanned by the margin-
al eigenvectors, i.e., those with eigenvalue passing
through the imaginary axis at the critical value of the bi-
furcation parameter. The center manifold is however
continued into the larger amplitude regions. The em-
phasis of the approach is on reproducing qualitative
features of the dynamics; the expansion is continued to
whatever order is needed for the full qualitative behavior
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to be displayed, rather than to a definite order in some
systematic expansion parameter. Furthermore, although
the original expansion might be developed in powers of
the mode amplitudes, a systematic procedure of both
linear and nonlinear transformations is used to reduce the
equations to a simple canonical form, with variables that
usually bear a complicated relationship to the original
variables. This canonical form is then analyzed to make
qualitative statements about all (or at least typical) sys-
tems with a given type of bifurcation. For example it is
often possible to connect the nature of the bifurcation
(supercritical or subcritical) with the stability of the ensu-
ing solutions.

A somewhat related technique, known as the
Lyapunov-Schmidt reduction, examines periodic or
steady state solutions beyond the bifurcation point by
solving a reduced, time-independent equation. Although
less general than the method of normal forms, the
Lyapunov-Schmidt technique provides a rigorous ap-
proach to a smaller class of solutions (i.e., the periodic
ones) near a Hopf bifurcation.

We will introduce the method of normal forms in the
case of nondegenerate bifurcations from a time-
independent state, repeating in somewhat more formal
language the discussion in subsection III.A.2 above. In
the absence of special symmetry or degeneracy the bifur-
cation can occur in two ways: a real eigenvalue of the
linear stability analysis passes through zero (type s); or a
complex pair 0, =0,=0 pass through the imaginary axis
Reo =0 (type-o; a Hopf bifurcation). Near a type s insta-
bility the center manifold is one-dimensional and the sim-
plest normal form in the single variable u is as in
Eq. (3.9b)

d,u=Ru —u?, (4.111)

corresponding to an exchange of stability at a transcriti-
cal bifurcation. If equations have inversion symmetry
(corresponding to u — —u) the quadratic nonlinearity
must be absent and the simplest representative is as in
Eq. (3.9¢)

d,u=Ru * u3, (4.112)

corresponding to a pitchfork bifurcation. This simple ex-
ample demonstrates certain results that are characteristic
of more complicated situations:

(i) An alternative choice of coordinates u =u +u,
with u, a constant would lead to a more complicated,
nonstandard form.

(ii) The amplitude of the new solution scales in a
characteristic way with the bifurcation parameter,
u~|R| for Eq. (4.111) and u ~|R |'/? for Eq. (4.112).

(iii) Depending on the sign of the cubic term in Eq.
(4.112) the transition may be either supercritical or sub-
critical. There is a prescribed and simply calculated rela-
tionship between the stability of the small amplitude
solutions and the nature of the transition [subcritical <>
unstable; supercritical <> stable, at least in this subspace].

(iv) It may well happen that the original equations only
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have quadratic nonlinearities. A simple projection onto
the marginally stable eigenspace would then not produce
the cubic term in Eq. (4.112). To obtain this term one
uses an iterative procedure: calculate the amplitude of
the stable eigenvectors driven by the nonlinearity, and
then feed these back into the marginal space. This adia-
batic elimination, or calculation of the “slaved modes” in
the standard amplitude formalism, can be thought of as
calculating the curvature corrections to the center mani-
fold when it is extended into the nonlinear regime.

The full power of these methods becomes apparent
when considering bifurcations with symmetry or degen-
erate bifurcations, which we now discuss.

b. Bifurcations with symmetry

In a system with symmetry, many symmetry-related
modes may become unstable together and the standard
nondegeneracy restrictions of simple bifurcation theory
are not satisfied. The theory must be reinvestigated using
symmetry analysis. The natural mathematical tool is
group theory, and there is a large body of work systemat-
ically generalizing the simple bifurcations considered
above to situations with particular symmetry groups.

The first step is to construct the group I'j containing
all symmetry elements of the system. The fundamental
symmetry in pattern forming systems is translational.
Since, in the ideal situation, we are looking for spatially
periodic solutions, it is often mathematically convenient
to restrict the translations to a compact group by taking
periodic boundary conditions over periods L;, i=1,...,d
in a d-dimensional space (so that translations 7; and
T;+L; are identified). Note however that the assump-
tion of periodic boundary conditions is not consistent
with continuous rotational symmetry in space. The
Taylor-Couette system is an example of a physical situa-
tion with such boundary conditions (in the azimuthal
direction). Each translational symmetry is then iso-
morphic to that of a circle, and is often described in the
mathematical literature as S| or SO(2) symmetry. Spatial
parity symmetry (x — —x) would enlarge the group to
O(2). Thus the important case of wave instabilities (type
I,) with parity symmetry can be described as a Hopf bi-
furcation with O(2) symmetry.

To perform a symmetry analysis for Hopf bifurcations
it is useful to incorporate the time dependence in the
symmetry description. The original autonomous system
(3.4) is invariant under all time translations. If we are
seeking periodic solutions of period 7 (to be determined)
it is again convenient to consider time translations T,
modulo 7. This corresponds to another S; symmetry.
The Hopf bifurcation leads to a solution breaking this
symmetry, the operation of 7, on a solution translating
the phase of the oscillator. Thus the Hopf bifurcation
with one-dimensional translation and parity symmetry
can be described by the full group ['(=0(2) X S,.

In a pattern forming bifurcation there is a transition to
a state of lower symmetry, which is the phenomenon of
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spontaneously broken symmetry. The symmetry of the
new state will be represented by an “isotropy group” I',
that is a subgroup of I'y (i.e., contains fewer symmetry
elements). The question of which subgroups of I', can
typically characterize the new state seems hard to answer
in general (Golubitsky and Schaeffer, 1985). Subsequent
bifurcations can lead to further reductions in symmetry,
so that a chain of possible groups is formed, called the
““isotropy lattice” [Fig. 11(a)], with successively smaller
numbers of elements, each one a subgroup of the higher
level group (at least to within a “‘conjugacy,” see Golubit-
sky et al., 1988). The symmetry analysis is often
sufficient to produce a nondegenerate bifurcation scheme
for which the usual theorems hold. The reduced symme-
try state can be analyzed using the method of normal
forms, which must now respect the remaining symmetry.
The polynomial expansions are continued to high enough
order so that solutions showing this minimal symmetry
may be found — often low-order truncations lead to solu-
tions with artificially high symmetry. Nondegeneracy
conditions, i.e., the assumption that coefficients in the
normal form will not be zero typically, may rule out cer-
tain candidates in the isotropy lattice. For compact
groups the expansion to any order is given by combina-
tions of a finite number of low-order polynomials. Again,
general results may be found linking, for example, the na-
ture of the bifurcation to the stability of the new solu-
tions.

An example of the formalism is the Hopf bifurcation
with O(2) symmetry considered by Golubitsky and
Stewart (1986). The symmetry elements of the full group
I'y=0(2) X S, are displacements in space through T,
and spatial parity P [the O(2) symmetry], plus transla-
tions in time through 7, (the S| symmetry). The isotropy
lattice is shown in Fig. 11(b). States above the transition
may be represented by two complex numbers z; and z,.
(These are just the wave amplitudes Az and A4; in the
notation of subsection IV.A.1.d). The state with symme-
try SO(2) is either z; =0 or z, =0: this is just the travel-
ing or rotating wave case, and the symmetry is a com-
bined translation in space and time. The state with sym-
metry Z,XZ$ is z, =v, z,=v, and is the standing wave
with inversion symmetry, plus the symmetry Z§ which is
a change of sign of the amplitudes z,, z, — —z;, —z,,
together with a time translation through half a period.
These are the only two oscillatory modes that typically
appear. The state with residual symmetry Z§ is the gen-
eral mixed-wave state (z,,z,) and only occurs in degen-
erate cases (Golubitsky et al., 1988, p. 341). The normal
form equations are the amplitude equations of subsection
IV.A.1.d., with spatial dependence neglected. These can
be rewritten in the form

zZ
3, [z;
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Z

=(p +iq) —
2

21] .
+(r +is) 8
)

(4.113)
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S0(2) Z,xZ,
3T =6;T,= 6} {LPIXIL(T = m;T, =m)}

z°/

1,(T,= mT, = m)}

FIG. 11. Isotropy lattice for bifurcations with symmetry. (a)
Schematic representation of the isotropy lattice showing succes-
sive symmetry breaking bifurcations, starting from the original
symmetry group 'y and passing through a number of possible
chains, through lower symmetry states represented by groups
Iy, T}, etc. The end point is the identity I. (b) Isotropy lattice
for the Hopf bifurcation with O(2) symmetry of spatial transla-
tions and parity, showing its decomposition into the subgroups
SO(2), the two-member group Z, (or Z5), and products
Z, X Z5. The symmetry elements shown in the figure are pari-
ty P, the identity I, translation through space by an amount
8 (T,=28), and translation in time by an amount & (T,=38),
with 8 =27 corresponding to a complete period.

with 8 = |z,|*> — |z,|% and p,q,r,s functions of the two
invariants N =|z,/2+|z,|*> and A=8% Depending on
signs and ratios of the coefficients »(0) and py(0) the
different bifurcations in Fig. 11(b) are possible
[r(0)=r(N =0,A=0) and py(0)=(0p /ON)y—p=o) It
is easy to see that for either rotating waves or standing
waves to be stable both must branch supercritically, and
then one is stable and the other is unstable.

c. Degenerate bifurcations

It is possible to tune system parameters so that a num-
ber of eigenvalues, not related by symmetry, become un-
stable together. These are known as co-dimension-n de-
generate bifurcations if n system parameters must be
tuned. Now the center manifold is higher-dimensional
and the normal form equations must be developed as po-
lynomials in the amplitude of all the marginal modes.
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Symmetry classification again plays an important simpli-
fying role. The behavior as the system parameters are
varied slightly away from the codimension-n point can be
investigated using the normal forms (the universal un-
folding). The full behavior is often complicated, depend-
ing on various signs and ratios of coefficients in the nor-
mal forms, which may vary from system to system.

2. Phase variables and topological defects

The symmetry classification of a bifurcation provides a
useful way of generalizing the idea of phase variables
(see, e.g., Coullet et al., 1987, 1989b, 1991). Consider a
state with broken symmetries beyond a particular bifurca-
tion. Some symmetry elements of the system are no
longer symmetry elements of the solution. The action of
one of these elements on a solution will give a different
state, but one that is entirely equivalent. The class of
different equivalent states generated by all the continuous
symmetry elements must be distinguished by parameters
¢; such that action by the group elements changes these
variables. We will call the ¢; phase variables, since they
are a natural generalization of the phase generated by
translations, discussed in subsection IV.A.2. A spatially
uniform change of any of the ¢; corresponds to produc-
ing a new equivalent solution, so such a change does not
lead to any dynamics. A slowly varying change ¢;(7x),
n << 1, would therefore be expected to relax slowly at a
rate o ~7, with p > 0 and typically equal to 2. Thus
the generalized phase variables will describe the dynam-
ics of slow spatial variations of the basic state.

The introduction of phase variables has implications
beyond dynamical equations. The global constraints re-
sulting from the requirement that the phase field should
lead to a single-valued microscopic U field can be used to
give a topological classification of possible patterns. Let
us consider the case of a two-dimensional roll system
with phase variable ¢ corresponding to q - x in the
undistorted pattern as in subsection IV.A.2. Now con-
sider a pattern in which over some large closed loop C
the phase varies slowly, but accumulates a total “phase
winding” of 27 over the loop, leading to a winding num-
ber

w=(1/2m) [ V¢ -de=1. (4.114)
C

We can ask whether such a variation is consistent with a
slow variation of ¢ everywhere. The answer is clearly no,
since if the contrary were true we could smoothly shrink
our integration contour always through regions of slow
variation, and the integer winding number W could not
change. Eventually a 27 phase winding would occur
over an arbitrarily small loop, contradicting the assump-
tion of slow variation. Thus an integer winding number
generated by the behavior in regions where the phase
variation is slow, necessarily implies the existence of at
least one point defect, where the assumption of slow vari-
ation, and hence the phase description, break down. (An
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amplitude equation or a fully microscopic description
would still be valid, however.) This construction is famil-
iar from the definition of the Burgers vector of a disloca-
tion in a crystal, or of a vortex in a superfluid. The ex-
istence of these “topological defects” depends both on
the space of phase variables (order parameter space), and
on the spatial dimension of the pattern. Defects exist if
there is a nontrivial mapping of the contour in physical
space (the loop C above) onto the order parameter space
(the circle O to 27 for the phase variable ¢ above). De-
fects are mathematically characterized by the homotopy
theory of such maps. [A review in a condensed matter
context is given by Mermin, 1979.] In addition to point
defects, defined by a surrounding sphere in three dimen-
sions, a circle in two dimensions and a pair of points
(x == o) in one dimension, we may look for higher-
dimensional defects, e.g., a line in three dimensions. We
will discuss simple examples in Sec. V without using the
mathematical formulation explicitly. The importance of
topological methods increases with the complexity of the
patterns, and they have played a useful role, for example
in the study of wave instabilities in excitable media dis-
cussed in Sec. X.

Although the topological classification of defects is a
useful exercise, the importance of regions of slow phase
variation allowing such a classification in real patterns is
not clear in many situations. The main difference with
condensed-matter systems, as discussed by Mermin for
example, is the absence of a Lyapunov function for
dynamical equations. A condensed system near equilibri-
um seeks to minimize the free energy of various field
configurations, and thus favors slowly varying phases
over most of the system. The core of a defect usually
represents a higher energy state, but its elimination in-
volves overcoming a macroscopic energy barrier. Thus
topological stability often implies dynamical stability.
For dynamical systems on the other hand, topological
stability is neither necessary nor sufficient for dynamical
stability, though topological defects often appear as per-
sistent features of solutions. An example of a topologi-
cally stable defect which disappears will be encountered
in our discussion of traveling waves in Sec. V.B. It is a
kink pair formed of right- and left-traveling waves for a
convectively unstable system. Conversely, an example of
a stable defect with no topological stability is a stationary
pulse in an oscillatory state, which may exist over a
broad region of parameter space (see Sec. V.B). Finally,
topological defects may be created spontaneously in spa-
tial regions where the phase description breaks down, ei-
ther near boundaries or in the bulk as a consequence of
instabilities, and unlike near-equilibrium cases, there is
no way to assign an ‘“‘energy cost” associated with this
creation process.

V. ELEMENTS OF REAL PATTERNS

Having described the ideal patterns that exist above
threshold for the different classes of instabilities, we now
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wish to study the main modifications brought about by
“real” conditions. One important deviation from the
ideal state arises from the presence of boundaries.
Another obvious feature of real patterns is the existence
of local structures or defects, either inside domains of
roughly ideal states or at the boundaries between such
domains. We review these subjects here, and then at-
tempt to combine them in Sec. VI.

A. Effects of boundaries

1. Type |s: Stationary periodic

Let us consider a type I instability in a rotationally in-
variant system whose ideal state consists of parallel rolls.
We shall introduce the various types of boundary condi-
tions through their effects on the linear threshold, and
then discuss in considerable detail the constraints on
nonlinear solutions arising from what we will call “rigid”
boundary conditions.

a. Threshold effects

(i) Periodic boundary conditions

The simplest boundary conditions to discuss are ones
that are consistent with a subset of the ideal solutions of
the laterally infinite system. For example, periodic
boundary conditions over a rectangular box of dimen-
sions L X M

Ux+L)=U(x),
Uy+M)=U(y),

(5.1a)
(5.1b)

are consistent with spatially periodic solutions, the only
difference being that the wave vectors are restricted to
the discrete set q=(27w¢ /L, 2mm /M) for £, m integers.
If L and M are small enough there may be very few, or
even a unique ¢ and m, giving a wave vector q within the
band of stable states: in this case strict wave-number
selection may occur by a rather trivial mechanism. The
same set of solutions may also be consistent with other
boundary conditions, e.g., no flux (or Dirichlet) condi-
tions, which simply require zero normal gradients of the
solution at the boundary. In this particular case the solu-
tions extend to the nonlinear regime: the boundary condi-
tions merely select a discrete set of the nonlinear ideal
solutions. Although these boundary conditions may be
natural from the microscopic physics, they are not gener-
ic in systems yielding instabilities at finite wave numbers.

(i) Inhomogeneous boundary conditions

If the boundary conditions are not consistent with the
spatially uniform solution U=0, we call them inhomo-
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geneous. These boundary conditions render the bifurca-
tion imperfect (Sec. IIL.A). Since the evolution of the
small amplitude state near the ideal system bifurcation is
very sensitive to such small imperfections the transient
evolution is strongly affected. If the control parameter is
increased slowly through threshold often a unique solu-
tion will develop, corresponding to the smoothly develop-
ing branch in Fig. 6(f).

For large systems a small imperfection may be treated
using the amplitude equation (4.13) (in one dimension for
simplicity)

9, A=eA+324—|4|*4, (5.2)

with an inhomogeneous boundary condition (see Cross
et al., 1983a, and references therein)

A(x)=a,, x=0,L, (5.3)

and a, complex numbers. For small systems a useful ap-
proach (Shaeffer, 1980) is to “switch on” the imperfection
with a parameter 0 <7 < 1. For small 7 the passage from
an ideal bifurcation to an imperfect one may be analyzed
in detail. The qualitative behavior may then be the same
even for larger imperfections, n— 1. This approach is
particularly useful in determining the choice between de-
generate or almost degenerate solutions (e.g., between the
3 and 4 roll states in a system of size 3.5, see Sec. IX.B
below).

(iii) Rigid boundary conditions

Typically, the lateral boundary conditions will not be
consistent with the structure of the ideal solution: it will
not be possible to satisfy all boundary conditions by a
choice of the one free variable — the phase of the ideal
solution at the boundary. Homogeneous boundary con-
ditions (those consistent with the uniform state U=0)
will therefore usually shift the onset of the instability.
We can identify two different classes of boundary condi-
tions depending on whether the instability is enhanced or
suppressed.

Perhaps most commonly we might expect the boun-
daries to suppress the instability. This is the case for
Rayleigh-Bénard cells where the sidewalls impede the
fluid flow through viscous effects. Let us consider a sys-
tem described by the general pde (3.4) in a box of size
L XL with “rigid” boundary conditions consistent with
U=0

U(x)=0, VU(KxX)=0,... (5.4)

(depending on the order of the pde one may need condi-
tions on higher derivatives). The instability threshold
R.(L) will be shifted from its value R/ in the infinite
system as a result of the rigid boundary conditions (5.4),
by an amount

e,=[R,(L)—R>]/RZ . (5.5)

We say that the system is small if Lgy,=0(1), and
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large if Lgy>>1. For large systems we expect that
€, <<1, and rigid boundary conditions can be treated
within the amplitude equation (5.2). For example in a
one-dimensional situation the incompatibility of (5.4)
with the ideal solutions U, induces a boundary condi-
tion of the form (Ahlers et al., 1981; Cross et al., 1983a)

A(x)=0, x=0,L, (5.6)

on the amplitude 4. The onset solution is then [Fig.
12(a)]

A=a sin(mx /L) , (5.7)

leading to a threshold suppression proportional to L ~2,
g, =m/L?, (5.8

with L the system size measured in units of &, More
generally, for arbitrary L Eq. (5.2) no longer applies. One
finds an overall increase in the suppression as L de-
creases, but with modulations periodic in L with period
/qq, corresponding to the fitting of discrete numbers of
periods into the finite geometry as discussed for example
by Charlson and Sani (1971) and shown in Fig. 13. For
small systems [ Lg,=0(1)] we expect £, =0 (1) also.
The second possibility is that the boundary conditions
enhance the instability. In a small system this will simply
lead to a lower critical value of the control parameter R,.
For large systems a surface instability develops, leading
to a solution localized near the boundaries and decaying
in the bulk, for control parameter R, less than the value
R/ of the ideal bulk instability. Typically |e,| will be
O (1), i.e., the surface solution develops far below the
bulk instability. As R is increased to approach R.° the
surface solution may drive the bulk solution, in a manner
similar to the inhomogeneous boundary conditions de-
scribed above: the bifurcation which occurs at R” in the
ideal case has now become imperfect [Fig. 6(f)]. Howev-

(a)
g
%—
€
<
0 X L
(b)
<]
2
2
€
<
0 X L

FIG. 12. Amplitude A(x) in one-dimensional system for the
amplitude equation (5.2) with boundary conditions
A(x=0)= A(x=L)=0. (a) Very close to the shifted threshold
£—¢, <<g.. (b) Further away from shifted threshold e—¢, R €.
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FIG. 13. Threshold Rayleigh number R, for onset of convec-
tion in a one-dimensional system of size L for the model of
free-slip convection. The boundary conditions at the ends inter-
polate from free-slip thermal insulators (bottom line) to rigid
good thermal conductors (top line). (From Y.-Y. Chen, 1992.)

er, any of the symmetry related solutions may occur, de-
pending on the symmetry breaking at R,. For R >R/
the solution will be like the ideal solution in the bulk,
with amplitude scaling as £'/? for not too small €, but it
will already have grown to O (1) at the boundaries. Kra-
mer and Hohenberg (1984) have called these type II solu-
tions, in contrast with type I solutions which suppress
the instability.

Although the second class of solutions is less common
in physical systems, examples are easily found in model
equations. Kramer and Hohenberg investigated the
Swift-Hohenberg model (3.27) with general homogeneous
boundary conditions, and found that depending on the
values of parameters in the boundary conditions, either
type I or type II solutions were stable, but never both.
Hohenberg et al. (1985) subsequently extended the study
to a reaction-diffusion system (3.32) and found similar re-
sults. From this study we may see that no-flux boundary
conditions for reaction-diffusion systems are the special
point just intermediate between the two cases of
suppressing and enhancing boundaries, and in this sense
they are nongeneric. They will produce the periodic shift
in onset with L, but not the overall trend growing as L ~2
when L decreases. The lower envelope of the R (L)
curve which touches the minima will remain at ¢, =0 in
this case, as shown for example in the lowest curve in
Fig. 13. Rotating convection is an experimental system
showing an enhanced instability to a boundary mode
(Kuo and Cross, 1993).

b. Constraints on nonlinear solutions: Rigid boundaries

Rigid boundary conditions have a strong effect on pat-
terns, both in perturbing solutions of the infinite system
and in selecting particular solutions. In large systems
these effects can be studied near threshold using the am-
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plitude equation with the appropriate boundary condi-
tions. Many conceptual questions are most easily under-
stood in this framework. Very close to threshold the re-
stricted nonlinear solutions are conveniently calculated
using a mode expansion. Beyond this very restricted re-
gion the full differential amplitude equation must be
solved. Here we are particularly interested in the selec-
tion of the wave number in one-dimensional systems, and
orienting effects in two dimensions.

(i) Mode expansion

For simplicity we will consider a one-dimensional sys-
tem (5.2) of length L, with boundary condition (5.6),
which changes both the character and the number of
solutions compared to the infinite system. The solutions
may be expanded in the form

A= A, sin(nmx /L), (5.9)

in terms of the linear solutions satisfying the appropriate
boundary conditions. The constraints on the nonlinear
solutions are thereby automatically included. Two re-
gimes may be distinguished (Ahlers et al., 1981):

® Very near threshold e —¢, S¢, (remember €, <<1 by
assumption). In this regime the expansion is dominated
by the lowest mode of amplitude 4, ~(e—¢,)!"?,

A(x)=V2 A,(t)sin(mx /L)+O0(e—¢,) . (5.10)

A Landau equation for the transient evolution of 4, can
be derived by substituting (5.10) into the amplitude equa-
tion and projecting onto the sin(mx /L ) mode:

3,4, =(e—e,) A,—g|4,1*’4,, (5.11)
with g=(4/L) [ }sin*(mx /L)dx=3/2. Note that there
is a unique steady state solution 4,=[(e—¢,)/g]""? ex-
cept for an overall phase factor. [In fact the continuous
phase symmetry is removed by higher-order terms in the
amplitude equation, see subsection (ii) below]. Small in-
homogeneous boundary effects or other forces rendering
the bifurcation imperfect may be included through a
term f,(¢) on the right-hand side of Eq. (5.11). This
force may be static, time dependent but determined by
the details of the experiment, or stochastic (Ahlers et al.,
1981). In each case f(t) is arrived at by again projecting
the local forcing f(x,t), which is added to Eq. (5.2), onto
the first unstable mode.

e Further away from threshold, eX g, but still with
€<<1. As ¢ increases a larger number of linear modes
come into play, and the saturated solution changes from
a sine function to a “top hat” shape with | 4(x)| constant
over most of the range, as in the infinite system
[Fig. 12(b)]. The number of linear modes needed grows
rapidly, and the expansion in Eq. (5.9) loses its simplicity.
Instead the full partial differential amplitude equation
must be solved.
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(i) Wave number selection in one dimension

It turns out that the reduced amplitude near the boun-
daries imposed by rigid boundary conditions leads to a
vastly reduced set of nonlinear solutions (as compared to
the infinite system) in the bulk of the cell, far from the
boundaries. In this region the solutions can be character-
ized by the local wave number, and only a narrow band
of wave numbers exist as steady state solutions, much
narrower than the ideal stability band.>!

The simplest case in which to demonstrate this effect is
a semi-infinite system in one dimension, i.e., the region
x =0 with a single boundary at x =0, say. Then as
shown by Cross et al. (1980, 1983a) the continuous band
of solutions with |qg—go| <e!”? which exists in the
infinite system collapses to a much smaller band

lg—qol < ce, (5.12)

where ¢ depends on the details of the system. This large
reduction in the band of wave numbers affects the
behavior arbitrarily far from the boundaries. Continuity
with the laterally infinite system is maintained not in the
existence of steady state solutions, but in the time scale
for these solutions to be established. Thus if the bound-
ary conditions are changed suddenly from no-flux say, to
rigid, then the restricted range of solutions is established
in a region a distance L from the boundary only after the
time necessary for the influence of the change to propa-
gate over this distance. For type I systems this time is
L?/D with D an appropriate diffusion constant. We em-
phasize again that the stationary solutions are severely
constrained compared with the infinite system.

Since this somewhat surprising result answers the old
question of how a long system approaches the ideal
infinite system, and also provides a wave-number selec-
tion mechanism to be discussed in Sec. VI.A below, we
will analyze the problem in some detail here. We again
start from some arbitrary microscopic U equation (3.4)
with a stationary (type I instability. We initially restrict
ourselves to a semi-infinite system. Near threshold an
amplitude equation exists in general, so we first illustrate
the effect using the static form of Eq. (5.2) (i.e. 3, 4 =0)
and the phenomenological inhomogeneous boundary con-
dition

A(x=0)=1e!"?, (5.13)

5-IThe effect of rigid boundaries in restricting the wave-
number band was first noticed numerically for the Swift-
Hohenberg and Kuramoto-Sivashinsky equations by Pomeau
and Manneville (1980), but these authors mistakenly concluded
that the selection was perfect, as did Pomeau and Zaleski
(1980). The restriction to a linear band quoted in Eq. (5.12) was
first obtained by Cross et al. (1980, 1983a) for the free-slip mod-
el of convection as well as for the order-parameter models treat-
ed by Pomeau and Manneville (1980). The model results were
then derived in a simpler fashion by Pomeau and Zaleski (1981).
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with A a small parameter.>? Equations (5.2) and (5.3)
may be solved perturbatively in A (Cross et al., 1983a)
though in fact exact analytic solutions exist (Kramer and
Hohenberg, 1984). The magnitude | 4 | approaches satu-
ration for |x|2e !2. The allowed wave numbers

k=g —gq, of A fall in the restricted band
—AeV2/V2<k <Ae2/V2 . (5.14)

This restriction can be easily understood by constructing
two ‘“‘adiabatic invariants” for the x integration (Cross
et al., 1980; Pomeau and Zaleski, 1981)

(5.15)

0=a’,4,
=L@ a)2+Q2/2a2+i ga— 1+ a*, (5.16)
2 2 4
where
A(x)=a(x) e, (5.17)

We can bound E using the point in the cell where a
reaches its minimum value a,,,:

EZQZ/Za,%,-i-% gal—— at . (5.18)

4
Analogously, if a,, is the maximum value of a, Egs. (5.15)
and (5.16) yield

2
1
2

2

1 1
Q%<a}a? |e——=(al+ak) S‘z—am s——2—a,%,

’

(5.19)

where the last inequality is obtained by maximizing with
respect to a,,. Finally, we evaluate k=3, ¢ in the bulk
where a =a, =¢!/2(1—k?) so that

2

k<la,,/V2a}] a—%am

~a,, /V2 for a, <<a, , (5.20)

showing that the wave number is bounded by the smallest
amplitude occurring anywhere in the cell. Physically this
is reasonable, since the minimum amplitude represents a
weak spot in the cell and allows the phase to unwind if
the “stress” from k0 somewhere in the cell is too great.
The behavior for k outside the band can be followed by
integrating the evolution equation (5.2) in time. It is
found (Cross et al., 1982) that the periods are indeed el-
iminated in the small @ region near the boundary. This
local relaxation (analogous to the mechanism of the Eck-
haus instability) eventually affects the wave number
everywhere.

32With homogeneous boundary conditions on the U equation
the amplitude A4(0) at x =0 in fact turns out to be O(g). Thus
small A may be used to understand the behavior, although for
A=0(e!"?) terms neglected in arriving at Eq. (5.2) become im-
portant.
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As discussed above, rigid boundary conditions of the
form (5.4) on the U equation lead to the condition
A(0)=0, Eq. (5.6), on the O(&!/?) amplitude. This corre-
sponds to A=0 in Eq. (5.13), so the wave-number band
obtained from this calculation is

g=got 0Xe'?2+0(e) . (5.21)

This means that the O(g!/?) Eckhaus stable band is com-
pletely eliminated by the boundary condition! On the
other hand taking A=0(e!/?) suggests a band of width
O(e). To calculate this band the amplitude expansion
has to be taken to higher order and stationary solutions
sought. The general> form at next order is (Cross et al.,
1983a)

0=32A4+ecA—|A1?4A—ib,ed, A —ib,d> 4
+i(by+b,) 4%, 4

+i(b;+bs) A%, A*+0(£3?) , (5.22)

with b; (i=1,...,5) numerical constants which depend
on the details of the system. The boundary condition be-
comes

0=A—ad, A—B3,A*, x=0, (5.23)

where the complex numbers a and B depend on the
boundary conditions for the U equation. The solutions of
(5.22)—(5.23) turn out to have bulk wave numbers restrict-
ed to the band (Cross et al., 1983a)

k_<k<k,, (5.24)
with

ky=— %IBl (ptl)e, (5.25a)

n=Ima—y)/IBl, (5.25b)

7/=% (2b,+b,—2b,—b,—bs) . (5.25¢)

In a finite system the boundary conditions (5.13) or
(5.23) must be applied at both ends of the sample. For
convenience we let the sample length be 2L, with bound-
ary conditions at x ==+ L. Specifically, the boundary
condition (5.23) becomes

0=A—a,d,A—B,d,A*, x==+L, (5.26)

33The perturbative procedure of Cross et al. (1983a) can be
more formally (and elegantly) justified in terms of a normal
form expansion (Iooss et al., 1990). The variable x may be con-
sidered as a “time” coordinate and the degenerate bifurcation
unfolded at €=0. In fact a suitable nonlinear transformation
yields a much simpler, but completely general, equation. How-
ever in actual calculations on physical systems it is probably
easier to maintain a simple relationship of 4(x) to the micro-
scopic variables U, so that the b;, a, and B in Egs. (5.22)-(5.23)
can be calculated explicitly.
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with ¢, =—a* =a, B, =—B* =p. It should be noted
that B contains a phase factor exp(2ig,L), so that the
equations “know” about the quantizing of solutions at
this (but not lower) order. Then for a large system
[L 2 ¢ !] the wave number is still restricted by the con-
ditions (5.24) and (5.25), but the additional condition at
x =—L has the effect of quantizing the solutions to a
finite set of values inside the band, separated by amounts
of order /L. Because of the dependence of 8 on gL the
dependence of the discrete wave vectors on control pa-
rameter € obtained in a finite system is rather complicat-
ed (see Cross et al., 1983a). The important point,
though, is that this complex behavior occurs entirely in-
side the O (&) band given by (5.24) (see Fig. 14).

120

80

Rl ——

60

|

— . —— — —— —— —— — — — — ]

20

\,mmmmm——————— === —

/
Iy

el

100

80

60

40

20
(b)

FIG. 14. Allowed wave vectors in the bulk of a one-
dimensional system of size 2L near threshold given by solving
Egs. (5.22) and (5.26). The reduced Rayleigh number € is plot-
ted vs the deviation k of the wave vector from its critical value
go- Solid and dashed lines correspond to different solution
branches. The dashed branches are unstable, the solid branches
stable (Daniels, 1984). Dash-dotted lines are ki from Eq.
(5.25). Note that the allowed wave vectors in the finite system
fall between these bounds derived for the semi-infinite system.
The parameters used correspond to free-slip convection with
Prandtl number o =0.78 and perfectly insulating rigid sidewalls
in (a), and perfectly conducting rigid sidewalls in (b). (From
Cross et al., 1983a.)
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The effect of finite geometry on the Eckhaus boundary
(4.24) has been studied by Tuckerman and Barkley
(1990). These authors showed that in a finite system the
neutral and Eckhaus curves are no longer tangent, but
are parabolas that intersect at two points with the Eck-
haus line below the neutral one. Experimental manifesta-
tions of these effects are noted in Sec. IX.B.2.c below.

(i) Orientational effects in two dimensions

In large two-dimensional geometries we must also con-
sider the direction of the local wave vector, and in partic-
ular how it is affected by the boundaries. Empirically in
Rayleigh-Bénard convection a rather strong tendency is
observed for the rolls to come in normal to the walls (i.e.,
q parallel to the wall). This result may be partly under-
stood from the linear analysis of the onset in a rectangu-
lar box, since with rigid boundaries the first unstable
mode has rolls perpendicular to the long side of the box
(Davis, 1967). The argument may be extended to the
weakly nonlinear regime by considering how the ampli-
tude approaches zero at a plane boundary. Cross (1982b)
showed that any angle of approach of the rolls is possible.
However the healing length near the wall over which the
rolls are suppressed is € ~!/? cosf (for 6 not too near 7 /2)
with 6 the angle between q and the normal 8. If we
define a surface contribution to the Lyapunov potential
(4.9) for the amplitude equation, this quantity is mini-
mized when the healing length is shortest, i.e., by
6— /2. [In this limit the healing length depends only
on the fourth order y derivatives in Eq. (4.13) and be-
comes O(g~174).] However since variation of 0 affects the
state arbitrarily far away from the surface it is not obvi-
ous that this motion will occur until we consider the pat-
tern as a whole. Pomeau and Zaleski (1981) showed that
for rolls parallel to a plane boundary there is a linear in-
stability towards nucleation of a normal set of rolls in the
boundary layer, but again in a finite system this may be
suppressed by other sidewalls or by the curvature of the
surface. This brings us to the global question of pattern
selection in two dimensions, which we defer to Sec. VI.

Both of the above arguments (the linear analysis and
the Lyapunov function) rely on general features that fol-
low from the symmetry of the system, rather than on any
detailed properties of the equations. In each case the
crucial element is that near threshold rapid spatial varia-
tion is preferred along the rolls rather than perpendicular
to them. In addition, in these limits a global meaning
can be given to the statement “the rolls want to approach
the wall normally,” using either the lowest linear mode
or the Lyapunov function. Further away from threshold
it is not clear that either of these concepts still apply, and
the preference for normal rolls relies in the end on evi-
dence from experiment and numerical simulations.

An extra complication that has not been fully incor-
porated into our arguments was found by Zaleski et al.
(1984) who noted that solving the amplitude equation in
the O(e!’*) healing layer near normal incidence yields a
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curvature to the rolls in this region, so that the optimum
approach angle for the rolls in the bulk differs from 7 /2
by an amount of order £!/4. There is perhaps some evi-
dence for this in numerical simulations of the Swift-
Hohenberg equation by Greenside and Coughran (1984)
and in experiments by LeGal (1986) shown in Fig. 41
below, but the general applicability of this result is not
understood.

2. Type lll,: Oscillatory uniform

Little theoretical work has been done on boundary
effects for the oscillatory uniform case. In part this is
due to the paucity of controlled studies of boundaries in
the corresponding experimental systems (chemical waves,
excitable biological media). Boundaries can act as
sources, sinks or reflection sites for waves and defects (see
Sec. V.B below). The only study we are aware of which is
based on amplitude or phase equations is the work of
Riecke and Kramer (1985) who considered Eq. (4.90) for
x < 0 with the surface boundary condition

3,6=—G/a, x=0. (5.27)

Then depending on the sign of GB [where B is the
coefficient appearing in Eq. (4.90)] they found either a
disturbance propagating into the bulk (for GB > 0), or a
weak disturbance localized near the surface (for G <0).

3. Type l,: Oscillatory periodic

The effects of boundaries turn out to be very important
in type I, systems because the instability, at least at a su-
percritical bifurcation, is always convective in the infinite
system due to the propagation of disturbances at the
group velocity s, (see Sec. III.A.2). It is therefore only
the reflecting properties of the boundaries that cause a
perturbation in the finite system to grow locally in this
regime. Let us characterize the boundaries by a
reflection coefficient » for linear waves, defined as the ra-
tio of amplitudes of a reflected wave to that of an incom-
ing wave of constant magnitude and critical wave num-
ber at threshold (Cross, 1986b). Then we can estimate
the threshold of the instability €, in a finite system by
balancing the growth of the disturbance with the growth
rate €, over one traverse of the length 2L of the cell, with
the loss in amplitude due to reflection (we assume |7| < 1)

Il oL /0y ’ (5.28)
with s, the group velocity of the waves and L /s, the
traversal time. Equation (5.28) gives

€, =50(2L) " 'In(1/]¢]), (5.29)

i.e.,, a shift for large L which is O(L ~!) rather than
O(L ~2) as in the stationary case, Eq. (5.8). Also, this re-
sult gives g, diverging as |r|—0. Actually we would
then expect €, =O(1), where the instability becomes ab-
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solute, as discussed by Zaleski et al. (1985). [These au-
thors used the linearized amplitude equation but with
boundary conditions Ax=A; =0 to determine ¢,.]
Equation (5.29) gives the leading term in L ~!, but there
will also be quadratic corrections for smaller L.

The onset mode in a large system can be easily found
by using the amplitude equations (4.59). Since the
diffusive terms play a secondary role in the structure of
the solution we may write (Cross and Kuo, 1992)

ex /s, ei(kx —Q,1)

Ap(x,t)=ag e s (5.30a)

A (x,)=ag e 0N TRTHD (5.30b)
with A and A4, related at the ends *+ L by

A (L)=re " 4(L), (5.31a)

Ag(—L)=re % 4,(—L). (5.31b)

This leads to Eq. (5.29) together with ag ==+ a; and an
expression for k=0(L ~!) given by a phase matching
condition

2go+k)L+¢,=nm, (5.32)
ar=a; , n even, (5.33a)
ag=—a; , n odd, (5.33b)

where ¢, is the phase of r. The shift in wave number k
will lead to a change in the onset frequency and O(L ~2)
corrections to €., whose calculation however requires the
reinstatement of the diffusive terms in the amplitude
equation. The discrete set of k defined by Eq. (5.32) will
usually lead to a single mode with the smallest ¢, which
is seen from Eqgs. (5.30) to be in the form of counterpro-
pagating traveling waves, with the amplitude of right-
moving waves large in the right-hand end of the system
and left-moving waves dominant in the left half. For par-
ticular values of L two modes will be degenerate at
threshold, and their superposition will lead to a beating
phenomenon (Kolodner et al., 1989).

It should be noted that this calculation has sidestepped
the difficulties in the type I, amplitude equation dis-
cussed below Eq. (4.61), since the short healing length re-
gion near the ends is not described in Egs. (5.30) but rath-
er is parametrized by the reflection coefficient 7.

To obtain an estimate of the reflection coefficient from
the amplitude equation we generalize the type of bound-
ary conditions used in the stationary case, assuming
again that the sidewalls suppress the instability. In a
one-dimensional situation the general homogeneous
linear boundary conditions consistent with the sym-
metries x — —x, Ap <> A are

Ar—a40, Ag —B43, A; =0 (5.34a)

x==xL

AL +ai ax AL +Bi ax AR =0 (5.34b)
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with a, B4 dependent on the underlying microscopic
boundary conditions. It is easy to solve the linear prob-
lem of an incoming right-moving wave of unit magnitude
and an outgoing left-moving wave at x =-+L near
threshold. Setting

—(L—x)/E,

AR=1+ale s (5.35a)
A, =r, (5.35b)
E=(1+ic)/sqy (5.35¢)

where the second term in (5.35a) represents a correction
with amplitude a, localized at the endwall, we find the
reflection coefficient

resoB_(1+ic;)" 1, (5.36)

for small a,, B,. However we emphasize that unless s,
is small, so that & is much larger than the basic length
scale of the problem, treating the boundary region within
the amplitude equation formalism is not consistent. If s,
is not small we have a complicated problem at the bound-
ary (with both nonlinearity and rapid spatial variation)
which has not yet been solved, although the linear prob-
lem has been studied for the free-slip case by Cross and
Kuo (1992).

As in the type I; system a mode truncation scheme
may be used very near threshold. At lowest order this
simply yields the nonlinear saturation of the counterpro-
pagating waves represented by Egs. (5.30). This calcula-
tion yields (Cross and Kuo, 1992) |ag | =|a, | =a with

e 4L (e—eg.) -
sollr|~1=1r[) (1+gy)

(5.37)

Notice that if instead we had assumed an inverted bifur-
cation in the infinite system, the coefficient (1+g, )" lin
(5.37) would become (g; —1)~'. Thus if g, > 1 the insta-
bility will be supercritical in the finite geometry, even
though it is subcritical in the infinite geometry. This is
clearly related to the strong standing wave component of
the onset solution in the finite geometry.

The mode truncation may be extended to dynamic
states in particular simple limits. Dangelmayr et al.
(1991) have studied the limit of small group speed
so=O(L "), perturbing in the small reflection ampli-
tude. Dangelmayr and Knobloch (1991) perform a nor-
mal forms analysis of the resulting coupled ode’s. Knob-
loch and de Luca (1992), on the other hand, look at the
limit » — 1. An interesting feature of these calculations
is the extreme sensitivity of the periodic or chaotic states
to the system size via the parameter Lq,, reminiscent of
the beating states in the linear analysis.

B. Defects and coherent structures

1. Introduction

An important element in the structure and formation
of real patterns is the existence of well-defined local
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structures or ‘“‘defects” in or at the edges of regions that
otherwise approximate quite well an ideal pattern. These
local structures may have a topological origin, as out-
lined in Sec. IV.B, in which case topological arguments
are useful to motivate the search for solutions with par-
ticular geometries and to suggest their stability. On the
other hand, as mentioned earlier, many important local
structures do not have topological significance. Since the
theory and phenomenology of both types of local struc-
tures follow similar lines we will consider them together.
The defects we will study are often referred to as
“coherent structures,” a term which emphasizes the local
perturbation rather than the background in which it is
embedded.

We will divide the discussion into two parts. First
(subsection V.B.2) we discuss the structure of stationary
defects, or of uniformly moving defects for which we can
make the replacement 3, —v-V. In these cases the prob-
lem reduces to the solution of an ordinary differential
equation (ode) in one dimension, or to a purely spatial
partial differential equation (pde) in higher dimensions.
We then (subsection V.B.3) discuss the motion of defects
caused by various perturbations. (The above division is
not a clean one, since sometimes it is convenient to calcu-
late uniformly moving defects perturbatively starting
from the stationary solutions.)

An important feature of the search for local defect
solutions (stationary or uniformly moving) is that their
existence places constraints on the background pattern
arbitrarily far away from the defect, where the latter pro-
duces negligible distortions from an ideal state. Thus, for
example, demanding a stationary dislocation in a type I
pattern such as a Rayleigh-Bénard roll structure fixes the
background wave number of the ideal pattern far away.
Defects may therefore provide an important pattern
selection mechanism, as discussed in Sec. VI below.

2. Structure of defects

We first briefly review the principles of calculation of
the structure of defects, leaving the details to the discus-
sion of specific examples.

a. Calculation methods

(i) Far-field calculations

As discussed earlier, topological defects may be
characterized by a winding number in a generalized
phase variable:

J vé-de=2nm, (5.38)
C

where C is any contour surrounding the defect. If C is
taken at large distances where the deviations from the
ideal pattern are on a slow spatial scale, this equation to-
gether with the phase equation may be used to fully cal-
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culate the far field of a stationary or uniformly moving
defect. The dislocation defect discussed in subsection
V.B.2.c below provides a good illustration of. this
method. The phase description breaks down at small dis-
tances, however, where Eq. (5.38) implies rapid varia-
tions, and a more complete description is in principle re-
quired. Often this core region can be parametrized sim-
ply in terms of a core size 7.

It should be clear that this approach is only useful for
defects in a continuous symmetry variable: defects result-
ing from a discrete broken symmetry (such as parity) are
not characterized by a phase variable.

(i) Phase-space methods

In systems that are effectively one dimensional, the cal-
culation of defect solutions can be formally reduced to a
problem in dynamics, where the “time” is the continuous
dimension of spatial variation. Examples are point de-
fects in one spatial dimension, line defects in two dimen-
sions, or point defects in two dimensions in cases where
one direction can be eliminated by symmetry (e.g., for an
axisymmetric defect only the radial coordinate need be
considered). In such cases the defect solution appears as
an orbit in a phase space defined by a finite set of ordi-
nary differential equations, whose number is determined
by the order of the starting partial differential equation in
the spatial variable (see Howard and Kopell, 1977; Ko-
pell and Howard, 1981). Besides the obvious
simplification of reducing a pde to a finite set of ode’s,
this reformulation allows use of powerful qualitative
methods from dynamical systems theory to obtain vari-
ous results without numerical calculation. As illustrated
below, phase space methods are particularly useful when
the ideal states appear as fixed points, and defects are
heteroclinic or homoclinic orbits joining these fixed
points. The real and complex Ginzburg-Landau equa-
tions (4.13) and (4.49), as well as their generalizations
(Sec. IT1.C.2.d) are notable examples where this is the
case, and a rather general enumeration of the types and
multiplicities of simple defect solutions can be given for
these systems (see subsection V.B.2.b below). Besides
such simple defects one can look for limit cycles of the
ode which may represent periodic patterns or nonlinear
wave trains, characterized by a dispersion relation w(q),
or chaotic orbits which represent spatially disordered
states.

A severe drawback of these methods, on the other
hand, is that the stability of the solutions under the
(physical) time evolution of the original pde is not tested,
so that a great deal of effort may be expended calculating
appealing but unstable, and therefore physically ir-
relevant, solutions. The questions of stability and acces-
sibility under the physical dynamics (i.e., the basin of at-
traction) must always be considered in discussions of pos-
sible solutions obtained from phase-space methods.
Some information on stability can be obtained using per-
turbative methods.
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(iii) Special solutions

Calculating the structure of defects may be easier in
special limits or at special points in parameter space
where there are extra symmetries or additional conserva-
tion laws which make a reduced analysis possible. An ex-
ample of a special limit is the calculation of dislocations
in the lowest-order amplitude equation. Special points
are also a useful tool for understanding fronts and pulses
in the generalized complex Ginzburg-Landau equation
discussed in subsection V.B.2.b.(v) below.

(iv) Perturbation methods

When a particular solution to an equation is known it
is often possible to calculate nearby ones using perturba-
tion methods. For example, perturbing away from the
dislocation solution of the lowest-order amplitude equa-
tion by adding the next order terms in £!/? yields the
structure and wave number selected by the stationary
dislocation at order e, which turns out to be nontrivial.
For example the case of (Darcy-Rayleigh) convection in a
porous medium for which gy=w was calculated by
Pomeau et al. (1983) who found®*

gs=qotac, a=1.04 . (5.39)

The methods used for this type of calculation will be dis-
cussed in the section on dynamics (subsection V.B.3.a).

Another example occurs in the Ginzburg-Landau
model, which leads to an integrable dynamical system in
certain limiting cases. Then the defects or coherent
structures can be found analytically and they form a con-
tinuous family indexed by their velocity and/or their fre-
quency. Perturbing away from these limits we find a
discrete set of solutions, which can often be divided into
a stable and an unstable subset. A well-known example
of this phenomenon is the perturbation of the nonlinear
Schrodinger equation by small dissipative terms (see, e.g.,
Kivshar and Malomed, 1989).

b. One-dimensional defects

(i) Classification of defect solutions: Coherent structures

We have seen in Sec. IV that pattern forming systems
possess finite amplitude ‘“ideal” solutions which are
characterized by a wave vector and/or a frequency. In
one dimension defects can be created by the spatial juxta-
position of different types of ideal solutions and of the
zero amplitude solution. We shall define three classes of
such coherent structures which can be considered ele-

54These authors had a different definition of . We have
rewritten their expression with e=(R —R_.)/R,, R, =4
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mentary defects, treating first systems where the uniform
U =0 state plays a special role (see van Saarloos and
Hohenberg, 1992 and references therein).

e Fronts, which consist of a finite amplitude ideal state
at one end (x — — o, say) and the zero amplitude state
at the other (x — + ).

® Pulses, which have the zero amplitude state at both
ends and nonzero amplitude in a localized region.

® Domain boundaries, formed by the juxtaposition of
two finite-amplitude states.

For moving fronts one distinguishes between “posi-
tive” and ‘“negative” cases depending on whether the
nonzero-amplitude state invades the zero-amplitude state
or vice versa. For domain boundaries whose ideal states
have group velocities of opposite sign one distinguishes
between “‘sources” with outgoing velocity vectors, and
“sinks” with incoming ones.>> In two dimensions, when
the solutions on either side are stationary periodic states
of different orientations, the domain boundaries are
called grain boundaries. In this case there is also y varia-
tion (periodic or quasiperiodic), but it is usually easily de-
scribed.

In the absence of symmetry the zero amplitude state is
not singled out, and the above distinctions between
different types of structures are less sharp. We will call a
front a structure joining two states of unequal amplitude,
at least one of which is uniform. A pulse, on the other
hand, has uniform states of roughly equal amplitude on
either side, while sources and sinks involve periodic wave
states.

For the one-dimensional case with symmetry it is con-
venient to begin with the generalized Ginzburg-Landau
model introduced in Sec. III1.C.2 above.

(i) The generalized Ginzburg-Landau model

Consider the equation
3, A=(b,+ic)32A+f,(|4|*) 4

+3,[f2(|A[HAT+[3,f5(141)] 4, (5.40)

where

FeD)=feoM+if,i(y), €=1,2,3, (5.41)

are complex functions of their argument, which are arbi-
trary for the moment (we typically will consider low-
order polynomials). This includes the type I, amplitude
equation (5.2) as a special case. For the sake of uniformi-
ty we will refer to the ideal states as “waves.”

5-5The nomenclature for one-dimensional defects is quite in-
consistent in the literature: fronts are sometimes called kinks or
shocks, pulses are referred to as solitons or s-waves, and domain
boundaries are known as fronts, pulses, shocks, sources, targets,
sinks, holes, or kinks.
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(o) The dynamical system

Let us restrict ourselves to a particular class of solu-
tions of Eq. (5.40), the so-called “uniformly translating”
solutions, given by the ansatz

A(x,t)=e " (&), (5.42a)
E=x—ut , (5.42b)
AE)=a(g)e'?d | (5.42¢)

where v and w are arbitrary real constants. Insertion of
(5.42) into (5.40) leads to a system of ode’s for the vari-
ables

a(g), (5.43a)
q(§)=0: , (5.43b)
k(§)=09a /a , (5.43¢c)

which takes the form>® (see van Saarloos and Hohen-
berg, 1992, and references therein)

dca=ka , (5.44a)

9,9g=0Q(a,q,x), (5.44b)

k=% (a, q, ) , (5.44¢)
with
Q=—b,w0+¢vk—b vg—2kq

+e,[f1,+2(f3 + 13, )K02+f2rK_f2iQ]

—b\[fut2(f 5+ wa’+frntfaq], (5.45a)
H=—C,0—bvk—Cvg —Kk*+q?

=bi[f 1, 205+ 5 @+ o= F ]

—e [ fyt20f i+ fykat+ okt fr,q],  (5.45b)
by=b,(b3+c?)7!, &, =c;(b}+c?)7". (5.45¢)

The coupled set (5.44) can be considered formally as a
dynamical system in the pseudo-time variable £. Fixed
points and trajectories in the phase space of this dynami-
cal system will correspond to different uniformly translat-
ing solutions of the original pde (5.40). Most of our dis-
cussion will refer to the complex Ginzburg-Landau equa-
tion obtained by setting

fl =& _(b3—iC3 )02_(b5—iC5 )(14 ’f2:f3=0 ,
in (5.45), for which

(5.46)

5-6The parametrization in terms of the three variables a,x, g be-
comes singular for solutions in which a(£) has zeros. In that
case a four-variable system, involving Re 4, Im 4, Re a, 4,
Im 9, 4, say, should be used (see Landman, 1987).
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Q=—b,(0+vg+cia*+csa*)

+e,(vk+e—bya’—bsa*) —2kq , (5.47a)
H= _EI(UK+€—b3aZ_b5a4)
—z,(0+vg+cial+csat)+q2—k* . (5.47b)

We first consider fixed points, which are determined by
the conditions

0:a =03, =0:x=0.
These are of two types. First, finite amplitude solutions,

which we refer to as ‘“‘nonlinear,” and are characterized
by

(5.48)

ay=const, gy=const, ky=0, (5.49)

where ay and gy are easily calculated as functions of the
parameters. This N fixed point corresponds to a plane
wave in the original equation (5.40), namely

il[gyx —(0+gpvit]

A(x,t)=ay e (5.50)

Second, zero-amplitude or “linear” solutions of the form

q; =const , k;=const, a;=0, (5.51)

which correspond to evanescent waves in the original
equation.

(B) Coherent structures

One-dimensional defects can now be constructed by
finding (heteroclinic) trajectories in the phase space of
(5.44), i.e., trajectories that join the various fixed points.
The three types of simple defects defined above can now
be identified (see Fig. 15).

@ Fronts joining N and L fixed points.

® Pulses joining different L fixed points.

® Domain boundaries joining different NV fixed points.

(a) FRONT (b) PULSE
IA] |A|
X X
(c) SOURCE (d) SINK
1A i/\% 1Al i;g i.;'g
X X

FIG. 15. Schematic sketch of various one-dimensional coherent
structures: (a) front; (b) pulse; (c) and (d) domain boundaries of
source and sink type, respectively. The quantity 7, is the group
velocity of the nonlinear state in the frame moving with the
structure [see Eq. (5.62a)].
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The condition for the existence of a heteroclinic trajec-
tory is that the stable and unstable manifolds of the fixed
points in question should join up. Applying this condi-
tion we find predictions for the multiplicity of defect solu-
tions as @ and v are varied for fixed parameter values,
i.e., predictions of n-parameter continuous families or
discrete sets of solutions. It should be emphasized, of
course, that such arguments do not prove the existence
or nonexistence of solutions, only the possibility of
finding nearby solutions if one is known to exist. We
shall illustrate the power of counting arguments in para-
graph (iii) below.

Besides fixed points and heteroclinic orbits there are
also more complicated trajectories such as limit cycles or
chaotic orbits (Holmes, 1986; Landman, 1987). Certain
limit cycles correspond to nonlinear waves in the original
equation (5.40) whose wavelength A is determined by the
period of the limit cycle. If the limit cycle passes near a
pair of fixed points the nonlinear wave can be thought of
as the spatial juxtaposition of an infinite set of pulses or
domain boundaries.

(iii) Multiplicity of solutions

We now wish to analyze the dynamical system (5.44) in
various special cases in order to show how the stability of
the N and L fixed points determines the multiplicity of
defect solutions.

(a) Fronts

Let us begin with the real amplitude equation, namely
(5.40) and (5.46), with ¢, =c3=cs=bs=0 and b;>0.
This means we may choose b;=b;=1. Restricting our-
selves first to real solutions, which requires picking © =0,

we obtain
dla+vda+ea—a’=0, (5.52)

for uniformly translating solutions. The phase-space

equations are
(5.53a)
dp k= —vk—e+a’—«?, (5.53b)

a§a=Ka .

i.e., the wave vector g does not appear. The nonlinear
fixed point N exists for £ >0 and is given by

aj%,=€ , (5.54a)

ky=0, (5.54b)

and the linear fixed points L, , forv >v* =2¢'2 by

L,:a;,=0, KL1=%(—U—\/UZ—4E), (5.55a)

L,:a;,=0, KL2=% (—v+Vv2—4e),  (5.55b)

corresponding to the two possible exponential decay rates
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in the tails. The phase plane structure is illustrated in
Fig. 16(a) for fixed € >0, and v.

We now need to ask whether it is possible to find a tra-
jectory that leaves N and arrives at L, or L,, i.e., how
many parameters (v,€,. . .) must be tuned for this to hap-
pen. Clearly, from Fig. 16(a) the trajectory must leave N
along the unique direction of the unstable manifold.
Since L, has no unstable directions, we would expect this
trajectory to approach L, without tuning parameters.
Thus for v >v* we find a continuum of front solutions
corresponding to a heteroclinic trajectory leaving N
along the single unstable direction and arriving at the at-
tractive fixed point L,. In addition the phase space
method allows for a particular or discrete set of velocities
v, with v adjusted so that the unique trajectory leaving N
approaches L, along its stable manifold. (This requires
tuning the amplitude of the unstable eigenvector in the
trajectory approaching L, to zero, i.e., a one-parameter
tuning, here v.) The discrete set turns out not to exist for
Eq. (5.52), but it exists and plays an important role in
modified equations, e.g., the equivalent one for a subcriti-
cal bifurcation treated below. For v <v* the linear fixed
points are complex, i.e., they involve the variable g, but
the dynamical system (5.53), as well as its extension to in-
clude g(&), does not describe the real front solutions of
(5.52) that exist in this range [see subsection (iv) below].
In view of the continuum of front solutions with v >v*,
which are obtained by our arguments, the question natu-
rally arises as to which front is selected in the common
experimental situation where the stable a’=¢ state in-

(a) a
N
>0
L -
LJ * L2 *
(b) a
NU_
e<0
* |
L1% ! L2* “

FIG. 16. Phase-plane structure in the a,x plane for the real am-
plitude equations (5.52) and (5.56), showing a nonlinear fixed
point N, two linear fixed points L,L, and their stable and un-
stable directions. (a) € >0, Eq. (5.52). (b) Same as in (a) but for
the subcritical case (5.56) and for € <O.
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vades the unstable a =0 state starting from a localized
perturbation. This important selection question has been
the subject of an enormous amount of work, and it will
be discussed in Sec. VI.B below.

It is interesting to study the existence of front solutions
as extra complications are added. We consider first the
real equation for a subcritical bifurcation (i.e., we change
the sign in front of a* and add an @ stabilizing term) and
we still restrict our attention to real solutions,

da+vdatea+a’—a’=0. (5.56)

The fixed-point structure has the same form as in
Fig. 16(a) for €¢>0, but now for £<0 it takes the form
shown in Fig. 16(b). Since L, and L, now both have one
unstable direction the continuous family of fronts disap-
pears, and there is a unique front (or a discrete set) corre-
sponding to the specific value or values of v for which the
unstable manifold of N joins the stable manifold of L,
(this is the fixed point relevant for a positive front where
N invades L and « <0). As ¢ is raised through zero this
discrete set of fronts continues to exist, and in addition
the continuous family develops in the same way as for the
supercritical case shown in Fig. 16(a).

If we now look for complex solutions we must allow for
a nonzero frequency w. For complex solutions of the real
cubic amplitude equation [(5.40) and (5.46) with
¢1=c3=bs=c5=0] we can seek fronts producing states
with finite wave number gy = — @ /v. This case was con-
sidered by Ben Jacob et al. (1985) who found that the
continuous family that exists for =0 persists when
® 7 0, so that the real equation with complex solutions
in fact has a rwo parameter family of front solutions
determined by v and w (or gy).

The generalization of the above arguments to the com-
plex Ginzburg-Landau equation has been worked out by
van Saarloos and Hohenberg (1992), specifically for the
case of a subcritical bifurcation where (5.46) becomes (for
b;=b;=bs=1, a choice which is always allowed by ap-
propriate scaling of the equation)

0, A=eAd+(1+ic)d2 A+ (1+ic;)|A4|*4

—(1—ics)|Al*4 . (5.57)

It turns out that the counting arguments based on the
stability of the N and L fixed points allow a rather large
multiplicity of front solutions. The basic idea remains
that the fronts associated with L, form a continuous
family (with 1, 2, or 3 parameters), and the fronts associ-
ated with L, form a discrete set. Clearly, with such a
large allowed multiplicity of front solutions one must ask
which ones are realized as orbits of the dynamical system
(5.44), and more importantly, which ones are realized as
persistent solutions in the dynamics of the pde (5.57).
This selection problem is once again deferred to Sec VL.B.
At this stage we may merely remark that some informa-
tion about stability already follows from the properties of
the N state created behind the front. Indeed, if this state
is itself unstable, to Eckhaus or Benjamin-Feir instabili-
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ties (see Sec. IV.A.l.c), then the front will not be a uni-
formly translating solution. Nevertheless, a time-
dependent front may well be found, with a time-averaged
velocity whose value is well approximated by v. Another,
more subtle instability of the front due entirely to the
properties of the N state occurs if the group velocity of
that state (in the moving frame) is positive. In that case a
small disturbance far behind the front will eventually
outrun the leading edge (see van Saarloos and Hohen-
berg, 1992). The condition for a positive group velocity
[see Eq. (5.59) below] is related, but not identical, to the
Benjamin-Feir criterion (4.57).

(B) Pulses

Since pulses are represented by L —L orbits of the
dynamical system the counting argument does not
differentiate between Egs. (5.52) and (5.56) since it only
involves the linear part of the equation. The orbit must
originate at a fixed point with x; >0 (for § — — o) and
end at one with k; <0 (§ — + =), so in the real equation
it can only exist for € <0 [see Fig. 16(b)]. Moreover, in
order for the orbit to end up at L,; a parameter must be
adjusted, so pulses only exist for discrete velocities. By
symmetry it can be shown that if a pulse with velocity v
exists then there is also one with velocity —v, so in gen-
eral the stationary (v =0) pulse belongs to the discrete
set.>”

For the complex Ginzburg-Landau equation (5.57) van
Saarloos and Hohenberg (1992) show that a pair of linear
fixed points L, , with «;, <0, «r,> 0 exists for £ >0 also.
Thus counting allows a discrete set of pulses for both
€ <0 and € >0, and the stationary pulse (v =0) is again in
general allowed by symmetry (see footnote 5.7).

(v) Sources and sinks

We begin by discussing domain boundaries in the gen-
eralized Ginzburg-Landau model (5.40) with arbitrary
f1(l4]%) but f,=f;=0 (van Saarloos and Hohenberg,
1992; see also Malomed, 1984). The N fixed-point param-
eters are given by

bigy—f1(ay)=0,

w+U‘1N_cl‘I1%r*f1i(az%r):0 .

(5.58a)
(5.58b)

Let us confine ourselves to the stable branch of (5.58a),

5-TMore precisely, we can state that if a stationary (v =0) pulse
exists for one value of the parameter € in Eq. (5.56), it will in
general persist as a stationary pulse in a neighborhood of that
parameter value. Moving pulses (v #0), on the other hand,
have a velocity whose value in general depends on €. For Eq.
(5.57) which has more parameters, the same remarks apply to
the dependence of v on any of the parameters.
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i.e., assume that this equation can be inverted to give
2 -1 2
ay=f1,(bigy) .

Then we define the group velocity of the waves in the
frame moving with velocity v by

(5.58¢)

U, =(0w /dqy),

=—v+2c,qy—2b1gnf1: /s »

where the prime denotes the derivative with respect to
the argument a®. Consider an orbit N, — N, joining two
N fixed points. From Egs. (5.58a) and (5.58b) we find, as-
suming gy 7qya,

(5.59)

fli(GI%fl )_fli(aI%’Z)

dN1—4nNn2

v=c(gn1tTqn)— (5.60)

Equations (5.59) and (5.60) thus express v and ¥, in terms

of the wave vectors gy, and gy, of the fixed points alone.
For the cubic case

fi1=e—(b;—ic3)a?, (5.61)
we find

v=(c,+bic3/b3)(gy1+qn,) » (5.62a)

Ug1=(cy+bic3/b3) (qy1—qn2)= =T, . (5.62b)

It follows that for this case any domain boundary is ei-
ther a source (5g2 > 0, «<——), a sink @y <0, —<), or
a homoclinic structure where the nonlinear states on ei-
ther side are identical [——, qy;=qy2, Uy =0, but
Eq. (5.62) does not hold]. In this case it can be shown
that for small v sources form a discrete set and sinks a
continuous family. For the general case represented by
(5.59) and (5.60) there are (moving) domain boundaries
that are neither sources nor sinks, nor homoclinic struc-
tures, i.e., they have unequal group velocities with the
same sign. For example, in the quintic equation it can be
shown that domain boundaries are again necessarily ei-
ther sources or sinks for small enough>® |»|, and that
sinks form a continuous family indexed by v, and sources
form a discrete set. For larger>® |v| on the other hand,
there is a possibility of families of sources also, as well as
more general domain boundaries with [0, 7 [7,,] .

To conclude this discussion of the use of stability con-
siderations to determine the multiplicity of solutions of
the dynamical system, we note that generally speaking
these arguments provide an upper limit for the number of
solutions. This is because the counting only considers
the restrictions placed on the orbit by its end points and
not by the intermediate parts of phase space. In applying
this rule, however, it is important to take proper account
of symmetries and conservation laws which may not be

5.8The limits on |v| can be calculated from the parameters, see
van Saarloos and Hohenberg (1992).
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T (@ Vio

(c)

FIG. 17. Illustration of various forms of f(u)
and the associated V(u) for the nonlinear
diffusion equation (5.64). Arrows in (a), (c),
and (e) show stability of fixed points u . ,uq,u —
corresponding to spatially independent solu-
tions. Trajectories in (b), (d), and (f) (dashed

(e) (f)

u lines) correspond to coherent structures of the

* pde (5.63).

readily apparent in the stability analysis. An example
was provided above in the counting of pulses, where the
value v =0 (stationary pulse) results from inversion sym-
metry. As we shall see in subsection (v) below, continu-
ous symmetries and conservation laws lead to families of
solutions once a particular solution is known to exist.

We now turn to special cases where information is
available on the whole phase space trajectory, and where
more detailed results on the existence and multiplicity of
coherent structures can be obtained.

(iv) Fronts and pulses in the nonlinear diffusion equation

The real equations discussed above are examples of the
nonlinear diffusion equation, for which a more complete
analysis of fronts and pulses is possible. This gives some
insight into the strengths and weaknesses of the counting
arguments. Let us consider the equation

a,u=a,2cu + flu), (5.63)

where for the Ginzburg-Landau case u= A4, and
f(A4,)=f,,(A}) A, but more generally f need not have
any symmetry. We call Eq. (5.63) the nonlinear diffusion
equation. The dynamical system (5.44) for uniformly
translating solutions u (x,¢)=u (x —vt) becomes

dgu +vdeu + f(u)=0, (5.64)
where the function u, in contrast to @ =|u|, can be both
positive and negative. Equation (5.64) describes a classi-
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cal particle of unit mass with damping constant v (either
positive or negative) moving in the potential (Ben Jacob
et al., 1985)

V= [ fydy . (5.65)

Let us consider a function f(u) with three zeros and
no symmetry, as in Fig. 17. The points u that are stable
equilibria of (5.64) are maxima of the potential ¥V, and the
unstable equilibrium % =u; is a minimum of V. A
front>? is represented by an orbit that begins at a max-
imum of V (u=u,, say) and ends up at u=u,
[Figs. 17(a) and 17(b)]. For large v the damping is large
and the particle leaving u =u_, will come to rest at
u =u, without overshoot. This corresponds to a mono-
tonic front between u, and u,. Below some damping
v =u, there will be an overshoot before returning to u,.
We may also define a critical damping v* below which
the approach to the minimum is underdamped, i.e.,
occurs through an infinite number of decaying oscilla-
tions, and the leading edge of the front is oscillatory. For
some value v =v;, <v, the particle will precisely reach
the other maximum at ¥ =u _ [Figs. 17(c) and 17(d)] and
this orbit represents a front>° solution between the two

59Since Eq. (5.64) has no symmetry we use the term front to
denote a structure joining any two uniform states of different
amplitudes [see subsection (i) above].
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stable fixed points # =u_. The sign of the velocity v,
is determined by the relative magnitude of V(u ) and
V(u_),i.e., by the quantity

LS
Je= [ fdy, (5.66)

such that for J4 >0, v, >0, and » , invades u _, while
for J. <0 the opposite is true. For v <v,;, the orbit
goes off to u = — o, so it does not represent a finite solu-
tion of Eq. (5.64). (Depending on the form of f(u), v,
may be larger than v*; in this case v* is not relevant to
the properties of fronts, although it may appear in the
fixed-point analysis.) We thus have a one-parameter fami-
ly of fronts between u, and the unstable state u, with
velocities v;, <v < «, and a single front with velocity
Umin Detween u . and u _.

An interesting special case arises at a saddle-node bi-
furcation where one of the stable states disappears as a
parameter is varied, e.g., u_ and u, collide as in
Fig. 17(e). For this particular case there is a continuous
family of fronts from u  to uy with v >v ;. where v, is
the limit of the unique u, to u_ front velocity men-
tioned above. Discrete fronts, e.g., those corresponding
to Fig. 17(d) are sometimes known as “trigger” fronts,
whereas those belonging to a family, e.g. Fig. 17(f), are
known as phase fronts (Fife, 1984a,b; Reusser and Field,
1979).

In the subcritical Ginzburg-Landau model (5.56) we
have

fw=fuHu=cu+u’—u’, (5.67)

i.e., fis odd. For € >0 this leads to a potential as in Fig.
17(b) and 17(d) which is symmetric about ¥ =0, and we
find v,;, =0. In this case there is a family of fronts with
0 < v < o, and also a stationary front between u_ and
u_, i.e., a domain boundary in our classification. A
pulse solution is an orbit beginning and ending at
u=uy=0, and it is clear that for € >0 none exists, since
u =0 is a minimum of the potential ¥V (u).

Turning now to €<0, V(u) has three maxima since
u =0 is now a stable solution of Eq. (5.64). If we consider
only orbits for # = 0 they may again be represented as
in Fig. 17 but now with #_ =0 and u, the positive
stable solution of Eq. (5.64). A front between a zero and
finite amplitude state>® is represented by an orbit joining
these two maxima. There is no longer a family, but rath-
er a unique velocity v' for such an orbit. Its sign is again
determined by a quantity as in Eq. (5.66)

Uy
Ji=[ fdy, (5.68)
0

such that for J, >0, v'>0 and u . invades u =0, while
for J, <0 the opposite is true. Similarly, there is a
unique pulse orbit and it has v =0, since the trajectory
leaving u© =0 must return to ¥ =0. Moreover it exists

only for g€, <e<O0 where g, is the value such that
V(u=0)=V(u=u,). For e=—3/8 a saddle-node bi-
furcation occurs as in Fig. 17(f) and a continuous family
of fronts with v > v exists.

It is also interesting to consider the asymmetric exam-
ple

flw)=eu+u?—u3; (5.69a)
1 2.1 35 14
Vu) > eu’+ 3u | 4u s (5.69b)

and to compare the actual multiplicity of fronts and
pulses found here to the results of the counting argu-
ments of subsection (iii) above. It may be verified (Ben
Jacob et al., 1985) that v, =1/V2, and v*=2¢!2. For
€>0, V(u=0) is a minimum and the mechanical model
shows that there is one front (between ¥ =u_ >0 and
u =0) for each v in the range v, <v <. For e>1/8
and v <v* the approach to u =0 is oscillatory with
v* > v, Figs. 18(a) and 18(b), whereas for 0<e<1/8
the asymptotic approach is exponential, although over
the whole range O0<e <e'=2 there is overshoot for
v<vi(e) (Fig. 18). On the other hand the counting argu-
ments of subsection V.B.2.b.iii give a continuous family
for any € >0 and v >0, plus a discrete set.

Thus the counting argument overestimates the multi-
plicity of solutions since it predicts fronts in the range
0<v <vp;, where none exist. In addition there is only
one front for each v >v_;,, not a family plus a discrete
front. The latter is embedded in the family, at v =vT, and
represents a solution connecting smoothly to the family.
The anomaly at v =yt only appears when one plots the
asymptotic decay rate «; (v), as in Fig. 18, which experi-
ences a discontinuity at v =T, This occurs because the
solution has the asymptotic form

w(E)~C (e " p c w)e Mt (5.70)

with |k;,|>|k;,|, and C,(v) passes through zero at

v=v". Thus v'is the velocity v, where the solution first
experiences an overshoot. It will turn out (see Sec. VI.B
below) that the front with v =0 plays an important role
in the selection problem.

For € <0, the phase-space argument correctly predicts
the existence of a discrete front, as well as discrete pulses,
but it does not specify their multiplicity: only stationary,
v =0, pulses exist, and only for €; <& <O0.

(v) Exact solutions

In this section we describe a number of special cir-
cumstances which allow us to obtain analytic informa-
tion about the solutions of the generalized Ginzburg-
Landau equation (5.40).



906 M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium

min [~ min
It 1

I<e<et=2

FIG. 18. Velocity v vs asymptotic spatial de-
cay rate k; of fronts in the asymmetric non-
linear diffusion equation (5.69), for various
/ values of control parameter €. Full lines show
/ the range of velocity for which front solutions
exist. Dashed lines show other solutions for
the exponential approach given by a linear
analysis about ¥ =0 that are not, however, the
(b) asymptotic approach for nonlinear fronts.

Solutions with v >v™* correspond to exponen-

) tial decay of u(x), while fronts with v <v*

Front velocity v

min \ /

1 |

ekl e

-1<e<0

have oscillatory decay (in which case |« | is
the asymptotic decay rate of the envelope).
For 0<e<gl=2 [panels (b) and (c)] the veloci-
ty v is the value at which the curve Kk (v) is
discontinuous, and it corresponds to a discrete
front linking the fixed points N and L, in
Fig. 16. For — <& <0 [panel (d)] only this
front exists, and for e< —% there are no
fronts. For £ =0, v, =v*=0" and there exist
“phase fronts” for all v >v,,,, corresponding
to the situation in Figs. 17(e,f). Similarly, for
e=—1, Eq. (5.69) has a saddle-node bifurca-

L|I

(d)

Asymptotic decay rate |« |

I, lre

tion and phase fronts exist for v >v.;,. In
each case the solid point indicates the front
which turns out to be selected according to the
arguments of Sec. VLB, and the open circle

(a) Symmetries, conservation laws,
and “integrable” systems

For special points in parameter space a pde such as
(5.40) may obey additional symmetries or conservation
laws. [The well-known connection between the two, ex-
pressed by Noether’s theorem (see, e.g., Hill, 1951),
presupposes a variational principle which is not in gen-
eral present in the equations we are considering.] A
consequence of continuous symmetries is the existence of
Sfamilies of solutions, obtained, e.g., by applying the sym-
metry transformation to a particular solution. A
different method of finding families is to examine the
dynamical system (5.44). For special cases this system of
ode’s may be integrable and may therefore yield exact
front or pulse solutions. Unless there are restrictions on
v and o this procedure will in general yield families.
Note that the above integrability involves only the partic-
ular subclass of uniformly translating solutions (5.42),
and it is of course quite different from the integrability of
the pde, which refers to a general solution.

(B) Perturbing around exact solutions

Having obtained families of exact pulse or front solu-
tions in special cases of Eq. (5.40), it is interesting to ask
how these are modified when more general terms are add-
ed as small perturbations (see Newell, 1978; Doelman,
1989; Kivshar and Malomed, 1989; Fauve and Thual,
1990; Hakim and Pomeau, 1991; Dewel and Borckmans,
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corresponds to a “missing” front.

1992). For example, van Saarloos and Hohenberg (1992)
have shown that the equation

3, A=id2 A+if;(|4A11)A+3d,.[f,(|4|))4] (5.71)

(where f; and f,, are arbitrary real functions) leads to
an integrable dynamical system (5.44) with an exact dou-
ble family of pulses indexed by v and w, and a single fami-
ly of fronts indexed by v. When the dissipative perturba-
tion

byB=b324+f,,(141>) 4, (5.72)

is added to the r.h.s. of Eq. (5.71) the conservation laws
of this equation are broken and a selection of a discrete
set of pulses and fronts ensues. For small b, this is
achieved by showing that the dynamical effect of the per-
turbation on the family of solutions of (5.71) is to induce
a drift of the parameters v(7T), «(T), according to the
slow time variable T=b,t, towards definite fixed-point
values. This type of perturbative calculation therefore
does not simply ask how the full manifold of front and
pulse solutions is modified, but also which solutions will
be stable under the perturbation (5.72). Although there
certainly are solutions of the perturbed system that are
not obtained in this way, those which are will have cer-
tain selection properties to which we shall return in
Sec. VL.B.
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(v) Particular solutions
of the complex Ginzburg-Landau equation

Even when there are no special symmetries, conserva-
tion laws, or integrability conditions it is sometimes pos-
sible to find particular exact solutions of the dynamical
system (5.44), (5.47). An important one for the selection
problem treated in Sec. VI.B below is the so-called “non-
linear front” solution obtained by van Saarloos and
Hohenberg (1990, 1992) from the ansatz

(5.73a)
(5.73b)

q(a2)=qN+eo(a2—a1%,) ,
k(a®)=e(a’—a}),

with constants gy, ay, €g, €; to be determined. Insertion
of this ansatz into the ode’s (5.44), (5.47) leads to two
quadratic polynomial equations in the variable a*(&).
Requiring that these relations be satisfied identically, one
finds six relations (from the coefficients of ¢, a2, and a*
in the two equations) for the six quantities gy, ay,
ey, €1, w, and v. From these one can in general find expli-
cit expressions for the velocity v! and the decay rate
Ky = —e,a% in terms of the parameters {b;,c;,e} of (5.47)
(there are either O, 1, or 2 solutions). This particular
solution, which was derived independently by Klyachkin
(1989), is the discrete N—L,; front predicted by the
counting arguments of subsection V.B.2.B.iii. It will play
an essential role in the selection process discussed in
Sec. VI.B below.

The existence of ‘integrable orbits” of the nonin-
tegrable dynamical system, or of particular nontrivial
solutions of the pde (5.57), has been related to Painlevé
conditions by Florjanczyk and Gagnon (1990) and by
Powell et al. (1991). In particular, Powell et al. apply
the truncated Painlevé expansion of Weiss et al. (1983) to
the pde directly in order to find the nonlinear front solu-
tion (5.73). So far the appeal to this more general frame-
work has not led to new results, but one might hope that
further work along these lines will provide additional in-
sights.

Bekki and Nozaki (1985) have presented a family of
exact solution of the cubic Ginzburg-Landau equation
(4.49) which they call “hole” solutions, and which are
domain boundaries in our classification. It was noticed
by van Saarloos and Hohenberg (1992) that these solu-
tions in fact represent sources, which are predicted to
have discrete multiplicity according to the counting ar-
guments of subsection V.B.2.B.iii, rather than existing as
a family. Since the phase space counting usually overes-
timates the multiplicity this violation is unexpected, and
has tentatively been attributed to a “hidden symmetry”
by van Saarloos and Hohenberg (1992).

(vi) Other one-dimensional defects

(a) Weak sources and sinks in the phase equation

In oscillatory systems (types I, and III)) the domain
boundaries we have called ‘“‘sources” and ‘“sinks” are
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often referred to as ‘“targets” (outgoing waves) and
“shocks” (incoming waves). Targets are important as
point defects in two-dimensional situations and will be
considered in subsection V.B.2.c.iii below. If the wave
vectors of the two domains are close together a rather
complete analysis is possible using the phase equation.
We will call these weak sources (sinks).

For the type III instability, or in the moving frame for
a single type I, wave, we may use the phase equation
(4.90)

3,0=aV—B(Ve),

which is valid more generally than the amplitude equa-
tion (4.49) [in contrast to (4.90) we here suppress the con-
stant term w,]. A complete sink or shock solution of Eq.
(5.74) may be found analytically in one dimension
(Kuramoto, 1984a,b; Murray, 1989). The transformation

(5.74)

u=230,¢ (5.75)
changes Eq. (5.74) into a Burgers equation
du=a 2 u—udu . (5.76)

Alternatively, the Cole-Hopf transformation (Whitham,
1974)

X=exp(—B¢/a) (5.77a)
converts (5.74) to the linear equation

3 X=avy, (5.77b)
which can be solved to yield
u(x,t)=uy+u,; tanh[ —(u, /2a) (x —ugt)], (5.78a)

or

u(x —ugt)/2a

-
I
|
(KR

[—-%uo(x —ugyt)+infe

+e—u1(x—uot)/2a] ] (578b)
where u, and u, are arbitrary constants. The expression
in Eq. (5.78) represents a shock front moving with veloci-

ty
v=ug , (5.79)

in a medium whose overall phase is given asymptotically,
as x -1 oo, by

bL=qix —wyt, (5.80a)
with

w:=Bg% , (5.80b)

g+=uo/2B = |u,|/2B . (5.80c)

The above results can be interpreted simply by noting
that (5.80b) is the dispersion relation for nonlinear waves,



908 M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium

and (5.80c) is obtained from the synchronization condi-
tion

O, —qV=w_—q_V . (5.81)

Note that Eq. (5.80c) is equivalent to Eq. (5.62a) above,
with the scaling b;=by;=1, and B=c,;+c;, as in Eq.
(4.91.0).

As a special case of Eq. (5.80) we first consider station-
ary sinks, with v=0. These have g, = — g_ and group
velocities vy, so they correspond to a pattern of incoming
waves

vg+=——v_=—lu1|<0. (5.82)

g

Note that the signs of the wave vectors g, (or phase ve-
locities) depend on the sign of the dispersion coefficient 3,
which can in principle be either + or —. For the usual
case of B3>0 the wave vectors are also incoming
(g, =—gq_ <0), but for <0 we have g, =—¢g_ >0.
In either case the solution corresponds to a stationary
sink at which two equal and opposite waves collide.

For moving sinks we have in general v # 0, and Egs.
(5.80)—(5.81) imply

oy —o_=vlgy—q_)=— v{uli/[} . (5.83)

Thus the direction of motion of the shock depends on the
sign of the dispersion: for the usual case of positive
dispersions (8>0), the higher frequency wave entrains
the lower frequency one (0, >w_—v <0), and for B<0
the opposite is true.

Note that we obtained a result similar to (5.83) in the
complex Ginzburg-Landau model (5.61), but there it was
not restricted to weak shocks. Indeed, Eq. (5.62) ex-
pressed in terms of 0y =w * vgy, implies

wN+_wN—=(Cl+CSbl/b3)(q1%’+ —q5-)

=v 0,4 /(cyte3by/bs) . (5.84)

Then for a sink (ﬁg + < 0), with normal dispersion
(c;+ce3by /by > 0), oy —wy— >0 implies v <0; i.e., the
higher frequency state overtakes the lower frequency one.
The situation is reversed for negative dispersion, as well
as for sources.

Let us now ask under what conditions (5.78b)
represents an appropriate solution of the amplitude equa-

7=£2f dx { —2A4%e"*x)cos*(gox +¢)+4 A4 ?x )cos*(gox +¢)+8q3 [e—l/zaxA(sl/zx)]zsinz(qox +¢)} .

We would usually evaluate this expression by first ignor-
ing the slow variation of 4 and replacing the oscillating

functions by their averages (cos’— 1, sin’>—1, cos*—2),

leaving the integration over the slow variable to obtain
F=e>? [ dX{— AU X)+4g3[3x A(X)2+3 44X} .

(5.87)
Clearly this integral is independent of the position of the
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tion (4.49). The condition of validity of the phase equa-
tion (5.74) is 8a—0, which corresponds to small
differences g, —q_, i.e., weak shocks. This condition
implies g <<&!/? near threshold, and when it is violated
we have strong shocks, for which amplitude variations
must be taken into account, as discussed in subsection
V.B.2.b.iii above (see also Bernoff, 1988). Another point
to note is that there are no one-dimensional source or tar-
get solutions of the phase equation (5.74) representing
outgoing waves, i.e. waves with vg+z —vg >0. It turns
out that within the phase equation formalism targets only
exist if the medium is inhomogeneous, i.e. the targets are
“extrinsic” (Kuramoto, 1984b). Intrinsic targets that
arise in a homogeneous medium require amplitude varia-
tions, as discussed in subsection V.B.2.b.iii above, and in
subsection V.B.2.c.iii below for the two-dimensional case.

(B) The Swift-Hohenberg model; nonadiabatic effects

For the Swift-Hohenberg model (3.27) in one dimen-
sion the phase-space methods discussed above would lead
to a rather high-order dynamical system and they are
more difficult to implement. Nevertheless, the existence
of a two-parameter family of moving fronts has been
proved rigorously for this model at small € by Collet and
Eckmann (1990), and a number of numerical studies have
been carried out (see Sec. VI.B). In the subcritical case
localized pulse solutions can be found numerically, not
only in one dimension but in higher dimensions as well
(see subsection V.B.2.d below).

The Swift-Hohenberg model is also convenient for il-
lustrating nonadiabatic effects discussed briefly in Sec.
IV.A.4. Let us consider a stationary front, and make use
of the Lyapunov potential to give a simple analysis, al-
though calculations using only the dynamic equations
can also be carried out (Bensimon et al., 1988). A front
centered at x =0 is described by a real amplitude A4(X)
with X =e¢!/2x in the reduced amplitude equation (4.7), so
that

u=¢e'24(e"x)2cos(gox +¢)+ - - - , (5.85)

where ¢ gives a shift in the position of the rolls, and we
do not need to consider higher-order terms. The poten-
tial (3.28) is

(5.86)

front relative to the rolls. However we have ignored

terms such as
AF=¢? f dx [— A%(e!?x )cos2(gox +¢)] . (5.88)

Since this is just the Fourier transform at wave number

2g, of a function smoothly varying over a scale ¢ ~1/2,
this integral is exponentially small. In fact
AF~e=/Ve (5.89)
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where a and the prefactors depend on the details of the
shape of 4 (x). However, most importantly, AF will de-
pend on ¢, i.e. on the relative position of the front and
the rolls.

Formally this correction is “smaller than any power of
€,” however for any nonzero value of € such a locking
term may be important. Physically it simply corresponds
to a preference of the center of the front to sit on top of
or between the rolls. The consequences in the Swift-
Hohenberg model will be rather harmless until € becomes
sizable and perturbation theory is not applicable. For ex-
ample, the periodic corrections to the potential will lead
to a small modulation of the linear front velocity
v*=2¢!"2, to be discussed in Sec. VI.B below. However
in other situations, where the amplitude or phase equa-
tions predict a smooth passage of a propagation velocity
(relative to the periodic structure) through zero, the
modulation will give rise to a locking of the velocity to
zero over a finite parameter band (Bensimon et al.,
1988).

(v) Grain boundaries

A class of one-dimensional defects arises in a two-
dimensional system in the region where two patches of
rolls of different orientations come together. In analogy
with crystal physics these defects are called “grain boun-
daries” and they are the line topological defects associat-
ed with the rotational symmetry of type I patterns; they
may also be thought of as fronts between two nonlinear
states. We can consider symmetric grain boundaries,
where the rolls on either side make an angle = 6 to the
direction of the boundary. More common, however,
seem to be perpendicular grain boundaries where one set
of rolls is perpendicular, and the other parallel, to the
boundary. This structure is presumably favored for the
same reasons that rolls tend to terminate normally at a
sidewall (see Sec. V.A.1.b.iii). Also, as mentioned earlier,
rolls parallel to a long sidewall are unstable to perpendic-
ular rolls.

The structure and dynamics of grain boundaries have
been studied in some detail using the amplitude expan-
sion near threshold (Cross, 1982a; Manneville and
Pomeau, 1983; Tesauro and Cross, 1987; Malomed et al.,
1990). We now need two coupled amplitude equations,
for the two sets of rolls, as in Eq. (4.31). This system
could be analyzed using phase space methods as in sub-
section V.B.2.b.ii above, albeit in higher dimensions
(variables a,k,q1, a,,K,,9,), but this has not been pur-
sued in the literature. The interaction parameter 9(6),
Eq. (4.32), which determines the stability of one set of
rolls to superimposed rolls at an angle 6, controls the
properties of the structure. Cross (1982a) has considered
symmetric grain boundaries and evaluated the extra con-
tribution to the potential (4.9) of the amplitude equation
coming from the suppressed amplitudes at the interface.

The perpendicular case, shown schematically in
Fig. 21(g) below, has received wider attention since it
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provides a mechanism for wave-number selection. We
consider the geometry of rolls along the x and y axes with
the grain boundary along the y axis. Within the lowest-
order amplitude equation, arguments based on the
Lyapunov function and direct analysis show that a sta-
tionary grain boundary only occurs for ¢, =g,=q,
(Tesauro and Cross, 1987). In an earlier work Manne-
ville and Pomeau (1983) had suggested a one-parameter
family, but this was due to their neglect of the phase
unwinding of the x rolls that can occur, much as at a rig-
id lateral boundary. The calculation of the spatial depen-
dence of the amplitudes of the stationary grain boundary
is quite delicate because of the different characteristic
length scales (e~!/2 and € !/%) for the variations of the
two amplitudes within the boundary, leading in fact to an
O(e~'/%) boundary layer for the y rolls (and not £~ !/# as
suggested by Tesauro and Cross).

In general the situation has close analogies with front
propagation (subsection V.B.2.b.ii.a). For a general
value of g, (consistent with stable y rolls), we expect a
unique propagation velocity producing a set of x rolls
with a determined wave number, since this is analogous
to the situation of a front connecting two stable states. If
g, is tuned to reduce the propagation speed, then we ex-
pect nonadiabatic effects [see subsection (83) above],
whereby the front envelope is locked to the x rolls them-
selves, over a band of g, which, however, is exponentially
small near onset. The position of the front which is
locked to the x rolls can then still relax, but now by
stretching the wave number of the x rolls, presumably to
a unique selected value for each g, in the band. Notice
that for nonzero front velocity the magnitude and phase
of the x rolls are evolving separately, whereas in the
stretching motion they are locked together. This picture
was tentatively confirmed by Tesauro and Cross (1987)
using perturbative calculations on the amplitude equa-
tion, and a direct numerical simulation of model equa-
tions, although in the latter it was not shown conclusive-
ly that transients had been eliminated.

c. Point defects in two dimensions

(i) Dislocations in type I systems

A dislocation defect is a point in the cell where a pair
of rolls terminates, as shown in Fig. 19. It is the topolog-
ical defect associated with the discrete translational sym-
metry of the ideal system, as discussed in Sec. IV.B. The
motion that takes an isolated dislocation through symme-
try related states occurs in a direction parallel to the rolls
and is called climb. Since climb has the effect of increas-
ing or decreasing the average wave number of the whole
system (for motion up or down in Fig. 19, respectively),
we might expect the climb velocity to be related to the
background wave number, i.e. the wave number far away
from the core where perturbations due to the dislocation
are not important. Indeed, there is a particular wave
number g, for which the climb velocity is zero and in
subsection V.B.3. below we will investigate the depen-
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(a)

b

(c)

FIG. 19. Dislocation defects in a type I, system. Photographs
are flow visualizations of a Rayleigh-Bénard convection experi-
ment showing a pattern of 14 wavelengths in the lower portion
of the cell and 13 in the upper portion. Panels show climb
motion of the defect induced by changing the Rayleigh number.
(a) R=1.2 R,: the dislocation is moving towards the bottom of
the picture. (b) Lowering the Rayleigh number to R =1.15R,
reverses the motion. (c) The Rayleigh number has increased
again. (From Croquette, 1989.)

dence of the velocity on wave number, v (g —q,). Motion
along the direction normal to the rolls is called glide and,
contrary to climb, it does not involve only symmetry-
related states because of the underlying periodic struc-
ture. In general the dislocation will be pinned to a par-
ticular position relative to this structure and a nonzero
perturbation will be needed to drive the motion, though
this effect does not show up in the amplitude or phase
equations, since it is ‘“‘nonadiabatic.”
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In general the far field of a stationary or uniformly
climbing dislocation is given by solving the phase equa-
tion (4.76) linearized about the background wave number
q. Specifically, let us write ¢ =gx + ¢, so that

v3,6—Dy(g) ¢ — D,(q)3}¢

=277D”(q)ax S(x —xd)e(y—yd) 5 (5.90)

where (x;,y,) is the position of the defect in the moving
frame and © is the Heaviside function. (Actually we
could formally choose v in any direction by a simple re-
scaling of the equation, but as mentioned above only
climb is expected to be uniform.) The term on the right-
hand side maintains the required phase winding by intro-
ducing a 27 jump along x =x,, y > Yi- We will assume
that the diffusion constants D“(q), D (q) are both
nonzero (see below). It should be noted that the velocity
v is actually fixed by the background wave number q,
though this does not come out of the phase equation
analysis. Indeed, Eq. (5.90) may be solved for any (v,q),
$0 it remains unclear to us how the selection is manifest-
ed in an analysis based on the phase equation alone. It
appears likely that in general v (q) will depend on the de-
tails of the defect core structure where (5.90) breaks
down due to the rapid spatial variation (Tesauro and
Cross, 1986), so we shall consider v(g) to be given in
studying Eq. (5.90).

This equation may be readily solved (Bodenschatz
et al., 1988a). Introducing  scaled coordinates
X=x/D|? Y=y/D!? V=v/D!?, R=(X*+Y?)!?,
we have for v =0 simply

d=tan" (Y /X). (5.91)

For nonzero v this same expression applies close in
(VR << 1), whereas far away (VR >> 1) the result is more
complicated and is most easily stated in terms of a gra-
dient related to the tilt angle
dyd=[(Vm)'2X /2R3 exp[—V(Y+R)/2]. (5.92)
A feature of this solution that has important implications
for the interaction of defects is the exponential decay of
the phase perturbation in front of the uniformly moving
defect (X=0, Y > 0), rather than the power law decay
behind the defect (X=0, Y < 0), or for the stationary
case (V'=0). This is a consequence of the diffusive propa-
gation of the phase, and leads to a short-range interaction
between defects moving towards each other with a range
set by the velocity, a result first obtained by Siggia and
Zippelius (1981a) (see subsection V.B.3.b below).

When the dynamics is derivable from a potential F
(e.g. near threshold), the above equations continue to
hold for anisotropic systems. For isotropic systems, on
the other hand, the analysis breaks down since the sta-
tionary defect solution has g =gq,, where g,, minimizes 7,
and D (q,,)=0. We must then include higher-order gra-
dient terms in the phase equation, which near threshold
becomes (restoring the scales £, and 7)



M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium 911

(To/éé)at$= —(Tov/é'%)ay‘$+a;2c$
+(k/q0) 24— (1/495) 03¢
270, 8(x—x,)0(y—y,), (593)

with k =g —gq,. In order to eliminate k and g, from this
equation we introduce the following scaled variables

x=2kx , (5.94a)
y=2(kg)"%y , (5.94b)
T=4(k&)*t /1y, (5.94¢c)
U=(2q0&x)" (k&) 3 X (1v /&)
=(7o/E3(V 290 /K> v, (5.94d)

in terms of which Eq. (5.93) for 5()?,7,?,’17) becomes
8,8=—2"0, 5 +32F+25—3'F
—2793,8(X —X%,;)0(y —y,) . (5.95)

The linearized equation is easily solved by Fourier trans-
forms for any value of the parameter U (which Siggia and
Zippelius, 1981a called B), so the velocity is arbitrary at
this level. In the limit =0, the solution is

F=(m/2)sgn(x) [erf (5 /2V % )+1]

=(w/2)sgn(x)[erf(q{ >y /V2x )+1], (5.96)
closein (y S 1, X < 1), but it goes over to
d=tan"! (y/x)=tan"'[(y/x)(qo/k)V?], (597

far away (X, y > 1), where the a; terms become negligi-
ble (for k — 0 only the small X, y regime remains). Ac-
tually the neglect of the nonlinear terms in the phase
equation in arriving at Eq. (5.95) is not everywhere
correct (Siggia and Zippelius, 1981a), but introduction of
these terms does not destroy the scaling given in Egs.
(5.96) and (5.97). In particular, Meiron and Newell
(1985) have__ constructed a similarity solution
d=dyn(y/ V'% ) of the nonlinear phase equation for the
stationary dislocation (0=0), with ¢,,y obtained by nu-
merically solving a nonlinear ode; they find good agree-
ment with a numerical simulation of a particular model
equation.

In the region close to threshold we can obtain informa-
tion about the core structure using the full amplitude
equation (4.3). We will restrict the analysis to v =0,
which occurs for ¢ —qy,=k =0, i.e. for k at the minimum
of the potential (4.9). For the isotropic case the situation
is complicated by the different ways x and y derivatives
appear in Eq. (4.3). Thus we would expect the amplitude
to be depressed to zero at the defect position, with the re-
gion of depressed amplitude extending over a range scal-
ing as € '/2 in the x direction and £~ !/* in the y direc-
tion. Because of this anisotropy the problem still re-
quires solution of a spatial pde. Numerical results are
available from Pomeau et al. (1983). For the anisotropic

Rev. Mod. Phys., Vol. 65, No. 3, July 1993

case (4.11) the amplitude equation takes a simpler form,
the core structure is axisymmetric in the scaled coordi-
nates (x /Dﬁ/z,y/DI/z) and a simple ode for the radial
dependence can be solved numerically (Bodenschatz
et al., 1988a). It should be emphasized that the ampli-
tude A4 (x,y) is completely smooth: the singularity in the
phase variable implied by the winding condition (5.38) is
relaxed smoothly (over the core size) by | 4| going to zero
at a point.

We have calculated the structure of moving or station-
ary defects, but have not yet described how v(gq) is deter-
mined. This will largely be discussed in subsection V.B.3
below, on dynamics. However an important point is that
there is a unique background wave number g =g, (or
conceivably a discrete set) such that v =0 and the dislo-
cation does not climb. The evidence for this assertion
comes from experiment (Pocheau and Croquette, 1984),
from numerical work on amplitude equations (Siggia and
Zippelius, 1981a) and on model equations (Tesauro and
Cross, 1986), and from perturbation expansions of the
amplitude equation to higher order in €. (Pomeau et al.,
1983). However we do not yet have a direct derivation of
the existence of the function v(q) starting from the basic
properties of a dislocation, namely the phase winding
condition and an equation for phase dynamics (with
corrections at small distances).

(i) Disclinations

Disclinations are the point topological singularities as-
sociated with the rotational symmetry of the roll wave
vector in a rotationally invariant system. They are com-
monly seen in Rayleigh-Bénard convection, for example,
and can be understood as resulting from the tendency of
the rolls to approach the boundary normally. Indeed, if
this is taken as a constraint, and there are only point de-
fects in the cell, then disclinations are a necessary conse-
quence.

Disclinations may be characterized by their winding
number, which is the number of 27 rotations swept out
by the wave vector as the defect is circled. Figures 20(a)
and 20(b) show a (+1) disclination, and Fig. 20(c) a
(—1/2) defect. Notice that the magnitude of the wave
vector necessarily varies over a considerable range in Fig.
20(b) even far from the disclination point, and such dis-
tortions will only occur if they do not lead to local insta-
bilities. Sometimes the distortion will be relieved by a
line of dislocations or by a grain boundary. Only the
(+1) and (+1/2) defects can be constructed with a con-
stant wave number. The structure in Fig. 20(a) is often
seen in circular domains, and also in other geometries
where it is partially obscured by the boundaries such as
in Fig. 20(d). This particular disclination is also called a
focus singularity.

The focus singularity provides an important wave-
number selection mechanism. For a stationary focus
singularity there is a unique wave number asymptotically
far away from the core, as can be seen quite simply from
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(c) (d)

FIG. 20. Schematic diagram of disclination point defects: (a)
Focus singularity (strength +1). (b) Alternate +1 defect. (c)
Defect of strength —1/2. (d) Disclination on lateral sidewall.
The full lines denote phase contours (rolls), the dashed arrows
are the normals to the rolls.

the phase equation (4.76). If we first consider the axisym-
metric case, the solution is

q B(g)=c/r, (5.98a)

where c is an integration constant. Since ¢ can be shown
to be O(1) from the short-distance behavior, we have
q—qy at large r, where

B(g,)=0. (5.98b)

Note that this result is unchanged by the mean-flow
effects discussed in Sec. IV.A.2, since no radial mean
flows can occur by the constant density assumption. For
the non-axisymmetric case, however, the result carries
over only for situations where no mean flows exist (Cross
and Newell, 1984), and then the asymptotic wave number
g is at the border of the zigzag instability. These results
depend only on the assumption of a smooth phase gra-
dient expansion, and so should have widespread applica-
bility in type I, systems. How closely g approaches g,
depends on how large r can be made, and also how soft
the core structure is (i.e. how small ¢ is).

In the axisymmetric case the full core structure can be
investigated near threshold using the amplitude equation
in radial coordinates (Brown and Stewartson, 1978;
Pomeau et al., 1985). The question is rather delicate,
though, since solutions exist with the amplitude diverg-
ing at the center. Flows corresponding to these solutions
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have been observed in convection experiments (Cro-
quette, 1989).

(iii) Target patterns

The analogue of foci in oscillatory patterns is the ax-
isymmetric target. It is the two-dimensional version of a
source or a sink in one dimension. The question of
whether intrinsic targets (i.e. ones that do not depend on
an externally applied imperfection at the core) exist in
various oscillatory systems remains a controversial one.
In addition extrinsic targets, such as might be initiated
for example by a dust particle in a chemical reaction,
have also been investigated. This issue will be discussed
further in Sec. X below.

Weak extrinsic targets in type III, systems can be un-
derstood from the phase equation if we assume an exter-
nal perturbation at some point in space that raises the
frequency of the medium locally. We start from the
phase equation in two dimensions (Kuramoto, 1984b)

3,6=a V2p—B(Vé)P—g(x), (5.99)

where g(x)>0 is centered at x=0 and is assumed to van-
ish for r > r, [we denote the circular coordinates for x by
(r,0)]. We first assume 8 > 0. The use of the Cole-Hopf
transformation as in (5.77)

X=exp(—PB¢/a) (5.100)
linearizes the phase equation to

3 X=[aV*+(B/a) g(r)] X . (5.101)
Setting

X(r,t)=e Mx(r), (5.102)

we have a time-independent Schrédinger equation

—a V2x+V(r) x=Ax , (5.103)

for a particle of energy A in a bounded attractive poten-
tial V(r)=—(B/a)g(r)<0. In two dimensions it is
known that there is always at least one bound state A <0,
with a positive eigenfunction [a necessary condition in
view of (5.100)]. The asymptotic form of the wave func-

tion for r >>r; is
x(r)~(gr)~ 12 e, (5.104)

where §=(—A/a)'’?. Returning to the phase function ¢
the solution far from the center is

o(x,t)=— wt+gr, (5.105a)
0=pBq?, (5.105b)
g’=—Aa/F>0. (5.105¢)

Thus the effect of the perturbation g(x) is to pick out a
particular wave vector (5.105c) from the continuous fam-
ily (5.80c), and to entrain the wave solution to the fre-
quency (5.105b) which is positive [i.e. larger than the fre-
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quency @(0) of the uniform state, omitted from (5.99)]. If

g(x) were negative Eq. (5.103) would have no bound
states and no target pattern solution of Eq. (5.99) would

exist.

A typical target pattern only extends out a finite dis-
tance from the center, at which point there is an abrupt
transition to the uniformly oscillating medium. This can
be achieved for the solutions of (5.99) with r >>r, by ter-
minating the target at a shock front at r=r(¢), with
o=w(0) and ¢=0 for r>r(t) [we have restored the
background frequency omitted from (5.99)]. According
to Eq. (5.80), this implies that the outer rim of the target
pattern will move at the velocity

v,=Bg=(—al)/?. (5.106)
Inside the target, in the region ry, <r <ry(t), the waves
move outwards with the phase velocity
Uph =w/q=[w(0)+Bg%]/q, which is larger than the ve-
locity v, of the rim, so that waves periodically annihilate
on the rim. Finally, we note that two different target pat-
terns, centered at x; and x,, say, can have their outer
rims collide, and the ensuing structure is a shock front or
sink as discussed in subsection V.B.2.b.vi above; the pat-
tern having the higher frequency consumes the other one,
a feature which corresponds to the experimental behavior
discussed in Sec. X below.

It is instructive to recast the shock solution (5.78) into
the language of the Schrodinger equation (5.101). Ac-
cording to Eqgs. (5.104) and (5.105¢) we have § =g /a, so
a shock (5.80) with g, = — g _ <0 corresponds to a one-
dimensional wave function ¥~exp (|g|r) with exponen-
tial growth. Such a solution is considered unphysical as a
wave function Y, but it corresponds to a legitimate phase
function ¢, which describes shocks. As in the one-
dimensional case a major difference between targets
(sources) and shocks (sinks) is that the former exist for a
discrete set of wave vectors and frequencies, whereas the
latter are a continuous family (5.80).

The preceding discussion of targets was predicated on
the assumption of normal dispersion 3>0. In fact, the
entire derivation also goes through for 8 <O0: targets exist
only if g(x) <0, i.e. if the local frequency is reduced at
the center and it entrains the pattern (w=pBg? < 0).
Indeed, the potential V(r)=— (B/a) g(r) is still nega-
tive, and a bound state A <O exists with decaying wave
function (5.104) with g=(—A/a)!/?>>0. The corre-
sponding phase function ¢, Eq. (5.105a), now has a nega-
tive wave vector (g =ag /3<0) corresponding to incom-
ing phase waves, but the structure is still a target pattern
since the group velocity v, =Bg >0 is outgoing. [As not-
ed earlier the shock structure (5.78) for <0 has incom-
ing group velocity but outgoing phase velocity and it
again corresponds to a wave function ¥ with incoming
waves. |

In the absence of the external perturbation g(x), the
phase equation (5.99) does not support targets. We there-
fore first consider the complex amplitude equation (4.49)
in two dimensions and search for solutions of the form
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d(x,t)=wt+Y(r), (5.107a)

a(x,t)=al(r) . (5.107b)

The derivation of the amplitude equation (4.90) is now
modified to account for the spatial variation of a
(Kuramoto, 1984b)

3,0=aV*¢—B(Vp)*+2aa " 'Va - V¢ . (5.108)

The last two terms can be thought of as a perturbation of
the local frequency w(x). The Cole-Hopf transformation
(5.100) is now generalized to

Xr,t)=a exp(—Bp/a)=e My, (5.109)

where Y satisfies the Schrodinger equation (5.103) with
the potential

V(ir;a)=(1+p*/a*)a "' V?a . (5.110)
If we assume the asymptotic behavior

a(r)=ay+a,r* , r—o0, (5.111a)

a(r’=a,+a_,;r’ !, row, (5.111b)
we see that

V(r;a)~£]ik2r—k_k2 , r—0, (5.112a)

agtagr
V(r;a)~(a_1/am)r_3 , F— 0 . (5.112b)

It is likely that a; =0, so that the potential has a univer-
sal 2 repulsion near the origin. At large distances,
however, we find an attractive tail, so long as the ampli-
tude falls below its asymptotic value, i.e. so long as
a_,<0. It is thus plausible that the Schrodinger equa-
tion (5.103) should admit a bound state with the potential
(5.110), from which it follows that (5.108) has a target
pattern solution. The analysis of Koppell and Howard
(1981) also showed the existence of axisymmetric intrin-
sic target solutions in the A— o system, Eq. (3.34), in two
dimensions, though these were shown to be unstable by
Ermentrout and Rinzel (1980).

(iv) Spiral patterns

Spirals are the generalization of targets to a case where
the pattern is no longer circularly symmetric. In terms
of the Schrodinger analysis of the phase equation (5.108)
they correspond to bound states with nonzero angular
momentum. We define an m-armed spiral as a solution
of (5.108) or (4.49) of the form

é(x,t)=— wt—mO+§(r), (5.113a)

a(x,t)=alr) . (5.113b)

We may see immediately that there are no spirals with
uniform amplitude a =const, since the transformation
(5.109) leads to an additional centrifugal term in the po-
tential of the radial equation (5.103), of the form
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V(r)y=— m2/r?, (5.114)

which is infinitely attractive as r—0, and leads to an
infinite binding energy (Kuramoto, 1984b). It is therefore
necessary to consider a spatially varying amplitude,

a(r) ~ a,,r™, (5.115)
r

-0

leading to a potential (5.110) that cancels the singularity
in (5.114). At large distances the amplitude still has the
form (5.11b) and it is reasonable to suppose that a bound
state will exist in general, since it is expected that
a_;<0.

Hagan (1982) has explicitly constructed spiral solu-
tions in the A —w system, which (for simple nonlinearity)
is equivalent to the complex Ginzburg-Landau model
(4.49) with ¢, =0. Note also that for the construction of
periodic solutions the amplitude equation has an addi-
tional scaling property: a solution with parameters c;,c;
can be related (Bodenschatz et al., 1991c) to the solution
of a second amplitude equation with parameters ci,c3,

provided
¢, te ci+e;
—2 = L2 (5.116)
1—cic3

1_01C3

Thus the choice ¢} =0, ¢5=(c;+c;3)/(1—c;c;) may be
used to transform Hagan’s solution valid for ¢, =0 to the
general case (4.49). (Length and time scales are also re-
scaled.) Hagan constructed solutions both by perturba-
tion in small ¢; +c; (i.e. about the dislocation solution
for the real equation), and numerically (see also Koppell
and Howard, 1981). He argued that only the lowest
(m =1) spiral will in general be stable since higher-order
ones can break up into lower-order ones. This argument
is based again on perturbing about the potential ¢} =0
case. [We remark that stability is not transferable
through the scaling (5.116) so there is no direct informa-
tion on stability for general ¢,c;.] Once again spirals ex-
ist for a unique value of g and o, satisfying the far field
dispersion relation analogous to (4.53b). Bodenschatz
et al. (1991c) performed more extensive numerical calcu-
lations in the case ¢;=c;. For ¢;=c3;>0.63 they find
that the selected wave number is unstable to the finite-g
Benjamin-Feir instability (which they call the Eckhaus
instability). Spiral solutions have also been obtained nu-
merically by Aranson et al. (1989) in a complex generali-
zation of the Swift-Hohenberg model. For further ana-
lytic and numerical investigations of spiral waves in mod-
el systems we refer the reader to Chap. 12 of Murray
(1989), to Aranson and Rabinovich (1989), to Sakaguchi
(1989), and to Winfree (1991).

It is amusing to note that a spiral solution of the en-
velope equation, when applied to a type I, system, yields
a dislocation defect in that system [although the solution
of the amplitude equation (4.13) corresponding to the ro-
tationally invariant system has not been calculated]. This
dislocation is drifting at the group speed s, within the
amplitude equation, whereas the waves themselves are
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moving with the phase speed.

Another approach to spirals is to consider the curling
up of a line defect which is the two-dimensional exten-
sion of a single one-dimensional pulse traveling in the x
direction, say. In its ideal unperturbed state the struc-
ture is a straight line parallel to y, moving with the pulse
speed v. Under small deformations of the shape of the
line, the change in normal velocity v, is assumed to be
given by the eikonal equation (Keener and Tyson, 1986)

v,=v+D K, (5.117)

where K is the local curvature of the line (assumed
small), and D, is a constant which has dimensions of a
diffusivity. In Eq. (5.117) the sign of K is such that a cur-
vature towards the direction of propagation is positive.
The eikonal equation represents an expansion in the cur-
vature of the wave front and, as written, it neglects the
influence of nearby waves (e.g. other arms of the spiral)
on the velocity v. The curvature expansion can also be
applied to a plane-wave train whose velocity depends on
its frequency or wavelength, and in lowest order the
dispersion relation v(w) of the undistorted wave train ap-
pears in the eikonal equation. The applicability of Eq.
(5.117) to a specific model will be considered in Sec. X
below.

Let us suppose that the line defect has a free end and
begins to curl up around it. A description of the mecha-
nism for this curling up has been given by Meron and
Pelce (1988), but we defer a discussion of this effect to
Sec. X. At this stage we focus on the steady-state shape
of the spiral, as described by the eikonal equation (5.117),
which must be supplemented by boundary conditions at
the core and in the far field. It is convenient to define the
spiral parametrically in terms of the coordinates of the
rigidly rotating pulse, i.e. take m =1 in Eq. (5.113a) and
describe the coordinates of the point ¢ =0 as

x=r cos[O(r)—wt] , y=rsin[0(r)—wt], (5.118)

where r is the radial coordinate and the unknowns 6(r)
and o determine the shape and frequency of the spiral,
respectively. The boundary condition at the core is as-
sumed to be

. (5.119)

i.e. the spiral is assumed to intersect the circle » =r, radi-
ally, with the radius r, taken as a phenomenological pa-
rameter. In the far field we have

9,0=q,=w/v, F—

, (5.120)

representing a pulse train undistorted by curvature. If
the pulses are sufficiently far apart (i.e. if the frequency is
low enough), the velocity v will be independent of fre-
quency in the far field. In that case it can be shown from
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pure geometry (Keener and Tyson, 1986) that (5.118) im-
pliCSS" 10

. wr
Up _W (5.121a)
and
9,9 ¥
= + , 5.121b
(1+¢?*72  r(1+¢H)'2 ( )
where
Y=rd,0. (5.122)
The eikonal equation (5.117) then becomes
—rd,¢=(1+¢?) [(n /D) (1+¢4*)'"?
—(o/D))r*+¢], (5.123)

which can be viewed as an eigenvalue equation for the
frequency w. Let us rescale the coordinate, setting

F=(w/D)r, §,=(D,/v)q,=wD,/v?, (5.124)
whence Eq. (5.123) depends on the single parameter 7, ,

—Fo Yp=(1+¢*) [F(1+y»)2—g 7> +¢], (5.125
with boundary conditions

Y=0 for 7=7%,=r.v/D,, (5.126a)
and

Y —>g,7 for F—oo .

(5.126b)

The solution of Eq. (5.125) with boundary conditions
(5.126) leads to an eigenvalue relation of the form

7§,=0Q (%), (5.127a)
or equivalently
w=(v?/D,) Q(r,v/D)) . (5.127b)

The numerical solution for Q is well represented by the
expression

Q(x)=~0.331—0.097 x?, (5.128)

which provides a relation between the frequency and the
velocity, with . as a parameter.
Let us ask if the above scheme is self-consistent. The

validity of the curvature expansion near the core requires
v>D, /r, , (5.129)

or x >>11in (5.128). Moreover, treating v as a constant in

5.10There are sign inconsistencies in Tyson and Keener (1988)
[compare, e.g., their Eq. (16) and their Fig. 7], so that their
equations differ slightly from ours, which agree with Keener
and Tyson (1986).
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deriving Eq. (5.123) means that we neglect dispersion, i.e.
we fix v to be the pulse velocity v,, which is appropriate if
the pulses in the far field do not overlap significantly.

The velocity v, and frequency w,, of the spiral solution
v (5.130a)

(5.130b)

sp — Up >
w,=(v,/D,)Q(rv,/D,),

thus obtained will be self-consistent for any r, such that
Eq. (5.129) is satisfied. Of course, the length r, must bear
some relationship to the microscopic lengths in the sys-
tem for the solution to be physically meaningful.

The solution of the eikonal equation (5.125) also pro-
vides a detailed shape of the equiphase lines 6(r), ob-
tained by integrating up ¥(7) according to (5.122). It is
interesting to compare this numerical solution with two
limiting cases, the first being an Archimedean spiral ob-
tained by assuming 6(r) to be linear everywhere. The re-
sult is

o(r)=q,r, (5.131)
which implies
r,=0. (5.132)

The second approximation is an involute spiral, obtained
by neglecting the curvature correction in the eikonal
equation, i.e. by setting D, =0 in (5.117). The constant
phase lines in this case are

1

0(7)=s(F)—tan™ 's(7), (5.133)
with

sAF)=r2q% —1=¥%>% —1, (5.134)
from which it follows that

YF)=(g% 7 —1)""2, (5.135)
and [cf. Eq. (5.127a)] the core radius is given by

Fof o =FcGoo=1. (5.136)

Note, however, that the curvature K becomes arbitrarily
large as r—r, for the involute, so the approximation
(5.133) is not self-consistent. Keener and Tyson (1986)
have shown in their Figs. 9-11 that the shape function
calculated from Eq. (5.125) agrees rather well with the in-
volute spiral for g, =0.02, whereas it is close to the Ar-
chimedean spiral for g, =0.14, and disagrees with both
for g, =0.33.

d. Three-dimensional defects

(i) The Swift-Hohenberg model

As mentioned above, localized solutions can be found
for type I, systems in two and three dimensions. For ex-
ample, Aranson et al. (1989) have considered the Swift-
Hohenberg model with a subcritical bifurcation
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du=—u+pu—u+(V>+q32u, (5.137)
as well as a complex generalization
0, Y=—y¢+BlYIPY—IYl*Y+ (V2 +¢5)%p,  (5.138)

and have numerically found localized solutions in two
and three dimensions over a range of the real parameter
B. The existence of stable droplet solutions in models
with a Lyapunov function might at first seem surprising,
since no such solutions are found in the simpler
Ginzburg-Landau model (4.13). It turns out, however,
that for the fourth-order system (5.137) the Lyapunov
potential has minima associated with variation on the
scale g, !, so a bubble of the u 70 phase can become
trapped in the u =0 phase. This is an example of a nona-
diabatic effect (see Sec. IV.A.4) which is lost in the ampli-
tude equation (4.13) associated with the “microscopic”
model (5.137).

(i) Scroll waves

Target and spiral solutions can also be constructed in
three dimensions. Since the coherent oscillatory state in-
volves a complex order parameter it is analogous to the
ordered state of superfluid “He, say, and the three-
dimensional defect states will have line singularities, rath-
er than point singularities (Mermin, 1979). These struc-
tures have been called scroll waves by Winfree (1984a).
The dynamics of these defects when the ends of the line
join to form a loop has recently been treated by Keener
(1988) and will be discussed in Sec. X below.

3. Defect dynamics

a. Calculation methods

We may next look at the dynamics of the defects
driven by different types of perturbations. These may
arise from other distant defects (then we are calculating
the interaction between defects) or may be imposed exter-
nally, e.g. by compressing the rolls and thereby increas-
ing the wave number or by changing the value of a con-
trol parameter. A perfectly periodic structure tends to be
a rigid object, whereas the presence of defects allows the
whole system to distort. It is then not surprising that the
motion of defects is empirically an important feature of
the dynamics of spatial patterns, both in transients lead-
ing to a final steady state (Siggia and Zippelius, 1981a)
and in persistent dynamics. Although the time evolution
of ensembles of defects is very complicated, considerable
progress has been made in the study of the dynamics of
isolated or weakly interacting defects, which will primari-
ly concern us here.

Two methods to calculate the dynamics of defects have
been used: perturbation theory from an assumed known
stationary defect, and nonperturbative methods in those
systems (or low-order approximations) whose dynamics is
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governed by a potential. We will briefly review these
methods in a general context, before discussing specific
examples.

(i) Perturbative calculations

If we assume the solution U= U,(x—x,) for a station-
ary defect to be known, the dynamics is often given by a
solvability condition (see Appendix A). Confining our-
selves to stationary (type I,) systems for the moment, we
write an ansatz for the moving defect in the form

Ulx,t)=U,[x—x,() ] +q U (x,t) , (5.139)

where 7 is a small parameter introduced as a measure of
the small perturbation causing the motion, U, is a
prescribed distortion of U,; whose form depends on the
perturbation (see below), and U, is an unknown correc-

tion. Substituting the ansatz (5.139) into the general
equation of motion (3.4) we find

nLs(U)U=—v-VU;,—98G , (5.140)
where
vV=0,X4 , (5.141)
LU= 3T |
=G[U;+nU,]-G[U,]
=G[U;+qU,], (5.142)
i.e., L is the linearization of G about U,, and
786G =G(U,;)—G(U,)=G(U,) . (5.143)

[In (5.142) and (5.143) we have used the fact that
G(U,)=0, i.e. that U, is the stationary defect solution.]
Equation (5.140) is formally soluble for the unknown
function U, as long as the operator .L; does not have a
zero eigenvalue. We are interested in the case where this
zero eigenvalue would correspond to the translation of
the defect through symmetry related states, and then the
corresponding eigenvector is VU,. It follows that v is
given along this symmetry direction § by the standard
solvability condition (see Appendix A)

~ [ 16 -vUu'sG1dx
v-§=— .
K J 15 vU)'G - VU] dx

(5.144)

There are two difficulties with this expression: one is that
the zero-eigenvalue adjoint eigenvector, schematically
written as (8- VU, )" may not be easy to calculate (and is
not in general the derivative of the adjoint defect solu-
tion); the second difficulty is that the integral in the
denominator may not be finite, an indication that the per-
turbation scheme has broken down. In very simple situa-
tions it may be straightforward to guess the appropriate
cutoff to be imposed. However in most interesting cases,
such as systems of many interacting defects, a more so-
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phisticated approach is necessary (see subsection
V.B.3.b.iii below).

Let us present some examples of the distortion U, that
appears in Eq. (5.143). We first suppose that the driving
force is a compression or dilatation of the background
wave vector from q=g,X which characterizes the far-
field of Uy, to q'=g,4(1+n)X. Then the distortion U, is

given by

U, =Uy(x(1+9)—x4(8), y—pa(1), (5.145)

i.e. it is the stretched stationary defect solution. Similar-
ly, if the driving force comes from a change in control
parameter &g, the above scheme applies with
q'=q,(e+8¢). Alternatively if the defect is driven by N
other defects with fixed positions x; (j=1,...,N) then
we take

N
Uy=Uy(x—x4()+ 3 [Uy(x—x;)—U,(q,-x)],
j=1

(5.146)

where

U,= 1m U,.

‘X—xd1 —> ®©

(5.147)

Notice that this simple ansatz only applies when the
asymptotic state U, is the same for all the defects in the
region of interaction. This is not true for example in the
case of interacting sources or spirals, where the asymp-
totic states between the defects correspond to waves trav-
eling in opposite directions. In some cases one might try
to allow for a slowly varying phase field between the de-
fects (see subsection V.B.3.b.iii below).

(ii) Potential systems

For potential systems an alternative, more direct
method is available (Siggia and Zippelius, 1981a). One
equates two expressions for the time evolution of the po-
tential [we use Eq. (4.9) for concreteness]. The first is

a7,
dxd

9, F=v - s (5.148)

where F;=%(U,;), and the effective force d F;/dx,; de-
pends on the perturbation. The second expression is
3,F=—27, [ 18,U,|%dx
=—2r,[ |v-VU,|%x, (5.149)

where U, is the moving defect solution. Equating these
two expressions we find for motion in a direction € the
expression

v=—v"18-d¥,/dx, , (5.150)
with

v=2r, [[&-VU,[?dx . (5.151)
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Since the right-hand side of Eq. (5.149) is already O(v?) it
may be possible to use the stationary defect solution Uy,
for U,, but this does not always yield a finite integral,
and then the full moving solution must be used.

b. Examples
(i) Dislocations

(o) Climb

Much of the formalism for considering the dynamics
of defects was developed in the context of dislocations in
type I systems. We first consider the climb of an isolated
dislocation near threshold, where we can make use of the
potential. Using Eq. (4.9) and the scheme outlined in
Egs. (5.150)—(5.151) above we find for the climb velocity

p=——47aldya (5.152)

270 [ 18, 4,417

This result can be thought of as a Peach-Kohler force di-
vided by an effective drag v which depends on the direc-
tion of motion. To evaluate the force we consider the
change in ¥, from a displacement 8y, of the defect in a
system of extent L in the x direction (which we will put
to infinity at the end). The only change in the evaluation
of 7, after a displacement 8y, is that an area of the cell
L, 8y, has effectively had the wave number
q+=q(y — + o) replaced by g_ =q(y — — ). Thus

8F=— [0,7,(q)] (g4 —q_) L, 8y, , (5.153)

where F_(q) is the dependence of the potential of the
ideal state on the wave number g. Now (¢, —q_) L, is
simply the phase winding 27, and using the explicit ex-
pression for ¥, in the amplitude equation (4.3) we find

dF;/dy,=—2md, F,,=4m€}| A, (K)|*k , (5.154)

with | 4 (k)| the magnitude of the ideal solution with
wave number q=(g,+k)X. It turns out that the drag
term is dominated by the far region where

8, 441>~ 413,67, (5.155)

and we must use the moving defect solution ¢ to obtain
finite answers.

For the isotropic case we use Egs. (5.152), (5.155), and
(5.94) to obtain an equation for ¥ which reads
T=4V2 7 [ [ [ dxdy [3,8(%,5,001 (5.156)
Since the nonlinear phase equation has not been solved
the above result has not been adequately tested, but an
approximation was obtained by Siggia and Zippelius
(1981a) who inserted the ¢ obtained from the linear phase
equation (5.95). Their result is ¥ =1.47, which compares
reasonably well with the value 7=0.84 they extracted
from a direct numerical simulation of the amplitude
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equation. Thus, although the numerical value of ¥ has
not been accurately calculated from (5.156), the result
that o ~const, i.e. v <k32=(g—g,)*/? (independent of
€) is a definite prediction. This unusual scaling can be
traced back to the fact that D, —0 at the wave vector of
the stationary defect.

The anisotropic case was treated by Bodenschatz et al.
(1988a). Here using the stationary solution (5.91) in Eq.
(5.152) leads only to weak logarithmic divergences. For
the conveniently scaled equation

dpA=A+(3%+3%) 4—|4*4, (5.157)
they find for k, ¥V — 0O
V=2k/In(3.29/V), (5.158)

in a very large system where the velocity provides the
cutoff at long distances (cf. subsection V.B.2.c.i above).
In a system of scaled size L with L << V! the velocity
cutoff in the logarithm is replaced by a number propor-
tional to L. It may be remarked that due to the isotropy
of the amplitude equation, this same result applies to
climb (V in the Y direction driven by a wave number
change k =3y@) and to glide (V in the X direction driven
by a tilt of the rolls k =3y¢), as well as to intermediate
cases. Physically, we again expect that for small enough
k or for increasing control parameter, glide will be
affected by pinning to the underlying periodic rolls, but
these effects are not captured by the amplitude equation.

Using the same method it is easy to include the in-
teraction between defects. It is then important to
remember the anisotropic distribution of the phase dis-
tortion of a moving defect displayed in Eq. (5.92), so that
the interaction falls off exponentially in some directions,
unlike the stationary defect which yields a power-law fal-
loff.

Away from threshold in general no potential exists,
and the velocity of climb has only been calculated pertur-
batively. [Also away from threshold we expect glide
motion to be quenched, at least for small driving
strengths accessible to perturbation theory, by the pin-
ning, see Sec. IV.A.4 above.] The starting point of the
calculation is to assume the stationary defect solution to
be known, including of course the background wave
number g, selected by the stationarity condition. As far
as we can see the value of g, is fixed by the details of the
core structure on O (1) length scales, and in general we
have no way of finding it except numerically or through
some other perturbation scheme (Pomeau et al., 1983).
In general we expect D,(g;) # 0O, so that the far field is
given by Egs. (5.91) and (5.92).

If the stationary defect solution U, is assumed known,
then it is relatively easy to investigate the climb velocity
induced by a change in the background wave number, at
least formally (Kawasaki, 1984a,b; Tesauro and Cross,
1986). The ansatz (5.145) becomes

Ud=Ud((1+‘r])x ) y_Ut) 5 (5159)
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with 7=(q —q4)/q4. The general procedure outlined in
Eq. (5.144) above then gives

v=mv! [ (3,U)'8G (U, , (5.160)

with

v=[ ©@,U)"0e,U,), (5.161)

where (9, U, ) is the zero-eigenvalue adjoint eigenvector
(adjoint to the translation mode 9, U,), and now 6G
arises from the O(7) terms produced by the replacement
d,—(1+m) 3, in the evolution operator G. In the
denominator we again try replacing Uy by its value in the
large-distance region

Uy(x,y)=Uy(qq - x+8) , (5.162)

where Uy, is the ideal periodic solution with wave number
q,=4q,%, and in this approximation U, satisfies a self-
adjoint equation so that

(8,Uy) ~q7 ' [8,Uo(gx)]18,6=0,U,; .  (5.163)
The effective damping (5.151) is then
v={(q;2[8,Us(g;x)1*) [ (3,4), (5.164)

where { - -+ ) denotes an average over the periodic solu-
tion. If ¢ is evaluated for the stationary solution, i.e.
(5.91), the integral in v diverges logarithmically, so we
need a long-distance cutoff either from finite system size
or from the velocity itself. In the latter case the result is

v (g—gy)/In (v/vy), (5.165)

where v, represents a short-distance cutoff. The analogy
to Eq. (5.158) should be clear and the result basically
stems from the assumption D (g,;) ¥ 0. In numerical
simulations of nonpotential model systems (Tesauro and
Cross, 1986) the linear dependence on (g —g,) has been
verified (there the system was quite small, and finite size
provided the long-distance cutoff), in contrast to results
indicating a (g —g,)*/? law for a potential model, where
D l(q d )=0.

(B) Glide

Near threshold, dislocation glide in the isotropic sys-
tem can also be studied by calculating the effect on the
potential. The relevant term replacing (5.154) is now due
to curvature, i.e. —(1/8¢3) |4 ,1? (V- k)% It is clear
that glide in a constant curvature cannot change the po-
tential, so instead we must look at a background phase of
the form

p=c x y*, (5.166)
with ¢ a constant. We may again evaluate the change in
the potential from a displacement 8x, of the dislocation.
This is done most easily by transforming the integral to a
contribution from the change in the length of the 27 cut
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as the dislocation is displaced (Kawasaki, 1984a,b),
8F/6x,=(m/2q})| A |9, (V k).

Thus the Peach-Kohler force takes the form
7 X V(V - k) with 7 the circulation of the phase around
the defect (in the * z direction depending on the sign of
the winding number). The drag term now takes the form

v=[ 10, 4,=14, [ (3,97, (5.168)

and this integral is finite even when the solution for a sta-
tionary defect is used. Shraiman (private communica-
tion) has proposed an additional term in the Peach-
Kohler force in potential systems proportional to
V (V - k), which leads to glide in an axisymmetric situa-
tion (V - k=g, /r). Note that in this case the direction of
motion is independent of the sign of the dislocation.

Very little is known about glide motion of dislocations
away from the threshold region, where the amplitude
equation no longer applies. Pomeau et al. (1983) showed
that glide may be caused by a constant curvature (i.e.,
¢=gx +vy?) in a nonpotential system, again by balanc-
ing these distortion terms with the higher-order ampli-
tude equation terms in the solvability condition (5.144).
However the integrals in the numerator diverge, and the
authors suggested a nonanalytic dependence of the glide
velocity, varying as ¥!/2. Again we remark that pinning
should quench the motion for small driving forces, so
that the validity of this perturbative approach is not
clear.

(5.167)

(7)) Interaction of pulses

Localized defects such as pulses or fronts (kinks) have
been extensively studied in reaction-diffusion systems
(see, e.g. Rinzel and Terman, 1982; Gurevich and Mints,
1984; Mornev, 1984; Vasiliev et al., 1987; Gurevich
et al., 1989; Murray, 1989; Ohta et al., 1989). The
specific problem of the interaction of pulses in a one-
dimensional excitable medium provides a fertile example
of the methodology we have outlined (Elphick et al.,
1988, 1990b, 1991; Elphick and Meron, 1990). The sys-
tem considered is a general reaction-diffusion system

JU=DRU+LU+MU), (5.169)

with 2 a diffusion matrix, £ a linear operator, and N a
nonlinear operator. In particular the simple Fitz-Hugh-
Nagumo model in one dimension

d,u;=3%u,+3u,—ul—u,, (5.170a)

duy=a(u,—b), (5.170b)

can be used for illustration. For consistency with our
general notation we will define #,=u,—b,
#,=u,—(3b—b%) so that the quiescent state is
#,=1u,=0. Since we are dealing with real solutions of a
real equation an analysis in terms of the variables
@,, W, #, is appropriate, and the quiescent state corre-
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sponds to the L fixed point #;=#;=1#,=0 (subsection
V.B.2 above). A pulse solution corresponds to a homo-
clinic orbit starting at and returning to L. For some
values of the parameters a, b the stability analysis about L
yields a complex pair of eigenvalues, as well as one real
eigenvalue, so that the approach of the variables #,, @,
to zero in the trailing edge is oscillatory. In this situation
spatial chaos is typical (see Sec. VIL.E.6 below).

If U, (&) with §=x —ut is the single pulse solution cen-
tered around the origin satisfying

(D3Z+vd,+L)U,;+MU,)=0, (5.171)

we seek a solution for a collection of defects in the co-
moving frame

UE,0)=3 Uy (£ — () +U,(&,1) . (5.172)

We assume that the defects are well separated,
&;—&,_1>>1, so that the time dependence of the posi-
tions &; is slow and the correction term U, is small, with
an exponential dependence on the separation. (We will
not explicitly introduce the small parameter 7 to display
these small quantities.) This is still of the general form
(5.146), except that we have made use of the fact that
U;(§ - = »)=0. Thus we have, following the analysis
of subsection V.B.3.a. above,

[ [8:U,(6—£)18G dg
[ (8:U (68U (E—ED1dE

with 8G determined by the defect interaction through the
nonlinear terms

8G=N[3 UyE—EN]— S NUy(E—E)],
J J

9,6;= (5.173)

(5.174)

and (9.U, ) is the zero-eigenvalue adjoint eigenvector,
adjoint to the translation mode®!' 3,U,. It is clear that
8G is of order exp (—A£,) where A is the exponential de-
cay of the tails of the pulses (we assume front and back
have comparable values) and £, is the typical separation
of the defects. In general 8G contains contributions from
the overlap of the tails of the jth defect with the core re-
gion of the (j+1)st defects, and also from the overlap of
the tails of the j and (j+1)st and the j and (j—1)st de-
fects in the intermediate region £—¢& i~+ 1/2 £;. The
adjoint eigenvector aguj(g — &) presumably also decays
exponentially away from &; with similar decay rates.
Thus a number of terms may be identified that are
Olexp(—A&,)]: because of the agv,} term, in the present
case they all arise from the overlap of the zails of the
(i£1)st defect with the core of the ith defect rather than
the overlap of two tails in the intermediate region. We
find terms

5-1Equations (5.173) and (5.174) have a very different form
from those of Elphick et al., (1988) who have a 3zU term in the
denominator. This comes from their unorthodox parametriza-
tion with U,[t—x /vo—7;(x)] in place of (5.172). Our results
do agree with those of Elphick and Meron (1990b).
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oN

oN

.17
U, (5.175)

[((Ua)i -1+ (Ug)i11)] 1 dE

i+1 i

J @Uh; 86= [ (3.U)), [

where (3N /3U,); is the Jacobian of the nonlinear term with respect to U, evaluated for the ith defect solution [e.g. if
N=U3, (dN/3U,);=3UNE—E;)]. The expression in Eq. (5.175) is more general than that of Elphick e al. (1988),
who do not need the first term in square brackets for the special case they consider. Independently of the details we

therefore arrive at the equation of motion

9,8 =C exp[—xy(§; 11— )]cos[q (& 11 —&) T ]+ Crexp [ —wy (&, —§; 1) ]cos[q,(&;— &) +é,],

where «; £ ig; are the eigenvalues of the L fixed point
(see subsection V.B.2.b above), and C; and ¢ ; depend on
performing the detailed integrals. For the specific model
(5.170) the trailing edge of the pulses may be oscillatory
(i.e., g¢; 7 0), whereas the leading edge is not (g,=0).
Then Eq. (5.176) yields an asymmetric interaction in the
forward and backward directions, and the equivalent of
the Peierls-Nabarro ‘“force” does not satisfy Newton’s
third law.

A similar formalism has been developed by Aranson
et al. (1989) to describe the interaction of localized pulse-
like solutions in three dimensions. The equation of
motion for the distance R between two pulses is

9,R =R "33 [e #RcosvR], (5.177)

where u and v are constants characterizing the asymptot-
ic behavior of the single pulse solution. Recently,
Malomed and Nepomnyashchy (1990) have calculated
the interaction of pulses in the complex Ginzburg-
Landau equation (4.49) by perturbative expansions near
the nonlinear Schrédinger (¢, ¢; — «) and relaxational
(cy,¢3 — 0) limits. They find evidence for bound states in
both cases. Numerical work on this system has been car-
ried out by Brand and Deissler (1989) and Deissler and
Brand (1990, 1991).

(7ii) Interaction of dislocations and spirals
in the complex Ginzburg-Landau model

A long sought goal is the development of a complete
“phase field plus defect” dynamical description of a di-
lute system of defects involving equations of motion of
the defect positions x;, driven by and in turn modifying
the slow phase field ¢ (see, e.g. Cross and Newell, 1984).
The effort in this direction has advanced furthest for the
Ginzburg-Landau equation. Although the final goal has
not yet been reached, the work does illustrate the general
problems and potential solutions.

Following the approach of Kawasaki (1984a) and
Tesauro and Cross (1986), Rica and Tirapegui (1989) and
Elphick and Meron (1991) have used an ansatz for a mul-
tidefect solution

Ax,0)=(a V4 qV))i¢xt) (5.178)

where a'® is an ansatz for the magnitude analogous to

Eq. (5.145), a‘V is the small correction due to the interac-
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(5.176)

I

tion, and ¢ is the full phase field. (We use a slightly
different notation than Rica and Tirapegui.) Based on the
solvability conditions with respect to the zero eigenvec-
tors represented by translations of the defects, and on
phase symmetry, they propose the coupled equations

3%, =2m 2 X V¢'¥ | +2¢, VgV (5.179)
k

Xk

together with the usual phase equation (4.90)-(4.91)
3,0=(1—c,c;)V2p—(c;+c3) (V)P +c; . (5.180)

The effect of the defect on the phase is given by the phase
winding condition around each defect, e.g., for a contour
surrounding just the kth defect at x;

[ v¢-ac=2am, . (5.181)
k

In (5.179) ¢'* is given by subtracting the phase field of
the kth defect from the full phase field ¢. This clearly il-
lustrates the type of result desired. Unfortunately, as far
as we can see, this result is only correct in the special
case of |c;+c;/<<1, but not ¢;=c;=0 (i.e. the real
case). Two difficulties arise.

e The complex case: interacting spirals. As pointed
out by Aranson et al. (1991) (see also Rica and Tira-
pegui, 1991a; Pismen and Nepomnyashchy, 1992), in the
general complex case the asymptotic wave vectors of the
two spirals at a point between them have O (1) magni-
tude g (c;,c3), but are in opposite directions, so that a
shock develops; this happens unless ¢, —0, which
occurs when |c;+c;|—0. (This special case has been
treated in detail by Rica and Tirapegui, 1991b.) Aranson
et al. treat the shock for small |¢, +c¢;| within the non-
linear phase equation (5.180), applying the Cole-Hopf
transformation (5.77a) to obtain a linear system. Then
superposition and the exponential falloff in the Cole-
Hopf variables immediately lead to an interaction (and a
velocity d,x;) which decrease exponentially with the sep-
aration between defects. This effect corrects the r !
dependence in the earlier work (Rica and Tirapegui,
1989; Elphick and Meron, 1991), where a linear superpo-
sition of the phase fields of the two defects, not allowing
for the nonlinear shock, was erroneously assumed. Al-
though it is expected that the exponential form, including
the estimate of the decay rate aq, [with a=(c;+c;)/
(1—cyc3)], will persist even for |c,;+c;|=0(1), in this
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case the shock is strong [see subsection V.B.2.b.(vi)
above] and so it cannot be quantitatively captured by the
phase equation (5.180). Presumably a complete calcula-
tion must also involve the dynamics of the shock line de-
fect (which need not necessarily be midway between the
point defects as assumed by Aranson et al., 1991), to-
gether with equations such as (5.179) and (5.181). More-
over, the subtraction involved in calculating ¢'*' from the
full phase field seems to remain a delicate question in
general (see Pismen and Nepomnyashchy, 1992). Despite
these subtleties, the physically important basic result, i.e.
the exponential decay of the interaction between spirals
at large distances, was confirmed by numerical calcula-
tions of Aranson et al. (1991a,b). These authors also find
the possibility of bound states at small separation.

® The real case. For the real case ¢c; =c; =0, we have
seen in Eq. (5.158) above that there are in fact logarith-
mically divergent coefficients in relating the velocity 9,x;
to the local phase gradient, and these are not apparent in
Eq. (5.179). Recently various authors (Neu, 1990; Pis-
men and Rodriguez, 1990) have shown how to incorpo-
rate the logarithmic cutoffs by a careful treatment of the
delicate subtraction involved in going from ¢ to ¢'*), in
which the stationary solution for the defect cannot be
used. We will describe the version by Neu since his ap-
proach is analogous to the one discussed earlier, and it
seems better suited for generalizations to more compli-
cated cases.

The crucial elements in Neu’s analysis involve match-
ing a phase expansion and a core expansion in an overlap
region where both are valid, and using an integral expres-
sion which is a generalization of the solvability condition,
but is evaluated over a finite region so that divergences
are eliminated. For a point defect moving with velocity v
in a dilute ensemble of other defects the phase equation
near the chosen defect is to lowest order in the expansion
parameter 7 (e.g. the inverse of the defect spacing)

Vi¢g=—v-V¢, (5.182)

since other time derivatives are O(7?). Expansion of the
solution of Eq. (5.182) about the defect position in small
r= Ix—xd| yields

¢(r)=¢0(r)+—;—(logr)v-r+K-r+ cee (5.183)
where ¢, is the unperturbed phase and K is not given by
the expansion but is to be determined by matching to the
far field. The core expansion must involve the full ampli-
tude 4=A,+ A, with 4, the unperturbed core solu-
tion, and A, the perturbation satisfying in analogy with
Eq. (5.140) above,

LA =—vVA,, (5.184)
where .L is the linearized operator
LA;=V*A,+(1-2]|4,))A,— A34F .  (5.185)

Matching to the phase equation we obtain
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Al—)l. AO > (5.186)

%(logr)v-r+K-r

in a matching region where | 4,] — 1 but the small-r ex-
pansion (5.183) of the phase is still valid.
The standard solvability condition is derived from

J (V4L 4,1dx=0, (5.187)

where by (V A4, )" we mean the zero eigenvalue eigenfunc-
tion of L. Since this expression has a logarithmic diver-
gence at large |x|, Neu writes a modified solvability con-
dition on a finite domain D, by making use of the identity

I—=-f Re(u*Lw—w*Lu)dx
D

= [Re(u*d,w—w*d,u)d?¢ , (5.188)
aD

valid for arbitrary functions u and w, with D the disk of

radius r, centered on the defect, 3D the boundary of this

disk taken to be in the matching regime, and d,, a deriva-

tive normal to the boundary. Taking € to be an arbitrary

direction Neu makes the choices

u=eVA, sothat Lu=0, (5.189)
and
w=A, sothat Lw=—v-VA4,. (5.190)
The first part of the identity in (5.188) gives
=—m(a+logry)€v+ -+ , (5.191)
with
o

a= lim [[(d|Aq|/dr)*+r~% A,|*] rdr —logr, ,
r0—>oo 0

(5.192)

representing a core integral independent of r, and of the
perturbations. The second part of the identity gives

I=—m(logry+1)(&v)—27re2 XK. (5.193)

On equating these two expressions, the logarithmic terms
cancel to yield the relation

(1—a)v=—2Z XK, (5.194)

replacing Eq. (5.179) which is wrong as it stands for the
real case. The calculation of the motion of the defect
thus reduces to the evaluation of the quantity K, given
by the prescription of solving the phase equation (5.180)
with the moving defects as sources, and then performing
the subtraction at each defect required by the definition
of ¢'¥. Since the subtractions involve the unknown ve-
locities and since the phase field and velocities must be
mutually consistent, this procedure, although defined in
principle, may be quite difficult to carry out in practice
for a general situation of many interacting defects. Neu
illustrates the method for a single defect in the presence
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of a constant background phase gradient q and finds

K=q+%log|v|’z\><v , (5.195)
which, with (5.194), yields an implicit expression for the
velocity and reproduces the results of Bodenschatz et al.
(1988a) for this simple situation. Here clearly the veloci-
ty v provides the long distance cutoff. In other situations
some combination of v and variations in the phase gra-
dient field presumably play this role. It would appear
straightforward to generalize the above calculation to
other simple situations, such as two defects approaching
each other from infinity, initially driven by a uniform
phase gradient q. The full solution for an arbitrary dilute
defect field remains to be demonstrated. For further dis-
cussion of this problem see Pismen and Rodriguez (1990),
Pismen and Nepomnyashchy (1991), and Pismen and Ru-
binstein (1991).

(iv) Scroll waves in three dimensions

In a three-dimensional system that develops spiral line
singularities, the lines may connect to form various loop
defects which are dynamic due to the mutual interaction
of portions of the loop. Keener (1988) has developed a
description of this dynamics starting from an assumed
known spiral or target solution U,(r,0) for a two-
dimensional model, such as a reaction-diffusion equation
(5.169). The new idea, beyond our discussion of defects
in the plane, is to allow for a slow variation of this solu-
tion in the third dimension. The centers of the 2d spirals
may now lie on a slowly varying curve R(s,?) in three-
space, called the filament of the scroll wave (s is the arc-
length along the filament), and the phase ¢ of the spiral
may twist going along this curve. An approximate solu-
tion is sought in the form

U(r,t)=U, (Ir—R(s,2)|, 0+¢(s,t)—wt)+U, ,
(5.196)

where derivatives of the twist ¢ and of R, as well as the
correction U,, are assumed to be small. If N and B are
unit vectors normal and binormal to the curve R, and T
is the tangent vector, then three-dimensional space can
locally be represented along the three orthogonal direc-
tions T, N, and B. The basic ansatz is that the curvature
K =N -9,T and torsion 7= —N - 9,B of the curve X=R
are small, and that the curve moves slowly in space. The
lowest-order phase equations are then

0=0,¢—7, (5.197a)
9,6=B - 3, N+(T-3,R)o+Bd,0 — a;0*—y K ,
(5.197b)
N - 3,R=B,K — y,0,0—a,0’, (5.197¢)
B - 0,R=y;K — y,0,0— 0%, (5.197d)
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where the coefficients a;, 3;, v; are expressed in terms of
the two-dimensional solution U,, as well as the solution
of an adjoint problem, as in Eq. (5.144) above.

From these general equations the following results are
obtained in special cases.

Untwisted scroll ring: For an untwisted filament in a
plane, ¢ is independent of position and the torsion 7 can
be taken to zero, so the equations become

N - 3,R=B,K , (5.198a)
B - 3,R=7,K , (5.198b)
3,6=— y.K . (5.198¢)

If all the diffusion constants in Eq. (5.169) are equal
[D=D1], then ¥,=v3=0, 3,=D, and a planar filament

stays in the same plane and moves with normal velocity
proportional to DK. A ring collapses at a rate propor-
tional to its curvature 1/r. For unequal diffusion con-
stants, ;3 # O and there is a drift perpendicular to the
plane of the filament. Moreover in this case one can have
B, <0 which implies that a ring expands.

Twisted scroll rings: In (5.197) the equation of motion
for the twist ¢ is a diffusion equation with diffusion con-
stant f3;, so that nonuniform twist will tend to smooth
out (assuming f3;>0). A ring with constant twist will
collapse or not, depending on the sign of a,8,, and the
perpendicular drift will also be affected by the twist. The
reader is referred to Keener (1988) for further discussion.

VI. PATTERN SELECTION

The problem of pattern selection arises because the
equations we are considering have many solutions above
threshold for given external conditions, whereas observed
patterns constitute a much more restricted set. Thus,
among the allowed (i.e. linearly stable) solutions some
seem to be preferred over others, and we would like to
understand the selection process.

The question divides naturally into two parts. First,
what is the multiplicity of real solutions, and how does it
compare with the multiplicity of ideal solutions? To be-
gin to answer this question we will incorporate the “ele-
ments of real patterns” of the previous section into our
description of ideal patterns. Second, if real patterns
show multiplicity, is there any ordering between them,
such that one solution is preferred over the other? In
equilibrium thermodynamic systems this is a familiar
concept, with the free energy providing the ordering
principle. Although we will see that an analogous ap-
proach using the Lyapunov potential may be useful in a
restricted range near threshold, in general we find no evi-
dence for such a global organizing principle to apply in
nonequilibrium system. We might then consider that one
state is “preferred” over the other if it has a larger basin
of attraction for typical initial conditions, or if it evolves
from an initial condition where the two states coexist side
by side. This then directs our attention to the dynamics
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leading to the final steady state rather than to properties
of this state itself.

In addition to these general considerations, the final
pattern may depend on the specific way in which the con-
trol parameters reach their final values, and on the par-
ticular dynamics leading to the steady state. For exam-
ple, if the pattern grows from a uniform state it is very
sensitive to small forces as it grows from zero amplitude,
and there must be some forcing to make the pattern grow
since in the ideal system with no forcing the uniform am-
plitude state remains a valid solution for all times. Thus
quite delicate features may have a substantial effect on
the final steady state. This is often useful in biological
models where a small source term is added to favor a
desired final state (see Sec. XI). Also in Rayleigh-Bénard
convection the effects of forcing on the subsequent pat-
tern evolution have been investigated quite carefully both
experimentally and theoretically (see Sec. VIIL.D).

We therefore divide our discussion of pattern selec-
tion®! in type-I systems into two parts: selection via con-
straints and selection via dynamics. The distinction is
not meant to be rigid; it is introduced primarily for
pedagogical purposes and seems to disappear for oscilla-
tory systems. We will find it useful to distinguish be-
tween “prepared patterns” which are geometrically sim-
ple and result from carefully prescribed conditions and
growth protocols, and ‘“‘natural patterns” which are more
complicated and typically arise in large systems with less
controlled initial conditions.

A. Type I Stationary patterns

1. Selection via constraints

We first focus on the most elementary example of
selection, the local wavelength or distribution of wave-
lengths in regular stationary roll patterns. This means
that we wish to know how the ideal stability balloon of
Sec. IV.A is modified by adding the real pattern elements
likely to be found in practice. This area has been widely
studied over the past two decades, and we now have a
rather complete understanding of the phenomena. The
more general question of disordered patterns in two di-
mensions, which we turn to next, is much less well under-
stood. The theoretical knowledge we do have is largely

6-1Getling (1991) has advocated a different usage for the term
“selection.” He distinguishes between a ‘“preferred pattern”
which is reached under “natural” conditions, and a “realized
pattern” obtained under specific constraints which he terms
“antiselective.” As discussed below, there is some ambiguity in
the definition of “natural” conditions, but even if the criterion
could be made unambiguous, we see no compelling reason to
choose a particular mechanism as leading to the preferred pat-
tern.
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based on numerical studies of simple models such as the
Swift-Hohenberg equation.

a. One dimension: Wave-vector selection

The ideal system — in an infinite geometry or with
periodic boundary conditions — has considerable rigidi-
ty: any solution with wave vector in the stable band is a
good solution because the dynamical trajectory in phase
space connecting states with two nearby wave vectors in-
volves large excursions. It is clear from the discussion of
Sec. V that this is no longer true in real systems, where
both boundaries and defects may relax the constraint of a
fixed number of wavelengths. We will thus see that there
exist situations which lead to simple essentially one-
dimensional patterns, perhaps with one or a few defects,
but where the wave vector is selected to a unique value,
or a narrow band, by some constraint. We now list ex-
amples of such wave-number selection mechanisms.

(i) Rigid sidewalls

We have seen that rigid sidewalls provide a means
whereby the wave number in the bulk of the system (far
from the wall) can adjust its value by the creation or the
destruction of rolls in the region near the walls where the
amplitude of the pattern is suppressed. As discussed in
Sec. V.A.l.b, near threshold the bandwidth of allowed
states is proportional to €, in contrast to the ideal system
where the width goes as €!/2. It should be noted, howev-
er, that we are assuming that the rolls are parallel to the
sidewall, whereas often in the absence of other con-
straints rolls tend to approach the walls perpendicularly.
Also, the relaxation mechanism occurring within a
coherence length €7 !/2 of the wall can become pinned
when this length approaches the basic period, so that the
reduction in the wave-number band may well be confined
to a narrow region near threshold.

(ii) Control parameter ramps

“Soft” boundaries set up by imposing a spatial ramp in
the control parameter select a unique wave number in the
bulk (Sec. IV.A.2.d). Note that for an arbitrarily slow
ramp in a given physical quantity (fluid depth or plate
temperature in convection for example) the wave number
far away is uniquely determined for fixed bulk parame-
ters. However, for ramps in different physical quantities
leading to the same control-parameter variation &(x), this
selected wave number may vary. Ramps therefore pro-
vide a useful experimental tool for precise tuning of wave
numbers in the bulk (Kramer et al., 1982; Pomeau and
Zaleski, 1983; Hohenberg et al., 1985).

(i) Concentric rolls with focus singularity

The barriers to the creation or destruction of spatial
periods become small near the center of a concentric roll
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pattern, and this provides another mechanism allowing
the wave number to relax. We have seen in Sec. V.B.2
that at a large distance » away from the center the wave
number approaches the unique value g, given by the con-
dition B(q,)=0, Eq. (5.98b), with corrections of O(1/r)
(Pomeau and Manneville, 1981; Cross and Newell, 1984).
This mechanism will still operate even if only portions of
the concentric rolls are within the cell, and the center is
on or close to a boundary; such a situation often occurs
in the corner of rectangular cells [e.g. Fig. 3(e)]. Howev-
er, once there is no longer axisymmetry mean flow effects
may occur in fluid systems, so that the asymptotic wave
number is no longer g,. In the absence of mean flow
effects the phase equation is smooth, and the argument
for the unique wave number g, does not rely on axisym-
metry (Cross and Newell, 1984). The analysis goes
through essentially unchanged with Eq. (4.76) now in-
tegrated along the trajectory orthogonal to the roll, and
the increasing equiphase distance between nearby orthog-
onal trajectories playing the role of 7 on the right-hand
side of Eq. (5.98a).

(iv) Dislocations

A single dislocation, as in Fig. 19, provides a competi-
tion mechanism between the wave number g, in the bulk
below the core and the wave number g, above. It is thus
reasonable to say that if the dislocation moves up, for in-
stance, the wave number g, is “preferred” over g, by
this mechanism. Indeed, after the dynamics has ceased
the whole region will have wave number ¢q,, and one spa-
tial period will have been added or lost. If successive
dislocations are injected into the system, eventually g, ,
will be such that the defect is stationary and the pre-
ferred wave number g; must lie between g, and gq,. For
a sufficiently large system these wave numbers become
arbitrarily close together, and the optimal wave number
g; can be determined accurately as discussed in
Sec. VIII.C below for Rayleigh-Bénard convection. In
order for this mechanism to be effective for finding the
preferred wave number we must either assume a
sufficient preexisting density of dislocations or some
creation mechanism for dislocation pairs.

(v). Grain boundaries

We have seen in Sec. V.B that the perpendicular grain
boundary configuration of Fig. 21(g) provides a mecha-
nism for the wave number of the central rolls to smoothly
adjust, yielding a selected wave number which may de-
pend on the wave number of the cross rolls. It is interest-
ing that this mechanism provides a means additional to
(i) above for a rigid boundary to relax the bulk wave
number, through the nucleation of cross rolls in the
boundary region.
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(vi) Competing selection mechanisms

One of the most interesting questions regarding wave
number selection is to ask whether the various mecha-
nisms select the same wave number, so that one can truly
speak of a “preferred state,” or whether each mechanism
for relaxing the rigidity of the ideal solution produces its
own wave number. The study of model equations (Cross
et al., 1986, see Sec. VIII.C below), calculations on
Rayleigh-Bénard convection (Buell and Catton, 1986a,b),
and theoretical and experimental results on control pa-
rameter ramps in Taylor-Couette flow (Riecke and Paap,
1987, Ning et al., 1990) show that in general different

(a)

(f)

(b)

(g9) (=

(c)

(h)

(d)
(i)

(e) <177
ST

FIG. 21. Schematic of possible patterns in Rayleigh-Bénard
convection and other type I, systems. Solid and dashed lines
represent roll boundaries (e.g. upflow and downflow, respective-
ly). In (d) and (i) only a coarse grained representation of the roll
boundary directions is shown, and there are many dislocations
on a finer scale not shown, which permit the large scale distor-
tions.
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selection mechanisms yield different wave numbers. Only
in the case of potential systems can one identify a single
preferred wave number, which is the one minimizing the
potential, but even for that case it appears that front
propagation selects a different value (see below). Since
we expect typical nonequilibrium systems to be nonpo-
tential this means that in general each mechanism will
select a different wave number, though it is clearly neces-
sary to investigate this question in specific systems. In
particular, control parameter ramps €(x) created by vari-
ation of different physical parameters provide a useful
test case.

If there are indeed different selected wave numbers, it
is natural to ask what happens if two mechanisms are
operating simultaneously. In general we expect no steady
solution to exist in these cases, but rather the continual
creation of rolls by the mechanism favoring the larger
wave number, and the corresponding destruction by the
mechanism favoring the smaller one. In the simplest sit-
uation the time dependence is periodic, but more com-
plex dynamics is also possible.

This phenomenon can be analyzed quite completely us-
ing the phase equation if the two mechanisms operate at
well separated locations, for example two different con-
trol parameter ramps with a large bulk region in be-
tween. We will study the one-dimensional case, but the
axisymmetric situation follows quite analogously. For
simplicity we neglect the wave-number dependence of
D|(g), and seek a temporally periodic solution of the
phase equation (4.70) in one dimension, with frequency

3,6=w=Dd,q , 6.1)

which yields a linearly varying wave number. Also, the
frequency is fixed by the requirement that the wave num-
ber approaches the selected wave numbers g, , in the vi-
cinity of each mechanism separated by a distance L,

Note that for L large enough w is small and the individu-
al wave-number selection mechanisms will not be per-
turbed. The motion consists of the steady drift of rolls
between the two regions. Examples of such situations are
two incompatible ramps (Cross et al., 1986; Kramer and
Riecke, 1985), or the competition between center (focus)
and boundary selection in axisymmetric patterns (Cross
et al., 1986; Tuckerman and Barkley, 1988; Barkley and
Tuckerman, 1989).

b. Two dimensions: general considerations

For large two-dimensional systems the roll direction
can vary by large amounts even if the rate of spatial vari-
ation is slow, so that the range of possible patterns is
much larger than in one dimension. What we would like
to do is to put together the various important elements
identified in Sec. V, to reach some theoretical under-
standing of the whole pattern. So far this goal has only
been achieved at a semiquantitative level, by analysis of
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the Swift-Hohenberg equation near threshold, with
confirming evidence from numerical simulations. Fur-
ther away from threshold our understanding is even more
schematic, and is based on the phase equation and on nu-
merical simulations.

(i) Near threshold

As we have seen the Swift-Hohenberg equation (4.108)
is a canonical model for type I, instabilities, and near
threshold it can be used as a rotationally invariant gen-
eralization of the amplitude equation which holds for any
system. Since the equation is governed by a potential
which is an integral of local quantities over the whole
domain, we can indeed obtain a global description of the
system by piecing together elementary contributions. As
the potential necessarily decreases in any dynamics, we
can never arrive at a final state whose potential value is
higher than that of the initial state: in this sense lower
potential solutions may be considered ‘“preferred,” and
we may consider the importance of the various elements
discussed in Sec. V according to their relative contribu-
tion to the potential (Cross, 1982a).

In the limit

e<<l, €2L>1, (6.3a)

there is a separation of length scales between the roll
spacing g ! =0(1), the healing length £~&xe~ /2, and
the system size L such that

g0 ' <E<<L . (6.3b)

In that case one can isolate separate contributions to the
potential
2
1 o 8o
— d — 2_+_ =Y V2+ 2 2+ 29 4 ,
F= [ dx | =g eptt SV gl T
(6.4)

coming from the surface and the bulk.

The orientational effect of a rigid boundary was dis-
cussed in Sec. V.A: the suppression of the magnitude
over a distance of order &~ !/%(fi-8) [with i the roll
normal (q = gfi) and 8 the boundary normal] leads to a
boundary contribution to the potential

Fs=(2V2/9g,)E* 0 -5, (6.5)

per unit length of boundary. This is minimized for
11'§=0, corresponding to rolls approaching the boundary
normally. [More precisely, in this limit A-§=0(g'),
and Eq. (6.5) breaks down due to the neglect of fourth-
order derivative terms, the correct answer being
Fs=0(e""*).]

The bulk term consists of two parts, one arising from
slow changes of the roll direction and variations of the
wave number, and the other from defects. In the absence
of defects the bulk contribution is

Fp=(£3/38,) [ d*xE[(1/4¢3) (V-qP*+(8¢)%], (6.6)
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E=e— £5[(8q)*+(1/493) (V-q)*]~¢ . 6.7)

In addition there is a constraint (arising from the ex-
istence of a phase)

(VXH),=¢;'(iXV-8q),, (6.8)

relating the “bending” of the rolls (in liquid crystal par-
lance) to spatial variations of the wave number. Now,
since 8q S e!/? from stability considerations, there is only
an O(e!/?) reorientation of fi contributing to (V X f@i),
over the whole system, so we may put 8q =0 in predicting
possible patterns. We then find

Fp=(e/128,)3 [ d*x (V-8)?,
(6.9)

[Note that the contribution of 8q to Fy is large, of order
e2L? even for 8¢ =0(g!/?), so that we must first reduce
this term in order to minimize #. In measuring F from
experiment, on the other hand, it is important to keep the
(8¢ )? term [see Sec. VIIL.D.3].

The constraint on the bend in Eq. (6.8) places severe
restrictions on possible patterns. For example, in a circu-
lar cell it is not possible to minimize the boundary contri-
bution everywhere and at the same time satisfy the con-
straint. Instead, the latter can be relaxed by allowing de-
fects in the cell. In fact a distribution of isolated disloca-
tions of density p,(7) leads to a coarse-grained bend as in
Figs. 21(d) and ().

((VX1),)=2mq;" pplr), (6.10)

with an associated extra defect contribution to the poten-
tial

Fp=(qo/2m) ((V X1Q),) F , 6.11)

where ¥, is the contribution from the suppressed magni-
tude of the order parameter over the core of area
~ g2g3/4

b

F.=(E/g0)y 574, (6.12)

with ¥ an O(1) constant which requires numerical evalu-
ation.

Another way the rolls may reorient is via line singular-
ities or grain boundaries, which were discussed in
Sec. V.B. They contribute an amount to the potential per
unit length

Fop=(1/3g4)e3"? £,cos f5p(0) , (6.13)

in the symmetric case, with 0 the angle between the roll
normal and the grain boundary normal, and fgg a func-
tion of the nonlinear coupling parameter $(6), Eq. (4.32).
In the perpendicular case Fgp is also O (£/2), and in or-
der to determine the coefficients it is important to replace
the point nonlinear kernel of the Swift-Hohenberg model
with the full nonlocal but short-range kernel, thus yield-
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ing the correct representation of §(8). This should not
affect the potential aspects of the equation. Since the
scaling with € and system size is the same as for the
boundary terms, there may be changes in the pattern de-
pending on the details of §(8) [e.g. the cases shown in
Fig. 21 in a square domain].

Having evaluated the major contributions to the poten-
tial we may compare its value for various patterns, to
predict which ones are likely to occur. Different contri-
butions scale with different powers of € and L, and their
relative importance varies with these parameters. For
example, in a large circular cell it is immediately ap-
parent from Fig. 21 that a pattern of straight rolls (a),
essentially ignoring the geometry of the boundary, is pre-
ferred over the axisymmetric pattern (b). The compar-
ison is more difficult in the case where radial rolls form at
the boundaries (c). Considering the radial rolls as a per-
pendicular grain boundary, we find a contribution to the
potential of the same order as in (a); which one is lower
then depends on numerical factors. The solution with
distributed dislocations and the rolls approaching the
boundary normally (d) always has a higher potential
(~ €%/%L) for small € than (a) (~ £3/2L), and in general
this scaling would suggest that a bending of the pattern
due to distributed dislocations over the whole cell will
not occur for small €. This result breaks down in special
geometries, e.g. an annulus (e) for e X (8L /L)* with 8L
the difference of the radii, where the dislocation solution
wins out over a straight roll pattern. In a square cell the
defect-free concentric roll solution (f) is preferred over
the distributed defect state (i), but if all the dislocations
are collapsed onto the diagonal to give a line of defects
(h), the comparison with (f) and (g) depends on the details
of the interaction function $(0).

Let us mention some of the limitations of the above ap-
proach. In any real experiment or simulation the asymp-
totic state reached need not be the lowest minimum of &,
but merely a local minimum which is stable to whatever
perturbations are present. Very near threshold the bar-
riers between different minima of F are expected to be
small, but as one raises € the minima proliferate and the
barriers grow. Moreover, the analytic comparison we
have attempted of the potential values for various pat-
terns depends on asymptotic scalings in certain combina-
tions of the limits e—0, L — o, which may be unrealis-
tic in many situations. For example, the restriction
8q <&!/? <<1 may be violated quite rapidly as ¢ is raised,
so that large-angle bending of i without defects, as well
as the creation of disclinations, become possible. The ex-
istence of a potential and the expression for it in Eq. (6.4)
may or may not remain a good approximation. Its
derivation depends on the condition e!”2<<1, and so
there is no justification for the use of a potential when 8¢
becomes of order q,. Similarly, the estimated difference
between various contributions is often very small, for ex-
ample the factor of £!/4 between the opposing defect and
surface contributions may be swamped in practice by nu-
merical prefactors. Nevertheless some of the broad
trends and specific patterns predicted by the above argu-



M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium 927

ments are confirmed experimentally and numerically [e.g.
(a) in cylinders, (h) in squares]. An attempt at a quantita-
tive investigation of the potential (6.4) will be discussed
in Sec. VIIL.D.

The Swift-Hohenberg equation was studied numerical-
ly in large systems by Greenside and Coughran (1984).
Natural patterns were investigated starting from random
initial conditions, in a cell of aspect ratio 29 X 19 to
match the experiments of Gollub et al. (1982), and in a
square cell of size 16 X 16. The results shown in
Figs. 3(d), 3(e), and 3(f) are instructive from the point of
view of pattern selection. In frame (e), after about 2 hor-
izontal diffusion times, the small-scale structure has
largely annealed out, leaving large patches of coherent
rolls that approach the sidewall normally, joined some-
times by grain boundaries and sometimes by sharp kinks,
as well as a small number of isolated dislocations. This is
quite consistent with our qualitative expectations and is
somewhat reminiscent of the experimental pattern in Fig.
3(a), which was a steady state. However Fig. 3(e) contin-
ues to evolve in time, by the gliding of dislocations away
from the high-curvature regions. Eventually, on very
long time scales, the pattern simplifies to frame 3(f),
which consists of two patches of largely circular arcs
joining smoothly, together with small regions of cross
rolls near the short boundaries. Remarkably similar re-
sults were found using different random initial condi-
tions, and even a different model equation which was
nonpotential. However for higher € the simplification at
long times was much less dramatic. Simulations for a
square shape at small € consistently led to a rather simple
symmetric final state [Fig. 3(d)], reminiscent of the pre-
diction in Fig. 21(h). Again, higher € led to a pattern re-
taining more of the randomness of the initial conditions
and less of the geometry.

(i) Away from threshold

Further away from threshold we have a much less
complete picture. We could perhaps still use the Swift-
Hohenberg potential as some guide, but this system be-
comes very rigid, with apparently many small barriers
preventing relaxation to simple states, and such behavior
does not seem to be generally observed experimentally.
Cross and Newell (1984) considered the problem of ap-
proach to a steady state based on the phase equation, tak-
ing as given a boundary condition that the rolls approach
the sidewalls normally. In particular, they studied a situ-
ation with focus singularities on the boundaries or in the
corners, as suggested by this boundary assumption. They
suggested that if the motion on the O(L?) horizontal
diffusion time scale relaxes towards a steady state, this
state would generally consist of domains of rolls centered
on the foci. The diffusional motion would then relax the
wave number in the domains that are close to the focus,
to the selected wave number g, given by B(g,)=0. In
fact Cross and Newell showed that the motion on the
horizontal time scale is governed by a potential and thus
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relaxes to a steady state, but only with the probably un-
realistic restriction that 1-§=0 everywhere, and the as-
sumption that there are no line defects, no rapidly mov-
ing defects, and not too many [ <O (L)] slowly moving
defects. Since dislocations with the background wave
number ¢, typically climb with O (1) velocity [assuming
in general g, 7 g4, see above] the second restriction may
be particularly unreasonable. In the absence of a proof of
relaxational dynamics, it must again be taken empirically
that this dynamics ceases on the O(L?) time scale. How-
ever the system may not have reached a steady state due
to the behavior of boundaries between the domains. The
subsequent motion of the domain boundaries remains
poorly understood. For smooth phase equations the
wave vector in the domains, gy, satisfies D l(qf)=0. If
we naively assume a scaling with the characteristic length
scale L (which may now be taken as the domain size)
given by the remaining higher (fourth) order derivative
terms in the phase equation, we estimate an O (L*) relax-
ational time scale. This is consistent with recent numeri-
cal simulations in a periodic geometry by Elder et al.
(1992). Since this argument depends crucially on the re-
lation D,(q,)=0, it would be interesting to investigate
the expected breakdown on adding mean-drift effects,
where this relation no longer holds. Note that the argu-
ment of Cross and Newell (1984) for an O (L?) time scale
resulting from the dynamics of the domain boundary re-
gions is incorrect: the spatial variation on the O(L'/?)
scale of a small-angle (phase) domain boundary con-
sidered there leads back to the O(L?) diffusive time
scale, and not to O(L?) as suggested. The motion of
dislocation defects may also be important. The expres-
sion for the glide velocity is different for potential and
nonpotential systems (see Sec. V.B.3.b.i.B), so the time
scales would be expected to be different in these two cases
if glide is an important mechanism. In addition, a strong
dependence on the control parameter might be expected
in this case, since glide may become pinned when the
nonlinearity grows stronger. Clearly predicting the
long-time relaxation depends on a better understanding
of defect dynamics, with all the difficulties discussed in
Sec. V.B.3.

2. Selection via dynamics

a. External forcing

Suppose the control parameter is raised from a sub-
threshold value to above threshold. We must then ask
what perturbation initiates the growth of the pattern, and
how this affects its detailed evolution. This may depend
on specifics of the system (e.g. imposed sources in
reaction-diffusion equations, or not quite parallel plates
in convection), but some types of forcing may be com-
mon to diverse systems.
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(i) Boundary forcing

Often the lateral boundaries may force the growth of
the pattern (see the discussion in Sec. V.A and in Ahlers
et al., 1981). This can then be treated by solving the in-
homogeneous amplitude equation, at least near thresh-
old. If the geometry is simple, e.g. a cylinder, the grow-
ing pattern will have the symmetry of the boundaries.
The subsequent fate — whether the pattern saturates in
the simple geometry or breaks up into a more complicat-
ed one — depends on the type of considerations discussed
in subsection VI.A.1 above.

(i) Stochastic forcing or stochastic initial conditions

In the absence of the forcing described above, intrinsic
thermal fluctuations could initiate the growth. The size
of these is very small in macroscopic phenomena such as
convection (see the estimates in subsection VI.D below)
but will be relatively larger as the spatial scale of the
basic instability decreases. In addition there must always
be other sources of fluctuations coming from noise in the
apparatus. A numerical study of pattern evolution in the
Swift-Hohenberg model with rather large noise was re-
cently carried out by Elder et al. (1992).

For large deterministic systems it is natural to ask how
patterns evolve starting from stochastic initial conditions
of small amplitude (Newell et al., 1970). In fact Getling
(1991) has defined the preferred wave vector as the most
probable value of the distribution resulting from just
such a process (see footnote 6.1). Often it is assumed that
the fastest growing mode dominates the evolution under
these conditions. However, since the competition be-
tween different modes only takes place in the nonlinear
regime, this idea is usually too simplistic. For example in
a two-dimensional system, stochastically initiated pat-
terns often grow to saturate to a highly disordered non-
linear state. There may then follow slow relaxation to a
simpler, more ordered state, whose final configuration de-
pends on the details of the deterministic nonlinear relaxa-
tion. Another objection to the fastest growing mode hy-
pothesis is that the initial spectrum of fluctuations may
not be independent of wave number (i.e. “white”), and
may bias the system towards some other length scale.
Indeed, in a careful numerical study of the one-
dimensional Swift-Hohenberg equation, Schober et al.
(1986) observed that the final wave vector depended on
the magnitude and peak position of the initial wave-
vector distribution. These results also cast doubt on the
notion mentioned above, that stochastic initial conditions
provide a way to define an intrinsically preferred pattern
(see footnote 6.1). We return to the problem of stochastic
and deterministic forcing in Sec. VIIL.D below.

b. Threshold protocol

If the control parameter increases very slowly through
threshold then the details of what initiates the growth
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will not be important, since only the first mode which
goes unstable will initially grow. Murray (1989) has in
particular pointed out the importance of the precise
route by which the threshold value is reached. For sim-
plicity we consider a one-dimensional system with
periodic (or no-flux) boundary conditions, as described in
Sec. V.A. Then we can imagine passing through thresh-
old either by increasing the driving strength € at fixed
system size, or by increasing the system size at fixed «.
(Other combinations are of course possible, and indeed in
some systems a natural definition of the control parame-
ter may lead to an intermediate path.) In the first case
(fixed system size) the mode g =g, develops and will typi-
cally persist as € increases since large perturbations are
needed to change the number of periods. On the other
hand at fixed € the wave number of the mode formed ini-
tially will be reduced as the system size increases at fixed
number of periods, until a stability boundary (typically
the Eckhaus boundary gp) is reached. Thus in this case
the wave number of the final state will tend to be reduced
from g, towards g, although its exact value will depend
on the details of the dynamics of the instability.

c. Front propagation

In a large system held above threshold the nonlinear
state may grow by the propagation of a front away from a
localized perturbation. Far enough away from the per-
turbation the spatial structure will often depend on the
intrinsic properties of the front, rather than on details of
the initial conditions. As we have seen in Sec. V.B, in the
Ginzburg-Landau system (5.57) a continuous family of
uniformly translating fronts exist as dynamic solutions
interpolating between the stable nonlinear and the unsta-
ble uniform states; the family is characterized by the ve-
locity of propagation and by the wave number (or fre-
quency) of the nonlinear state produced. On the other
hand if we ask which fronts can develop from localized
initial conditions, often a unique one is chosen, propaga-
ting with a fixed velocity, and producing a unique wave
vector (for each value of control parameter).

This “front selection” question has been much dis-
cussed since the 1930s, and even in the simple case of no
pattern formation when the velocity of the front is the
only variable to be determined (e.g. the nonlinear
diffusion equation), the problem continues to attract at-
tention. Since front propagation occurs in both station-
ary and oscillatory systems we shall discuss this question
for types I, II1, and 1, in a unified way.

B. Front and pulse selection

1. The nonlinear diffusion equation

For the case of the simple nonlinear diffusion equation

du=d u+f(u), (6.14)
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in one dimension with # = 0, the initial value problem has
been solved completely starting from the classic work of
Kolmogorov et al. (1937), and culminating in the
rigorous analysis by Aronson and Weinberger (1975,
1978). Let us consider a function f(u) with three zeroes
as depicted in Fig.17. Then as discussed in Sec.
V.B.2.b.iv the system has a one-parameter family of uni-
formly translating fronts with velocities v, <v <,
where v, is the unique velocity of the kink joining the
two stable states .. We now ask what will happen if we
prepare the system in the (unstable) u =0 state and insert
a positive localized perturbation with # ¥ 0 at some
point. Then Aronson and Weinberger have proved that a
unique front will develop at long times, whose velocity is

obtained by considering the set of all fronts with no
overshoot (no change in sign of ) and picking the one
with the lowest velocity. This selection will hold so long
as the initial disturbance has a faster asymptotic spatial
decay than the selected front.

The above result is extremely simple to state but its
proof requires a sophisticated analysis which depends
crucially on the simplicity of the model (a real equation
producing a spatially uniform solution). It is therefore
useful to rephrase the result and the arguments leading to
it in such a way that they might be generalizable to more
complicated situations. One reformulation, made by
Ben-Jacob et al. (1985) is in terms of a concept they call
“stability in the moving frame”: If a front u(x —uvt) is
perturbed slightly in its leading edge, it is stable if it
outruns the perturbation and unstable if the perturbation
persists at long times. The result of Aronson and Wein-
berger is then equivalent to the statement that the stable
front with the lowest velocity is selected.

Another way to state the same result, emphasized par-
ticularly by van Saarloos (1989, 1990), is in terms of the
v(ky ) curve shown in Fig. 18. The selected front is the
one with the fastest spatial decay rate, i.e. the maximum
|k;|. [Note that with our convention the leading edge
decays as exp (k&) for £— o0, so k; <0.] This means
that for > sT=2, the selected front has v*=2¢'/? and
|k¥|=¢!/2, i.e. it belongs to the N—»L% family (see
Sec. V.B.2.b above), whereas for 0<e<e' the selected
front has vi>v*, [«}|> |k¥|, and it is the discrete
N —L, front. In what follows we attempt to generalize
what is known from this soluble example in order to
make predictions for arbitrary type I, I,, and III, sys-
tems.

2. General remarks

We consider first a general equation of the form (3.4)
and take € > 0, i.e. assume that the U =0 state is unstable.
It follows that a given initial condition will appear to
propagate faster, the more extended its shape. To be
more precise, if a flat initial condition grows with some
rate o, a small disturbance decaying spatially as e~ Ixlx
with «—0 will grow essentially as exp(ot—|«|x)
[neglecting the O (k) corrections to o], and will thus ap-

Rev. Mod. Phys., Vol. 65, No. 3, July 1993

pear to propagate at a speed v =0 /|«| — o . This sim-
ply points out the need for considering restricted initial
conditions, and, in particular, localized or sufficiently
rapidly decaying ones in order to create a propagating
front. It should be clear that the idea of stability is quite
delicate in this situation of rapidly growing disturbances,
where we are interested in various asymptotic limits, e.g.,
x,t — o, U—0. It is also useful to distinguish between
a stable solution, and an attracting one, since the type of
perturbation of an ideal state that can be considered
‘“reasonable” is different in the two cases. For example,
consider the v >v*=2¢!"? front solutions of the non-
linear diffusion equation (6.14), which have exponential
tails decaying more slowly than the selected v* front. If
we perturb the tail region by adding a small localized dis-
turbance, then the v >v* fronts may be considered stable
as they will outrun the perturbation. On the other hand
the example of a small perturbation consisting of a trun-
cation of the front far in the tail (e.g. a “localized” initial
condition that is “almost” a v >v* front) shows that the
v >v* fronts are not attracting if one starts from a local-
ized initial condition, since eventually the v=v* front
will take over. Notice that in the latter case the pertur-
bation of the v >v* front is itself delocalized, but it
represents a localized initial condition. Conceivably, in
some systems these different notions of stability could
correspond to differing predictions for front selection de-
pending on the physical situation. For example we can
consider propagation from a localized initial condition in
a perfectly uniform medium (the usual formulation); then
we are concerned with the attracting nature of solutions
amongst a class, each member of which is defined by an
appropriate set of initial conditions. On the other hand
we can consider propagation in a medium with small
nonuniformities, where dynamic stability to a particular
class of perturbations is the sensible criterion. Finally it
is worth pointing out that generalizations of the
Aronson-Weinberger result are, to date, purely heuristic.
There is no completely convincing derivation of the selec-
tion results to be presented below. The arguments are
usually phrased in terms of Gedanken experiments,
which do not correspond to realistic dynamics in typical
physical situations. Nevertheless, there are now rather
complete and precise predictions, and these can be tested
by numerical calculations and by experiments.

3. Linear front selection

The simplest approach is the stationary phase argu-
ment dating back to Kolmogorov, Petrovsky and
Piskunov (1937). A slightly more careful version is the
“pinch point” analysis (Lifshitz and Pittaevskii, 1981),
both of which are entirely linear. Let us for simplicity re-
strict ourselves to an equation in one spatial dimension
with a single field U(x,t)=u(x,t) and a small localized
initial condition u (x,f)=uy(x), but retain the general
form (3.4). The solution far in the tail at a later time is
given by superposition (linearity assumed!). If we look at
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a position x =vt we have
= = ’ ’ _‘LQ_. . ’
u(x =vt,t) f dx'uy(x )f Py exp[ —iOx']

Xexp{i [Qv —QQ)]t} ,
(6.15)

where initially the wave-number integral is along the real
axis, and Q=Q,+iQ; is complex. For large t we argue
that the Q integral is conveniently evaluated by extending
the contour into the complex plane Q=0Q,+i Q;. Note
that Q is related to the variables of Sec. V.B via Q, = ¢;,
Q; = —k. After suitably deforming the contour, the in-
tegral is dominated by the stationary phase point

d —
40 [Qv —Q(Q)] 0o =0, (6.16a)
i.e.
dQ(Q)
=== , (6.16b)
©TTdQ oo

a complex equation for the position of the complex sad-
dle point®? Q =Q*. The leading order dependence of the
integral is then

u~exp {i[Q*v—QUQO*)]¢},

and the propagation speed of the front is the value v =v*
for which |u(x = v*t,t)| neither grows nor decays in
time, i.e.,

(6.17)

Re i [Q*v*—Q(Q*)]=0, (6.18a)
or
Q,(0%)
v*=—%— - (6.18b)
Q;

All other arguments discussed below based on a linear
analysis lead to results equivalent to Egs. (6.16) and
(6.18). Of course, it is not at all obvious why a linear
analysis of the whole problem is relevant. Nevertheless
the current understanding of the front selection question
is that this is the correct answer, except when an intrinsi-
cally nonlinear front wins out over the v* front. Under-
standing the precise conditions under which this will
happen adds content to this otherwise empty statement
(see below). Also, it is apparent that the predicted v*
based on a purely linear analysis may not be consistent
with a uniformly translating nonlinear front. In that case
v* is expected to be an average of a periodic or even a
chaotic velocity.

62We warn the reader that we are denoting the stationary
phase point as Q *; this does not signify complex conjugation!
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The linear selection conditions (6.16) and (6.18) are
thought to apply to both real and complex equations. In
the real case the wave vector g4, of the state created by
the front is obtained by arguing that each node of u (x, )
formed in the leading edge persists in the fully developed
pattern behind the front. It follows that this wave vector
is given by

quzﬂr(Q*)/U*_Q;k .

Notice that we have assumed that no additional nodes
are created in the nonlinear region behind the leading
edge, i.e. that there are no phase slips and that nodes do
not propagate in the saturated pattern. For the complex
Ginzburg-Landau équation (5.57) the velocity v* and the
frequency w* can easily be calculated and the wave vec-
tor gy is determined by the fixed-point equations (5.58)
(see subsection VI.B.6.a below). As shown by
van Saarloos and Hohenberg (1992), these equations only
possess solutions in certain regions of the parameter
space f{g,c;} [they always do for the cubic equation
(4.49)], in which case a uniformly translating front will
create the corresponding nonlinear state (g5, ay). For
other parameter values no uniformly translating front ex-
ists and the state created behind the front cannot be pre-
dicted.

As mentioned earlier, the above results coincide with
those obtained from the various “marginal stability” ar-
gument presented in the literature. For example, Ben-
Jacob et al. (1985) have obtained (6.16) by requiring that
a perturbation of the front should neither grow nor decay
in the frame moving with the front speed. It then turns
out that all fronts with v >v* can be considered stable
and those with v <v* unstable, with respect to localized
perturbations in the moving frame. Implicit in these ar-
guments is a restriction to the one-parameter family of
uniformly translating fronts obtained from an equation
such as (6.14). More generally, however, the complex
dispersion relation Q(Q)=Q,(q;,k;) + iQ,;(q;,k;) can
be expected to define at least a two-parameter family of
complex fronts connecting a nonlinear saturated state Uy
to the U =0 state. Van Saarloos (1989, 1990) has formu-
lated the “marginal stability” approach to the front selec-
tion problem in this case. He shows that Egs. (6.16) and
(6.18) can be interpreted as containing three different
statements. (i) The imaginary part®3 of (6.16)

0Q;
dq;,

(6.19)

aQ

Im ——=

=0 (6.20)

KL

says that for given k; the real part of the wave vector

63According to the Cauchy relation for the complex analytic

function Q(Q) = Qg ,kz) have 22 89,
unctio. = K we ave _ =
nction qr,KL dQ aqL "
aﬂi aﬂ'z . aQ'r
+i|— =-|— — .
g |x, oKL | oKL |af
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qr (k) is chosen to maximize growth rate (;, yielding
Q,(k)=Q,(q;(k;), k). (i) Applying Eq. (6.18b) to
the wave vector Q =q; —ik; one finds

vk )=—Q;(kr) /Ky, (6.21)

i.e. a one-parameter family of front velocities character-
ized by their asymptotic spatial decay rate ;. (iii) Final-
ly, the real part of (6.16b) implies that the selected veloci-
ty v*, Eq. (6.18b), is chosen to minimize v(k; ). Indeed,
the real part of (6.16b) implies (see footnote 6.3)

_ 0Q; dQ,; 0Q; dq;
veT _EW qr N dK'L aqL K dKL
LN (6.22)
dkp

where (6.20) has been used. Then differentiation of (6.21)
leads to

dv _ 1

Q,(k.) dQ,

Kp dky

=0. (6.23)
dKL Ky

o=0*

The physical interpretation of the above relations given
by van Saarloos (1989) is as follows: Out of the two-
parameter family of fronts Q(q;,x; ) only the ones satis-
fying Eq. (6.20) [i.e. ones whose decay rate is at a max-
imum with respect to g; ] are “stable” for given ;. This
condition leads to a one-parameter («x;) family of fronts
with velocity given by Eq. (6.21). Out of this family he
argues that it is the one with the minimum velocity [Eq.
(6.23)] that will develop from localized initial conditions,
in analogy to the survival of the slowest growing facets in
crystal growth (see his Fig. 3). In this way the minimum
velocity v* on the branch (6.21) of Fig. 22 is chosen.

-+
~.

Front Velocity v
c
I
e

*
\

e
T
1
\
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Asymptotic Decay Rate |«

|

FIG. 22. Front propagation speed as a function of the asymp-
totic small-amplitude decay rate |«,| far in advance of the
front. Dashed portion corresponds to a value of |«; | obtained
by a linear analysis which however is not the asymptotic decay
of a nonlinear front, except at a discrete point marked by a solid
circle, at v', Ix}il . (The open circle then corresponds to a
discrete missing value on the other branch.) The cross marks
the values v*, |«}| given by the linear selection criterion.
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Recently Powell er al. (1991) have attempted to under-
stand the selection of v* by examining the transient dy-
namics through which the pde attains this solution. They
suggest that the less localized stable v >v* fronts are
inaccessible from localized initial conditions, so that the
system arrives at the selected front by moving through
the unstable front states with v <v*, to arrive at the mar-
ginally stable v =v* front at long times. The approach to
v* from below had already been pointed out by
van Saarloos (1989), and Powell et al. (1991) have at-
tempted to connect this transient evolution to the minim-
ization of a Lyapunov functional. In our view, however,
this minimization principle is unconvincing, and the nu-
merical evidence on the behavior of transients is at
present somewhat limited. Moreover, for the complex
equation (5.57) van Saarloos and Hohenberg have found
examples where the approach to v* is from above.

We know of two ways in which the linear selection cri-
terion (6.16, 18) can fail. The first one is obvious from
the previous discussion: if the initial condition is not
sufficiently localized, i.e. if its spatial decay rate satisfies
lcp | <|xf|, then it is the front with velocity v(k;)>v*
that is selected (assuming dv /d|KL| <0 as depicted in
Fig. 22). The second violation of linear selection is more
interesting, and we turn to it next.

4. Nonlinear front selection

We have seen in Sec. V.B.2.b.iv in studying the non-
linear diffusion equation that in certain cases the «; (v)
curve is not smooth (see Fig. 18). Within the framework
of the phase-space counting arguments of Sec. V.B.2.b.iii,
the smooth family v (k; ) corresponds to the N—L, or-
bits, whereas the front UT, Kz, where the discontinuity in
v(kyp ) occurs, is a discrete N — L orbit. Quite generally,
for a front advancing into an unstable uniform state
(e > 0) van Saarloos and Hohenberg (1990, 1992) have
formulated the following (linear and nonlinear) selection
conjectures:

The linear front velocity v* and decay rate x} can be
calculated from Eqgs. (6.16) and (6.18). This front will be
selected unless there exists a front v’, Kz satisfying the
two conditions

+

vi>v*, (6.24a)

kb I> |k, (6.24b)

in which case the latter (nonlinear) front will be selected.
Moreover, for the complex Ginzburg-Landau equation
(5.57), this front is the discrete N— L, orbit obtained
from the ansatz (5.73).

In general we expect linear selection at large €, and we
can define a value €' (which may be zero) such that linear
selection holds for £ > eT, while nonlinear selection holds
for 0<e <e'. The threshold &' is found to be nonzero at
a subcritical bifurcation, i.e. nonlinear selection always
holds near £=0 in that case (see Fig. 23). Note also that
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the competition between linear and nonlinear selection
requires both conditions stated in (6.24). In particular if
Egs. (5.73) have a solution with |«} | > |«}|, but vT<v*,
it is argued that this front will be unstable in the same
way as the other v <v* fronts. There is limited numeri-
cal confirmation for this latter expectation, but it should
be said that examples of fronts satisfying the conditions
IK}‘ |>|k¥| and v <v* have only been found in a small
range of the parameter space in Eq. (5.57) (see
van Saarloos and Hohenberg, 1992).

The front selection conjectures predict the velocity v
and wave vector gy, of the nonlinear state created in the
system as a result of the instability of the u =0 state. In
order to complete the picture we must ask whether the
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FIG. 23. Front and pulse selection in the complex Ginzburg-
Landau equation (5.57) for a subcritical bifurcation. (a)
Schematic bifurcation diagram showing the amplitude a vs con-
trol parameter €. The solid line marked ayy is the amplitude of
the g5 =0 plane wave solution bifurcating subcritically at e=0.
The line marked ay represents the amplitude of the state creat-
ed behind the linear marginal stability front which is selected
for & > €'; the line marked af is the amplitude of the state creat-
ed behind the nonlinear front, selected for e;<e<e!. In the
range €, <€ <¢; pulses are expected to be stable, and for e <g, a
localized perturbation of the 4 =0 state is expected to decay
back to 4 =0. (b) Front velocities for the linear (v*) and non-
linear (v) fronts vs control parameter €. In both (a) and (b) the
selected front is represented by a solid line and the other one by
a dashed line. (From van Saarloos and Hohenberg, 1992.)
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nonlinear state is itself stable, a question which can usu-
ally be answered from the knowledge of v and qsp-
Van Saarloos and Hohenberg (1992) have found, for ex-
ample, that when g, is in the Benjamin-Feir unstable
band the front is not uniformly translating at long times,
though its average velocity agrees well with the value
predicted by the selection conjecture.

5. Selection below threshold: Pulses and fronts

The above discussion referred to an unstable U=0
state being invaded by a stable U0 state, and is thus ap-
plicable for £ > 0. It answers the selection problem posed
by the existence of a family of fronts. For € <0, we have
seen in Sec. V.B above that there may or may not be fam-
ilies of fronts depending on the model, but pulses exist in
general at least for complex equations, and one would
like to know when a perturbation of the (stable) U=0
state will produce a front, when it will produce a pulse,
and when it will decay back to U=0. Since the linear
family v(«; ), Eq. (6.21), no longer exists for € <0, the
question involves nonlinear pattern competition. The
front selection hypothesis discussed above was extended
by van Saarloos and Hohenberg (1992) to this case in the
following way:

If a discrete front (UT, KD exists with v7>0 (i.e. the
U0 or N state invades the U=0 or L state) then this
front is selected. If no such front exists or if it has v <0,
then either a pulse will be formed, or the perturbation
will decay to zero (we cannot say which will occur a
priori nor can we predict whether the pulse will be stable.
The state obtained often depends on initial conditions in
this case). Typically, fronts are found for ¢;<&<0 and
pulses for g, <& <eg3, though both &3 and ¢, may be zero.
In cases where v’ can be calculated €3 is thus known
analytically. The selection conjectures are summarized
in Fig. 23.

6. Examples

a. Complex Ginzburg-Landau model

Let us consider Eq. (5.57) which holds for a subcritical
bifurcation. Then

QUQ)=—i(1+ic,)Q*+ie=w+vQ , (6.25)
from which it is easy to see that (6.20) implies
Q=g —ixk)

9L = —CiKL (6.26a)
and

KLZ—%U(I‘FC%)_‘, (6.26b)
and then (6.21) yields

vk )=—(1+c?) k. —e/Ky , (6.26¢)
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which together with (6.23) gives

v*=2el/2(1+¢2)12, (6.27a)

KZ=_81/2(1+C%)—1/2 . (6.27b)

The frequency o can then be found from Eq. (6.25) to be
o*=—c e, (6.27¢)

and a uniformly translating front will only be created if
Egs. (5.58) for g5 and ay have a solution for the given
values of v and w. Otherwise, the wave vector of the non-
linear state formed by the front cannot be predicted. As
mentioned above, the discrete front (v, k) is precisely
the one resulting from the nonlinear front ansatz (5.73)
discussed in Sec. V.B, which can be obtained analytically
as a function of the parameters (g, ¢, c3, c5). Therefore

the selection conjectures summarized in subsections 4

and 5 above can be tested in detail, and as shown by
van Saarloos and Hohenberg (1992) the results agree with
direct simulations of the pde. For € <O, the threshold ¢,
for the appearance of pulses (when € is decreased) can be
found analytically from the relation UT(€3)=O. The au-
thors also showed that for € > €5 the nonlinear front is ob-
tained with the predicted velocity v'(e)>0, whereas for
€, <€ <g;3 pulses were found. For £<g, a perturbation
decayed back to 4 =0.

Another test of the behavior of fronts and pulses can
be made in the perturbative regime near the Hamiltonian
limit of the quintic-cubic Schrédinger equation (3.41),
corresponding to ¢/, lesl, |cs|— o in Eq.(5.57). In
particular, for ¢;/c; = —c5/c; =1, the limits of existence
of pulses €,<e;<0 were evaluated perturbatively by
van Saarloos and Hohenberg (1992), and more important-
ly, these authors showed analytically that for e;<e <0
the discrete front (5.73) with velocity v'>0 is indeed
selected. Thus the behavior of fronts and pulses is well
accounted for by the conjectures of subsections VI.B.4
and VI.B.5 above.

b. The Swift-Hohenberg equation

For the Swift-Hohenberg equation (3.27) the phase
space methods that form the basis for our conjectures
have not been implemented directly, except near the bi-
furcation point where an amplitude expansion is valid.
On the other hand, as mentioned earlier, the existence of
a double family of fronts has been proved rigorously by
Collet and Eckmann (1990) for this system.

For the supercritical case front propagation was stud-
ied in this model by Dee and Langer (1983) and by Ben-
Jacob et al. (1985). We shall consider the equation with
a subcritical bifurcation (van Saarloos, 1989)

du=—(R+1)u+eu+pu’—u’. (6.28)

The linear marginal stability prediction for this system
was found to be

Rev. Mod. Phys., Vol. 65, No. 3, July 1993

=4 O VTT6) (—14+VIF6e)2, (6.29)

YV

v =1 T
KT 2‘/3( 1+vV1+6¢g)7*,
and the wave vector selected behind the front is, accord-
ing to Eq. (6.19),

g _33+V1+6e)”
o 8(2+V1+6¢)

It should be noted that this wave vector is different from
the one minimizing the Lyapunov function (3.28), a point
which argues against the proposal of Getling (1991, 1992)
to use front propagation to define a natural “preferred”
wave number (see footnote 6.1).

In general we do not know how to find a discrete front
solution for this fourth-order equation, but for u <<1 we
can obtain an amplitude equation for (6.28) (see Cross
et al., 1983a; van Saarloos, 1989) and reduce the problem
to the real Ginzburg-Landau model, for which the non-
linear front ansatz (5.73) can be used. Specifically, for
g, p<<1, Eq. (6.28) leads to the amplitude equation

(6.29b)

(6.29¢)

9,A=32 A+eA—b;|A1?4A—bs| A|*4 , (6.30)

with

b3:_‘U« > b5=10/9 . (6.31)

In this limit we may thus predict 8*, KI(S,,LL), and
vT( g, u) for sufficiently small values of u, from the gen-
eral formulas discussed in Sec. V.B. The results, ob-
tained by van Saarloos (1989), are shown in Fig. 24, from

| ! | !
0.36f .
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0.32} S
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FIG. 24. Decay rate |«.| for fronts in the Swift-Hohenberg
model (6.28) with a subcritical bifurcation, vs the coefficient p
of the cubic term, for e=1/4. The lines marked |«¥| and |«}|
are the analytic predictions based on the amplitude equation
(6.30), valid for small €. Solid points are results of a numerical
simulation of Eq. (6.28). The error bars at low u arise from the
difficulty of estimating the asymptotic decay rate when the solu-
tion is the sum of two exponentials with nearly equal decay
rates. (From van Saarloos, 1989.)
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which it is seen that even for relatively large u, where the
amplitude equation no longer is a good approximation,
the departure from linear marginal stability is large and
in reasonable agreement with the prediction of the non-
linear selection criterion.

C. Type l,: Oscillatory periodic

1. Convective versus absolute instability

The type I, instability point R, is calculated as the on-
set point for growth of a plane wave disturbance in a la-
terally infinite = system. If the group speed
5o = (dw/3q)| g=q, is nonzero, on the other hand, a

small localized disturbance will propagate away at this
speed, while only growing at a rate that goes to zero as
R — R, (¢ —0). Thus the instability at R_ is always
convective (see Sec. III.A.2), and the system remains ab-
solutely stable at this point. The stationary phase
analysis of subsection VI.B.3 above yields a precise esti-
mate for the point of absolute instability, as the value of
the control parameter for which the propagation velocity
v*, Egs. (6.16) and (6.18), away from a localized initial
condition goes to zero. For the type I, amplitude equa-
tion (4.59) the criterion for the value of the control pa-
rameter €, at which this occurs is that the v* of equa-
tion (6.27) modified by the addition of the group speed s,
should become zero (Deissler, 1985, 1989). In terms of a
convenient scaled group speed s(¢g)

N :E_l/z So'ro/go N (6.323)

where for clarity we have restored the scales 7, and &,
the condition for absolute instability becomes

s(e,)=¢e; V2sy19/Eg=2(14+c%)1/2 .

(6.32b)

For 0 < € < g, the system is convectively unstable but
absolutely stable; for € > ¢, the instability becomes abso-
lute.

2. Effects of boundaries

Lateral boundaries have a strong effect on the spatial
structures observed in the nonlinear propagating wave
systems resulting from type I, instabilities. The study to
date has concentrated on the one-dimensional problem of
waves traveling down a long rectangular cell, and already
in this case rich behavior is found. As mentioned in Sec.
V.A the importance of the endwalls is immediately un-
derstood, since it is only the presence of reflecting
endwalls that allows the instability to grow locally in the
range of parameters for which the instability is convec-
tive. The wide range of spatial structures observed nu-
merically and experimentally can be thought of as the
nonlinear consequences of these properties of the linear
state.

Our theoretical analysis will be based on the coupled
amplitude equations (4.59a) and (4.59b) together with the
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boundary conditions (5.34a) and (5.34b) (Cross, 1986b,
1988b). If we first look for solutions in which the magni-
tudes | Az | and | 4, | are time independent, three quali-
tatively different spatial patterns may be found as the pa-
rameters are varied. These are shown in the top 4 panels
of Fig. 25, i.e. (a), (b), (g), (h)]. The calculation is based
on Egs. (4.59) with all ¢; =0, i.e. the only effect of propa-
gation comes from the group velocity, and only the con-
trol parameter € is being varied.

The first pattern immediately above threshold (a) con-
sists of counter-propagating traveling waves with right-
moving waves strong in the right-hand end of the system,
and left-moving waves strong in the left-hand end (we as-
sume sy >0). This structure is easily understood as a
weak nonlinear saturation of the linear onset solution: a
small disturbance of, say, right-moving waves grows in
time, but simultaneously propagates with the group
speed towards the right, producing the characteristic ex-
ponential spatial envelope. Reflection at the endwall pro-
duces left-moving waves, which in turn grow, simultane-
ously propagating to the left.

In the more strongly nonlinear regime a remarkable
asymmetric pattern is observed [25(b) and 25(g)], which
was called the “confined state” by the experimental
group who first observed such a structure in binary-fluid
convection (Steinberg et al., 1987). For example in the
structure of (g) some fraction of the system (which de-
pends on nonlinear parameters but is asymptotically in-
dependent of the system size if both endwalls are present)
contains essentially the unstable quiescent state, while
the remainder of the cell contains nonlinear saturated
traveling waves, either right-moving waves at the right-
hand end of the cell, or left-moving waves at the left end
of the cell. Once again, of course, the structure can be
understood in terms of the convective instability. Indeed,
a small disturbance of, for example, right-moving waves
in the quiescent region of Fig. 25(g) will grow but at the
same time it will propagate to the right, leading to large
amplitude waves in the right-hand portion of the system.
Reflection will produce left-moving waves which are first
nonlinearly suppressed by the large amplitude right-
moving waves, and then grow once they enter the region
of weak right-moving waves. Finally, reflection at the
left endwall produces the exponentially growing envelope
of right-moving waves, and a self-consistent steady state
is established. It should be noted that this steady state
depends crucially on the low amplitude waves produced
by reflection of the strong waves. In large systems the
amplitude of these waves becomes exponentially small
near the center of the cell, and the system may become
sensitive to external noise (Deissler, 1987b, 1989). This
would then be readily observable as a fluctuation in the
rise position of the strong waves.

Finally, for stronger nonlinearity a confined to filling
transition occurs, and a state appears (h) in which only
one set of waves are evident throughout the whole cell
(although there may again be low amplitude reflected
waves). The difference between (g) and (h) may be
identified as a sharp transition by considering the limit of
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a semi-infinite system. Then for parameters correspond-
ing to (g) there is no self-consistent nonlinear solution of
right-moving waves. As we have seen a disturbance
propagates to the right and reflection at an endwall is
essential to maintain a steady disturbance. On the other
hand for parameters corresponding to (h) reflection at an
endwall for large x is not necessary, and a steady non-
linear solution may be maintained. The transition
(g) <> (h) results from a reduction in the propagation
effects; in fact the parameter values at which the transi-
tion occurs seem to correspond exactly to the change
from convective (g) to absolute (h) instability in the linear
problem [Eq. (6.32)]. This was first suggested for the spe-

cial case of real parameters [c; =0 in Egs. (4.59)] by
Cross (1986b) based on numerical work, and the generali-
zation to the complex case (c; 7 0) was conjectured by
Fineberg et al. (1988a,b). The result can be derived
analytically using phase plane trajectory methods (Cross
and Kuo, 1992).

In fact the states [(a), (b), (g), (h)] with time-
independent magnitudes do not exhaust the possible solu-
tions observed numerically for the complex amplitude
equations. The appearance of new states depends strong-
ly on both the scaled system size L /§=L e!/2/€, and the
scaled group speed s, Eq. (6.32), as well as on the details
of the boundary condition parameters a,=a.e'’?, and

!
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FIG. 25. States predicted near threshold for a traveling wave instability in a one-dimensional finite geometry using the amplitude
equations (4.59a,b) with real coefficients (c; =0) and boundary conditions (5.34a,b). Solid lines show the magnitude | 4g| of right-
moving waves, and dashed lines the magnitude | 4, | of left-moving waves. Panels (a)-(h) correspond to fixed values of the group
speed sg, the system size L and boundary parameters a4, B+ for increasing control parameter € >0 as marked, with €. the shifted
value of onset in the finite geometry. In panels (c)—(f) the state is dynamic, and two traces for each amplitude are shown, correspond-
ing to the extreme values in the cycle, roughly a half period out of phase (see text for details). (From Cross, 1988b.)
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B.=pB.e!”? of Egs. (5.34). Other states observed are ones
in which the envelopes also oscillate in time, typically on
the long time scale L /s,. This oscillation may be a small
amplitude modulation of the rise position of the confined
state [“modulated state” Fig. 25(c)] or a complete to and
fro motion in which first large amplitude right-moving
waves are seen at the right end of the container, to be re-
placed half a cycle later by the symmetry-related state of
large amplitude left-moving waves at the left end of the
container [“blinking state” Fig. 25(d)]. The phase dia-
gram as a function of L /& and s for a particular choice of
the parameters a and B, is shown in Fig. 26. It should
be noted that an experimental regimen of increasing the
control parameter € at fixed L and s, corresponds to a
hyperbolic trajectory on this diagram. It can be seen that
the dynamic states are only evident for large system sizes.

There are more possibilities if the I, bifurcation in the
infinite system is subcritical. This means that the sign in
front of the | Ag|* 4 term in Eq. (4.59a) is positive, and
additional quintic terms must be subtracted to saturate
the growth in the infinite system. In addition, for con-
sistency, nonlinear gradient terms such as | 4z |%9, 4y, a
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4
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s L ]
ASYMMETRIC ® .
® OSCILLATIONS ®
2+ ° .

1+ Y ASYMMETRIC
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1 1 | I
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L/¢

FIG. 26. Phase diagram of states above the threshold of a trav-
eling wave instability showing the reduced group speed
s =so9€"'"?74/, as a function of the scaled system size L /&, for
the amplitude equations (4.59a,b) with ¢; =0 and boundary con-
ditions (5.34a,b). The coefficients a4, B+ are chosen to yield a
reflection coefficient » =0.08 at the endwalls. Numerical calcu-
lations were performed at points represented by solid circles.
The different regimes are: symmetric oscillations corresponding
to panel (d) of Fig. 25; asymmetric oscillations [panels (c), (e),
and (f)]; asymmetric stationary states [panels (b), (g), and (h)];
and symmetric stationary states [panel (a)]. Full lines show
transitions where the symmetry changes; dashed line indicates
the crossover between confined [e.g. panel (g)] and filling [panel
(h)] states, which is not a sharp transition in a finite system.
(From Cross and Kuo, 1992.)
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nonlinear correction to the group velocity, must be in-
cluded. Clearly there are now even more parameters to
be fixed and a systematic search through this parameter
space has not been carried out, but two striking results
have been discovered. First, it has been found that the
hysteresis present in the transition in the infinite system
may be strongly reduced or eliminated (Sullivan and
Deissler, 1989). Indeed if the sign in front of the first cu-
bic term in Eq. (4.59) is positive and g, > 1, then there en-
sues a continuous transition to the same small amplitude
counter-propagating traveling wave state [Fig. 25(a)] as
found at the forward bifurcation. This occurs because
this state has a considerable standing wave component,
which stabilizes the system for g, >0 (Cross and Kuo,
1992). Sullivan and Deissler (1989) studied a range of pa-
rameters with all ¢; 0 and found quite complicated
phase diagrams.

The second new type of behavior is the existence of
self-sustaining pulse solutions in the bulk, for the case
with ¢; # 0, as discussed in Sec. V.B.2 above. The in-
teraction of these pulses with boundaries remains to be
studied in detail, although states with localized pulses
stationary at one end (the end towards which the waves
in the pulse are moving) have been found, even when only
moving pulses exist in the infinite system (Cross, unpub-
lished). We will discuss applications in Sec. IX.A below.

3. External forcing

In type I, systems the stable ideal states often consist
of either right or left traveling waves in one dimension,
so the parity symmetry is broken. It has been shown by
Riecke et al. (1988) that a uniform temporal modulation
can stabilize standing waves, i.e. restore the left-right
symmetry, provided the modulation frequency is reso-
nant with the original waves, a prediction which has been
verified experimentally by Rehberg er al. (1988b). A
similar effect was obtained by Walgraef (1988b) who con-
sidered steady spatial modulation. In two dimensions a
richer set of possibilities exists, and both temporal (Wal-
graef, 1991) and spatial (Pismen, 1987; Coullet and Wal-
graef, 1989) modulation have been considered.

In a system with endwalls a stable structure can be
maintained in a convectively unstable (but absolutely
stable) region by reflection at the walls (see
subsection VI.C.2 above). It is also of interest to consider
the case where, due to variation of the control parameter
over the system, an absolutely unstable region sends dis-
turbances into a convectively unstable or even a stable re-
gion, leading again to a stable nonlinear state. This type
of situation is particularly relevant in open flow systems
with a spatially developing flow, such as wakes, jets, and
boundary layers, as discussed in Sec. IX.E below.

We start from the amplitude equation (4.59) where
now the control parameter e=g(x) is a function of posi-
tion

3,4 +500, A=e(x)A+(1+ic;)d2 4

—(1—ic;)| 41?4 . (6.33)
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(We only consider one set of waves, here the right-
moving ones.) Two situations have been studied in detail:
the case

e(x)=gytex , (6.34)

where analytic solution is possible (Chomaz et al., 1988),
and the case 9, € /e << 1, where a WKB approach may be
used (Chomaz et al., 1991).

The major qualitative results are illustrated by the
linear control parameter case. Chomaz et al. use Eq.
(6.34) in the domain x >0 with g, <0 and take the bound-
ary condition 4 =0 at x =0. The search for a linear in-
stability to self-sustaining solutions at frequency o is
equivalent to the search for bound states in a potential
for the Schrodinger equation. Since there is a single ad-
ditional boundary condition as x — o (of exponential de-
cay of solutions if this region is stable or of only outgoing
waves if it is convectively unstable but absolutely stable),
as in the Schrddinger case there are solutions only for a
discrete set of frequencies w,. Chomaz et al. find that
for e,<e, =4s3(1+c?) there is no region of absolute in-
stability and no self-sustained structure is possible. Such
a structure does not develop until there is a finite spatial
region of absolute instability, which occurs at a control
parameter value

g0 =€, = £, +18,| [&,122(1+c2)6cos[ L tan" ¢, ],
(6.35)

with 8, the first zero of the Airy function. Here thereis a
supercritical Hopf bifurcation to an oscillatory state,
sending waves into the convectively unstable region
which are eventually damped out in the stable region
x — . (The authors call this a “global bifurcation.”)
For g,> ¢, the linear theory predicts a discrete set of ex-
ponentially growing modes, but the nonlinear competi-
tion between these modes has not been investigated. An
important feature of this result is that a finite portion of
the absolutely unstable spatial region, of extent

1

xT=—81(—51)_1/3(1+c%)cos[§ tan” ¢;]

=0(|81|—1/3) R (6.36)

is necessary before self-sustained oscillations will occur.
For 0 < g, < g, although there are no self-sustained os-
cillations, the system will be highly sensitive to externally
imposed disturbances, either intentionally added periodic
disturbances or noise. In particular, large amplitude sa-
turated states may be maintained in a convectively unsta-
ble region down stream of a small noise source (Deissler,
1985, 1987b, 1989; Chomaz et al., 1991).

An interesting result for a general shape of spatial
dependence of the control parameter (x), but in the lim-
it of slow variation where a WKB analysis applies, is that
the (complex) frequency of the fastest growing global
mode is given by the saddle-point condition

20 _20 _
3k (ks e(x,))= 3 (k,e(x,))=0, (6.37)
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where Q(k,e(x)) is the dispersion relation with k and x
extended into the complex plane. Then x; is the closest
saddle point to the real axis in the complex x plane.

D. Effects of external noise

One of the more difficult aspects of the problem of pat-
tern selection is a proper assessment of the role of extrin-
sic noise. The problem divides naturally into two parts:
(i) How does one represent the stochastic forces acting on
a system, i.e. can one derive a canonical model? (ii) Can
one solve the model, even approximately?

1. Thermal versus nonthermal noise

Any physical system is subjected to random forces
coming from the molecular structure of its constituent
parts. Clearly, the importance of these effects depends on
the scale of the phenomena under consideration. Typi-
cally, for microscopic phenomena such as phase transi-
tions or molecular transport processes, thermal noise
plays an essential role. A useful model for discussing dy-
namic properties near critical points, for example, is the
stochastic equation (Hohenberg and Halperin, 1977)

_~ 8F
9, ¥=TY sy +¢, (6.38)
where
F= [ dx [rolw>+uoly*+&IVYI*], (6.39)

and ¢ is a Gaussian white noise with zero mean (£)Y=0
and correlation

(EGe,) E(x", 1)) =2Thky T 8(x —x')8(t—t') ,  (6.40)

with T the temperature. Within the framework of the
above model the condition that the system relax to the
equilibrium (Gibbs) distribution,

P [p]~e W HEBT (6.41)
is the (detailed balance) relation
y=T%. (6.42)

[Note that the white-noise form of the spectrum (6.40) is
an approximation, which is typically valid only for calcu-
lating the long-wavelength correlations of the ¢ field.]
This model and its variants are useful for describing con-
tinuous phase transitions, which may be thought of for-
mally as qualitative changes in the behavior of the corre-
lation function

Cylx)=(P*(x,0) P(0,2)) (6.43)

[this function is independent of ¢ at equilibrium]. For ex-
ample, as a function of r, the function Cy can go from
exponential decay at large distances

Cylx) ~ e /5,

X — o©

ro>Foc > (6.44a)
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to a nondecaying form

Cylx) ~ m?, (6.44b)

r— ®©

¥o <r0€ N

characteristic of long-range order. Such phase transi-
tions often occur as a result of a competition between the
deterministic term 8F / 83* and the stochastic term ¢ in
Eq. (6.38), or more physically, from the competition be-
tween energy and entropy. It follows that the noise term
must typically be “of order unity” on the scale of & since
it allows for many rearrangements of the system between
the different valleys of ¥ in phase space. We shall ex-
press this idea crudely by the relation

kg T"fogg ’

taking f,=~r,|¥|? to be a typical energy density in the
system.

Our discussion so far has been based on a particular
model of critical dynamics, but the ideas are quite gen-
erally applicable in the microscopic domain near equilib-
rium (Hohenberg and Hagperin, 1977). Turning now to
the types of macroscopi}; pattern-forming systems we
have been considering, we can still for the present discus-
sion represent them in the form (6.38) with thermal noise
(6.40) [or perhaps the more general form (3.15) since the
assumption of a potential F is too restrictive]. The point
here is that for macroscopic systems the typical length
and energy scales are such that Eq. (6.45) is rarely
satisfied, i.e. the thermal noise is usually negligible com-
pared to the deterministic forces.

To make these notions more precise, let us suppose
that we start from the microscopic equations

9, U=f(U;R)+E(1),

(6.45)

(6.46)

where the noise satisfies (6.40). Then if the deterministic
part [Eq. (6.46) with {=0] has a bifurcation at R =R, it
leads to an amplitude equation (4.3) in a type I  system.
It is then interesting to ask what the effect of the noise
term § will be on the amplitude equation. The simplest~
answer is to take § into account at the linear level, i.e. to
project £ onto the critical mode (4.2) and to add this pro-
jection to Eq. (4.3). Such a program has been carried out
for the case of Rayleigh-Bénard convection, as explained
in Sec. VIIL.D below. It is found (Graham, 1974; Swift
and Hohenberg, 1977; Hohenberg and Swift, 1992) that
Eq. (4.3) becomes

T8 A=e A+, —(i /29003, P A—go | AP A+E, ,
(6.47a)

(E4(x,0)E(X',t")) =2F E8r,8(x—x') 8(t —1') ,
(6.47b)

with F, given by the ratio of the thermal energy kT to
a typical dissipative energy in a volume &2,

F ~kgT / fo8 . (6.47¢c)
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As explained in Sec. VIII.D below this ratio is usually
extremely small, F  ~ 107, for a typical convection sys-
tem with £,~(1-10) mm since it represents the ratio of a
microscopic to a macroscopic energy (see Ahlers, 1994).
Similar estimates can be made for the other systems we
are considering, though it is not always clear what the
characteristic energy in Eq. (6.47c) should be [see e.g. Eq.
(10.37) below].

In view of the smallness of thermal noise for most mac-
roscopic phenomena of interest we must ask whether
there are not other sources of noise acting on the system.
These would represent degrees of freedom that are not
under control or observation, be they associated with the
apparatus or with unknown components of the system
under study. Clearly, there is little one can say in general
about the correct way to represent stochastic effects, ei-
ther at the level of “microscopic’ equations such as (6.46)
or at the level of simplified models or amplitude and
phase equations. There is no reason that the form (6.46)
should be preferred over other hypotheses; in particular
it is expected that besides additive noise there will be
multiplicative noise, e.g. an extra term £’y A on the right-
hand side of (6.46) representing a fluctuating control pa-
rameter (see Hortshemke and Lefever, 1984). Moreover,
the noise correlations need not have a white spectrum, ei-
ther in time or in space. It is thus clear that the relative-
ly simple phenomenology of microscopic stochastic phe-
nomena near equilibrium need not be relevant to macro-
scopic nonequilibrium systems. Nevertheless, in view of
the difficulty of finding plausible alternative models, sto-
chastic equations such as (6.46) or (6.47) are often used to
model pattern formation, with F, taken as a phenome-
nological parameter (see Moss and McClintock, 1989). It
should be remembered however that there is no general
physical justification for such a model and the results
must be viewed with some skepticism.

2. Effects of noise on bifurcations

For simplicity we will confine our discussion to addi-
tive white noise, and briefly consider its effect on bifurca-
tions. There is in fact an enormous literature on this
problem (see e.g. Gunton and Droz, 1983; Brand et al.,
1989), since the kinetics of ordering and coarsening near
phase transitions are often represented by models such as
(6.38). We shall discuss the stochastically forced Swift-
Hohenberg model and then a single-mode amplitude
equation.

a. The Swift-Hohenberg model

Consider the stochastic type I, system in two dimen-
sions

dY=ey—(V>+g3y — ¥+¢,
(£ (x,1)E(x'1")) =2F 8(x—x') 8(t —1') .

(6.48a)
(6.48b)

The static ordering properties of this system were dis-
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cussed in the original paper by Swift and Hohenberg
(1977, see also Hohenberg and Swift, 1992). The critical
behavior, applicable to an infinite system in d = 2 dimen-
sions, turns out to be quite subtle due to the large degen-
eracy of the broken-symmetry state, and a proper
renormalization-group description of the transition has
never been worked out. For finite systems, on the other
hand, the bifurcation is rounded on a scale

eg~F*?, (6.49)

i.e. it is imperfect with additive noise.

Pattern formation in the stochastic model is a compli-
cated phenomenon which depends critically on the size of
the noise §. Very little is known in detail, though the
concepts of coarsening and domain growth developed for
phase transitions (see e.g. Gunton and Droz, 1983) are
certainly applicable here. From a quantitative point of
view only the linear problem (g, = 0) can be calculated
exactly. For an arbitrary time-dependent control param-
eter £(1), e.g. a sweep from below to above threshold, the
average order parameter is given in linear approximation
by (Hohenberg and Swift, 1992)

(2(0)=L7* [ dx(4?(x,0)=(¢3 (0))

dzq
(27)?

t
+2F [ %" [ase %", (6.50a)
0

t
0,(= [ ds [e(s)—(g?—q3 )] . (6.50b)
0

We shall discuss an approximate formula for (#*(¢))
that takes into account nonlinearity in the next section.

b. Single-mode amplitude equation

A nonlinear stochastic model for which some quantita-
tive information is available is the single-mode equation
for the real variable A4 (¢)

700, A =¢(t) A—g, 4>+,
(Et)E(t"))y=2F r,8(t —1') .

(6.51a)
(6.51b)

This equation might be applicable to a small system in
which only one mode is excited [as in Eq. (5.11) above],
or it might be thought of as a crude approximation to the
time dependence of the spatial average in Eq. (6.48a),
(¢*t))={(4*1)). In that case the relation between F
and F can be shown to be approximately (Ahlers et al.,
1981; van Beijeren and Cohen, 1988; Hohenberg and
Swift, 1992)

F~Ft~ 12, (6.52)

The response of a system such as (6.51a) when its con-
trol parameter is swept through the bifurcation has been
studied systematically for deterministic equations with,
for example, a constant Q_‘ (see Grossman and Mikhailov,
1990; Erneux et al., 1991). In the stochastic case an ap-
proximate formula for ( 4%(¢)) for arbitrary e(¢) has
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been worked out by Ahlers et al. (1981) and by Swift
et al. (1991), based on ideas developed by Suzuki
(1987a,b). The approximation, valid for small noise
(F << 1), involves an interpolation between exact solu-
tions of the linear stochastic equation for e(¢) <0 and
0<e(t)<<1, and the nonlinear deterministic equation for
e€(t)=0(1). The formula is cumbersome to write down,
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FIG. 27. Probability distribution P(A) vs A at various times
for the stochastic amplitude equation (6.51) with 7,=0.055,
80=0.85, F=5 X 1077, and &(t) given by a sinusoidal modula-
tion, Eq. (8.101) below, with €,=0.2, ®=5, §=2, as shown in
(a). The times in parts (b)—(h) (in units of the period) are
ot /27=0.1250, 0.1719, 0.2188, 0.2734, 0.7075, 0.7520, and
0.7822, respectively, as shown by solid dots in part (a). The thin
solid lines in (b)-(h) are the analytic approximation of Swift
et al. (1991), and the jagged line comes from a numerical simu-
lation of the stochastic equation. Since the theory has no ad-
justable parameters the agreement with the simulation can be
considered quite satisfactory. (From Swift et al., 1991.)
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so we refer the reader to the paper of Swift ez al. (1991)
for a precise statement, but we note that it provides an
analytic approximation to the stochastic equation, whose
validity has been verified by comparing it to numerical
simulations, as illustrated in Fig. 27. A more systematic
treatment has recently been given by Caceres et al.
(1991).

The above scheme has also been used by Hohenberg
and Swift (1992) to provide an approximate solution of
the stochastic Swift-Hohenberg model (6.48), and applied
to an analysis of experiments in Rayleigh-Bénard convec-
tion where the system is ramped through the threshold
(see Sec. VIIL.D).

We shall have occasion to refer to various models of
stochastic behavior in the subsequent discussion of
specific systems. Moreover, similar models have been
used to represent the effect of chaotic small-scale degrees
of freedom on the large scales in deterministic systems, as
explained in Sec. VILE. On the whole it must be said
that we have little firm knowledge concerning the effects
of stochastic forces on nonequilibrium pattern selection,
though the problems are important and are being actively
studied (see, e.g., Moss and McClintock, 1989; Vasiliev
et al., 1987).

Vil. CHAOS
A. General features

Chaos is the name given to intrinsic randomness, i.e.
random behavior arising in a deterministic system. The
existence of chaos was known to Poincaré and others
(see, e.g., Miles, 1984c; Jackson, 1989; Gaponov-Grekhov
and Rabinovich, 1992), but it was Lorenz (1963) who first
clearly identified the phenomenon in dissipative systems,
and he and Ruelle and Takens (1971) who first appreciat-
ed its significance for understanding fluid flow. This sim-
plest form of chaos occurs in systems of three or more
coupled nonlinear ordinary differential equations, and
also in discrete mappings. The temporal behavior of
such systems is in many cases random, i.e. describable by
continuous Fourier spectra, positive Lyapunov ex-
ponents, and strange attractors with fractal structure (see
below). The physical significance of this behavior of sim-
ple mathematical models arises from the experimental
observation that certain real systems, for example
confined hydrodynamic flows, show similar temporal
behavior. The first convincing experimental demonstra-
tions of this phenomenon are due to Ahlers (1974) and
Gollub and Swinney (1975).

The basic question we wish to ask is “what is the rela-
tionship of the above-mentioned chaotic phenomena to
spatial patterns?” This question can be divided into three
parts: (i) How does one understand the fact that physical
systems which consist of an infinity of (molecular) de-
grees of freedom, or a continuum of hydrodynamic
modes, have temporal behavior well described by models
with a few degrees of freedom? (ii) How can one under-
stand the temporal behavior of physical systems that are
sufficiently extended in space so that the low-dimensional
description does not hold (e.g. infinite systems)? (iii)
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What can one say about order and disorder in spatial pat-
terns themselves, independent of the dynamics which
leads to these patterns? We are thinking here of analyz-
ing instantaneous spatial configurations, or the patterns
obtained as stationary (but not necessarily stable) solu-

tions of dynamical equations.

In what follows we will attempt to provide a brief over-
view of our understanding of these questions which, it
must be admitted, is quite sketchy. The most interesting
question is the second one mentioned above, but the sub-
ject of spatiotemporal chaos is only beginning to be stud-
ied at present. We shall begin by presenting a phenome-
nological and heuristic picture based on defining charac-
teristic lengths which form the basic framework of our
picture of spatiotemporal dynamics. Then we shall at-
tempt to identify the important questions which need to
be answered to understand chaotic phenomena, and list
some examples of numerical and experimental studies of
model systems. The need to distinguish between small
system “temporal” chaos and “spatiotemporal” chaos in
larger systems first became apparent through the pioneer-
ing experiments of Ahlers and Behringr (1978a,b) and
Berge and co-workers (Berge, 1979; see also Monin,
1978). For other discussions of spatiotemporal chaos see,
for example, Aceves et al. (1986), Akhromeyeva et al.
(1989), Grassberger (1989), and Rabinovich and Sushchik
(1990).

1. The characteristic lengths

Following Hohenberg and Shraiman (1989) we distin-
guish three lengths to characterize the dynamics of a spa-
tially extended nonequilibrium system; these are associat-
ed with dissipation, excitation, and correlation, respec-
tively. The dissipation length ¢ is the characteristic
length at which energy is dissipated. The modes on
shorter scales are passive or “slaved”, and can be treated
by elementary methods. The excitation length ¢ is the
length at which energy is injected into the system. For a
system near a linear instability there is an excitation
range around the most unstable wavelength ¢ ~ g, .
External stirring will also typically occur on some length
scale which we define as ¢ ;. The correlation length £ is
more difficult to define, since its specification requires a
rather complete knowledge of the solutions of the
dynamical equations. The simplest definition is in terms
of a correlation function

Cij(rl '—r2)=((u,-(r1,t)—<u,~))(uj(rz,t)'—<uj>)) ’ (7.1)

where the angular brackets denote an average over time ¢
or an average over the attractor, as discussed below. If
the large distance behavior has the form

Cij(r)r = exp(—r/§), (7.2)
then we define § as the correlation length for u; and u e
Of course, the behavior may be considerably more com-
plicated than in (7.2), but for the moment we will assume
that one or more correlation lengths can be defined in the
system. Finally, we need to consider the (linear) system
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size L, or system volume L4 where d is the (Euclidean)
dimensionality’-! of the system.

2. Small versus large systems

Having introduced the notions of dissipation length
¢ p, excitation length ¢, correlation length(s) £, and
linear system size L, we will now give a schematic
description of temporal and spatiotemporal chaos, and of
“small” and ‘“large” systems. In a uniform stable state
all modes of excitation are damped out. At the threshold
for pattern formation a small band of modes is excited
near the characteristic scale £ ~g, !, which is also typi-
cally of the same order as the dissipation scale ¢,. In
our discussion of regular patterns in the previous sections
we distinguished between small and large systems accord-
ing to the value of the quantity Lg,. Let us now imagine
increasing the control parameter R until the system be-
comes chaotic. We then wish to distinguish two limiting
cases for describing chaotic states.

e Small systems: L ~¢ . When the system size L is of
order ¢, the number of excited modes is severely con-
strained by geometry. Since these modes can interact
strongly a chaotic state can ensue, and this state will be
described by an attractor in a low-dimensional phase
space. The correlation length £ also remains comparable
to L, so the spatial dependence is dynamically irrelevant
and we refer to the system as ‘“small”, i.e. it has a small
number of (active) degrees of freedom.

e Large systems: L >>¢ ;. When L is much larger
than ¢, the system has many degrees of freedom and
any description of the chaotic state must take this multi-
plicity into account. In general we expect the attractor
dimension to be correspondingly large in this case.

From this point of view the simplest way to reach the
large-system limit is to increase the system-size L at fixed
control parameter R. One can then consider the system
to be made up of coherent regions (whose size remains to
be determined), that are more or less strongly coupled
among themselves. We call this limit (fixed R, large L)
the regime of ‘“‘spatiotemporal chaos,” and expect that
for sufficiently large L a coarse-grained statistical
description will be appropriate.

A second way to achieve a large-system limit for a
chaotic state is to fix L and increase R. Although, as we
shall see, this scenario is less general than the previous
one, we expect that for many systems the number of ex-
cited modes will increase with R, thus leading to an at-
tractor in a high-dimensional space. For example in sys-
tems described by hydrodynamics the control parameter
is given by a ratio of excitation to dissipation. Since the

71The term “dimension” is used in the study of dynamical sys-
tems to denote the dimension of the phase space, i.e. the num-
ber of effective degrees of freedom in the system. In statistical
mechanics on the other hand, the term denotes the number of
(Euclidean) directions in which the system is infinite. Usually
the context makes the distinction clear, but in case of ambiguity
we shall use “dimension” for the first meaning and ‘“‘dimen-
sionality” for the second.
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latter increases with the square of the wave vector g,
while the excitation generally increases more slowly,
large R is associated with a decreasing dissipation scale
¢ p. A prominent example of the above is strong tur-
bulence in fluids where high Reynolds number creates a
scale separation between excitation and dissipation
(¢ g >>¢p), all at fixed L (see subsection VIL.E.5 below).
For either scenario a number of questions arise which
we would like to elucidate. Can one define one or more
correlation lengths & and how do they behave as one goes
from a small to a large system by either route? What is
the nature of the attractor, in particular what is its frac-
tal dimension d, (see below) in the asymptotic limits
R — o or L— o ? Our conjecture is that in both cases
we have
lim d,(R)~R*,

R— o

(7.3)

or
lim d(L)~L", (7.4)
Low
but in the second case we expect b =d, d being the Eucli-
dian spatial dimensionality of the system. Equation (7.4)
leads to a different definition of correlation length than
(7.2), i.e. a length &, such that for L >>£, the system is
made up of cells of volume §f», and their number (L /€, )4
gives the fractal dimension d (L) of the attractor. We
refer to the limit (7.4) with b = d as extensive chaos.

In line with our focus on pattern forming instabilities
we shall primarily consider systems at moderate R as a
function of L (‘“spatiotemporal chaos”). We shall have
little to say about the other limit, of R — oo (‘“‘strong tur-
bulence”). Indeed, many of the models and systems we
consider do not have a physically interesting large-R lim-
it, either because they possess artificial short-length
cutoffs (in the models), or because the systems themselves
change their character at large excitation.

B. Small systems

Although our main interest is in systems displaying
spatial dependence it is useful for us to summarize briefly
the considerable knowledge which has been gained in re-
cent years on chaos in small systems. This is first of all
because most of what is known firmly about chaos comes
from such studies, and secondly because even in large
systems it is possible to make local measurements and to
evaluate the same quantities as in small systems (time
series, Lyapunov exponents, phase space reconstruction).
This then provides a starting point for the study of spa-
tiotemporal chaos.

1. Characterization of chaos

Let us consider a dissipative dynamical system consist-
ing of a finite number of coupled degrees of freedom,

o,u; =f;(U), i=1,...,N, U={y;}. (7.5)
As discussed in Sec. III.A, for autonomous systems at
long times motion takes place on an attractor which may

be a fixed point, a limit cycle, or an m torus, all of which
involve regular behavior in the sense that the motion at
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one time is correlated with the motion at any subsequent
time. Alternatively, the motion may be irregular or
chaotic, in which case we say the motion takes place on a
chaotic or strange attractor. [Our discussion of chaos is
necessarily rather sketchy and imprecise. The interested
reader can find further elaboration for example in Hao
(1984, 1987, 1988), Schuster (1984), Eckmann and Ruelle
(1985), Mayer-Kress (1986), Berge et al. (1987), Manne-
ville (1990)].

Since our main concern will be with the long-time
properties of systems under constant external conditions
it is useful to define a probability measure for the attrac-
tor, which remains invariant with time. Given a measure
u(U) we can take averages of any function ¢(U) over the
attractor, by integrating in phase space

()= [ dupv) $(U) . (7.6)

The measure pu(U) is ergodic if the average in (7.6) can
also be obtained by integrating over an arbitrary trajecto-
ry

S
[ duwu) $(U)= lim — _{dt sU@), 1.7

where Eq. (7.7) is supposed to hold for any initial condi-
tion U(t=0), except for a set of u-measure zero (Eck-
mann and Ruelle, 1985). It turns out that many different
invariant measures can be constructed for most dynami-
cal systems, but a particular one has physically appealing
robustness properties with respect to small perturbations.
This measure is obtained by adding to Eq. (7.5) a stochas-
tic function W representing external noise

3U=Ff(U)+n W(t). (7.8)

The stochastic process (7.8) has a unique stationary mea-
sure p,, in terms of which the physical measure, which
presumably corresponds to experimental time averages, is
defined by the relation

Hphys = 71,1_13) Ky - (7.9

The above definitions are applicable to regular as well as
chaotic attractors, and they can presumably be general-
ized to the case of spatially continuous systems (see
Bromberg and Rechester, 1988).

The distinction between regular and chaotic motion
can be expressed in terms of the power spectrum of the
dynamical variables. Let us consider the temporal
Fourier transform #%;(w) of a dynamical variable u,(¢),
and form the quantity |%;(w)|?> whose average
defines the power spectrum of u;. Then for regular
motion it will consist of a set of sharp delta functions as
in the top panel of Fig. 28, whereas for chaotic motion
the spectrum has a smooth component as shown in the
lower panels. In terms of the time dependence of u,(?),
we can say that the chaotic signal corresponds to a corre-
lation function

which decays at long times, typically as
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t/

Ci(t) ~ e Teorr (7.12)
t— o0

(Correlation functions between u; and u; can also be
defined.) The existence of chaos is thus usually associat-
ed with a decorrelation of the motion in a finite time 7.
The average indicated by the brackets in Eq. (7.11) is
with respect to the measure u defined above.

Another quantity characterizing the dynamics is the
Lyapunov exponent, which describes the separation of or-
bits in phase space that start out infinitely close to each
other. Let us consider two initial values {u;(0)} and
{u;(0)+8u;(0)} at t=0. Then for a chaotic orbit we ex-
pect the difference 8u; to grow exponentially in time at
early times. More precisely we define the Lyapunov ex-
ponent as the long-time limit along the orbit of the rate
of separation of points in the tangent motion, i.e.

A,=lim ¢~ ! In|[(DFY|,, (7.13)
t— 0 ~
where
(DF');;=3u;(t)/3u;(0) (7.14)

is the Jacobian matrix evaluated on the orbit U(¢). The
notation | 4|, denotes the £th eigenvalue of the matrix
A, ordered in such a way that |4|,_,>|4]|,>|4],4,.
As defined in Eq. (7.13) the exponents A, appear to de-
pend on the initial point #;(0) of the orbit in phase space,
but for most chaotic systems it can be shown (Eckmann
and Ruelle, 1985) that the same set {A,} is obtained for
almost all points {u,;(0)} in the basin of the attractor,
since the limit in Eq. (7.13) averages over long orbits.
The set of Lyapunov exponents A, with

A=A 2, (7.15)

characterize the stability of the motion in phase space. If
A, <0, all A, are negative, i.e. an infinitesimal perturba-
tion decays and the attractor is a fixed point. If A,=0
the attractor is a limit cycle, whereas a positive exponent
corresponds to diverging orbits, or chaos.”? Such motion,
which is said to take place on a strange attractor, is per-
manently unstable in the directions along the attractor
(Ay>0), but stable in directions transverse to the attrac-
tor (A,<0). A positive Lyapunov exponent is at the ori-
gin of the sensitive dependence on initial conditions that is

a characteristic feature of chaos.

A useful characterization of strange attractors is in
terms of generalized dimensions which roughly speaking
count the number of independent degrees of freedom on
the attractor (see, e.g., Farmer et al., 1983). . Among the
many different types of generalized dimension, one of the
simplest is the capacity dimension d,;, defined by

_ In N (7)
cap M In(1/7)
where N, (77) is the minimum number of hypercubes of
size 1) needed to cover the attractor. For a Euclidean set
the above definition reproduces the Euclidean dimension

d (7.16)

7-2For continuous time dynamics there is always a vanishing
exponent (Haken, 1983b), unless the attractor is a fixed point.
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d, and for more complicated sets the dimension d,, can
take nonintegral values, in which case one speaks of frac-
tal sets, and fractal dimension.”-3 Another generalized di-
mension which is used frequently because it is easier to
evaluate numerically is the correlation dimension d,.,
given by (Grassberger and Procaccia, 1983)
o In{utp; Uy
degpy = lim ——— |
7—0 Inn

where pu(n; U) is the density of points on the attractor in
a ball of radius 7 centered at the point U in phase space.
Here the angular bracket denotes an average over points
U on the attractor. _

There exists yet another important definition of dimen-
sion, the so-called Lyapunov dimension which is directly
related to the Lyapunov exponents defined above. This is

k
2 A
=1

where k is the largest integer such that 3%_, A,>0.
The Lyapunov dimension d; increases when the number
n, of positive exponents increases, since we always have
dy >n,. In fact, d; can be thought of as the (fractional)
dimension of the parallelipiped which on average neither
grows nor decays along the orbit (Manneville, 1985).
Another quantity of interest is the Kolmogorov-Sinai en-
tropy’

"p
H=73 A/,

£=1
which only sums the positive Lyapunov exponents. It
‘turns out that with the definitions given above exact ine-
qualities can be derived between the various dimensions
(see for example Farmer et al., 1983). In many cases the
actual values obtained for the different quantities agree to
within numerical or experimental uncertainties.

An important point to note is that all of the above
definitions of dimension, plus the multitude of other simi-
lar quantities (Farmer et al., 1983), refer to a global
property, which is far from providing a complete charac-
terization of the fractal sets encountered in nonlinear dy-
namics. It is only for scale invariant structures that one
could hope to find a full characterization via a single ex-
ponent or even a finite set of exponents. It turns out that
the chaotic attractors encountered even in simple map-
pings necessitate an infinite number of dimensions, which
can sometimes be represented by a smooth function.
Such sets have been given the name “multifractals,” and
their properties have begun to be elucidated both theoret-
ically and experimentally in recent years (Mandelbrot,
1974, Frisch and Parisi, 1985; Jensen et al., 1985; Halsey
et al., 1986; McCauley, 1990). The simplest way to un-
derstand the necessity for many exponents is to general-
ize the correlation dimension (7.17) to higher moments,
thereby defining the gth order “Renyi” dimension
(Hentschel and Procaccia, 1983)

(7.17)

d,=k— M) Y, (7.18)

(7.19)

73We will use the term “fractal dimension” to denote any
noninteger dimension characterizing a set and denote it as d;,
as in Egs. (7.3) and (7.4) above.
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1 o In{u(n, U1,
d,= lim .
qg—1 5—o0 In n

(We follow Hentschel and Procaccia in denoting the ex-
ponent by g, though it should not be confused with a
wave vector.) It is clear that the correlation dimension
d o defined in Eq. (7.17) is d,, but one can also show
that dy=d,, [Eq. (7.16)], and that d, <d,. for g >q’. In
a scale invariant system one might expect the pair-
correlation function to determine the higher correlations,
so that d, would have a simple functional dependence on
g. For chaotic (multifractal) attractors this is generally
not the case, and the whole function d, is an intrinsic
characterization of the dynamics. For different values of
g (which can have arbitrary sign) portions with higher or
lower density in phase space are weighted differently in
Eq. (7.20). A transformation analogous to the Legendre
transform of thermodynamics leads to the function f(a):

fla)=q alg)—(¢g—1d, , (7.21a)
alq)=(d/dq)[(g —1)d,], (7.21b)

(Feigenbaum et al., 1986; Halsey et al., 1986; Mori
et al., 1989). It can be shown that the function f(a)
represents the density of singularities on the attractor
that are associated with the scaling exponent a (Halsey
et al., 1986). This function can be determined directly by
analysis of numerical or experimental data, and it consti-
tutes a kind of signature of the statistical properties of
the strange attractor (see Glazier and Libchaber, 1988;
Barkley and Cumming, 1990, and references therein).
Although it is clear that the functions d, and f(a) pro-
vide a fuller characterization of chaos than is obtained
from the fractal dimension d £y it is not known whether
this characterization is in any sense complete. In partic-
ular, the question of the universality of chaotic dynamics
beyond the onset of chaos is still not completely clarified,
even for the simplest examples, and sophisticated
methods have been developed for analyzing this problem
(see, e.g., Argoul et al., 1988; Auerbach and Procaccia,
1990).

In summary, motion on a strange attractor is charac-
terized by positive Lyapunov exponents (sensitive depen-
dence on initial conditions), a continuous frequency spec-
trum for observables, and an attractor with (multi)fractal
structure. Although these properties are not mathemati-
cally equivalent, they usually occur together, and make
up what we refer to as temporal chaos in small systems.

(7.20)

2. Reconstructing the attractor from time series

The definitions of Lyapunov exponents and dimensions
discussed above were all formulated in terms of the equa-
tions of motion of the system (7.5), which determine the
trajectories in phase space. Since for most experiments a
suitable set of equations (involving a finite number of
modes!) is not known, it is not clear a priori how useful
these concepts might be for analyzing experiments. It
turns out, however, that observation of a single variable
u;(t) allows one to estimate the complete orbit in phase
space and therefore to obtain approximate expressions
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FIG. 28. Power spectrum of temperature fluctuations in a small
aspect ratio (L =2.08) convection cell. Ordinate is the loga-
rithm of the power spectral density of AT /AT, in Hz ' as a
function of frequency f. Here AT is the temperature difference
across the cell, AT, its value at the onset of convection, and the
heat flow through the cell is maintained constant. The number
in each panel is the mean value of AT /AT,. (From Ahlers and
Behringer, 1978b.)
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for the exponents and dimensions. The method used in-
volves a remarkable reconstruction technique (Takens,
1981, 1985; Packard et al., 1980) which consists in the
following: the motion on a ds-dimensional attractor in an
N-dimensional phase space is parametrized by taking m
displaced values of one of the variables, say u,
Ul(t):ul(t)? UZ(t):ul(t+T)""’
(7.22)
Uk(t):ul(t+(k _I)T),

The reconstruction technique depends on the statement
that for almost all values of the time interval 7, the orbit
in the space {v, ()} (k=1,...,m) is a faithful projec-
tion of that in the original space {u;(#)} (i=1,...,N),
so long as m >2d,+1, where d; is the dimension of the
attractor. It is important to realize that although the
above statement rests on some mathematical theorems
(quoted on p. 627 of Eckmann and Ruelle, 1985), the
quantitative aspects of the reconstruction method are not
entirely clear. For example, it is not known in general
how accurately u,(¢) needs to be measured to obtain the
attractor of the original {u;(?)} to a given accuracy.
Similarly, the total number of data points needed for the
reconstruction grows with the dimension of the attractor,
but it is not precisely known how fast. Furthermore, the
validity of the method depends on a proper choice of the
time delay 7, which must be long enough so that each
v, (¢) represents new information, but short enough so as
not to lose information [see Fraser and Swinney, 1986
and Fraser, 1989 for discussions of these points]. In gen-
eral, our understanding of the reconstruction method
comes both from numerical tests on models whose equa-
tions of motion are known, and on applications to experi-
ments where physically plausible answers are obtained.
An early careful study of the reconstruction technique
was carried out by Eckmann et al. (1986), who evaluated
the largest Lyapunov exponents for the Lorenz model
and for a chaotic Rayleigh-Bénard cell, over a range of
values of the control parameter. In the former case they
were able to check their results against a direct calcula-
tion of the exponents from the equations of motion.
There is by now a gigantic literature on the evaluation of
fractal dimensions, either from the starting equations or
via reconstruction techniques (see e.g. Mayer-Kress,
1986; Gershenfeld, 1988, 1992; Abarbanel et al., 1993),
but it is often difficult to assess the reliability of the re-
sults obtained (see Guckenheimer, 1984; Ruelle, 1990).
Nevertheless, it turns out that in a large number of cases
the exponents and dimensions obtained by these tech-
niques yield a reasonably comnsistent picture of chaotic
behavior and the method is clearly of practical value. It
should be noted, however, than an important physical
limitation of any reconstruction method based on mea-
surements at a single point in a real system is that the
motion must in some sense be fully correlated in space.
In spatially extended systems such as the ones we consid-
er below, the required input information will necessarily
involve data at different points in space. We shall discuss
this point further, but for the moment we merely note
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that some a priori criterion should exist to decide wheth-
er single-point information suffices, i.e. whether we are
truly dealing with a “small” system.

3. Onset of chaos

A remarkable discovery made a few years ago (Feigen-
baum, 1978, 1979) is that the transition from regular to
chaotic behavior can show universal properties, which
are formally similar to those found near a thermodynam-
ic critical point. In particular, renormalization group
techniques have been applied to such systems and univer-
sal scaling exponents derived. The two most studied ex-
amples of universal routes to chaos are the infinite
period-doubling cascade and the transition from quasi-
periodicity to chaos; in both cases nontrivial exponents
have been calculated and measured. An interesting as-
pect of the transition is that external noise plays the same
role as an ordering field at a thermodynamic critical
point, i.e. it smears the transition over a range deter-
mined by a new critical exponent (Crutchfield et al.,
1981; Shraiman et al., 1981). Besides the period-
doubling and quasiperiodic transitions, there are routes
to chaos involving “intermittency” or “crises,” but they

C. Infinite systems: Extensive chaos
1. Characterizing spatiotemporal chaos

We shall primarily consider the extreme limit of an
infinite system, and attempt to make the notions of spa-
tiotemporal chaos and correlation length more precise in
this fixed-R large-L limit, since we believe it is conceptu-
ally simplest. For infinite systems we cannot hope to pro-
do not seem to possess the same scaling properties or
metric universality as the other cases (see Eckmann,
1981). For example the famous transition to chaos
discovered originally by Lorenz (1963) is not associated
with any simple critical exponent or scaling structure.

4. Continuum models and real systems
Let us now suppose that we are dealing with a continu-

um model, e.g. the partial differential equations (3.4),

which have an infinite number of degrees of freedom. As
discussed earlier, since the system is dissipative it is
reasonable to expect on physical grounds that there is a
length scale ¢ below which all modes are damped, so
that a d-dimensional (see footnote 7.1) system of length L
would have an attractor with at most O [(L /£ p)%] de-
grees of freedom. With increasing forcing, more modes
are expected to be excited, which means that ¢ de-
creases as R increases (we use the terms “modes” and
“degrees of freedom” interchangeably).

The above picture has been partly validated mathemat-
ically both by general theory (Temam, 1988) and by nu-
merical studies (Moon et al., 1983; Doering et al., 1987,
Rodriguez and Sirovich, 1990; Sirovich et al., 1990). For
a given partial differential equation the attractor is typi-
cally a complicated multidimensional set with fractal
structure. For mathematical purposes it has been found
convenient to embed the attractor in a finite-dimensional
smooth set called the inertial manifold, which is invariant
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under the dynamics and is in some sense the minimal
smooth set containing the attractor (see Temam, 1990
and references therein). The existence of such an inertial
manifold has been proven for models such as the complex
Ginzburg-Landau (4.49) and the Kuramoto-Sivashinsky
(3.31) equations, but not yet for the Navier-Stokes equa-
tion, though approximate inertial manifolds have been
found for this case (Temam, 1989). For various systems
rigorous bounds have been given for the dimension of the
invariant measure, as well as that of the inertial manifold
and of the attractor, as a function of either system size or
control parameter, (Eckmann and Ruelle, 1985; Temam,
1989).

To the extent that the above program can be carried
out, this provides a mathematical explanation of the ex-
istence of ‘“‘small” systems, i.e. of the observed fact that
certain continuum systems have dynamics well described
by low-dimensional models (Abraham et al., 1984).
vide a detailed theoretical picture of the dynamics, so we
adopt a statistical point of view (Hohenberg and Shrai-
man, 1989; Kraichnan and Chen, 1989). To the extent
that we wish to describe chaos this is no restriction, since
even in small systems chaotic motion can only be ana-
lyzed statistically. Moreover, the traditional description
of strong turbulence in fluids is also expressed in terms of
statistical correlations (see Monin and Yaglom, 1975).

We will take as our basic definition of spatiotemporal
chaos the property of large attractor dimension men-
tioned in Eq. (7.4) above. Quite generally, a system ex-
hibits spatiotemporal chaos if the attractor dimension
diverges with system size. It follows from Eq. (7.18) that
the number of positive Lyapunov exponents also
diverges. We shall have more to say on the specific
dependences of these quantities on L below, but first we
discuss various definitions of the correlation length.
Clearly, there are an infinite number of possible choices,
but most of them will either be physically equivalent or
altogether uninteresting. Nevertheless, it is not clear a
priori how many distinct physically relevant correlation
lengths there might be in a given system, so it seems to us
worthwhile to explore various possible definitions.

a. Correlation length

We consider a translationally invariant system which is
infinite in d directions and is in a statistically stationary
state. This means that we can define averages that de-
pend only on differences of space-time coordinates. We
wish to elucidate the nature of spatial correlations and to
define one or more correlation lengths to characterize the
dynamics. Rather than seek to guess the unique
definition that will fit all cases, we shall list a number of
possible candidates. To the extent that the different
lengths are qualitatively different this might tell us some-
thing significant about the dynamics.

(i) Decay of correlation function

For notational simplicity in this section we consider an
equation for a single field u (x,¢)

3,u=G[u,Vu,Vu,...], (7.23)
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and introduce the correlation function
C(x—x";t—1t")

=(u(x,t)—Cu)Nulx"t")—{u))), (71.24)

the average being over the measure p of Eq. (7.6) or
equivalently over the time ¢ with fixed ¢ —¢’. The corre-
sponding Fourier transforms are given by

Clg,0)= [dx dt e™@*70 C(x,1) . (7.25)

An important property of correlation functions is their
long-range decay, as in the form given in Eq. (7.2) above,
which defines a decay length £. The actual behavior may
be more complicated than simple exponential decay, or a
different correlation function than (7.24) may be ap-
propriate, for example if the spatial average of u has
periodic time dependence. Alternatively, the correlation
function may not decay exponentially, but only algebrai-
cally, in which case we say that the corresponding corre-
lation length is infinite. This situation will be discussed
further in subsection VIL.E.2 below. For the present dis-
cussion we assume for simplicity that we are dealing with
systems having finite correlation lengths.

(ii) Statistics of fluctuations

The existence of a finite correlation length implies that
quantities measured inside a correlation volume will have
nontrivial statistics. In contrast, quantities that depend
on data spread out over many correlation volumes will
have a Gaussian distribution. For example the Fourier
transform

u(g)= [dx u(x) e %, (7.26)
Q

has a Gaussian distribution if the volume Q~L¢ con-
tains many correlation volumes (L >>§), even if ¢ ! <<£.
In practical cases one is often interested in more local
quantities, such as u(x), or a wave packet inside some
volume 8Q which may be smaller or larger than £9.

We can use the statistics of fluctuations to define a
correlation length by examining the transition between
Gaussian and non-Gaussian statistics. Specifically, let us
consider the quantity (Kaski et al., 1983)

((Au)4>/
K(f)y=—+—1, (7.27)
) 3((Au)?)2
where
(4),= [ dx 4(x) (7.28)
Q)
is an average over a volume Q(¢ )~ ¢4 and
Au(x)=u(x)—Cu), . (7.29)

(For simplicity we assume here that all moments exist.)
For ¢ >>£ we expect the statistics of # to be Gaussian so
K (¢)—0, but for £ <<&, K (¢) has some nonzero value.
We can thus define £ as the value of ¢ at which K (£) be-
comes small when ¢ grows large. Generalizations of the
quantity defined in Eq. (7.27) to higher powers of Au can
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be considered, and it is interesting to ask how the corre-
sponding &’s will depend on the precise moment under
consideration. There may of course be systems with a
number of intrinsically different correlation lengths and
the above simple scheme will not apply.

As a result of the Gaussian nature of correlations in a
large system we expect each Fourier transform variable
u(g,w) to be governed by a probability functional

(7.30)

whose Gaussian measure is directly related to the dynam-
ic structure factor

P{u(q,0)} ~exp[ —D(g,0)lu(q,®)?],

C(q,w)=<lu(q,w)|2>=%D*l(q,w). (7.31)

The Gaussian nature of (7.30) does not contradict our
earlier statement that local variables have non-Gaussian
statistics, since in inverting the Fourier transform
higher-order correlations between different Fourier
modes come into play.

(ii§) Other definitions

Besides the decay of correlation functions and the
statistics of moments, other lengths can be considered as
measures of spatial correlations. Kaneko (1989, 1990a)
has defined Fourier transforms over finite spatial
domains and obtained a correlation length from the
dependence of the spatiotemporal correlations on the
domain size. A more physical definition arises when the
system itself possesses a domain structure, for example
when there exist alternating laminar and turbulent re-
gions (see subsection VIL.E.2.a below). Then one can
define a distribution function P(¢£) as the fraction of lam-
inar domains with characteristic dimension ¢ and obtain
a correlation length from the decay of P(¢) at large ¢
(see Chaté and Manneville, 1987). A set of correlation
lengths can also be defined from purely dimensional con-
siderations by taking ratios of averages of spatial deriva-
tives (or moments in Fourier space), for example (Stassi-
nopoulos et al., 1990)

2 {u—<(u))?)

_— 7.32
& ((3,u)?) (7.322)
L ((Bu)?)
&= (7.32b)

2o(@upy’
and so forth. Of course, it is not clear that the lengths so
defined will reflect the long-range correlations in the sys-
tem, though some evidence that they do has been
presented by Stassinopoulos et al. for a simple coupled-
map model.

Another possible set of correlation lengths will arise
when we discuss Lyapunov exponents and dimensions for
extended systems. We will see in the next section that
the spatial extent of a Lyapunov vector defines a charac-
teristic length that is presumably some measure of spatial
correlation in the system. Also, the length scale over
which pointwise measures of the dimension of the attrac-
tor are correlated can be used to define a correlation
length (see below).
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b. Exponents and dimensions

The definitions of exponents and dimensions discussed
in subsection VII.B for small systems can be carried over
to the infinite case as well. The Lyapunov exponents are
defined by a generalization of Eq. (7.13) to a continuum
case

A = lim % In|DFY|,, (7.33a)
t—> o0 ~
where
DF'=8u(x,t)/8u(x’,0) (7.33b)

is the Jacobian matrix corresponding to the dynamics
(7.23). (The notation | 4|, still denotes the ath eigenval-
ue of the matrix A4, which is now infinite dimensional.)
Corresponding to each eigenvalue A, there is an eigen-
vector #,(x,t). For the largest exponent A, , Eq. (7.23)
has the more transparent form

1.. 1 (1)
== =1 , 7.34a)
b= im0 0) (7.34a
¢()=[dx 8u(x,n?, (7.34b)
where Su satisfies the equation
3,6ulx,1)= |28 Bu(x,1) . (7.340)
du u(x,t)

which is a linearization of Eq. (7.23) about the orbit
u(x,t). In writing Eq. (7.34) we have for simplicity taken
a single component equation as in Eq. (7.23) and also as-

ng
x

v X
vz,

sumed that the results are independent of the initial
values u (x,0) and Su (x,0). In this way Su(x,t) will be-
come proportional to the corresponding eigenvector
7, (x,t) at large ¢ and the maximum eigenvalue A, will
emerge. In principle one would have to vary the initial
conditions but we will assume that this is not necessary.
In a numerical study of the Kuramoto-Sivashinsky
equation (3.31), Manneville (1985) has confirmed that the
Lyapunov exponents remain bounded as the system size
grows. It is their density D(A) which grows with size
(Ruelle, 1982), as shown in Fig. 29, where
A’m
W= [ DHdr, (7.35)
A
is plotted for various system sizes. The curves for
different sizes are not very different, only the density fills
in for larger systems. From these data it is possible to
evaluate the Lyapunov dimension, defined in Eq. (7.18),
and the result is quoted in Eq. (7.53) below.
As mentioned above, the Lyapunov vector #,(x,t) as-
sociated with a particular exponent A, can be used to
define a correlation length £, by the relation

[ [ d% ai(x,0] e
[d% abxn  °

Although this length is formally still a function of time ¢
it is expected that for an extended eigenvector in an
infinite system the spatial integral will have the effect of
averaging over time. For a localized eigenvector or a
finite system the quantity £%(¢) could be averaged over

(7.36)

/N

4 =

z

02 -01

0 01

FIG. 29. Number i of Lyapunov exponents larger than the value A;, scaled by the number N > of non-negative Lyapunov exponents,
plotted vs A; for the Kuramoto-Sivashinsky model (3.31). Results are shown for sizes I = 100, 200, and 400, showing the intensive na-

ture of the Lyapunov density. (From Manneville, 1985.)
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time. The length defined in this way is analogous to the
“participation ratio” defined in the theory of electron lo-
calization (see Wegner, 1980; Kaneko, 1986a): if £, turns
out to be finite for an infinite system this means the eigen-
vector i, is localized, otherwise it is extended. Another
correlation length can be obtained from the large dis-
tance behavior of the correlation function for the positive
density 72,

fddx a2 (x+r ai(x)
Colr)=
[ d% atx)

We expect that C,(r) will decay exponentially at large r
for localized states, though with a length £,7#£, in gen-
eral. For extended states C,(r) remains finite for » — oo,
and at the “mobility edge” we might have a power-law
falloff of C,,.

As mentioned in subsection VII.A above, whenever an
attractor dimension is obtained we can ask how it scales
with system size L, and thereby define a correlation
length. In typical cases for large L, d; is extensive (i.e.
proportional to volume) and we can define a correlation
length £, by the relation

- — d

(7.37)

(7.38)

All of the dimensions defined in subsection VII.B.1 for
low-dimensional systems can in principle be calculated
for spatially extended systems as well, albeit with large
requirements of computer capacity. An interesting ques-
tion raised by Grassberger (1989) concerns the possibility
of defining the fractal dimension of a subsystem of
volume ()’ embedded in a large system (volume
Q >> Q). In particular he showed for a system of cou-
pled logistic maps (see below) that the correlation dimen-
sion d .., Eq. (7.17), of the subsystem was also intensive

degry <, (7.39)
though the coefficient of proportionality is not in general
the same as for a closed system.

In the above discussion we have assumed that the
equations of motion are known, and that the dimensions
and exponents were obtained from these equations. As
discussed earlier, however, in many experiments an ap-
propriate theoretical model is not available and it is use-
ful to obtain information from experimental data direct-
ly. The natural question to ask is, does the reconstruc-
tion method described in subsection VII.B.2 above apply
to attractors in large systems? The answer to this ques-
tion is in large measure unknown even for the simplest
models. We may conjecture, however, that a natural
generalization of the reconstruction method of subsection
VIL.B.2 is to divide the system into cells of size £ and to
measure a vector u(z)={u'(¢)}, with u ' (t)=u(x,,?)
and x, placed in cell . Then the reconstructed vector
would be v§(¢) = w9t +Br).

If data at two points a distance ¢ apart are used to es-
timate the dimension, then a simple conjecture might be
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(Pomeau, 1985)
d(¢)=p,; &,

since the measurements in Eq. (7.40b) represent two in-
dependent samples. The dimension density p, can then
be estimated for a linear system (dimensionality d =1) as

_d(£)—d(0)
e

in the interpolation region. Similar formulas can be
found for systems of higher dimensionality (d =2 or 3).
In proposing the above scheme, Pomeau has suggested
that the correlation length £ in Eq. (7.40) will depend on
the measurement precision 77 and should be replaced by
Elnn~!. A preliminary attempt at numerical implemen-
tation in a coupled-map model was undertaken by
Mayer-Kress and Kurz (1987), but so far the results have
been rather inconclusive. Grassberger (1989) has ques-
tioned the validity of the above proposal, suggesting that
the crossover assumed in Eq. (7.40) will not be observed.

Attractor reconstructions and dimension estimates
have been undertaken in a number of spatially extended
systems, both numerical and experimental (see Grappin
et al., 1986; Mayer-Kress, 1986; Brandstatter and Swin-
ney, 1987; Ciliberto, 1987; Aranson et al., 1988; Gromov
et al., 1987). Clearly, the quantity of data required for a
precise description grows rapidly with the size of the sys-
tem, and it is not at present clear how much information
can be extracted from this type of analysis.

<<§, (7.40a)

£ >E, (7.40b)

(7.41)

2. Response and transport

It may be useful to borrow some ideas from linear
response theory (Forster, 1975; Hohenberg and Shrai-
man, 1989). For that purpose let us introduce an exter-
nal perturbation % (x,?) into the dynamical equation for
the field u (x,t), Eq. (7.23), and define the response func-
tion R as

(7.42)

R (x,x’;r)z<————8u(x’t+7)> R

Sh (x',t)

where the average is once again over t. The response
function quantifies the rate of relaxation to the “equilibri-
um” measure given by P{#}, Eq. (7.30). Then the relax-
ation rate for a given spatial mode with wave vector g is
determined by the nearest pole of the Laplace transform
of R with respect to 7.

Another interesting object first used by Sompolinsky,
Crisanti, and Sommers (1988) is the quadratic response

A)=(1/Q) [ dre*
0

dexfdx'(

Sh(x',t)

Sulx,t+7) }2>

(7.43)
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where Q~L¢? is the volume of the system. This function
can be used to define the spectral density n(A) of the
growth (or susceptibility) exponents
n(A)
A@)= [ dh -

These exponents are similar, but except for the largest
one not exactly equivalent, to the Lyapunov exponents.

One interesting issue is to understand the relation be-
tween the correlation and response functions defined
above. For example, for the case of dynamics near
thermal equilibrium there exists a fluctuation-dissipation
theorem which in the classical regime has the form (see,
e.g., Hohenberg and Halperin, 1977)

C(q,0)=Q2T/0)Im R (q,0) ,

(7.44)

(7.45)

where T is the temperature. Note that in equilibrium
Eq. (7.45) holds for all g and w. In the present case we
can introduce a function

0C(q,0)
2ImR (¢,0) ’

whose low-frequency long-wavelength limit (if it exists)
defines an effective temperature

T(g,0)= (7.46)

To=1lim T(q,0) . (7.47)
q—0

w—0

Another effective temperature can be obtained from the
equal-time correlation function and the static response
R, (q)

T,=1lim <$4:1=0)

5 T R.(q) (7.48)

In equilibrium T'(g,w) is independent of ¢ and w and the
equality of Ty and T, follows from the dispersion relation

R(q)=P [ dTw ImR (g,0) (7.49)

@

where P denotes the principal value. Hohenberg and
Shraiman (1989) proposed using Egs. (7.47) and (7.48) to
characterize the spatially extended chaos, and to use the
difference between T, and T,, or the w, ¢ dependence of
T(q,0) as a measure of the departure from equilibrium.
However an important ingredient of the derivation of Eq.
(7.49) in equilibrium systems is that the field used to
define the response function is introduced into the Ham-
iltonian, and not into the dynamical evolution equation
as we are forced to do in the dissipative chaotic systems.
Even for an equilibrium system the function 7T(q,w)
defined by Eq. (7.46), with R the response function to a
field added to the dynamical equations, is not simply re-
lated to the thermodynamic temperature, and it may
have a complicated dependence on ¢ and w. The simpli-
city of the usual equilibrium result derives from adding
the field through a term in the Hamiltonian H, which
then has a direct effect on the probability measure, e.g.,
exp[ —BH]. This measure determines both the new
mean value (the response) and the fluctuations (the corre-
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lation functions). On the other hand the independence of
T(g,») on o for small ¢ may result from the long-
wavelength Langevin description of extended chaotic sys-
tems (see subsection VIL.E.1 below), so that equality be-
tween T, and T\, might not in itself signify that the sys-
tem is close to equilibrium.

One can also attempt to define effective transport
coefficients from the Fourier transform R(g,w) of the
response function R, using the analogue of Kubo rela-
tions familiar from statistical mechanics near equilibrium
(Forster, 1975). Such an approach is close to the phe-
nomenological point of view adopted in the study of
strong turbulence [see, e.g., Monin and Yaglom, 1975;
Dwoyer et al., 1985), where the eddy viscosity is a funda-
mental ingredient in many approximate treatments. It
would be interesting to study the response to determinis-
tic and stochastic forces in chaotic states, and perhaps a
connection can be found between exponents and dimen-
sions on the one hand, and transport and response on the
other. An attempt at a thermodynamic characterization
of extensive chaos has been presented by Ciliberto and
Caponeri (1990).

3. Chaos and turbulence

The terms chaos and turbulence are used to denote a
number of different phenomena, and considerable debate
and confusion have arisen concerning the “proper” use of
these words. In discussing this issue here our aim is not
to legislate one more set of definitions, but rather to clari-
fy the different types of behavior involved, as well as the
terms used by different authors to refer to them (see, for
example, Newell, 1986; Bohr, 1989; Busse, 1989). What
is generally meant by chaos is any type of random
behavior resulting from deterministic equations with reg-
ular initial conditions. Since we defined temporal chaos
by the existence of a finite correlation time, Eq. (7.12), we
could similarly consider spatiotemporal chaos to be
defined by both a finite correlation time and a finite
correlation length. The term “turbulence,” when used in
fluid dynamics, traditionally signifies disordered flow,
particularly flow involving the generation and transport
of vorticity (Monin, 1978). In this usage the question of
deterministic or stochastic origin of the phenomenon is
not central to the terminology, since it refers to observed
phenomena rather than to their explanation. Recently
the word turbulence has come to be used more widely,
sometimes as a synonym for chaos, but more particularly
for what we have called spatiotemporal chaos.

The chaos that occurs near threshold in models such as
the complex Ginzburg-Landau (4.49) or Kuramoto-
Sivashinsky (3.31) equations for large L is referred to as
“weak” or “phase” turbulence (Kuramoto, 1984). This is
in contrast to ‘“amplitude” or “defect mediated” tur-
bulence, which occurs further away from threshold and
involves the motion of phase singularities (see, e.g., Shrai-
man et al., 1992). It is unclear whether there is a precise
distinction between these regimes, or indeed between this
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type of turbulence and “strong turbulence,” which
occurs in real fluids for large R. The term ‘“‘spatiotem-
poral intermittency” refers to a particular scenario for
the onset of weak turbulence, where laminar and chaotic
attractors coexist at the onset point (see Kaneko, 1985;
Pomeau, 1986; Chaté and Manneville, 1987, 1988b; and
subsection VII.E.2.a below). Zakharov defines weak tur-
bulence to be the state of a nonequilibrium system con-
sisting of propagating and dispersive waves with weak in-
teractions. In this case the statistical properties of the
system can be calculated approximately by means of a ki-
netic equation. Zakharov calls all other types of tur-
bulence in spatially extended systems ‘‘strong tur-
bulence” (see Zakharov, 1984; Goldman, 1984; Dyachen-
ko et al., 1990).

Oono and Yeung (1987) have proposed a mathematical
distinction between chaos and turbulence in terms of a
quantity they call P entropy. Although their treatment is
rather abstract, it appears that their definition of tur-
bulence requires the propagation of disturbances and the
transmittal of information from one spatial point to the
other. It would be interesting to attempt to formulate
these notions in terms of response and correlation func-
tions, and to apply them to experimental systems. A nu-
merical study of information transport in a system with a
local source of chaos was carried out by Vastano and
Swinney (1988).

4. Open systems: Convective instability

The discussion given above does not apply directly to
open systems (see Sec. IX.E), in which the assumption of
translational invariance and of a statistical steady state
are not valid. Some of the same ideas can be applied,
however, and in simple cases correspondences can be set
up between open and closed systems (Deissler, 1987b,
1989; Bohr and Rand, 1991). Since in a convectively un-
stable system the unstable eigenvector corresponds to a
propagating disturbance, Eq. (7.34) must be calculated in
a moving frame if it is evaluated on a finite domain. This
yields the velocity-dependent Lyapunov exponents of
Deissler and Kaneko (1987). Note, however, that Eq.
(7.34) would also give the correct answer in the rest
frame if it were evaluated in an infinite domain, as it
must be since the leading eigenvector is not localized in
the rest frame. The velocity-dependent exponent is mere-
ly a calculational device to transform to a reference
frame in which the Lyapunov vector is localized, and the
calculation in Egs. (7.34) can be performed in a finite
domain (Deissler, 1989).

D. Examples of spatiotemporal chaos
Although there are innumerable studies of extended

chaotic systems we will discuss primarily those which
focus on the statistical concepts introduced above.
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1. The complex Ginzburg-Landau equation

A basic source of chaos in the complex Ginzburg-
Landau equation (4.49) is the Benjamin-Feir instability
(4.57), i.e. the interplay between spatial and temporal
dispersion. In one dimension interest originally focused
on intermediate-sized systems, i.e. on the chaotic dynam-
ics of coherent structures such as confined states, fronts,
and pulses (Cross, 1986b; Deissler, 1987a, 1989; van Saar-
loos and Hohenberg, 1992). More recently Shraiman
et al. (1992) carried out a numerical study of a large sys-
tem (L ~ 10%) and identified two different chaotic states,
one with “space-time defects” (places where the field 4
vanishes at a single time) and one with only phase fluc-
tuations and no defects. The authors found that correla-
tion functions behaved rather differently in the two cases,
but were unable to show conclusively that there is a
sharp transition, rather than a smooth crossover, be-
tween the two regimes. A related model, consisting of a
discrete chain of coupled oscillators in the form

3, A;=A; — (1—icy) | 4;12 4;+so(1+ico)(A;— A4; )
+ D(1+ic ) A4; 4, +A4,-,724;),

j=1,...,N, (1.50)

has been studied by Aranson et al. (1985, 1986). These
authors gave analytic and numerical estimates for the
dependence of the dimension of the attractor on N, s,
and D, as well as on the nature of the boundary condition
at j =1 which is important for cases where the system is
convectively unstable. For the subcritical case Schopf
and Kramer (1991), following earlier work of Bretherton
and Spiegel (1983), have carried out a numerical study of
Eq. (5.57) without the stabilizing fifth order terms, and
have found chaotic as well as stationary and time-
periodic solutions.

In two-dimensions the model is particularly rich since
the point defects described in Sec. V.B (targets and
spirals) participate in the chaotic dynamics. This prob-
lem has been studied numerically by Brand et al.
(1986a,b) and Coullet et al. (1987), and also in a discrete
form by Bohr et al. (1990a,b). At long times a steady
state is reached with some average density of defects
which was found to depend on the parameters ¢; and c;
relevant to the Newell criterion (4.57a). The precise na-
ture of the onset of the defected state has not yet been
elucidated, however. Dimension estimates for a small
two-dimensional system have been given by Bartuccelli
et al. (1989) for arbitrary ¢; and c¢;. These authors note
that the attractor dimension is uniformly bounded by a
linear function of €, whereas the dimension of the inertial
manifold is bounded by an exponentially growing func-
tion of € in the limit of large ¢; and c; (near the nonlinear
Schridinger equation). This difference arises due to the
influence of wave collapse in two dimensions (see also
Landman et al., 1988; Bartuccelli et al., 1990; Zakharov,
1991; Dyachenko et al., 1992). Much work remains to
be done in elucidating the role of the different types of
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perturbations to the nonlinear Schrodinger limit (3.40)
(see Bretherton and Spiegel, 1983; Bartuccelli et al.,
1989; Kivshar and Malomed, 1989). A two-dimensional
Ginzburg-Landau model of plasma turbulence, which has
added forcing and dissipation acting on different scales,
has been discussed by Newell et al. (1988) with primary
focus on the role of coherent structures in turbulent
transport and dissipation.

2. The Kuramoto-Sivashinsky equation and its extensions

Let us consider the damped version of this model,
(3.31) (Chaté and Manneville, 1987)

O, u(x,t)=—nmu—2%u—3d*u—ud,u , (7.51)

where 7 is the control parameter and x €[0,L], with
periodic boundary conditions. We will be interested in
the L — o limit. The stability of the quiescent state
u =0 is analyzed by linearizing Eq. (7.51). The rate of
growth o of the Fourier mode g is

olg)=— n+q>—q*. (7.52)

For n<1/4 the quiescent state is unstable with the
fastest growing mode at ¢ =q,=1/v'2. The bifurcation
is stationary (type I) and leads to a spatially periodic
structure u =u,(x) with wavelength A = 27/q,. In
fact, away from the threshold 7=1/4, one expects a
band of linearly stable cellular solutions. For a system of
finite size the band will be reduced to a discrete set. The
stability and uniqueness of the cellular solutions is a com-
plicated matter (Hyman et al., 1986) and depends on
both n and L. It is known, however, from the work of
Frisch, She, and Thual (1986) that for =0 cellular solu-
tions with AE[A,,,A;,] are linearly stable, which implies
that for L large enough (so that L =nA can be satisfied
for some integer n, and A in the stable range) there exists
at least one linearly stable cellular structure. We expect
this to be true also for 0<n<1/4. However, a typical
numerical simulation of Eq. (7.51) near =0 exhibits
only chaotic behavior, characterized by stationary statis-
tics and revealing no convergence towards the time-
independent cellular state. Nevertheless, we will argue
below that the system is quite close to the cellular state
locally much of the time.

Let us summarize some properties of the chaotic state
which was studied by a number of authors, starting with
the early work of Manneville (1981). As mentioned
above, Manneville (1985) has shown that for =0 this
state possesses a spectral density of positive Lyapunov
exponents, a Lyapunov dimension d; and an entropy H
proportional to L (i.e., they are extensive). His results
may be expressed in the form

d; =2.04 (Lgy/2mw) — 2.70, (7.53a)
H=0.05 (Lgy/2m) — 0.09 . (7.53b)
The spectrum of static fluctuations {|u(q)|?) studied for
n=0 by Pomeau, Pumir and Pelcé(1984), has a pro-
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nounced peak near g, and a shoulder at low g. This spec-
trum has been calculated approximately by Toh (1987),
using a statistical model of interacting pulses. The tem-
poral power spectrum for local fluctuations {|u(w)|?)
exhibits a power-law rise at low frequencies, although the
precise value of the exponent is not known. Finally,
Pumir (1985) has shown that the distribution function for
static fluctuations of u(q) approaches a Gaussian as L in-
creases. For large L the chaotic state is expected to
display short-range order corresponding to the peak in
the structure function at g =g, and long-range disorder
represented by the flat behavior at small g. The onset of
chaos in the large system has been studied numerically by
Chaté and Manneville (1987) who considered the damped
equation (7.51), and varied the parameter 7 from the on-
set of the spatially periodic state at =1/4 down to the
value 7=0 where the chaos is most pronounced. The au-
thors suggest that for L — oo the onset of chaos as 77 is
varied occurs via a continuous transition which they
termed “spatiotemporal intermittency,” as illustrated in
Fig. 30. This figure represents a space-time plot of

: r=0.70

r=0.68

FIG. 30. Transition to extended spatiotemporal chaos via the
intermittency route. Pictures show a space-time plot of chaotic
regions (white) identified as regions where u >u, for the
damped Kuramoto-Sivashinsky equation (7.51), where u, is
some chosen threshold value, and laminar regions (black) where
u <u,, for different values of the control parameter #, related to
7 in Eq. (7.51) by r =1—4n. As r approaches r,=0.688 from
below (—n,=0.078 from above) laminar regions acquire
macroscopic size (i.e. approach the system size). For » <r, only
isolated chaotic regions remain. (From Manneville, 1990.)
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u (x,t) in which the continuous field # has been discre-
tized into two values, ‘“laminar” (in black) and “tur-
bulent” (in white). The criterion distinguishing the two
regimes is somewhat arbitrary but the scaling results dis-
cussed below do not depend on the precise cutoff u,,
within the accuracy of the calculation. Chaté and
Manneville found that when the control parameter 7 is
varied, there is a change in the behavior of interfaces be-
tween laminar and chaotic regions. For 1> 7,=0.078
the laminar regions invade the transient chaotic regions
which could arise from disordered initial conditions. For
n <7, the chaotic regions win out, but they are them-
selves made up of chaotic and laminar subdomains. As
mentioned in subsection VII.C.1.a above, the distribution
P(¢) of sizes of laminar subdomains defines an exponen-
tial correlation length & which is finite for 7 <7, and
diverges at n=m,. [For n>17,, P(¢£) appears to have a
power-law dependence, which corresponds to &= c0.]
The transition occurring at n=1, is of a type that was
conjectured by Grassberger (1982) and by Pomeau (1986)
to be in the universality class of directed percolation, but
the analogy appears to be qualitative rather than precise
in this case (see subsection VIL.E.2.a below).

An extension of the Kuramoto-Sivashinsky model,
known as the Kolmogorov-Spiegel-Sivashinsky equation,
involves the addition of a cubic nonlinear term to Eq.
(7.51); it is usually written in the integrated form (Chaté
and Nicolaenko, 1990)

d,p=—n¢ — % — dtd — (3,4)>+83,(3,4) . (7.54)

The additional unfolding parameter § leads to a shift of
the threshold for the appearance of chaos 71.(8), as well
as an apparent modification of the character of the tran-
sition. In particular long-lived defect states appear in the
transition region, and the bifurcation to chaos becomes
strongly subcritical (discontinuous). The qualitative
behavior of Eq. (7.54) in the parameter space (7,8) has
also been obtained using coupled maps (Chaté and
Manneville, 1989b), so there is some hope that it may
provide a generic example.

Many of the theoretical ideas that have been proposed
to understand spatiotemporal chaos were either
developed for the Kuramoto-Sivashinsky equation or ap-
plied to it early on. These include stochastic methods,
defect-mediated chaos, and analogies to percolation and
other critical phenomena. We shall describe these
theoretical approaches briefly in subsection VIL.E below.

3. Coupled map lattices

Since any partial differential equation can be discre-
tized into a system of coupled maps there is no sharp
difference between the two classes of models. Neverthe-
less, in the two continuum equations discussed above the
chaos had its origin in instabilities such as the Benjamin-
Feir instability (4.57), where the coupling between nearby
points in the system leads to a negative diffusion con-
stant. For coupled maps what has generally been con-
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sidered are systems that are already chaotic in the ab-
sence of coupling. The ensuing spatiotemporal dynamics
of the coupled systems displays enormous variety, and
these models have been widely studied due to the relative
ease of generating large amounts of data. Alternatively,
coupled map lattices can be considered as coarse-grained
versions of continuum systems, but the correspondence
between the instability mechanisms in the two types of
models is often obscure. For early work on coupled maps
see Kaneko (1985), Oppo and Kapral (1986), and refer-
ences therein, and Kuznetsov and Pikovsky (1986).

Systems of coupled logistic maps have been particular-
ly popular, since the chaotic behavior of the individual
elements is so well understood. Kaneko (1987, 1990a), in
particular, has identified many different phases in the sys-
tem, ranging from ordered patterns, to disordered frozen
ones, defect dominated phases, and what he calls “fully
turbulent” phases. The types of diagnostics he has used
include space-time spectra and Lyapunov exponents as
well as different types of entropy functions and “pattern
distribution functions” (see also Crutchfield and Kaneko,
1987, and Keeler and Farmer, 1986). A careful study of
the Lyapunov exponents and their density (7.35) has been
carried out for this system by Everson (1989). In particu-
lar, he studied the dependence of these quantities on the
relative magnitude of the diffusive and convective cou-
plings [analogous to the parameters s, and D in Eq.
(7.50)], which determines whether the instabilities are ab-
solute or convective [see Sec. III.A]. The propagation of
disturbances has also been studied by Brindley and Ever-
son (1989).

As mentioned above, Chaté and Manneville (1988a,b)
have introduced a coupled map system to model the tran-
sition to chaos via spatiotemporal intermittency original-
ly found in the damped Kuramoto-Sivashinsky equation
(7.51). The local map consists of two states, a chaotic
one generated by a tent map, and a laminar state
represented by a fixed point, with chaotic transients. A
simple example of such local dynamics is the map

flu)=ru,
flu)=r(l—u),
flu)=u ,

0<=u<1/2,

1/2=u=1, (7.55)

u>1,

and the coupled model links these maps diffusively, as in
Eq. (3.47). Chaté and Manneville have shown that this
system displays a transition to chaos via spatiotemporal
intermittency as a function of the coupling constant g for
fixed »>2. In view of the simplicity of the dynamics it
was possible to characterize the transition more precisely
than for the Kuramoto-Sivashinsky case, and to measure
critical exponents with reasonable accuracy for this su-
percritical bifurcation.

Let us also mention a particular coupled map lattice
constructed by Bunimovich and Sinai (1988), for which
they were able to prove that the steady state is chaotic
with exponential decay of space and time correlations, in
the weak-coupling limit. Further numerical work at
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larger coupling has been carried out by Bunimovich
et al. (1990) and by Livi et al. (1990). More recently
Rand and co-workers have considered various concrete
examples in the weak coupling limit in some detail. They
were thus able to discuss in a precise way many of the
ideas we have introduced heuristically in our earlier dis-
cussion. These include thermodynamic limit, natural
measure, limiting distribution of characteristic ex-
ponents, spatial entropy, exponential decay of correla-
tions, phase transitions, geometric structure of attractors
(Gundlach and Rand, 1992a,b,c; Campbell and Rand,
1993). Finally, we note that models consisting of coupled
oscillators have attracted growing attention due to their
relevance to chemical and biological phenomena (see,
e.g., Kuramoto, 1984a; Strogatz and Mirollo, 1988; Som-
polinsky et al., 1991).

E. Theoretical approaches

In this section we summarize some of the theoretical
approaches that have been proposed to obtain statistical
information on systems displaying spatiotemporal chaos.
These approaches all involve some attempt to go beyond
a pure simulation of the dynamics in order to calculate
the correlation and response functions discussed in sub-
section VII.C above. Sometimes the proposal involves
replacing one model by a simpler one, where the latter
may still require numerical solution. A question to be
answered is: in what way is the system under study
different from an infinite collection of independent de-
grees of freedom? An important element at the present
rather primitive stage of development of the field is the
search for circumstances where the system has scaling
properties in space and time (see subsection VIL.E.2).

1. Stochastic models

a. Stochastic dynamics

As mentioned earlier, stochastic models are often used
to represent systems interacting with external noise, be it
of thermal or other origin (see, e.g., van Kampen, 1981;
Gardiner, 1983). The same types of equations can also
arise as coarse-grained models representing the long-
wavelength, low-frequency dynamics of deterministic sys-
tems displaying spatiotemporal chaos. The basic idea
usually involves an assumption of separation of scales,
whereby the unstable short-range degrees of freedom are
replaced by a stochastic force with correlations of range
¢ i, assumed small. This force acts on the macroscopic
degrees of freedom which satisfy a stochastic equation
whose deterministic part is obtained by coarse graining
the starting equations. The resulting model is thought to
reflect the essential features controlling the macroscopic
correlations, and must take proper account of the sym-
metries and conservation laws of the original model (see,
e.g., Le Berre et al., 1990). The above program has been
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partially implemented for the Kuramoto-Sivashinsky
equation which becomes a stochastic Burgers equation
(in one dimension)

3, 6=vld+00,6+E(x,1), (7.56)

with short-range noise correlations [Yakhot, 1981;
Yakhot and She, 1988; Zaleski, 1989]. The diffusive form
of Eq. (7.56) is already suggested by the starting equation
(7.51) for » = 0; the main difference between the two
models is that the negative diffusion constant of (7.51),
which leads to chaos, is renormalized at long wavelength
into an effect diffusion constant v assumed positive, plus
a short-ranged noise & (see also Goldenfeld et al., 1990).
The stochastic model has an upper wave-vector cutoff
q. 54, and the noise correlations are supposed to be on
the scale g, !. The validity of Eq. (7.56) as a representa-
tion of the slow dynamics of Eq. (7.51) has been partially
checked by Zaleski (1989) in one dimension but it cannot
yet be considered to be firmly established.

More generally, let us write a stochastic equation in
the form

3, U=G [U]+¢(x,1), (7.57)

where G [ U] is some nonlinear function of U and its gra-
dients (U is in general an n-component vector), and the
noise correlations are given by

(§(q,0)¢(q",0"))

=278 (0 + ') 8(q + q')Dylq,0), (7.58)

where the function Dy(q,w) is regular as g, — O for
short-ranged noise correlations. Models of the above
form have been used by many authors to study nonequili-
brium systems. For example, Forster, Nelson, and
Stephen (1977) studied long-time tails in fluids and the
breakdown of hydrodynamics in two dimensions, using
techniques borrowed from the theory of dynamic critical
phenomena (Hohenberg and Halperin, 1977; see also
Bonilla, 1988; Medina et al., 1989; Cardy, 1992).

It is natural to ask whether renormalization group
methods can also be used to study the short-scale
behavior of fluids, say. For an equation such as the
Navier-Stokes equation at high Reynolds number this is
the interesting regime of strong turbulence. Forster
et al. (1977) investigated this question and not surpris-
ingly found that the models flowed to strong coupling at
small distances, thus invalidating a strict perturbative ap-
proach. We shall briefly return to the question of
describing strong turbulence within a renormalization
group framework in subsection VIL.E.5 below.

When studying stochastic dynamics various authors
have discussed the question of the stability of phases, in
analogy to the corresponding question in thermodynam-
ics (e.g. Bennett et al.,, 1990). For example, a solution
uy(x,t) of the deterministic equations (7.23) will be tested
for stability by adding a Gaussian white noise source
§(x,t) as in Eq. (7.57), but of infinitesimal strength
(Do — 0). Then the “phase” represented by uy(x,t) is
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said to be stable if the disturbances introduced by ¢ are
negligible in the large-system limit (L — o), i.e. if per-
turbations do not propagate out to infinity. This notion
of stability, which we might call “phase stability,” is
different from simple linear stability of the solution
uy(x,t) of the deterministic equations. On the one hand
phase stability is more difficult to achieve since although
the noise strength D, is infinitesimal on average, the
Gaussian nature of § implies that there are rare perturba-
tions of arbitrary strength. On the other hand phase sta-
bility is less stringent than linear stability, since the dis-
turbance must survive the thermodynamic limit L — o
in order to destabilize uy(x,?). An infinitesimal distur-
bance that remains localized will not destroy phase sta-
bility even if it grows large, though such a disturbance
would render uy(x,?) linearly unstable. It remains to be
seen whether this notion of phase stability is a useful
characterization of large nonequilibrium systems.

b. Quenched randomness

An interesting limit occurs when the time scale of the
external random force becomes very long, i.e. when the
randomness is quenched. An experimental example
might be convection in a cell with rough boundaries.
Models with quenched randomness are frequently intro-
duced to study the critical behavior of disordered mag-
nets or other solids. One example consists of a set of cou-
pled oscillators with random internal frequencies (see,
e.g., Kuramoto, 1984a),

3b;=w;+3 Jysin(d,—9¢,) , i=1,...,N,
J

(7.59)

where the ; are independent random variables with a
fixed probability distribution. Another model, represent-
ing collective transport in sliding charge density waves or
phase separation of binary fluids in porous media, has the
form

9,9, =—h;sin(¢;—B;)+ 3 J;; (¢, —¢;)+F ,
J

i=1,...,N, (7.60)

where now the randomness is introduced in the phases
B;. In each case the average frequency

T
m—ml7{mqwﬂ, (7.61)

T— o

can be defined for each oscillator, and the distribution of
these frequencies P();) over the whole ensemble can be
examined. A particular phenomenon of interest is collec-
tive locking, i.e. when all or a finite fraction of the modes
have the same frequency Q (Kuramoto and Nishikawa,
1987; Bonilla, 1988; Strogatz et al., 1989; Lumer and
Huberman, 1991).
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2. Critical points

Among all the chaotic states in a large system perhaps
the most interesting ones are those associated with long-
range spatial or temporal correlations. We have seen
that in certain model systems the transition to chaos ap-
peared to be continuous, and to have many properties in
common with critical points of thermodynamic phase
transitions, in particular an infinite correlation length.

a. Spatiotemporal intermittency

As mentioned in subsection VIL.D.2 Grassberger
(1982) and Pomeau (1986) had suggested that the onset of
chaos via spatiotemporal intermittency might be analo-
gous to a process of directed percolation. This process is
most simply expressed as a probabilistic cellular automa-
ton with 2 states per site. The essential characteristic lies
in the asymmetry between the two states, one of them be-
ing absorbing and the other one not. The absorbing state
remains unchanged if its neighbors are also absorbing,
whereas the other (active) state has a nonzero probability
of remaining active or changing to absorbing, depending
on the state of the neighbors. As this probability changes
its value one can have a propagation of active sites over
the whole system. The directed percolation transition
has been studied in some detail; it is continuous and the
universal critical exponents (independent of the detailed
rules) have been determined in one and two dimensions
(Kinzel, 1983). In the dynamical system the laminar
state corresponds to an absorbing site and the chaotic or
turbulent state to an active one. At the onset of spa-
tiotemporal intermittency a chaotic fluctuation can prop-
agate to infinity. The order parameter for this transition
can be defined as the density of turbulent (or active) sites
in steady state. Below threshold chaotic fluctuations
have a finite lifetime so the homogeneous absorbing state
is the steady state configuration and the order parameter
is zero.

As discussed above, numerical simulations of various
models based on pde’s, coupled maps, and cellular auto-
mata have confirmed the above picture qualitatively, but
the precise nature of the transition and its critical ex-
ponents were in some cases shown to differ from those of
directed percolation. The situation has been consider-
ably clarified by Grassberger and Schreiber (1991), who
note that the analogy is only precise if the laminar state
is unique and nondegenerate (e.g. not a modulated
phase). Moreover, there can be subtle long-range corre-
lations in the laminar state which introduce additional
length scales and thus destroy universality. The reader is
referred to the paper by Grassberger and Schreiber (1991)
for a more complete discussion (see also Stassinopoulos
and Alstr¢m, 1992).

We note that above the intermittency threshold, when
there is a finite density of active or chaotic sites one can
study the steady state patterns from the point of view of
ordinary percolation of chaotic domains in space and
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time. This has been done by Chaté and Manneville
(1988c) for the coupled maps based on Eq. (7.55), and
they found agreement with the percolation exponents in
two dimensions (one space and one time), though the
reasons for this are not understood.

b. Self-organized criticality

Besides transition points associated with special pa-
rameter values, there might be systems in which the
chaotic state has long-range correlations (e.g. spatiotem-
poral power laws) over a wide parameter domain. This
phenomenon has been denoted “self-organized criticali-
ty” by Bak, Tang, and Wiesenfeld (1987) who have stud-
ied a number of models displaying self-similarity, and
have emphasized its ubiquitous nature in nonequilibrium
systems as diverse as earthquakes, galaxy formation, fluid
turbulence, or 1/f noise in conductors. They suggest
that scaling behavior is a natural outcome of nonequili-
brium dynamics, in particular that long-range correla-
tions develop spontaneously as a result of the time evolu-
tion, without any special tuning of parameters (see also
Tang et al., 1987). Originally intended as an explanation
of 1/f temporal noise, the paper of Bak, Tang, and
Wiesenfeld has generated enormous interest in spatiotem-
poral scaling phenomena, but it is fair to say that most of
the issues raised remain to be clarified.

For illustrative purposes Bak and co-workers con-
sidered a pile of sand on a flat surface, which is being fed
from above by slowly dropping grains of sand. The slope
gradually builds up to a critical value at which the sys-
tem is marginally stable. If the slope becomes larger the
pile will collapse, creating an avalanche, until it reaches
the critical state once again. The concept of a self-tuned
critical state was introduced by Beam (1962) to describe
collective transport in type-II superconductors, and the
analogy to a sandpile was already discussed by de Gennes
(1966). To model their system Bak et al. introduced a
simple cellular automaton which in the one-dimensional
case has the following form [we use the generalization of
Kadanoff et al., 1989]: In a chain of length L, associate
with each site j and time ¢ an integer height variable
h(j,t). The evolution rules may be written as

h(jt + D)=h(,t) — h,
R(Gjt1,t+ D=h(j*£1,t) + h,

iff h(j,0)—h(jE1,t)>A, (7.62)

otherwise 4 remains unchanged. The quantities 4, and A
are assumed to satisfy A, >2 and A >2h, but are other-
wise arbitrary. The boundary conditions are
h(0,t)=h(1,t) (the j=0 -end 1is closed) and
h(L + 1,t) =0 (the j = L end is open). The transport is
initiated by dropping sand at a slow rate

Jw=pL, (7.63)
at random points in the system. (Injection at the bound-
ary has also been studied.) Bak et al. and many subse-
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quent authors performed simulations of this sandpile
model and found a power-law distribution of cluster
sizes, as well as 1/f% frequency spectra for avalanche
lifetimes. The state reached by the sandpile at long times
is the prototype for what Bak et al. call self-organized
criticality.

In our view, the essential questions concerning this
phenomenon are as follows: (i) Can one define it precise-
ly? (ii) Can one understand what theoretical models and
mechanisms will produce it? and (iii) Do these phenome-
na appear in nature, and how ubiquitous are they?

(i) Definition

Let us first define “generic scale invariance” (Grinstein
et al., 1990) as the appearance of power-law spatial
correlations in an extended system, over an open range of
parameters (i.e. without special tuning). It may turn out
that this is a sufficient definition of self-organized critical-
ity, but the heuristic picture presented by Bak et al. im-
plies in addition the existence of large events or
‘“avalanches,” and the evolution of the system to a mar-
ginal state in which a small localized perturbation can
produce a large response extending over the whole sys-
tem (they refer to this state as one of local minimal stabil-
ity). For want of a better term we shall call this an
‘“avalanche state,” though we must stress that a precise
definition is lacking. Self-organized criticality is then the
spontaneous evolution of a system to an avalanche state
exhibiting generic scale invariance.

(i) Models and mechanisms

We begin by listing theoretical mechanisms for pro-
ducing generic scale invariance.

e Conservation laws. It is known from equilibrium sta-
tistical mechanics that conservation laws, which are at the
origin of hydrodynamics, lead to power-law correlations
in many cases. The important point for the present dis-
cussion, which has been emphasized by Hwa and Kardar
(1989), Grinstein et al. (1990, 1991), and especially Gar-
rido et al. (1990), is that this is even more true outside of
equilibrium. Consider, for example, the anisotropic
sandpile model of Hwa and Kardar in d dimensions, a
continuum variant of (7.62),

3, u=D|3fu+D Viu — (A /2)3)(u*)+E, (7.64)
with white-noise correlations
(& (x,0)6(x',¢"))=2[ T+ ', V} + I} 8f]
X8(x—x")d(t—1t"), (7.65)

where V| refers to the (d —1) components transverse to
the ‘“downhill’ direction x| The deterministic system

satisfies the conservation law
a,u + V-j=8,u +Vl_]l+a“]||20, (7.66a)
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and in general the full system (7.64) is expected to have
power-law correlations in space and time. In the special
cases of equilibrium, given by the detailed balance condi-
tion [see Eq. (6.42) above],

or of isotropy where the right-hand sides of Egs. (7.64)
and (7.65) are functions of v2=vf+aﬁ only, some of the
correlation functions (e.g., the spatial ones) may become
short-ranged despite the existence of a conservation law,
but it is this equilibrium behavior that one might regard
as nongeneric. When these conditions are not satisfied,
i.e. in most nonequilibrium systems, the conservation law
(7.66) leads to power laws, i.e. to generic scale invariance.
Hwa and Kardar (1989, 1992) have applied the dynam-
ic renormalization group method to the stochastic system
(7.64) and (7.65), and have found the scaling relation

([u(x,6) — u(0,001) ~xP¥C (¢ /xF, x, /x}) . (7.68)

The exponents have their bare values for spatial dimen-
siond >4

z=2z4=2, X=Xo=(2—d)/2, ¢ =¢,=1, (7.69)
but for d <4 the nonlinearity A in Eq. (7.64) is relevant,
and the exponents take on the nontrivial values

z2=6/(7—d), x=(1—d)/(7—d), ¢=3/(7—d).
(7.70)

(See also Grinstein and Lee, 1991.)

e Goldstone modes. Another mechanism for power
laws is a symmetry which may or may not be broken, but
nevertheless leads to a type of Goldstone mode in the
long-wavelength dynamics (Obukhov, 1990). For exam-
ple, the interface model

d,u = vVu + f[(Vu)?] + &(x,2) , (7.71)

of Medina et al. (1989) with arbitrary function f(a),
does not conserve u in general, yet the equal-time corre-
lation functions have power-law behavior for short-range
temporal correlations of the noise . [Of course, there is
an underlying conservation law, namely for v=Vu, but
the field u itself is not conserved]. In the special case of a
quadratic function, f=1 A(Vu )2, the model possesses an
additional Galilean symmetry

u'=u-+a-x, (7.72a)
x'=x + Aat , (7.72b)
t'=t, (7.72¢)

for arbitrary a, which leads to exact exponent identities
for the correlation functions (Medina et al., 1989).

Next we ask whether there is any precise theoretical
basis for distinguishing the avalanche state referred to
above from generic scale invariance. Although we do not
have a satisfactory answer to this question, we note that
Carlson, Chayes, Grannan, and Swindle (1990a,b) have
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analyzed a simplified version of the sandpile model, and
have proven that the dynamics drives the system to a
critical point with diverging diffusion constant. They
have also verified numerically that the same holds true
for the original sandpile model (7.62) of Bak et al. (1987),
as well as for variants thereof. Carlson et al. consider
the above effect to be an essential element of self-
organized criticality, in that the average slope of the
sandpile is brought to its critical value by the dynamics.
In the model (7.64) of Hwa and Kardar (1989), on the
other hand, u represents the fluctuations of the height
about an arbitrary steady state, and there is no apparent
mechanism for tuning to criticality. Although this point
of view on the distinction between the avalanche state
and generic scale invariance is appealing to us, it falls
short of a precise definition of the avalanche state, and a
number of specific points still need clarification.

First, the field-theoretic model (7.64) also leads to an
infinite  diffusion constant whenever there is
“superdiffusive behavior,” i.e. z <2 in Eq. (7.68) or by
virtue of (7.70), d <4. What is the difference between the
criticality of Carlson et al. (1990a,b), and that encoun-
tered in (7.68) when z <27

A second question concerns the tuning of parameters.
In the original sandpile model (7.62), the sand is deposit-
ed at a sufficiently slow rate p, Eq. (7.63), so that
avalanches of arbitrarily large size can take place before
the next grain is dropped. This would correspond to a
noise source in Eq. (7.64) which depends on the dynami-
cal state of the system and has extremely low frequency
correlations. Carlson et al. replace (7.62) and (7.63) by a
model in which the sand is dropped at unit rate, but the
deterministic rearrangements take place according to an
interaction y(j) with power-law dependence on space
y(j)~j~°. Criticality then only ensues for sufficiently
long-range interactions, i.e. for 0 <o =<3, and the critical
exponents are determined by o. It may thus be argued
that in the model of Carlson et al. there is a nontrivial
dynamic tuning to a critical state (i.e. the infinite
diffusion constant), but it is not ‘“self-organized.” It is
rather a dynamic response to the long-range interaction
assumed in the starting model (o < 3).

Finally, we note that Hwa and Kardar (1992) have sug-
gested a rather different interpretation of the distinction
between the avalanche state and the scale invariant state
described by the field-theoretic model. They propose
that the avalanche state is obtained for the lowest values
of the deposition rate p in the sandpile model (7.63), and
that it corresponds to an ensemble of independent
avalanches. The scale invariant state (7.68) on the other
hand, corresponds to overlapping avalanches, and it is
found for higher values of p and lower frequencies. Hwa
and Kardar have presented numerical evidence based on
simulations of (7.62) and (7.63) to substantiate their pro-
posal.

From the above discussion we thus arrive at the fol-
lowing theoretical questions: Assuming that we under-
stand the phenomenon of generic scale invariance as de-
scribed by models such as (7.64), can one give a precise
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definition of an avalanche state which is different? If so,
can this state be produced by purely dynamical means,
without assuming long-range interactions in the model,
or the tuning of a parameter? Finally, can generic scale
invariance with or without the avalanche property be ob-
tained without assuming conservation laws or a continu-
ous symmetry? Concerning this last issue it is important
to note that numerical simulations of many models
without conservation laws yield scaling behavior over a
number of decades (Bak et al., 1989, 1990; Feder and
Feder, 1991; Christensen and Olami, 1992; Olami et al.,
1992). Although as far as we know all of these models
tune an external parameter analogous to the dropping
rate p, Eq. (7.63), to zero, and some of the simulation re-
sults have been shown to change when larger systems are
investigated (Bennett and Bourzutschky, 1991;
Grassberger and Kantz, 1991), it is still fair to say that
the appearance of large power-law scaling ranges in the
dynamics of these systems remains an important unex-
plained effect. Moreover, tuning a dropping rate or a
current to zero seems more natural than simply setting a
parameter to its (finite) critical value.

(iii) Natural phenomena

The notion of self-organized criticality was motivated
by the observation of power-law distributions in many
static and dynamic natural phenomena (Mandelbrot,
1983). In laboratory experiments, on the other hand,
such as the ones mentioned in subsection VILF below,
spatiotemporal chaos only rarely exhibits scaling
behavior, and if it does it is the result of parameter tun-
ing. For example, the inertial range of strong turbulence
(subsection VIIL.E.5) arises because the Reynolds number
is chosen large (R,”! — 0). A chaotic state of convection
in a large box, on the other hand, is expected to have ex-
ponentially decaying correlations, except at special pa-
rameter values. Also there are laboratory examples of
avalanche phenomena (soap froth coarsening, Stavans
et al.,, 1991; magnetic bubble domains, Babcock and
Westervelt, 1989) where the steady-state distribution
does not involve true power laws. Thus the existence of
fractals and large avalanche phenomena in nature seems
to be the result of some inherent separation of scales in
the systems under consideration, and we do not have
good theoretical or experimental models as yet to fully
understand the origin of these effects.

c. Correlation-length inequalities

Bohr and collaborators (Bohr et al., 1987; Bohr, 1989)
have argued that for deterministic chaotic systems with
short-ranged interactions the correlation length should
always be finite, by virtue of the conjectured inequality

E<v/A,, (7.73)
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where A, is the largest Lyapunov exponent and the con-
stant v, which has dimensions of a velocity, is bounded
for L >o. We note that according to Eq. (7.73) a
diverging correlation length is necessarily associated with
a vanishing Lyapunov exponent, i.e. the disappearance
(or marginality) of chaos. For the case of diffusively cou-
pled logistic maps, Rasmussen and Bohr (1987) originally
proposed the relation & « A; !, but Kaspar and Schuster
(1986) showed that & « A; !/2 near the onset of chaos; in
either case the result satisfies (7.73).

Similarly, Bak et al. (1990) and Chen et al. (1990) have
evaluated Lyapunov exponents in the self-organized criti-
cal state reached in a number of models, and have found
that orbits in phase space diverge algebraically rather
than exponentially, corresponding to A;=0. This obser-
vation led the authors to state that ‘“‘turbulence is not
chaotic,” by which they mean that there are no positive
exponents in the turbulent state since the latter is “criti-
cal” (see also Crutchfield and Kaneko, 1988; Bohr et al.
1992).

It should be noted that in this regard there may be im-
portant differences between deterministic and stochastic
models, but even in the deterministic case it is clear that
the inequality (7.73) cannot be generally valid though
some relation might be found to express dynamic scaling
properties near continuous transitions to chaos. The
problem lies in the meaning of & If £ is “the length
beyond which the motion is basically uncorrelated” as
stated by Bohr (1989), then it is also the correlation
length for regular (nonchaotic) motion. In that case a
counter-example can be constructed by means of a
coupled-map lattice each element of which is chaotic (so
that A, >0), but which undergoes a phase transition as a
function of coupling from a regime with short-range
correlations to one with long-range order. Such a model
was alluded to in the paper of Bohr et al. (1987), and
universal properties of ordering transitions in nonequili-
brium systems were already studied by Grinstein et al.
(1985). A particularly simple deterministic example, due
to Miller and Huse (1993), has the form

u(j,t +1)=0—=g)f(u(j,t)) + (g/2) 3 f(u(j+38,t)),
8
(7.74)

where § joins j to its z nearest neighbors, and the map
f(u) is given by

fu)=3u, O0<u<l/3,
fu)=2—3u, 1/3<<u <1, (7.75)
flu)=—f(—u), —1l<u<O0.

Since f(u) is odd, the system has ‘“Ising symmetry” and
can therefore show Ising-type order for suitable values of
the coupling g. On the other hand, f (u) is a chaotic map
with largest Lyapunov exponent A;=In3=1.1 for g =0,
and the exponent for the coupled system varies smoothly
with g. Miller and Huse have simulated the system (7.74)
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in two dimensions and find that long-range order (§= o)
appears for g =~0.82, at which point A; = 0.53, in viola-
tion of the inequality (7.73). [Note that the maximum ve-
locity v of signals is unity for the system (7.74).] Thus an
inequality such as (7.73) can only be correct if & refers to
spatial correlations of temporally chaotic motions, with
the correlations of the average being subtracted out. It is
not clear to us precisely how to define such a length.
Another counterexample was presented by Aranson,
Golomb, and Sompolinsky (1992), who considered a
coupled-map lattice with asymmetric coupling,
representing an open system, in which they showed that
stable long-range coherence can coexist with temporal
chaos.

In discussing the scaling of attractor dimension with
system size we introduced an exponent b, Eq. (7.4), and a
characteristic length £,, Eq. (7.38). It is interesting to
ask whether exact inequalities could be obtained for b
and £,. Analogous results are known to exist for the in-
variant measure associated with the Navier-Stokes or
Ginzburg-Landau equations (see Eckmann and Ruelle,
1985; Temam, 1989). In the absence of exact information
we may conjecture the exponent inequality

b=d. (7.76)

3. Defect-mediated turbulence

An interesting proposal for understanding spatiotem-
poral chaos is that its onset is due to the spontaneous ap-
pearance of defects and that the macroscopic behavior
can be modeled by a system of interacting defects, with
or without a stochastic force. For example in the
Kuramoto Sivashinsky system, Shraiman (1987) has ar-
gued that the dominant excitations are viscoelastic waves
which collide to form space-time dislocations. From this
picture it follows that for a finite system of length L the
chaos is transient but the relaxation time to the laminar
(periodic) state grows exponentially with L, a result that
Shraiman verified in a numerical calculation, albeit with
rather small systems (L /27 <13). Another example is
the defect state identified in the one-dimensional complex
Ginzburg-Landau model by Shraiman et al. (1992) (see
subsection VIL.D.1).

The chaotic state of the two-dimensional complex
Ginzburg-Landau model can also be viewed as an ensem-
ble of defects. It has been proposed (Occelli et al., 1983;
Walgraef et al., 1983) that the spiral excitations form a
vortex gas and undergo a phase transition of the
Kosterlitz-Thouless type, as found in two-dimensional
superfluids or magnets (Kosterlitz and Thouless, 1978).
Although some aspects of this picture may be valid, it
should be remembered that the Kosterlitz-Thouless tran-
sition comes from a balance between the energy and en-
tropy of the vortex gas, for which thermal noise (see Sec.
VIL.D) plays an essential role. For the systems under con-
sideration here there may be chaotic degrees of freedom
acting on the defects (e.g. via phase turbulence), but the
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chaos does not necessarily have white noise character
and we see no reason why the critical behavior should be
the same as in the thermodynamic case.

Eckmann and Procaccia (1991) (see also Eckmann
et al., 1991) have attempted to relate their results on spa-
tial chaos of stationary solutions (see subsection VIL.E.6
below) to the appearance of defect-mediated turbulence.
They conjecture that spatially chaotic states are impor-
tant in the dynamics, in that the typical time evolution
will approach such states on their stable manifold and
remain close for some time. We are not aware of any
concrete signature of this phenomenon in numerical
simulations or in experiments. For further work on de-
fect mediated chaos see Elphick et al. (1988, 1990a,b,
1991).

4. Mean-field dynamics

A simplified limit of systems with large numbers of de-
grees of freedom is obtained when each mode interacts
with all the others. This case, which we refer to as the
“mean-field”” limit, has no spatial dependence or patterns,
but it presents some of the mathematical properties of
large systems, such as the possibility of extensive chaos.
One might also hope to expand about this limit to treat
more realistic systems. The limit of a long-range interac-
tion can be considered for most of the models introduced
previously, since these are made up of interacting ele-
ments (Houlrik et al., 1990; Kaneko, 1990c; Strogatz
et al., 1989; Golomb et al., 1992). For example the sys-
tems (7.59) and (7.60) with quenched randomness become
(Fisher, 1985; Kuramoto and Nishikawa, 1987).

J N
at¢i=wi+ﬁ 2 Sin(¢i_¢j) ’ (7.77)
ji=1
and
J N
9,¢;=—h;sin(¢;—B;))+— 3 (¢;—¢;)+F, (7.78)

N =

respectively. Thus, each mode in (7.78), for example, in-
teracts with the other modes only via the mean field
_ N
d)=N"13 ¢;(1), (7.79)
i=1
and the primary difficulty in solving the dynamical model
is to enforce the self-consistency condition (7.79). For
the collective transport model (7.78), the noninteracting
system with J =0 is a simple driven pendulum

9,0=—hsing+F , (7.80)

whose average frequency (2, Eq. (7.61), has a bifurcation
at a particular value of F, such that

Q=0, F<F,, (7.81a)
Q=Q, [(F—F,)/F.)*, F>F,, (7.81b)
with {=1/2. In the interacting case J 7 0, Fisher
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(1985) has shown that the mean-field system displays per-
fect locking and has a bifurcation of the form (7.81) but
with

£=3/2. (7.82)

This example shows that even an elementary Hopf bifur-
cation changes its character when it involves an infinite
number of degrees of freedom.

An interesting mean-field model has been analyzed by
Sompolinsky, Crisanti and Sommers (1988). It consists of
N real degrees of freedom {u,;(¢)} i=1,...,N, coupled
together by a quenched random interaction

N
u;=—u;+ 3 J;; gluy) , (7.83a)

i=1
with

g(u)=tanh(yu) , (7.83b)

a nonlinear gain function, and a random coupling given
by

Ji =0, (J;)=0, (JyJy,)=8;8;,J°/N . (7.83c)

In the mean-field limit, N — o, the dynamics can be re-
duced at long times to a single self-consistent equation

u=—u+E1), (7.84a)
with

(E)e(t+7))=J*C(7), (7.84b)

and C(7) can be calculated by solving a second-order ode.
The interesting result obtained by the authors is that for
yJ <1 the dynamics leads to a fixed point, but for yJ > 1
the system becomes chaotic. The largest Lyapunov ex-
ponent has also been calculated, using an analogy to the
spectrum of the Schrddinger equation for a particle in a
potential. The authors have also investigated the case of
large but finite N numerically, and they find intermediate
periodic phases for yJ=0(1).

A model that has some features of mean-field dynamics
is the differential-delay equation

o, u=G [ul(t), u(t—r7)], (7.85)

where G (u,v) is some simple function. The system is
strictly speaking infinite dimensional for any delay 7, in
the same sense as for a partial differential equation on a
finite interval, since in both cases the models can only be
integrated exactly with initial data given by a continuous
function, here u(¢t) for t, <t <t,+r, and any ¢,. The di-
mension of the attractor, on the other hand, is expected
to be of order 7 so the system (7.85) is only large in the
sense of subsection VII.A.2 for 7— «. This case has
been studied by Farmer (1982), who found a Lyapunov
dimension roughly linear in 7, though interestingly the
entropy, Eq. (7.19), remains constant as 7 increases (see
Figs. 12 and 13 of Farmer, 1982).

It has been noticed by Chaté and Manneville (1991)
that coupled-map lattices in high but not infinite dimen-
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sion (e.g. d = 5) appear to show many features associated
with mean-field dynamics rather than the spatiotemporal
complexity discussed above for systems with d = 2.
These authors have obtained evidence that in d =4 and 5,
for example, the coupled map based on (7.55) executes
coherent collective motion over distances much larger
than the interaction range (say 10-15 times larger).
These observations have been in part confirmed by Gallas
et al. (1991) who carried out simulations on larger sys-
tems, but obtained conflicting evidence on the stability of
the periodic and quasiperiodic states. Of course, it is
difficult to simulate systems of large linear size in high di-
mension, but there appears to be a qualitative difference
between low and high dimension, which merits further
study.

5. Strong turbulence

Let us consider fluid flow above the onset of chaos.
The short-scale behavior of correlations (£ <<¢p) de-
pends critically on the control parameter R which here is
the Reynolds number R,=L v /v, where v is a typical
velocity and v is the kinematic viscosity. For R, not too
large, the dissipation scale ¢ introduced in subsection
VII.A.1 is of the same order as the excitation scale ¢, so
all modes with ¢ well below ¢ are dissipated. For sys-
tems such as the Navier-Stokes equation the dissipation
scale shrinks with growing control parameter and the
short-distance behavior is highly nontrivial (see, e.g., Mo-
nin and Yaglom 1975; Frisch and Orszag, 1990; Nelkin,
1992). The phenomenological theory of isotropic tur-
bulence (Kolmogorov, 1941) introduces in addition to the
excitation scale ¢ a rate of energy dissipation € The
main assumption of the theory is that the velocity corre-
lation function depends on this single parameter €, which
governs (i) the rate at which energy is injected at large
scales ¢, (ii) the (constant) rate at which energy is
transferred down to smaller scales by the nonlinear terms
in the Navier-Stokes equation (the ‘“‘cascade’), and (iii)
the rate at which energy is dissipated at the smallest
scales ¢ . At large Reynolds number the lengths ¢
and ¢ are well separated, and scaling is assumed to
occur in the inertial sub-range

Le>>C>Cp . (7.86)
The Kolmogorov theory follows from the above physical
assumptions and dimensional analysis. The Reynolds
number is given by

Re ~—1/3 {4E/3/v , (7.87)

and the dissipation scale ¢, is obtained from the condi-
tion that the Reynolds number corresponding to that

scale should be unity, which yields
£p~R73* £y (7.88)

Thus the condition for a substantial inertial range
¢ p << is just R, >>1. The equal-time velocity corre-
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lation function C(gq) is conventionally written in terms of
the energy spectrum

E(g) = q?7'Clq), (7.89)
which in the Kolmogorov theory has the form ,
E(q)~8"¢q 3", (7.90)

in the inertial range. Since strong turbulence theory
focuses primarily on this range of scales, one generally
assumes L =¢, and there is no correlation length in the
problem as long as scaling strictly applies.

Recent modifications of Kolmogorov’s picture (see
Frisch and Orszag, 1990; Nelkin, 1992) recognize the ex-
istence of coherent structures within the inertial range,
but since these can exist on all scales there is still no
well-defined correlation length. Indeed, the statistical
theory retains the notion of scaling in the inertial range,
though it is no longer assumed that the rate of energy
transfer is constant throughout the cascade. Thus the
scaling exponents are unknown quantities which depend
on the order of the correlation function. Specifically, we
can define the pth moment of the velocity u

M,(x)=([u(x)—u(0)]F), (7.91)

which in real space has the short-distance scaling ex-
ponent

M, (x)~x" . (7.92)

In the Kolmogorov theory Eq. (7.90) implies 3,=2/3,
and it can be shown that for general p the Kolmogorov
theory corresponds to

B,=p/3. (7.93)

The presumed failure of the Kolmogorov theory has been
parametrized by the nontrivial dependence of B, on the
index p. This dependence is quite analogous to the
dependence of the Renyi dimension of a strange attractor
d, on its index [Eq. (7.20)], and indeed the multifractal
nature of strong turbulence was posited before strange at-
tractors had been investigated (Mandelbrot, 1974). For
dynamical systems what is studied is the fractal nature of
the probability measure of a point in phase space,
whereas turbulence focuses on the fractal distribution of
equal-time velocity (or vorticity) fluctuations in real
three-dimensional space. Fractal structure depends on
the existence of a scaling range, which arises from the
presence of arbitrarily low frequencies in the spectrum of
chaotic dynamical systems, or from the condition R, >>1
required for the existence of an inertial range in space for
strong turbulence in fluids. An attempt has been made to
extend the analysis of turbulent correlations beyond the
inertial range, to the dissipative range ¢ <S¢ . The
correlation functions were found to obey ‘“multiscaling,”
which amounts to scaling with logarithmic variables,
rather than power laws (Wu et al., 1990). As shown by
Jensen et al. (1991) multiscaling is a natural, though ap-
proximate, consequence of the assumption of a lower
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cutoff for probabilities in a multifractal. The description
of strong turbulence in terms of multifractals is an active
area of research (see Meneveau and Sreenivasan, 1987;
McCauley, 1989; Meneveau et al., 1990; Sreenivasan,
1991). For an opposing point of view, however, see Mill-
er and Dimotakis (1991).

It should be noted that, contrary to the equal-time ve-
locity correlations in space which are expressible entirely
in terms of € within the Kolmogorov theory, the velocity
correlations in time at a point in space have been suggest-
ed to be of the form

E(0)~87 5?3 037 0<i/lp , (7.94)

where 7=[{u?2)]'/? is the mean-square velocity which is
dominated by large scales (Nelkin and Tabor, 1990).
Thus even within the Kolmogorov theory it is important
to distinguish which correlation functions can be ex-
pressed universally in terms of the cascade and which
ones involve the nonuniversal large scales (Chen et al.,
1989).

As mentioned above, there have been many attempts
to apply renormalization-group techniques to strong tur-
bulence (see Dwoyer et al., 1985). Following up on early
work of De Dominicis and Martin (1979), Yakhot and
Orszag (1986) have proposed a renormalization-group €
expansion for the Navier-Stokes equation with additive
correlated noise Dy(g,)~g* 97 ¢ [see Eq. (7.58)]. The
theory displays the Kolmogorov energy spectrum (7.90)
for e=4, and a one-loop calculation of the effective
viscosity to linear order in € yields a universal amplitude
(known as the Kolmogorov constant), as well as other
similar amplitudes, in good agreement with experiment.
The success of this procedure is somewhat puzzling and
the program has been criticized by a number of workers
(Kraichnan, 1987; Bhattacharjee, 1988b).

6. Spatial chaos

A number of authors have focused on the purely spa-
tial aspects of nonequilibrium systems by analyzing the
disorder that exists in the dependence of stationary solu-
tions on the coordinate x. For one-dimensional systems
in particular, the stationarity condition for Eq. (7.23)

G [u, d,u,du,...1=0, (7.95)

is an ordinary differential equation which can formally be
considered as a dynamical system with pseudo-time x as
in Sec. V.B. Diffusive systems are then frequently Hamil-
tonian in character and they display the chaotic proper-
ties of Hamiltonian dynamical systems (KAM surfaces,
Arnol’d diffusion, etc.; see, e.g., Guckenheimer and
Holmes, 1983). The corrections to this behavior arising
either from non-Hamiltonian terms or from the effects of
higher dimensions in the spatial coordinate x, have been
considered by Coullet and Elphick (1987), Coullet et al.
(1991), and by Eckmann and Procaccia (1991). Although
this type of analysis can often be pushed quite far it must
be remembered that a solution of the stationarity condi-
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tion (7.95) need not have any dynamical significance in
terms of the original system (7.23). Indeed, a stationary
state is only physically important if it is stable (or at least
long-lived) and if it is reachable, i.e. if its basin of attrac-
tion includes physically relevant states. Such considera-
tions have often been overlooked in treatments of spatial
chaos.

An example of the application of ideas from dynamical
systems theory to spatial chaos arises in the system of in-
teracting pulses in the Fitz-Hugh-Nagumo model (Sec.
V.B.3.bii). Elphick et al. (1988) have derived the
dynamical equation for the position &; of the ith defect

9,8, =Cexp[ —ky(§; 1y —§;)]cos[q(§; 1 1—§;) + ]
+Cexp[ —Ky(§,— & -] . (7.96)

To look for time independent solutions they set 9,£; =0
and find

cos[q,(§;+1—&;) + ¢]
G, exp[—Kyl§;, —8i—1)]
Cy exp[—wy(&11—E)]

This equation will have many solutions, with &; . ;—§&; of
order & say, but differing by multiples of 27/g,; such
solutions may be chosen to be spatially chaotic and they
exist providing the right-hand side of Eq. (7.97) is smaller
than unity. In the large separation limit, § >>1, this con-
dition reduces to a condition on the fixed-point eigenval-
ues

(7.97)

K2>K1 . (7.98)

As we have seen in Sec. V.B.3.b.ii, a single pulse corre-
sponds to a homoclinic orbit leaving the fixed point along
the eigenvector corresponding to the real eigenvalue «,
and returning along a combination of the eigenvectors
with complex eigenvalues «; = ig; (Fig. 31). In dynami-
cal systems theory it has-been proven that in this situa-
tion there are many nearby chaotic orbits, providing a
condition on the eigenvalues is satisfied, which turns out
to be precisely (7.98). This is known as the Sil’nikov
mechanism for chaos (Guckenheimer and Holmes, 1983),
and we see that it has a direct manifestation in the spa-
tially chaotic array of pulses.

F. Experimental studies

In this section we wish to review briefly experimental
work aimed at understanding the large-scale properties of
chaotic systems, and to suggest some possible directions
for research. Hydrodynamic experiments involve either
visualization techniques (shadowgraph) or point measure-
ments of velocity or temperature. Roughly speaking the
large-scale  properties begin to appear when
L >>max({g,¢p,E), say L/max(£g,¢p,E)=50~100.
For experiments in hydrodynamic systems, e.g. Taylor-
Couette or Rayleigh-Bénard flows or parametric waves,
this implies an aspect ratio 50-100, and R not too near
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FIG. 31. Trajectory of a pulse solution for Fitz-Hugh-Nagumo
model (5.170) in the @#,(§), & (), #,(&) phase space. Dashed
line corresponds to a single pulse solution leaving the linear
fixed point at the origin along the unstable direction corre-
sponding to eigenvalue «,, and returning to the linear fixed
point along a direction in the plane spanned by the pair of
eigenvectors corresponding to the complex eigenvalues «,tig;.
Nearby trajectories will be chaotic, and lead to spatial chaos in
the pde (5.170).

threshold. (If there are large coherent structures, i.e.
E>>¢g, ¢{p, then the requirements could be more
stringent.) In general, such experiments are certainly
feasible and a number have been undertaken, starting
with the pioneering studies of Ahlers and Behringer
(1978) on large aspect-ratio Rayleigh-Bénard convection.
More recent work on this system has focused on quasi
one-dimensional geometries (Ciliberto and Bigazzi, 1988;
Bergé, 1989; Daviaud et al., 1989). Some other experi-
mental systems where large geometries can be obtained
are electrohydrodynamic convection in nematics (Nasuno
and Sawada, 1989; Rehberg et al., 1989a,b; Braun et al.,
1991), parametric waves (Tuffilaro et al., 1989), Taylor-
Couette flow (Hegseth et al., 1989), flow between two
cylinders (Rabaud et al., 1989) and convection in binary
fluid mixtures (Steinberg et al., 1989; Kolodner et al.,
1990), or convection under rotation (Bodenschatz et al.,
1992).

We shall describe some of these experiments as part of
the discussion of specific systems in the following sec-
tions, but we can already state that so far only sketchy in-
formation is available concerning long-range correlations
in space and time. It is our hope that more studies of
these questions will be undertaken.

In the case of strong turbulence, experiments have pri-
marily focused on point measurements of velocity or tem-
perature, though some visualizations of the overall flow
and correlation function measurements have also been
undertaken (Goldburg et al., 1989; Sreenivasan, 1991).
For open systems the Taylor hypothesis allows conver-
sion of temporal information at a point to spatial infor-
mation, from which the scaling properties discussed
above have been inferred (see Anselmet et al., 1984).
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The validity of this hypothesis has been tested under
some circumstances, but its applicability to the study of
large-scale correlations is not established. Moreover, for
strong turbulence the large range of scales in the inertial
subrange (7.86) provides many challenges, but it might
also be interesting to study correlations on scales outside
of this range, in particular for scales longer than ¢ (Wu
and Libchaber, 1992). Is there a response on long scales
¢ >>{¢ p coming from the cascade? In the spirit of the
stochastic approach discussed for the Kuramoto-
Sivashinsky model in subsection VIL.E.1, one might say
that this case represents a system with “infinitely
colored” noise since the noise correlations extend over a
large range.

An interesting suggestion for an experimental probe of
turbulence via ultrasound was recently made by Lund
and Rojas (1989). The method has been implemented by
Baudet et al. (1991).

VIIl. RAYLEIGH-BENARD CONVECTION

A. General features

Investigations of Rayleigh-Bénard convection have
played a vital role in developing ideas of pattern forma-
tion in nonequilibrium systems, and this system is often
used as the canonical example. It has a number of ad-
vantages over other systems: first the basic equations un-
derlying the phenomena are well known, and second
there is a close connection between theory and experi-
ment which has permitted detailed tests of many theoret-
ical concepts. There are, of course, approximations in-
volved in arriving at a tractable theory but these are con-
trolled and well understood and can be improved upon if
necessary. The experiments are also well controlled: the
apparatus construction depends mainly on geometrical
considerations (flat plates, etc.) and the maintenance of
uniform temperatures. The thermal properties are most
precisely controllable in low temperature experiments us-
ing helium as the fluid. However flow visualization has
not been carried out at these temperatures and so the
spatial structure, our main interest here, has not been
determined. We refer to Behringer (1985) for a review of
this work. For general convection experiments the value
of the control parameter is determined by fixing the tem-
perature. The spatial structures are conveniently
displayed by noninvasive flow visualization techniques on
short time scales compared with typical characteristic
times, for the moderate Rayleigh numbers which we are
primarily concerned with. In addition, very precise
quantitative measurements are possible, involving the in-
tegrated heat flux across the cell, as well as point quanti-
ties such as local flow velocities (laser Doppler velo-
cimetry) or the local temperature (using dyes or bolome-
ters at the plates).

There are of course some disadvantages. The intrinsic
time and length scales are rather long, at least in liquids.
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In principle both can be reduced by reducing the separa-
tion of the plates, but since the control parameter varies
as the third power of this separation and should be accu-
rately uniform across the cell, there are practical limits to
this approach. This restriction becomes particularly
severe for the slow evolution of the spatial structure in
large systems, where characteristic time scales may be on
the order of weeks. Another complication of convection
is that the easily measured quantities are nonlocal func-
tions of the basic variables, such as averages over the
depth of the cell, or nonlinear averages across the cell as
in the lensing effect used in shadowgraph visualizations
(Croquette, 1989). Careful design of the experiment and
appropriate calibration of the probes does however allevi-
ate these problems and allows a determination of abso-
lute intensities, at least in principle.

In this section we will review more quantitatively the
basic features of Rayleigh-Bénard convection introduced
qualitatively in Sec. II.A. Since our discussion is by no
means complete we refer the reader to other reviews for
more details; see, for example, Koschmieder (1974, 1993),
Palm (1975), Normand et al. (1977), Busse (1978, 1981),
Abhlers (1989, 1991), Croquette (1989), Manneville (1990),
Getling (1991), Newell et al. (1993). Our primary em-
phasis will be on spatial patterns and the comparison be-
tween experiment and theory.

1. Basic equations

The microscopic equations describing Rayleigh-Bénard
convection are the Navier-Stokes equation for the veloci-
ty field (Landau and Lifshitz, 1959)

(3, +u'V) (pu)=—VP+V -0 —pgZ, (8.1a)
with
o;=n[0;u;+03;u; —$8;0,u,]1+ £8,0,u, , (8.1b)
mass conservation

9, p+V-(pu)=0, (8.1c)
and the conservation law for heat

(0, tu-V) (C,T)=V-«(KVT), (8.1d)

where we have neglected the heat produced by the
viscous dissipation in the last equation. The variables in
Eqgs. (8.1) are the density p(x,z), the velocity
u(x,?)=(u,v,w), the pressure P(x,¢) and the temperature
T(x,t), and the parameters are the shear viscosity 7, the
bulk viscosity ¢, the constant-pressure specific heat C,,
the thermal conductivity K, and the acceleration of grav-
ity g. To close the equations the dependence of the pa-
rameters 7,6,k on temperature and density, and the
equation of state P(p,T) must be known. The approxi-
mations leading to these equations are well understood
and essentially rest on the large ratio between the length
scales of the spatial variations and the mean free path of
the constituent molecules. As mentioned in subsection
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VIII.D.1.c below, extra residual effects of the small-scale
degrees of freedom appear as stochastic forcing of Egs.
(8.1) with an intensity depending on temperature and
given by the fluctuation dissipation theorem (Landau and
Lifshitz, 1959; Graham, 1974; Swift and Hohenberg,
1977). Due to simple averaging these terms are small on
the scales typical of convection, but they may conceiv-
ably be important at bifurcations such as the onset of
convection, where the system is very sensitive to small
effects.

We are interested in the situation where a temperature
difference AT is maintained between two horizontal
plates. In general the parameters 7, C,, and K will de-
pend on temperature and density and therefore position,
and very complicated equations result. The “Boussinesq
approximation” (see Normand et al., 1977; Busse, 1978)
includes these temperature dependences only in the all
important buoyancy term

p=p[1—a(T—T)] (8.2)

(with p, T reference values and a the thermal expansion
coefficient), and otherwise assumes an incompressible
fluid. The Oberbeck-Boussinesq equations are

3, +uV)u=—V(P/p)+vV2u+gaTZ, (83a)
(8.3b)
(8.3¢)

(3, + u-V) T=k VT,
V-u=0,

with v=n/p the viscous diffusivity (kinematic viscosity)
and k=K /C the thermal diffusivity. Notice that now the
pressure term occurs only in the equation of motion for
the velocity u, and no longer implicitly through the
dependence of density on pressure via the equation of
state. The incompressibility condition (8.3c) effectively
replaces the equation of state, and indeed taking the
divergence of (8.3a) and using (8.3c) we obtain a Poisson
equation for the pressure, which can then be eliminated
in favor of u and 7. (We have dropped the bars signify-
ing reference quantities on these equations and have also
absorbed some constants into the pressure term.) The ap-
proximations made in going from Egs. (8.1) to (8.3) are
quantitatively justified for most fluids (Busse, 1967, 1978).
However Egs. (8.3) turn out to have an additional inver-
sion symmetry over Egs. (8.1) in the Rayleigh-Bénard
geometry, so that small ‘“non-Boussinesq” symmetry-
breaking terms may be qualitatively important in certain
regions of parameter space. An example is the roll-
hexagon competition discussed in subsection VIIL.F.3
below.

The dynamical equations (8.3) must be supplemented
by boundary conditions on the flow variables. The ideal
system is considered to be infinite in lateral extent, with
perfectly conducting top and bottom plates so that the
temperature may be assumed fixed

T(z=—d/2)=T,+AT,
T(z=d/2)=T, .

(8.4a)
(8.4b)
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Experimental realizations approximate this condition
very well by making the plate conductivity of order 10?
to 10° times that of the fluid. At a rigid boundary all
components of the velocity are zero

w=0, z=%d. (8.4c)
We will take these conditions as defining the ideal sys-
tem. In practice of course sidewalls leading to lateral
boundary conditions must also be present. This defines
the aspect ratio or dimensionless lateral size

L=L/d, (8.5)

where L is a lateral dimension of the container, e.g. the
radius for a cylindrical container. For later reference we
also define the idealized free-slip boundary conditions,
which lead to considerable simplification in the analysis
of the instability

3, u,=w=0, z=i—é—d : (8.6)

where u; and w are the 2D horizontal and vertical com-
ponents of u, respectively.

In the absence of flow in the ideal system we have the
conducting solution

T=Tyz2)=T,+AT(1/2 —z/d), (8.7)

and also P=P,(z) to balance the buoyancy force. To
study deviations from the conducting solution it is con-
venient to subtract off this reference temperature and
pressure

0=T—Toy(z),
p=P—P,(z) .

(8.8a)
(8.8b)

Finally, dimensionless variables are introduced. We shall
use the characteristic thermal diffusion time d?/k across
the depth of the cell as the time unit, d as the length unit
and the Rayleigh number

— agATd?
Kv

R (8.9)
as the dimensionless temperature difference. The dimen-
sionless heat current can be expressed in terms of the
Nusselt number N defined as the ratio of the total heat
current to the conducted heat current at the same AT.
Equations (8.3) and (8.4) then become

o 43, +u-V)u=—Vp+62+Va, (8.10a)
(3, +u-V) 6=Rw+V?, (8.10b)
V-u=0, (8.10c)
u=0=0, z==*1, (8.10d)

where again some pure gradient terms have been ab-
sorbed in the pressure. These equations depend on two
parameters: the dimensionless driving strength R, the
Rayleigh number, and the ratio of thermal and viscous



964 M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium

diffusivities

o=v/k, (8.10e)

known as the Prandtl number. Notice that o gives the
relative importance of time derivatives and nonlinearities
for the temperature vs. the velocity. Equations (8.10) are
the starting point for most theoretical work on convec-
tion. It should be reemphasized that the approximations
leading to these equations are well understood (and im-
proved ones can be made if necessary): they provide a
secure basis for theory.

Theoretical work on this problem has been in three
phases. The linear stability analysis was the focus of at-
tention from the work of Rayleigh (1916) on the free-slip
model, to the calculation of Pellew and Southwell (1940)
on the realistic model defined by Egs. (8.4). This work is
described in detail in Chandrasekhar (1961). The ideal
nonlinear states and their stability to small perturbations
were studied by Busse and co-workers in the 1960s and
1970s (see Busse, 1967a, 1978). [It should be noted that
the calculation of the nonlinear states in the appendix of
Chandrasekhar (1961) is incorrect.] More recently atten-
tion has shifted to the more complex states we have
called “real patterns,” and the methods of amplitude and
phase equations, as well as the study of models.

2. Linear instability and ideal solutions

The linear instability of the conducting solution
(u = 6 = 0) is fairly straightforward. It was proven (see
Joseph, 1976) that in the ideal system it is stationary i.e.
type I,. This considerably simplifies the calculation. It is
also then clear that the Prandtl number drops out of the
calculation of the critical Rayleigh number, the critical
wave vector (which must therefore be of order d ! with
no dependence on the fluid parameters) and the onset
solution at threshold. It is straightforward to look for
onset solutions varying as e’# and these can be found in
essentially closed form (see the Appendix of Manneville,
1990). The critical Rayleigh number is

R_=1707.76 , (8.11a)
at a critical wave vector
q0=3.117 . (8.11b)

Note that g, is very close to m, so that the roll size (half-
wavelength) is very close to the thickness.

Theoretical work on the nonlinear states in a perturba-
tion expansion near threshold was initiated by Gor’kov
(1958) and Malkus and Veronis (1958) for convection and
by Stuart (1958) for the Taylor-Couette system. It was
subsequently developed systematically by Schliiter,
Lortz, and Busse (1965) who studied ideal roll solutions
and also nonlinear superpositions of rolls in the form of
squares, hexagons, and other regular patterns (Sec.
IV.A.1). They calculated the interaction parameter
equivalent to 9(0) of Eq. (4.32) as a function of Prandtl

Rev. Mod. Phys., Vol. 65, No. 3, July 1993

number and found that rolls are the stable solution near
threshold in the ideal system, for all Prandtl numbers.
As we have seen, small effects that break the symmetry
(g,0)—(—u,—0) render the transition subcritical by
strongly coupling to the hexagonal solution.

In a long series of papers Busse and co-workers numer-
ically solved for the nonlinear solutions using a truncated
(Galerkin) expansion (see Normand et al., 1977; Busse,
1978)

U=y U,, cos(mgx) u,(z),

mn

(8.12)

with u, (z) some convenient basis functions satisfying the
fluid boundary conditions. The parameters U, , (R, o)
are determined by requiring the fluid equations to be
satisfied when projected onto the mn basis vectors.

3. Stability balloon

The stability analysis of these ideal nonlinear solutions
is formulated as a Bloch wave analysis, i.e. the perturba-
tion takes the form

H(Q,x+Q,y) o, (Q)t

Su(x,y,z;Q)=e SUq(x,z;Q) e 1 , (8.13)

where 38U, is periodic in x with wave number g and the
Bloch wave vector Q can be restricted to the range
1

1
__q<Qx"‘3q’

> (8.14)

without loss of generality. (The growth rate o, should
not be confused with the Prandtl number o.) The insta-
bilities can be characterized further by the symmetries of
8U, under parity operations. Busse and co-workers cal-
culated the o,(Q) using the Galerkin expansion (8.12).
The stability analysis is converted into an mn X mn ma-
trix eigenvalue problem for each g and Q, and then the
positive (unstable) o,,(Q) are maximized as a function of
Q to give the most unstable wave vector and the stability
boundaries. This process must be repeated for each wave
vector g, and each Rayleigh number and Prandtl number
desired. There are many possible instabilities with
different symmetries. Based on their visual appearance
Busse gave colorful names to the various instabilities (e.g.
knot, oscillatory, skew-varicose, cross-roll) and calculat-
ed the stability boundaries. The region of (¢,R,0) space
of stable solutions bounded by these instabilities forms
the “Busse balloon (Fig. 32), which has provided enor-
mous insight into the dynamics of convection, and makes
this the best characterized nonlinear pattern forming sys-
tem. A great deal of the detailed physics of the fluid-heat
system is contained in this stability diagram, and it is
often possible to arrive at an intuitive understanding of
the various instability mechanisms (shear layer instabili-
ties at low Prandtl numbers, thermal boundary layer in-
stabilities at high Prandtl numbers, etc.). However since
we are here mainly interested in how well the system is
characterized as a canonical example, we will not discuss
these details. The reader is referred to the review by
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FIG. 32. Stability diagram for ideal roll states in Rayleigh-Bénard convection (a) Prandtl number 0 =0.71; (b) 0=7.0. Diagram
shows range of Rayleigh number R and wave vector g for which the ideal roll states are stable (hatched regions), as well as the various
instabilities of the roll states: E Eckhaus; Z zig-zag; SV skew-varicose; K knot; O oscillatory; CR cross-roll. The dashed line labeled
N is the neutral stability line giving the instability of the conducting state to a convection state at wave vector g. (Adapted from

Busse and Whitehead, 1971, and Busse and Clever, 1979.)

Busse (1978), to the recent work of Clever and Busse
(1987, 1989), and to a more pedagogical discussion by
Manneville (1990) for further reading.

A precise experimental test of the predicted stability
diagram is not easy to carry out since the ideal geometry
of the theory cannot be realized, but the predictions are
borne out at least semiquantitatively, both in the approxi-
mate Jocation of the stability boundaries and in the na-
ture of each instability (i.e. the form of the eigenvectors).
There are two classes of experiments. Busse and White-
head (1971) used very large aspect ratio systems with a
transient ideal state established by thermal imprinting.
The instabilities were then investigated in the time win-
dow after the nonlinear state was established but before
the influences of the lateral boundaries were felt over the
interior of the system. These very large systems are
probably not spatially homogeneous, and as a result the
parameters at which the instabilities occur are modified,
as is also the long-time development of the system (e.g.
whether the instability leads to a restabilization of the
pattern at a new wave vector within the stable band, or
leads to persistent time dependence).

A second class of experiments has studied the instabili-
ties in smaller systems by investigating well established
steady-state patterns, but both the patterns and the per-
turbations may be quite strongly influenced by the lateral
boundaries. Gollub, McCarriar, and Steinman (1982)
worked with Prandtl number 2.5 and aspect ratios 20-30,
to study the onset of time dependence in spatially disor-
dered states. Kolodner, Walden, Passner, and Surko
(1986) studied the evolution of simple states, but in quite
small geometries (aspect ratio 10 X 5) at Prandtl num-
bers between 2 and 20 (see also Nasuno et al., 1988).
Croquette (1989) has reviewed work at low Prandtl num-
bers in aspect ratios (7-20). In general the conclusion
from this work is that the behavior is qualitatively con-
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sistent with the theoretical predictions but with consider-
able shifts in the stability boundaries due to finite
geometry, as might be expected. Typically the instabili-
ties are shifted to higher values of the Rayleigh number,
with the exception of the cross-roll instability which is
often driven downward by the side walls parallel to the
dominant roll direction.

4. Amplitude equations

The convection system, albeit with artificial boundary
conditions (see below), is the one in which the spatially
dependent amplitude equation was first introduced in the
study of fluid instabilities (Newell and Whitehead, 1969;
Segel, 1969). As we have seen, ironically this “simple”
model is actually a situation where the standard ampli-
tude equation breaks down (except in the limit of infinite
Prandtl number), due to mean flow effects that are un-
damped by the free-slip boundaries (see below).

For the experimentally realized rigid boundaries the
lowest-order amplitude equation does take the general
form for a type I instability: its form is therefore dictated
by general symmetry arguments. For a single set of rolls
nearly parallel to the y axis the equation for the complex
amplitude A4(x,?) is (Cross, 1980)

700, A=A + £5[3, —(i/29,)d}* 4 — gyl A]*4 .
(8.15)

Given this form, individual parameters may be picked
out for evaluation by comparison with other calculations
(Wesfreid et al., 1978). For example 7, ' is simply
do(qy)/0¢, the derivative of the linear growth rate at the
critical wave number with respect to the reduced Ray-
leigh number (Behringer and Ahlers, 1977). Similarly,
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the full Prandtl number dependence of g,, for a given
normalization of the amplitude in terms of the fluid vari-
ables, may be evaluated from the work of Schliiter et al.
(1965), who considered spatially independent amplitudes.
A systematic derivation of Eq. (8.15) for the rigid bound-
ary case was given by Cross (1980) using mode projection
techniques. In Appendix A we derive the amplitude
equation using the original multiple scales perturbation
technique of Newell and Whitehead and Segel, going far
enough to illustrate the application of the method to this
general (nonseparable) example, but without displaying
the complicated algebra necessary to evaluate the
coefficients.

The parameters appearing in Eq. (8.15) are found to be

7(71:;%, (8.16a)

£5=0.148 , (8.16b)
and

80=0.6995 — 0.00470 ! + 0.00830 "2, (8.16¢)

where we have normalized the amplitude A4 so that the
convective heat transport per unit area is

(NWN—1) (R/R,)=(wO)/R.=|A4|*, (8.17)

where W is the Nusselt number and the bracket denotes a
spatial average. For the situation of superimposed rolls
the interaction parameter $(0) of Eq. (4.32) was evalu-
ated by Cross (1980) from the calculations of Schliiter
et al. (1965). It is convenient to write $(0) in terms of
another function g, (cosf) (which also depends on
Prandtl number )

2g,(cosf)+2g,(—cosf)+2g,(—1)

= 6+0
96 g, (1)+2g,(—1) » 670,
(8.18a)
=1, 6=0, (8.18b)

where the Prandtl number dependence is given by
g,(cosf)= A(cos@)+B(cosd)o ! + C(cosh)o 2,
(8.18¢)

and A4,B,C can be interpolated from Table 1 of Cross
(1980). (There A is called gy, Bisg_;,and Cisg_,.)

From these results, of course, the boundaries of the
stability balloon may be calculated for small € [i.e.
g —qo=0(g'"?)], reproducing the results of the numeri-
cal Galerkin calculations in this limit. Interestingly, for
o R 1 the “cross-roll” instability — the instability of one
set of rolls to the growth of another set at some angle 6
— preempts the universal Eckhaus line as the bounding
instability for ¢ >¢q,. The universal transverse zigzag in-
stability g, =g, at O(e!/?) forms the boundary on the
small wave-number side.

It should be remarked that in spite of what may appear
from Eqgs. (8.15) and (8.16) it turns out that the amplitude
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equation is quite smooth as o—0, once the viscous
timescale d2/v rather than the thermal timescale d*/x is
used to render the fluid equations dimensionless. Even in
this limit complications such as mean flow effects or the
onset of the oscillatory instability only appear at higher
order in €.

For one-dimensional patterns in a geometry with re-
stricted transverse aspect ratio L, Daniels and Ong
(1990) have evaluated the coefficients 7, &g, and g, of the
one-dimensional version of Eq. (8.15) as a function of L,
and o, for realistic boundary conditions.

5. Phase equations

Pomeau and Manneville (1979) first pointed out the im-
portance of the phase equation (4.70) in the context of
Rayleigh-Bénard convection, although since they derived
the equation for e—0 from the amplitude equation, their
results apply quite generally to type I, systems; in partic-
ular their expressions (4.71) and (4.72) for the diffusion
constants D and D, in terms of £, and 7, are generally
valid.

The specific features of the convective system arise at
the next order in €. In particular Manneville and
Piquemal (1982) calculated D, to O(g), which yields the
slope of the zigzag boundary (g, —qy)/¢, and its strong
Prandtl number dependence. In fact, as was mentioned
in Sec. IV.A.2 above, the phase equation for convection
has nonanalytic behavior due to mean drift effects at any
order in &€ beyond the lowest one (Cross, 1983). This
arises because, due to the incompressibility of the fluid,
only VP enters (and not P via the equation of state), so
adding a constant Pg to the pressure makes no difference.
However if the added pressure is now made a slowly
varying function Pg(x,y) of the horizontal coordinates,
the gradients of Pg will drive a horizontal flow which fur-
ther distorts the convective pattern. The final link in the
chain of arguments is that slow distortions of the convec-
tive pattern do indeed induce a slowly varying Pg(x,y)
which must be determined by the incompressibility con-
dition. Thus Pg(x,y) constitutes an independent slow
field determined by a nonlocal (static) constraint.

The importance of the mean flow in reduced descrip-
tions of convection was discovered by Siggia and Zip-
pelius (1981b) in their study of the amplitude equation
for free-slip convection (Sec. VIIL.B.2 below). There, a
horizontal mean flow, constant across the depth of the
cell, is undamped and must be included as an indepen-
dent mode in the slow dynamics. These authors also sug-
gested a phenomenological extension to the rigid-
boundary case, where the horizontal flow is damped by
viscous coupling to the top and bottom plates. Although
now formally of higher order in € in an amplitude equa-
tion approach, the mean flow is important to include in
the phase equation description since it leads to
nonanalyticities at small g, as noted by Cross (1983) and
by Cross and Newell (1984), who carried out a perturba-
tive calculation in the weak nonlinearity near threshold.
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The technical difficulties of a full calculation starting
from the Boussinesq equations for convection away from
threshold are formidable, and the complete calculation
relying only on the assumption of slow spatial variations
has only recently been accomplished (Newell et al.,
1990a,b, 1991, 1993). We clearly cannot present this full
calculation here, but since the general phenomenon
should be quite widespread in fluid systems we will out-
line what we believe to be the content of the theory, al-
though Newell and co-workers use a different choice of
variables.

The starting point is the observation that a horizontal
flow, varying slowly with x and y, is driven by distortions
of the pattern and by gradients of Pg; by symmetry it
must take the form

vp(%,3,2)=[f11+ f,4q]-V Ps+[f31+f,4q]-V,q
+£54(V,-q), (8.19)

where the functions f; = f;(q,z) depend on the full non-
linear structure of the rolls, and V| is the horizontal gra-
dient. Notice that because the pressure Pg is driving the
flow in a medium effectively made anisotropic by the
rolls, there are complicated anisotropy factors in Eq.
(8.19). In particular the flow is not in general along V Py
and it does not have the z dependence of Poiseuille flow,
although these simplifications do occur in the perturba-
tive calculation near threshold. The incompressibility
enforces an important constraint on the mean flow
1
Vyfdz vp(x,9,2)=0. (8.20)
0
This determines Pg through an anisotropic Poisson-like
equation,
V.- [(b,1 +bzaﬁ)-VlPs
+(b31+b,4q)-Vg + b5G(V-q)]=0, (8.21)

with b; now functions only of g (and control parameters),

1
bi(q)= [ dz fi(g,2) . (8.22)
0
Finally the flow v, advects the pattern, giving
9,¢—0,6+V-q, (8.23a)
with
1
Vix,y)= [dzvp(x,y,2)8(2), (8.23b)
0

where g(z) is a weighting function again depending on
the full nonlinear structure of the rolls. This means that
V is not simply the integrated flow. Notice that the last
two terms in Eq. (8.19) for v, when inserted into V-q
give terms in the phase equation which are of the same
form as those already present on the right-hand side, and
they may be absorbed into these terms. Thus the new
effects of the pressure Py and induced “mean drift” V
may be summarized by the equation
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9,6 +V-q= —7"Yq)V-[qB(g)], (8.24a)
with
V=[b6(q) l + b7(q)/q\a]'VlPS > (8.24b)

and Pg determined by Eq. (8.21). The task of the full cal-
culation is then to determine the parameters b;(g), i =1
to 7 (in fact only the combination bg + b, is needed for
i =6,7), 7 g) and B(g), as functions of the control pa-
rameter R, and the Prandtl number o.

We note that since the velocity field v, is not simply a
uniform flow, the mean drift is not equivalent to trans-
forming to a moving frame of reference. As well as
translating the pattern, the drift v, will also distort the
local structure of the rolls. Thus the effect cannot be re-
lated to a ““gauge invariance” of the original equations, as
Pocheau (1988) attempts to do, except at the lowest order
of the expansion where the resulting phase equation does
show this extra symmetry.

Newell et al. (1990a,b, 1991) have chosen to imple-
ment this calculation in a slightly different way which
brings out more clearly the relationship to the dangerous
vertical vorticity mode in the free-slip calculation of Sig-
gia and Zippelius (1981b). Since the integrated mean
drift f (lldz vp(x,y,2) is divergence free, it can be written
in terms of a stream function §

1
Jdzvp(x,2)=V, X2 &x)), (8.25)
0

where x; = (x,y). They then control the singularities by
writing the horizontal velocity as

u=f(z)V, X2 &x)+ul, (8.26)
where u] has zero mean flux
1
Juidz=o0, (8.27)
0
and f(z) is an arbitrary function with mean 1,
1
[ fimdz=1. (8.28)
0

Of course different choices of f(z) lead to different
“correction” terms u); Newell et al. choose a Poiseuille
form for convenience. The quantity u] must be calculat-
ed through an iteration procedure, but since it has zero
net flux, the calculation does not depend on Pg, although
it does depend on the (as yet unknown) §. Finally ¢ is
determined by eliminating Pg from the horizontal
momentum equations averaged over the fast horizontal
variation. This formulation gives an extra advection in
the phase equation by the solenoidal velocity field
V=V, X2¢,

9,6—9,6+v(q)V-q,

where y(q) is a weighting function, and a rather compli-

(8.29)
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cated differential equation for § ensues:
V. X Ga(g)@XV,£)2 — V,-[48(9)q-V £]
=2V, X [0qV,-(q4%q)) — G, (q)V,-(qB,(g))]
—V,-[q(V,XqBg(9))2], (8.30)

where a(q), B(q), B,(q), Bg(q), 7, '(q), and y(q) in Egs.
(8.29) and (8.30) are all functions of g, as well as Prandtl
and Rayleigh numbers, which Newell et al. explicitly
calculate. Note that in the first term on the right-hand
side the authors separate out a term involving the real
amplitude A(q) of the ideal solution (defined with some
convenient normalization), which they also tabulate.
This is for convenience of approaching R — R, where the
earlier calculation of Cross and Newell (1984) applies;
elsewhere this term could be subsumed in a redefinition
of B,,.

An important application of the phase equation (8.24)
is to display the long-wavelength stability boundaries of
the Busse balloon. This is accomplished by considering
small deviations from a straight roll pattern of wave vec-
tor q which we take in the x direction

¢=gx +¢,cos(Q-x,) ,

with Q <<1 the wave vector of the perturbation and ¢,
small. The mean drift V may now be found explicitly in
terms of ¢,, and an expression for the growth rate of the
perturbation is found,

o(Q)=D}(Q,/Q,)Q + D,(0,/Q,) 0} .

The effect of the mean drift is thus to make D and D,
functions of the ratio Q,/Q, (i.e. the direction of the
wave vector of the perturbation), so that o(Q) is no
longer analytic in Q, and Q, when Q—0. Of course
D, D, also depend on the wave vector q of the rolls, as
well as on Prandtl and Rayleigh numbers, and they may
be calculated in terms of the b; of Egs. (8.21) and (8.24),
or the equivalent parametrization of Newell and co-
workers. The instabilities are given by o(Q)=0. Note
that for D, D, independent of Q,/Q, the instability
boundaries are either purely longitudinal Q,#0, Q,=0
(i.e. Eckhaus) or transverse Q, =0, Q,70 (i.e. zigzag).
However once the full dependence is taken into account
it is found that a new instability preempts the Eckhaus
instability on the large wave-vector side, which is neither
purely longitudinal nor purely transverse, i.e. it has both
Q0,70 and Q,70. (This is true for all Prandtl numbers,
although the difference from Eckhaus is small for large
Prandtl numbers.) This instability is the skew-varicose in-
stability found previously in the Galerkin analysis (Busse,
1978). It may now be understood (Cross, 1983) as a
modification of the long-wavelength Eckhaus instability,
in which the transverse modulation causes a circulating
mean drift, forbidden in a purely longitudinal instability,
thus enhancing the instability. On the other hand mean
drift effects tend to suppress the zigzag instability. From
their expressions for the parameters in the phase equa-

(8.31)

(8.32)
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tion Newell et al. are able to quantitatively reproduce
the results of Busse (1978) for the Eckhaus, zigzag and
skew-varicose instabilities.

B. Convection models

We have introduced the idea of studying model equa-
tions in Section III.C, motivated by the impracticality of
numerically solving the full microscopic equations in the
large systems showing the phenomena of this article.
[For recent work that actually solves the full Boussinesq
equations, but without attempting to reach quantitative
numerical convergence, see Arter, Bernoff, and Newell
(1987) and Arter and Newell (1988).] In this section we
introduce specific models that have been used to under-
stand convection. These fall into two classes: order-
parameter models which are generalizations of the
Swift-Hohenberg equation, and free-slip convection
where the full Boussinesq equations (8.10) are used, but
simplifying unphysical boundary conditions are imposed.
A particular truncation of the free-slip equations, known
as the Lorenz model (Lorenz, 1963), played a crucial role
in the early development of ideas on chaos.

1. Order-parameter models

The Swift-Hohenberg equation was originally intro-
duced to investigate noise-induced fluctuation phenome-
na very close to threshold € <<1 (Swift and Hohenberg,
1977), and we have discussed its role as a rotationally in-
variant order parameter equation near threshold in Sec.
IV.A.5. Since the equation incorporates the three basic
features of type I pattern forming systems (onset at a
nonzero wave number, growth, and nonlinear saturation),
the same equation but with e=~0(1) is useful as a model
system of pattern formation in general two-dimensional
systems, including Rayleigh-Bénard convection (this in-
terpretation is originally due to Pomeau and Manneville,
1980, and Cross, 1982a). Let us write the model in the
form

Tod ¥ =Y — E(V+T5) Y —8o¥’
and determine the parameters by requiring that the am-
plitude equation derived by the method of Appendix Al,

should agree with Eq. (8.15) valid for real convection. A
convenient choice is

(8.33)

To=To Go=—9qyp €E=(R—R_.)/R,=¢,

£ = &5/445, 80 =80/3,
where 7y, q¢, &, and g, are as in Egs. (8.11b) and (8.16).
Alternatively, Greenside and Coughran (1984) measured

lengths in units of g, ! and eliminated the other con-
stants by rescaling time and v to write Eq. (8.33) as

dy=ey — (V2 + 2y — ¢,

with

(8.34)

(8.35)
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T=(4/q3E3)e = 2.78¢ . (8.36)

There are a number of ways, however, in which the
Swift-Hohenberg equation fails to model convection even
qualitatively: (i) the model has a Lyapunov function
(3.28), so persistent dynamics, periodic or chaotic, is not
possible; (ii) the stability diagram shows qualitative
differences with the Busse balloon, for example failing to
reproduce the general trend of the stable band towards
longer wavelengths (smaller g) as the Rayleigh number is
increased; (iii) the skew-varicose instability is absent.
There may of course be other less obvious flaws. This
has led to the search (Manneville, 1983; Greenside and
Cross, 1985) for generalizations to remove a number of
these imperfections.

The first class of generalizations may be written in the
form

3Y=[e—(V+ 1’1 ¢ — ¢’ — g9 (V¥)* + g,¥°Vy
(8.37)

where the extra nonlinear terms allow more flexibility.
For example in the Swift-Hohenberg equation the cross-
roll instability occurs at a particular wave number gcg (€)
which will not match convection even for small €. The
extra parameters g, or g, could be used to tune this
boundary. For g, = —g; the equation remains potential:
altering this relationship could be used to investigate in-
creasing deviations from this condition. Manneville
(1983) and Bestehorn and Haken (1990) have suggested
that the choice g; = 1, g, = 0 gives a better description
of the fluid nonlinearities, although there is no controlled
expansion which justifies this choice over Eq. (8.33)
which has g, =g, = 0.
A second class of models that generalize Eq. (8.33),

3,p=[e — (V*+1)?]¢+g, VY (V¢)?

is motivated by the work of Gertsberg and Sivashinsky
(1981) on Rayleigh-Bénard convection between poorly
conducting plates. These authors carried out a systemat-
ic expansion in deviations from infinitely poor conduc-
tors in the one-dimensional case where the two nonlinear
terms in Eq. (8.38) are identical and g3 drops out. We
might thus hope that the characteristic nonlinearities of
the fluid equations [all involving spatial derivatives aris-
ing from the advection term u-V in Egs. (8.10)] are better
modeled by Eq. (8.38) than by (8.35). Indeed, the general
trend of the stable band to longer wavelengths with in-
creasing driving is reproduced. Note that the case g; =1,
which was shown to correspond to the case of convection
between poorly conducting plates in two dimensions, is
potential and leads to square cells for small €. For g1
the system is nonpotential and g;=3 is a convenient
value to use for nonpotential studies. However for €> 1
the ¢ =0 mode grows without bound, so this limits the
range of study.

Both of these classes of models have smooth long-
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wavelength expansions so they do not yield the skew-
varicose instability. Following Siggia and Zippelius
(1981b) and Cross (1983) who analyzed the importance of
long-wavelength vertical vorticity or “mean drift” effects,
Manneville (1983) and Greenside and Cross (1985) sug-
gested adding an extra advection term caused by the
mean drift. Specifically, they took (see the discussion in
subsection VIII.A.5 above)

3 Y—3, Y+ (V-V)y, (8.39)

where V is a solenoidal mean drift defined in terms of a
vertical vorticity potential {(x,y,t)

V=(V,,V,)=(3,¢, — 3,£) . (8.40)

The potential ¢ is in turn driven by distortions of the or-
der parameter field

V=y[V(VZ) X VY], , (8.41)

with ¥ a coupling constant. This rather complicated
looking expression correctly reproduces the behavior de-
rived in the amplitude equation to lowest order in € by
Cross (1983). Since the importance of mean drift effects
grows as the Prandtl number is decreased, the value of ¥
should be a decreasing function of o. For large y the
short wavelength components of the vertical vorticity
given by Eqgs. (8.39)—(8.41) seem to be too large to model
low Prandtl number convection (for example the knot in-
stability is enhanced more in the model than in the real
system), so Greenside and Cross (1985) also considered
models in which these high Fourier components are
suppressed.

Clearly as the complexity of the model grows, the
justification of the approach becomes more critical.
Greenside and Cross suggested that a sensible way to
discriminate between different models was to choose the
one whose stability diagram most closely approximated
the Busse balloon. In particular for pattern formation
studies one might try to first reproduce the long-
wavelength instabilities (Eckhaus, zigzag, and skew-
varicose) and the general trend to smaller wave vector as
€ increases. In this regard the second class of models,
(8.38) with g;=3, and the added mean drift term seems
to be the optimal choice, namely

3¢+ (V-V)y=[e—(V2+1)]p+3 VY Vy)?,

(8.42a)
V=V X (£2), (8.42b)
VZE=yF[V(VY) X VY], , (8.42¢)

where F is an operator that suppresses high Fourier com-
ponents (for a specific representation see Greenside and
Cross, 1985). We show the stability balloon for this mod-
el in Fig. 33, and this should be compared with the one
for convection with Prandtl number o =0.7 in Fig. 32(a).
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# 8470229
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FIG. 33. Stability boundaries for a model of convection given
in Eq. (8.42), with ¥ =10. (The reduced control parameter ¢ is
denoted 7 in the figure.) The instability lines are labeled as in
Fig. 32. The dashed line inside the stable region is the wave
number selected in an axisymmetric pattern (see
Sec. VIII.C.2.a). The + and — symbols near the lines indicate
instability and stability, respectively. The similarity with
Fig. 32(a) should be noted. (From Greenside and Cross, 1985.)

2. Free-slip convection

A widely used model system consists of the full fluid
equations (8.10), but with the physical no slip boundary
conditions (u=0) at the upper and lower boundaries re-
placed by “no stress” or free slip, as in Eq. (8.6) above.
This is at first sight an innocuous physical change, and it
allows considerable analytic progress since the linear sta-
bility problem is separable and the eigenfunctions are
simple sines and cosines, for example

6(x,z) < cos (7 z)sin (mx /V2) , (8.43)

ie. go=m/ V2, with a critical Rayleigh number
R.=277*/4=657.5. Many calculations have first been
performed in the framework of this much simpler prob-
lem, including the original derivation of the amplitude
equation by Newell and Whitehead (1969) and Segel
(1969). The calculation is presented in Appendix A and
yields £3=8/372%, 7=(2/37*)(0 +1) /0, and for the nor-
malization (8.17), g,=1. As first pointed out by Siggia
and Zippelius (1981b), however, this change in the
boundary conditions is far from harmless, and has enor-
mous consequences for the qualitative behavior. The
reason for this is clear from the discussion in Sec.
IV.A.2.a.iii above: the free-slip boundary conditions in-
troduce an extra conserved quantity, the mean horizontal
momentum, and this drastically changes the long-
wavelength slow dynamics. Since the flow is divergence
free by the incompressibility assumption we need only
consider the transverse part, i.e. we must include an addi-
tional slow vorticity mode, leading to a transverse veloci-
ty field that advects the convection pattern. This
modifies the amplitude equation, even at lowest order, by
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introducing the advection (V - V) (90" 4)~ V,igg A, so
that 9, 4 —(9,+igyV,)A. The amplitude equation then
becomes

To(d; + iqoV,)A =e A +EJD, —(i/29,)33)* 4

—gol 4’4, (8.44a)

together with the equation for the vorticity Q = —V2¢
from which ¥, = 9, can be deduced,

(73,— V) Q =g,3,[ 4*(d,—(i/294)32)4 +c.c.],
(8.44b)

with y=0 ! and g1 =372/0. (The extra terms we have
included, compared to Siggia and Zippelius may be for-
mally of higher order but they display the physics more
clearly; we have also used a different scaling, so the pa-
rameters ¥ and g, take on different values than quoted
there.) As noted by Siggia and Zippelius (1981b), for the
rigid boundary problem the corresponding corrections to
the phase equation are given by putting a damping term
into Eq. (8.44b), i.e. ¥3, — V> — N

The stability analysis, performed near threshold by
Siggia and Zippelius (1981b) and later corrected by Busse
and Bolton (1984), has quite different results in the free-
slip case. For example for o <0.543 all states are unsta-
ble immediately above threshold, and states at the critical
wave number are unstable just above threshold for all o.
Clearly the behavior near threshold of rigid boundary
convection is not well described by the free slip model,
since for rigid boundaries the o —0 limit is completely
smooth. On the other hand 0 —0 is a complicated singu-
lar limit for the free slip case. Nevertheless Siggia and
Zippelius suggest that the free slip model may qualita-
tively describe low Prandtl number convection between
rigid boundaries away from threshold. The idea is based
on the observation that in the strongly nonlinear regime
boundary layers develop isolating the interior from the
rigid boundaries (Jones et al., 1976; Proctor, 1977, Clev-
er and Busse, 1981). It is not clear, however, if this idea
can be made the basis of a quantitative analysis. As in
subsection VIIL.B.1 above its validity can perhaps be
judged by comparing the stability boundaries of free slip
convection away from threshold (Bolton and Busse, 1985;
Schnaubelt and Busse, 1989) with those for low Prandtl
number rigid convection.

3. The Lorenz model

For completeness we mention here the Lorenz model
(Lorenz, 1963) which was motivated by the problem of
Rayleigh-Bénard convection. Although the model was
extremely important in demonstrating the existence of
chaos in coupled ordinary differential equations (cf. Sec.
VII.B), we now know that the phenomena displayed by
the equations have little quantitative overlap with actual
phenomena in convection. The model is arrived at by a
lowest nontrivial truncation in a Galerkin expansion of
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the Boussinesq equations for free slip convection.
Periodic lateral boundary conditions are assumed over a
distance L,=m 2w/q,, with go=m/V'2, and with no
spatial variation in the y direction. The modes retained
are the linearly unstable temperature and vertical veloci-
ty modes (the horizontal velocity is then given by the in-
compressibility condition)

wy, =2V3 7 X(t)cosqyx cos 7z , (8.45a)

6,,=9V3 7Y (t)cos gox cos 7z , (8.45b)

and the nonlinear temperature mode that couples to
these linear modes through the Boussinesq equations,

00, = (2772 /4)Z(t)sin 27z . (8.45c¢)

It is a curious feature of the free slip case that there is no
coupling to any of the other possible quadratic nonlinear
modes, so that a truncation at this order leads to three
coupled nonlinear ode’s for rescaled variables X(z), Y (2),
Z (1)

3,X=0 (Y —X), (8.46a)
3,Y=rX — Y —XZ , (8.46b)
9,Z=—b(Z — XY), (8.46¢)

with =R /R_,, b=8/3. Since the derivation is just a
second-order Galerkin truncation, in general such an ap-
proach will lead to equations that systematically include
no more of the physics than the lowest order amplitude
equation. In fact the possibility of slow phase and ampli-
tude modulations is not allowed by Eqgs. (8.45) so that the
model should be qualitatively best in very small systems
(m=1). However because the free slip equations are
separable, in this particular case the truncation leads to
equations that correctly reproduce the full linear
behavior of the unstable modes even at high frequencies,
whereas the amplitude expansion is predicated on the as-
sumption of slow time behavior even at the linear level.
This makes the Lorenz model a useful semi-quantitative
tool to investigate modulated convection (subsection
VIIL.F.5).

The interesting chaotic phenomena (Lorenz, 1963) ap-
pear in the Lorenz equations for rX 28, where the
second-order Galerkin expansion is certainly not valid as
a representation of convection. Indeed it has been shown
(Curry et al., 1984) that if sufficient modes are retained
for numerical convergence, but still restricted to no y
spatial variation, then the chaos disappears. Low-order
truncations including y variations were investigated by
McLaughlin and Martin (1975).

C. One-dimensional patterns
We begin by discussing one-dimensional patterns, by
which we mean systems for which the transverse dimen-

sion is sufficiently small so that the dependence on the
transverse coordinate is uniquely prescribed. [Usually
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this means L, = O(1).] Such systems are described by
one-dimensional amplitude or phase equations, and by
one-dimensional models, though from the point of view
of the hydrodynamic equations (8.10) they of course cor-
respond to three-dimensional solutions.

1. Verification of the amplitude and phase equations

Various experiments have been carried out to test or
demonstrate the predictions of the perturbative methods
described in Sec. IV.A.

a. Amplitude equation

The amplitude equation has the form of a Ginzburg-
Landau equation at a thermodynamic phase transition,
and predicts characteristic mean-field critical effects for
length, time, and velocity scales. Each of these has been
studied independently.

(i) The time scale for the amplitude to respond to a
perturbation (e.g. a small change in ¢€) is 7=74|e| ™!
(Behringer and Ahlers, 1977; Wesfreid et al., 1978).

(ii) The first harmonic of the velocity or temperature
field varying as cos(gyx ) grows as £'/? for € >0 (Wesfreid
et al., 1978), and the convective heat current grows as €
(Behringer and Ahlers, 1977). The pth higher harmonics
should vary as €?/2, and this has been shown to lesser ac-
curacy (Dubois and Bergé, 1978).

(iii) The length scale for magnitude changes varies as
E=E|e| 7172, This was verified for £ <0 by studying the
spatial decay of convection induced by an imperfect
sidewall, and for €>0 by studying the suppression of
convection over the length & near a perfect rigid sidewall
(Wesfreid et al., 1978). Since this is a dramatic
confirmation of the predictions of the amplitude equation
approach with wide consequences in pattern formation,
we show the results in Fig. 34. Notice that the important
fact that the envelope 4 —0 at the boundaries [Eq. (5.6)]
is also confirmed.

It should be remarked that quantitative agreement is
typically obtained both for the power law dependences
and also (to the 10% accuracy of the experiments) for the
prefactors, which are well known from theory.

b. Phase equation

The dynamics of long-wavelength perturbations of the
positions of the rolls should be governed by the phase
equation. Wesfreid and Croquette (1980) tested this in a
cell of aspect ratio 30 X 5 and Prandtl number o =492.
The straight roll pattern was perturbed by periodically
injecting and extracting fluid through slots on the upper
and lower plates in the middle of the cell. The spatial
dependence of the longitudinal modulation of the phase
was fit to the form

d(x,t)=doexp(—m|x|) cos (m,|x|—~wt), (8.47)
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FIG. 34. Suppression of convection near a sidewall: compar-
ison of predictions of amplitude equation with experiment, for
two values of the reduced control parameter €. Solid points
represent measured values of the magnitude of the horizontal
component of the fluid velocity at the mid-plane. The lines
drawn through the points are guides to the eye to display the
roll structure. The dashed lines are the predictions of the ampli-
tude equation A= Aytanh(x/V2£) with E=¢ 172§,
£,=0.385, with the asymptotic amplitude A, fit to the data
(Adapted from Wesfreid et al., 1978.)

where the phase diffusion equation (4.70) yields
m;=m,=(w/2D|). The experiments were consistent
with these forms, and gave a value of D consistent with
theoretical expectations.

Pocheau et al. (1987), instead of looking at the fre-
quency response, studied the decay of a spatial modula-
tion with wave vector Q=(Q,,Q,) on a straight roll pat-
tern of wave number g. The initial pattern was set up by
thermal masking techniques. An exponential decay of
the modulation is expected with a decay rate

940

=D, (Q}+ Q; (8.48)

>

where Eq. (4.72) for D near threshold has been used, so
mean-drift effects do not enter at this order. Although
the precision was rather low (~30%) the quadratic
dependence on @ and the linear dependence on the back-
ground wave number g were verified, and the measured
values of D| were consistent with theoretical expecta-

tions.

c. Forced phase drift by mean flows

Since spontaneously generated mean flows are expect-
ed to play an important role in the phase dynamics of
convective rolls (cf. subsection VIII.A.5), it is interesting
to attempt to measure their effect directly. Pocheau
et al. (1987) accomplished this by imposing an externally
driven flow, injecting and removing fluid at a constant
flow rate at diametrically opposed points in an annulus.
We expect the one-dimensional equation for the phase
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around the annulus to be modified to
3,4+ V3, 6=D(9)32¢ ,

where V is determined from Eq. (8.24b), with Pg now the
contribution from the externally applied pressure, and
small deviations from a uniform background wave num-
ber g have been assumed. Since this ¥ involves a compli-
cated overlap integral between the Poiseuille flow and the
convection eigenfunctions, it is strictly speaking not the
simple mean velocity U used by Pocheau et al. in their
analysis, although the two quantities are proportional.
For stationary patterns Eq. (8.49) predicts a linear varia-
tion of the wave number around the annulus, compressed
towards the outflow and stretched near the inflow, and
this was clearly observed for small U. If U is increased
the inhomogeneity grows (Fig. 35), and eventually time
dependence occurs when the local wave number at the
extreme points becomes Eckhaus unstable. The stability
boundary agrees well with the predictions. In addition,
measuring U directly from the initial advection of an un-
modulated pattern allowed a determination of D”(q),
again giving good agreement to the 10% accuracy of
the experiment. Croquette et al. (1986a,b) have also

(8.49)
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FIG. 35. Roll compression forced by an imposed fluid flow.
Local wave vector g (labeled k in the figure) at position x
around an annulus for a series of flow rates. The arrows
marked in and out indicate filling and outflow holes. (a) Experi-
ment, for e=0.517 and velocities (increasing from bottom trace
to top trace): U=0.084 mm/s, 0.336, 0.588, 0.840. (b) Theoreti-

cal results obtained from Eq.(8.49), for ¢=0.5:
U=0.075 mm/s, 0.275, 0.500, 0.716. (From Pocheau et al.,
1987.)
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identified the mean flows in non-axisymmetric convection
(see below), by following the motion of a line of tracer
dye.

2. Wave-vector selection

The general ideas on wave-vector selection discussed in
Sec. VI.A have been tested in considerable detail for fluid
convection by experiment, by calculations on model
equations and by quantitative calculations of specific re-
sults for the full fluid equations. Although certain gaps
in our knowledge remain, a rather clear and coherent
picture has emerged, with generally good agreement be-
tween theoretical expectations and experimental or nu-
merical results. We can now say that the fundamental
question of wave-vector selection in simple patterns is
well understood.

a. Axisymmelric convection

Perhaps the most ideal “one-dimensional” situation in
convection is an axisymmetric pattern in a cylindrical
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geometry, where there is dependence only on the radial
horizontal coordinate. The conditions for this situation
to be stable in large geometries are rather complicated,
and will be discussed in subsection VIII.D.l.a below.
Theoretically, axisymmetric patterns in large geometries
are predicted to possess a unique radial wave number g,
asymptotically far away from the center. If there is a
smooth gradient expansion this wave number is the value
for which D, =0, which is also the boundary of the zig-
zag instability. If mean drift effects are important this is
no longer the case. These general conclusions were
confirmed by numerical work on the model equations
(8.33) and (8.38) by Cross et al. (1986).

For the specific case of convection, quantitative predic-
tions were made by Manneville and Piquemal (1982) for
the slope near onset (g, —gqq)/¢ for e—0, and by Buell
and Catton (1986a) for g(¢) at general €. The results for
different values of the Prandtl number are compared with
experiment in Fig. 36(a). There is considerable hysteresis
in the experimental data, indicating deviations from the

(b)
18 18 20 21 22 23 24 25
| | |

|
|
|
t
|
I
I
|
I
!
|
{

!
l
|
1
'
|
|
|
|
!
I
|
|
|
1
|
|
|
|
|
|
|
!

|
| ! |
i | !
| | |
| | !
| | |
| | !
| | i
1 | |
I 1 |
! | |
{ | |
| | I
1 | 1
I | 1
I l |
1 I !
1 ! !
! 1 |
| | |
| 1 |
1 ! !
| | !
| | !
I | |
|

2.5
2
1.5
1
|
| I
.5 | |
0 ! 1
| | i | | | | | | | |
1 | | | 1 ! | ! | 1 |
| | I | | | | ! | | |
| | | | | | | | I | !
{ | 1 Il Il { 1 1 i i {
2.11863 3.1163 4.11863
WAVEVECTORS

FIG. 36. Wave vector selection in Rayleigh-Bénard convection. (a) Wave vector selected in axisymmetric convection as a function
of reduced control parameter. Lines are prediction of Buell and Catton (1986a) for various Prandtl numbers o indicated next to each
line (unlabeled lowest line is neutral stability). Points are experimental data: triangles 0 =6.1 (Steinberg et al., 1985); circles
0=511—916 (Koschmieder and Pallas, 1974); squares o = 14 (Croquette and Pocheau, 1984). Notice that all the data are at rather
high Prandtl numbers and are consistent, within the scatter, with the o = o result. The predicted strong dependence on low Prandtl
numbers remains untested. (From Buell and Catton, 1986a.) (b) Wave vector selected by defects in Rayleigh-Bénard convection
(0=70). Circles, zero dislocation climb velocity (mean of wave vectors above and below the stationary defect); squares, same as cir-
cles but zero velocity point determined from fit to v (g) curves; crosses, wave vector of central set of rolls bounded by two grain boun-
daries. The solid line shows the initial slope of the zig-zag instability line gz(€), and the tilted dashed line the initial slope of the wave
vector selected in axisymmetric convection g,(g). The vertical dashed lines indicate the wave vectors for integer numbers of rolls

shown on the top scale. (From Pocheau and Croquette, 1985.)
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limit of an asymptotically large system, particularly in
the smaller cell of Steinberg et al. (1985) (the midpoint of
the measured values is plotted). Nevertheless the agree-
ment must be considered very satisfactory, except for the
early experiments of Koschmieder and Pallas (1974). Ini-
tial inferences by Croquette and Pocheau (1984) that
agreement was less good resulted from comparison of
€~1 results with the small-¢ calculation of Manneville
and Piquemal (1983). From the more general calcula-
tions it turns out that the initial slope is much more sen-
sitive to Prandtl number in the range 3 <o < o, than the
curves for large €. The dramatic dependence predicted
for small Prandtl number has not been tested experimen-
tally, and to do so will require a scheme to eliminate the
instability that breaks axisymmetry (e.g. a hot wire at the
center).

b. Selection by sidewalls

In general, if convection rolls approach a sidewall in
the parallel orientation, the amplitude of convection is
suppressed near the sidewall. This “weak spot” allows
the number of convective rolls in the system to relax and
provides a wave-number selection mechanism as dis-
cussed in Sec. VI.LA. Near threshold the predictions of
the extended amplitude equation (5.22) is that the wave
number will be confined to a reduced band given by Egs.
(5.24) and (5.25), where a and 8 characterize the effect of
the fluid boundary conditions on the amplitude, and the
parameters b; (i=1 to 5) are numerical coefficients in the
higher-order amplitude equation. Cross, Daniels,
Hohenberg, and Siggia (1980, 1983a) calculated the con-
stants b; for free slip horizontal boundaries and a and f3
for the same model, but with rigid sidewalls (zero veloci-
ty boundary conditions) of arbitrary thermal conductivi-
ty K,, and thickness ¢. To date these already laborious
calculations have not been extended to the realistic no-
slip case, and so only predictions of unknown reliability
can be made. The free slip calculations lead to the re-
striction of the band of wave numbers given by Eq. (5.25)
with

7=(32V3)"' (5+210714+40072)

X(1+4p+6m*)" 12, (8.50a)
IBI=[(1+ 4@ + 6m@*)/67*]'/*, (8.50b)
where
g=1+2u/m)7 "', (8.50c)
u=(K,/K;) m tanh(mt,) , (8.50d)

K,, and K/ are the wall and fluid thermal conductivities
and ¢, is the thickness of the wall.

The constants b; and a,3 are more easily evaluated for
various model equations (Cross et al., 1983a; Kramer
and Hohenberg, 1984; Hohenberg et al., 1985), but no
numerical simulations have been done to test the predic-
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tions of the perturbation analysis of Cross et al. (1983a),
or its range of applicability. Numerical work on the full
fluid equations with rigid boundaries, but with the flow
restricted to be two dimensional (i.e. one “slow” dimen-
sion) has been carried out by two groups. Mitais et al.
(1986) investigated aspect ratio L =15 and Prandtl num-
bers 0.71 and 0.071, and both thermally insulating and
conducting sidewalls, and Arter et al. (1987) studied
L =16, o0 =2.5 with insulating sidewalls. The qualitative
picture of a restricted band of wave numbers delineated
by roll gain or loss near the sidewalls is confirmed. Mi-
tais et al. find a much narrower band for conducting
than for insulating sidewalls as was also found by Cross
et al., but little dependence on the (low) Prandtl number.
From the results for those aspect ratios the linear €
dependence of the bands predicted by the perturbation
theory cannot be discerned. Mitais et al. also general-
ized the calculation to three dimensions in a fairly small
box (aspect ratios 6 X 3) and found the band of solutions
further restricted by three-dimensional instabilities.

The only experiment that has been done on Rayleigh-
Bénard convection in this connection is by Martinet
et al. (1982, 1984) in air (0 = 0.7) with containers of as-
pect ratios 18 X 6 and 12 X 6 having good conducting
sidewalls. One problem that arises in comparing with the
theory is that the assumption made in the calculation of a
one-dimensional spatial variation may never be justified
in rectangular geometry. Indeed, in narrow cells the spa-
tial variation of the amplitude in the y direction may not
be neglected, although a one-dimensional amplitude
equation with different coefficients may be used for the
structures in the x direction (Daniels and Ong, 1990), and
in wide cells roll curvature especially near the endwalls,
or the cross-roll or skew-varicose instabilities, may be-
come important. Indeed Martinet et al. found that on
increasing € the change in the number of rolls was medi-
ated by three-dimensional disturbances, although on de-
creasing € the flow remained close to two dimensional.
The experiment does, however, show a restricted band of
solutions near threshold (¢ < 1), which is in fact remark-
ably consistent with the estimates from free slip convec-
tion by Cross et al., but apparently not consistent with
the 2D numerical work of Mitais et al. Probably three-
dimensional effects are important and the agreement with
Cross et al. is fortuitous, but clearly more work on cells
of various sizes is needed for a quantitative comparison.
Perhaps the best geometry for experimental investigation
is the cylindrical one, where the wave number of station-
ary axisymmetric patterns (if they can be stabilized!)
should be consistent with the predicted band at large ra-
dii, or a narrow rectangular container where however the
theoretical predictions will be harder to calculate.

c. Dislocation climb

The role of dislocation climb in an otherwise one-
dimensional pattern of rolls was discussed in Sec. VI.A.1.
In some elegant experiments Pocheau and Croquette
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(1984) (see also Croquette, 1989) investigated this
phenomenon in convection cells (Fig. 19). They estab-
lished a single dislocation in an otherwise parallel roll
system in a rectangular cell using thermal imprinting, by
shining an intense beam of light through an optical mask
onto the sensitive, slightly subcritical system, and then
raising the Rayleigh number to allow the pattern to
grow. [This method was pioneered by Chen and White-
head (1968) in their study of a line of dislocations.] Po-
cheau and Croquette also had a thermal wire at the longi-
tudinal sidewalls to eliminate the cross-roll boundary in-
stability. For a range of roll numbers » and » +1 in the
bottom and top half of the cell, the velocity of the dislo-
cation climb up or down the rolls was measured as a
function of the Rayleigh number. This yields discrete
values of g,(€) where g, is taken as the mean wave num-
ber (i.e. for n + 1/2 rolls) and ¢ is the value at which the
dislocation is stationary. In addition the climb velocity
could be measured as a function of the deviation from
the stationarity condition. Similar experiments were car-
ried out numerically on model equations (8.35) and (8.42)
by Tesauro and Cross (1986).

Theoretically, it is expected that near threshold the
wave number is given by

qd(E)_qc

=0 X 81/2+qé e+ .-
qc

(8.51)
A scheme for calculating g; was proposed by Pomeau
et al. (1985), but it has not been implemented for
Rayleigh-Bénard convection. The values of g,(¢) mea-
sured by Pocheau and Croquette (1984) for Prandtl num-
ber 0 =70 are shown in Fig. 36(b). In subsequent mea-
surements Coquette (1989) has found a shift to smaller g
at 0 = 0.7. The analogous tendency was seen in the nu-
merical work of Tesauro and Cross, where a shift to
smaller g was observed as the coupling to the vorticity
flow was increased. Also in that work when the vorticity
coupling was zero an analytical calculation of g; gave

qi=qo (1 —¢€/4 ---), (8.52)

which was consistent with the simulation results. The
exact dependence of the climb velocity on deviations
from the stationarity condition g,(€) was hard to extract,
either from the numerics or the experiments, but the two
were at least qualitatively consistent.

d. Grain boundaries

A wave-number selection mechanism by perpendicular
grain boundaries was proposed and implemented experi-
mentally by Croquette et al. (1983). The required pat-
tern (see Sec. VI.A.1) was again imposed by a thermal
mask. As discussed in Sec. V.B.2 the situation is really
quite complicated, depending on whether new y rolls may
be produced by the motion or only continuous stretching
occurs. In the latter case a unique wave number g, of
the rolls normal to the x direction is expected, which
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may however depend on the wave number g, of the rolls
normal to y. This latter effect was not investigated exper-
imentally, and Croquette et al. obtained a selected Ggp(€)
for Prandtl number 70 that was, within their resolution,
identical to the wave numbers selected by dislocation
motion [see Fig. 36(b)].

Tesauro and Cross (1987) investigated the phenomena
for the models introduced in subsection VIIL.B.1 above.
For the Swift-Hohenberg model (8.35) and for £<0.5 a
stationary solution was obtained only for ¢,~1.0,
g,==1.0. The value of g, is consistent (within errors)
with the value minimizing the potential. For Eq. (8.38)
with g, =3 a stationary state was obtained for
q, =1.00—0.53¢, consistent with the amplitude equation
result of g, =1—¢/2 for this model, and g,~1—0.12¢,
although the data were also consistent with a small sta-
tionary band in g, (of width up to 0.02) as expected from
the pinning effect of the front discussed in Sec. IV.A 4.
Note that the selected value of g, is quite different from
the value selected by dislocations for this model. A com-
plete investigation of the dynamics was precluded by the
very long computer runs needed, and it was not clear that
the long-time asymptotic limit was ever reached.

e. Ramps

Wave-number selection by slow ramps in the Rayleigh
number has been studied both theoretically (Eagles, 1980;
Kramer and Riecke, 1985; Buell and Catton, 1986b) and
experimentally (Rehberg et al., 1987). Buell and Catton
implemented the theoretical scheme of Sec. IV.A.2.d for
ramps in the temperature of rigid upper and lower boun-
daries to calculate the unique selected wave number
q,(g,0). This is important work since it shows a clearly
resolved difference with the same authors’ calculation of
axisymmetric convection, thus conclusively demonstrat-
ing the nonuniqueness of wave-vector selection, although
the overall trends are quite similar for both mechanisms.
Kramer and Riecke calculated the selected wave num-
bers for various different combinations of temperature
and thickness ramps in the free slip model, and showed
that any wave number in the Eckhaus stable band could
be selected by a suitable choice of ramps.

f. Front propagation

The velocity of front propagation in Rayleigh-Bénard
convection has been investigated experimentally by Fine-
berg and Steinberg (1987) and numerically by Getling
(1983) and by Liicke et al. (1987a,b). In the experiments
convection was initiated at the ends of a long (aspect ra-
tio 27) cell. (The long sidewalls had fins attached so that
convection was not directly forced there.) The measured
velocity near threshold (e < 0.1) was v/g!/?2=2.01
+0.02, in excellent agreement with the linear selection
predictions from the amplitude equation quoted in Eq.
(6.27a) (note, here ¢, = 0). Similar agreement was found
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in the numerical work. However the measured wave
number of the rolls produced behind the front was clear-
ly different from the critical wave number g, even for
€e—0, and then showed a decrease proportional to £!/2.
This should be contrasted with the general theoretical ex-
pectation of a linear dependence on € on approaching the
critical wave number at threshold, as obtained for exam-
ple from Eq. (6.29c¢) above.

g. Competing mechanisms

The general conclusion from the body of work de-
scribed in subsections a—f is that, except in the special
case of potential systems, different wave-number relaxa-
tion mechanisms lead to different selected wave numbers:
there is no “preferred” wave number. This is clearly true
in the model calculations of Cross et al. (1986) shown in
Fig. 37. For the actual Rayleigh-Bénard system the con-
clusion rests on the numerical work of Buell and Catton
(1986a,b) mentioned above, who show that different wave
numbers are selected by a control parameter ramp and by
an axisymmetric geometry for all Prandtl numbers (in-
cluding 0 — o). Experiments have not yet been precise
enough to completely resolve the different selected wave
numbers, but this is not surprising based on the rather
small differences found theoretically for the two mecha-
nisms.

As we have seen in Sec. VI.A.l.a.vi, if two wave-

FIG. 37. Wave vector ¢ selected in a model of convection [Eq.
(8.42), ¥ =0] as a function of control parameter €. Heavy lines
show results for focus selection g, and for the midpoint g, of
the band selected in a one-dimensional geometry by ends with
boundary conditions ¥=9,1%=0. The wave vector g, selected
by zero dislocation climb velocity is denoted by solid circles,
and the wave vector g, selected by zero grain boundary motion
is denoted by crosses. The values of g, and g, were calculated
analytically. The circles and crosses were obtained by numeri-
cal simulations. Dashed lines are drawn through the numerical
points and the small € analytically calculated asymptotic slopes.
E and N label the Eckhaus and neutral stability boundaries, re-
spectively. (From Cross et al., 1986.)
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number relaxation mechanisms leading to incompatible
wave numbers are both operating, then a persistent dy-
namics is expected, corresponding to a drift of rolls from
the local region selecting the smaller wave number to the
region selecting the larger one. This phenomenon has
been seen in convection in two different one-dimensional
situations, and has also been proposed as the mechanism
behind the persistent dynamics in a more complex pat-
tern in a numerical simulation. Rehberg et al. (1987) ex-
perimentally demonstrated the persistent phase dynamics
forced on a parallel roll state by two different control pa-
rameter ramps. The wave numbers selected by the indi-
vidual ramps were not measured, so no quantitative com-
parison with theory could be made, but a periodic motion
corresponding to the steady (or unsteady if the ramp had
a sharp corner) drift of the rolls was seen. Tuckerman
and Barkley (1988) and Barkley and Tuckerman (1989)
observed a similar state in their numerical simulations of
the full fluid equations constrained to axisymmetry in a
cylindrical cell of aspect ratio 5. For Prandtl number 10,
and with good conducting sidewalls, a periodic state was
seen with rolls drifting towards the center and annihilat-
ing there. Interestingly, no such state was found for insu-
lating sidewalls. We would interpret the dynamics as
arising from the incompatibility of the wave number
selected by the focus and the band selected by the outer
sidewalls. We note that the latter is indeed narrower for
conducting sidewalls in the free slip model calculation al-
though a larger aspect ratio might be necessary for the
asymptotic phase dynamics analysis to be valid quantita-
tively. This motion had previously been predicted for
free slip convection by Pomeau et al. (1985) and was also
found in a numerical simulation of Eq. (8.38) with g; =0
by Cross et al. (1986). Experimental realization of the
above effect will depend on the delicate question of the
stability of axisymmetric convection to non-axisymmetric
perturbations.

D. Two-dimensional patterns

1. Simple versus natural patterns:
The effects of forcing

In a given two-dimensional geometry for a convection
experiment, often many different possible steady state
and stable patterns are found, some of them simply
reflecting the symmetries of the container, and others
possessing many defects and a more disordered appear-
ance (i.e. what we have called natural patterns). In addi-
tion we would like to know how the convecting solution
grows from the uniform state which remains a solution
for all times in the ideal system. The physics responsible
for initiating the growing nonlinear solution, and the re-
sulting pattern selection, have been studied carefully and
systematically in convection, particularly in intermediate
aspect ratio cylinders (L = 5 to 10). This is a study of
how very delicate phenomena can drastically affect the
nonlinear state due to the extreme sensitivity of the sys-
tem to small perturbations in the vicinity of the bifurca-
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tion. For example in these cylindrical geometries we may
have concentric roll patterns, largely straight roll pat-
terns, or quite disordered states.

a. Imperfect bifurcations and static forcing

The condition for a perfect bifurcation at the (shifted)
critical Rayleigh number in a finite geometry is that the
zero velocity conducting state remain a solution even
when the physical boundary effects at the lateral
sidewalls are included. A moment’s thought shows that a
horizontally uniform vertical temperature gradient does
not require that the thermal conductivity of the sidewalls
be exactly matched to the fluid (which would be difficult
to arrange): instead a sharp bifurcation demands only
that the sidewalls should be of uniform thickness,
thermally well attached to the top and bottom plates that
are perfect conductors, and should lose no heat to the en-
vironment outside. (The system should also of course be
geometrically perfect, i.e. flat upper and lower plates and
vertical sidewalls.)

Modifying any of these constraints will lead to an im-
perfect bifurcation: typically, thermal imperfections will
lead to thermal inhomogeneities near the sidewalls,
which are then inconsistent with zero flow. On the other
hand in experiments where reproducible cylindrical rolls
are desired, thermal imperfections such as a hot wire run-
ning around the outer wall may be deliberately added.
The growth of the convecting solution near threshold is
then described by the amplitude equation with an inho-
mogeneous boundary condition. For axisymmetric states
it turns out that the appropriate representation is (Brown
and Stewartson, 1978)

U=r"12 A(r) Uy(z) %", (8.53)
with the amplitude equation
70, A=eA+EX2 A — (goL/r)| 4?4 . (8.54)

The effects discussed above may be described by the inho-

mogeneous boundary conditions (see Sec. V.A.1)
A(r=L)=a,, (8.55)

on the amplitude satisfying the radial equation (8.54),

with a; determined by the strength of the imperfection. .

Close enough to threshold a one-mode projection can be
made, and in view of the inhomogeneous boundary con-
dition the analogue of Eq. (5.10) may be written as

A(r)=a.r/L+ 4,(t)cos(mr/2L) . (8.56)
It follows that
3, A,=(e—¢)A, —Fo A1+ (1), (8.57)

where
e, =m2E3/4L? ,
f(t)=f0=sa1(2/L)foLdr rcos(wr/2L) ,
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and g, is the nonlinear coefficient.®! In evaluating the
driving force f we have only retained the most important
term coming from a;. Equation (8.57) leads to an imper-
fect bifurcation, with small amplitude convective heat
flow for € Se,. These equations may be solved for the
evolution of the axisymmetric solution, forced by a; via
fo» as it grows to large amplitudes when € is raised
through €, [see for example Ahlers et al. (1981) for nu-
merical solutions of Eq. (8.57)]. Presumably for large L
the pattern would be established in the interior by front
propagation from the region of convection near the
sidewall existing below €.

The thermal imperfection of course remains in the
nonlinear state in this case. Although small imperfec-
tions will not appreciably change coarse features such as
the convective heat flow, they may well influence stability
properties. Thus thermal sidewall forcing may be used to
maintain a stable axisymmetric pattern where it would
otherwise be unstable to cross rolls near the sidewall and
lead to more complicated patterns. It is also now be-
lieved that (unplanned) thermal imperfections were re-
sponsible for the concentric rolls observed by
Koschmieder and Pallas (1974) for parameters where
more recent experiments find nonaxisymmetric states.
Note however that in experiments of Steinberg et al.
(1985) every effort was made to achieve ideal sidewalls,
yet steady state axisymmetric convection was observed
for 0.16 <e <8, so that this may in fact be a stable state
for some parameter values.

b. Transient forcing

Even when the imperfections discussed in the preced-
ing subsection are absent, so that the bifurcation is per-
fect for static measurements, forcing of the pattern may
occur as a transient in real experimental situations, when
the control parameter is raised through threshold at a
(necessarily) finite rate. If the lateral sidewalls in the con-
vection apparatus have a different thermal diffusivity
than the liquid, then the transient conducting thermal
profile when the Rayleigh number is increased will no
longer have a uniform spatial dependence on the horizon-
tal coordinate, and will not be consistent with the ideal
u = O state. Again we may obtain the amplitude equa-

8.1This is actually rather tricky in a cylindrical geometry, since
the fields apparently diverge as r 172 for the solution (8.56)
when r << L, and this leads to §0=2g0der r~![(cosmr /2L)]*
~(2goInL). This means that the heat flux ~ 4?2 is suppressed
by a term of order (InL) ™! for this mode, and goes to zero in the.
large L asymptotic limit. In this case the second mode
A ~ A,sin(arr /L) would yield the first observable convection.
However for the values of L of order 5 to 10 used it is probably
the mode with large amplitude at the center that is seen (see
Abhlers et al., 1981).
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tion in the one-mode simplification, where now for slow
variations of the control parameter we have

fO=fo+f18(1), (8.58a)
where
B=de/dt , (8.58b)

f1 is a parameter which may be estimated by projecting
the transient conduction solution onto the unstable mode
(Ahlers et al., 1981), and f is the same term as in Eq.
(8.57) to account for static imperfections. [Equation
(8.58) is an expansion in 3. The term retained can be
considered to be the first correction to the adiabatic slav-
ing of the fast modes used in deriving the amplitude
equation.]

¢. Stochastic forcing

As mentioned in Sec. VI.A.2 intrinsic stochastic forc-
ing will arise from the thermal fluctuations left out of the
hydrodynamic equations we have been considering. An
appropriate theoretical framework for studying this forc-
ing is provided by adding Langevin noise sources to the
hydrodynamic equations (8.3) (Landau and Lifshitz,
1959)

d,u+u-Vu=—V(P/p)+vVu—gaTz+V-s,

(8.59a)
3,T + u-VI'=«V?T —V-qr, (8.59b)
and assuming the noise to be Gaussian with correlations
(5j(%,8) 80 (X',8) ) =(kp T /p)2v8(x—x') 8(¢ —1')
X(8;¢8,,; +8;m8;s) s (8.60a)
(grni(x,2) qr;(x',2"))

=(kgT?/C,)2c8(x—x")8(t —1') 8 (8.60b)

1y ’
where C, is the constant volume specific heat per unit
volume. These terms provide a noise source in the corre-
sponding Swift-Hohenberg equation (8.33), which be-
comes (Swift and Hohenberg, 1977; Hohenberg and
Swift, 1992)

Td Y(x, =€~ (£3/493 (V2 +43)%

—(go/3P+E(x,1) , (8.61)

where the Gaussian noise (given by projecting the noise
in Eqgs. (8.59) onto the unstable mode) has correlations

(&lx, 1) E(x" "))
=2F 4 70(£0/290) 8(x—Xx')8(t —¢'), (8.62)
with
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kyT
pdv*

2049,
gOTORc '

This result is essentially the one found by Graham (1974)
and Swift and Hohenberg (1977) for free-slip horizontal
boundaries (with correction of minor errors), and re-
markably it is also identical to the value found by van
Beijeren and Cohen (1988) for the rigid case (see Hohen-
berg and Swift, 1992 for details). The order of magnitude
of the noise strength F,;, is set by the small parameter
kzT /pv®’d =~ 107°, which represents the ratio of the
typical energy kpT of a thermal fluctuation to the dissi-
pative energy pv’d in one convective cell (i.e. a kinetic en-
ergy density pv?/d? times the volume d>). As discussed
in Sec. VI.D, it is the smallness of this ratio, due to the
macroscopic scale of the convection phenomenon, which
makes thermal fluctuation effects particularly difficult to
observe (Zaitsev and Shliomis, 1970; Graham, 1974; Swi-
ft and Hohenberg, 1977). As mentioned in Sec. VLD, the
stochastic Swift-Hohenberg equation (6.48) can be rough-
ly approximated near threshold by a one-mode model
(Ahlers et al., 1981; Hohenberg and Swift, 1992)

100, A=e(t)A— 4>+ f(1),
(F(O)F (")) =2Frd(t —1t') ,
with F given by Eq. (6.52).

Fth_

(8.63)

(8.64a)
(8.64b)

d. Experimental investigations

The relative importance of the various forcing terms in
subsections a—c, and their effect on the selected pattern
were investigated by Ahlers er al. (1981) and later by
Meyer et al. (1987, 1988, 1991) (see the review by Ahlers,
1994). The earlier experiments were carried out in cryo-
genic helium in a cylindrical geometry of aspect ratio 4.7,
without the benefit of flow visualization. Various proto-
cols were used for raising € through threshold; linear
variation in time

e(t)=¢gy<eg, , t<0, (8.65a)

e(t)=¢gy+pt, t>0, (8.65b)
with a range of ramp rates 8, and jumps

e(t)=gy<e., t<0, (8.65¢)

e(t)=¢g,;>¢e,, t>0. (8.65d)

The Nusselt number was measured as a function of time,
and fit to numerical solutions of the amplitude equation
with either the deterministic forcing (8.58) or the stochas-
tic forcing (8.64), whose overall strength was in each case
a fit parameter. The solutions showed two quite well
separated parts of the dynamics: a “linear” portion where
the Nusselt number grows exponentially to a perceptible
value driven by whichever small forcing is present and
where the nonlinear terms are unimportant, and a “non-
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linear” portion where the growth saturates [or follows
the still ramping €(¢) adiabatically]. The onset time ¢,
for the initial growth is quite well defined, not depending
much on the reference value of Nusselt number chosen to
label the end of the linear regime. For a ramp e =pt the
onset time obtained from the deterministic forcing (8.58)

2 ~[(1o/B) In(27o/mBf2)]1/%, (8.66a)
and from the stochastic forcing (8.54) it is
5, ~[(1o/B) In(1oB/47F)]'/% . (8.66b)

The experimental data for the Nusselt number were then
fitted to ¢, and in this way the parameters f, and F were
determined [both of the forcings (8.58) and (8.64b) gave
comparably good fits when used with Eq. (8.64a)]. We
should remark that the time evolution of the Nusselt
number shows rather complicated behavior in the non-
linear regime. Ahlers et al. (1981) ascribed this behavior
to a nonlinear competition between different patterns;
possibilities might be between rolls and hexagons (as was
assumed by the authors), or between axisymmetric rolls
driven by deterministic forcing at the walls [see subsec-
tion VIIL.D.l.a] and a straight roll pattern which
emerges as the nonlinearities begin to dominate the forc-
ing. As we have seen, pattern selection is a difficult ques-
tion, and in the absence of visualization assigning pat-
terns from the measured Nusselt number is fraught with
uncertainty. Indeed the subsequent work by Meyer et al.
(1987, 1991) in a similar but not identical system (aspect
ratio 10), which however allowed pattern visualization,
reports similar features for the time dependence of the
Nusselt number in the nonlinear regime, but without
changes in the form of the pattern. Thus the explanation
of the quantitative time dependence of the Nusselt num-
ber remains a mystery. This uncertainty does not, how-
ever, affect the estimates of ¢, or of the order of magni-
tude of the forcing.

In addition to the ramp protocol, Meyer et al. (1987)
investigated modulated convection i.e.

[R(2) — R_.]/R,=¢g(t)=¢g,+8 coswt . (8.67)

A fuller discussion of modulated convection is given in
subsection VIILF.5 below. For our purposes here we can
usefully consider (8.67) (for small w) as the repeated cy-
cling of the system through threshold, to investigate the
forcing phenomenon and pattern selection. In addition
this protocol investigates the destruction by noise of the
persistence of a small convection amplitude in the € <0
portion, which subsequently grows back to large ampli-
tudes on the € > O portion of the cycle.

We now summarize the results of these studies.

(i) For sidewalls of thermal diffusivity different from
that of the fluid the results for ramps and steps are quite
consistent with the deterministic forcing (8.58), at least
for £50.2, with a small static imperfection f, and a
value of f, consistent with a first principles estimate by
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Cross, Hohenberg, and Liicke (1983b). The pattern visu-
alization experiments by Meyer et al. (1987) showed con-
centric rolls developing, consistent with the symmetry of
the forcing [Fig. 38(a)]. The strength of the forcing is ex-
tremely small here, f,=2.70 X 1074, yet it clearly
determines the nonlinear pattern of O (1) amplitude. The
small static component f,, estimated from the fit to
(8.58) for different rates should produce an imperfect bi-
furcation with a rounding width 8¢ ~0.005, and a round-
ing of roughly this size was indeed found in separate stat-
ic experiments (Ahlers et al., 1981).

(ii) For sidewalls with matching thermal diffusivity®2
the situation was quite different. Here it was determined
that stochastic forcing was dominant. This was shown
by the random spatial appearance of the growing solu-
tions, Fig. 37(b), and the lack of reproducibility of the de-
tails of the pattern from run to run. The strength of the
stochastic forcing determined by the fit to Eq. (8.64)
given in Fig. 38(b) was F~5 X 10~". [This tiny value is
still a factor of 10* larger than the thermal noise corre-
sponding to Eq. (8.63), and its precise origin is unknown.]
The nonlinear evolution led to a characteristically disor-
dered state shown in Fig. 38(b): thus the delicate com-
petition between the two different, tiny forcing mecha-
nisms has an enormous effect on the emerging patterns.

(iii) For modulated convection with matching sidewalls
the strength of the stochastic forcing is measured by its
effect on the very faint pattern of exponentially decaying
amplitude which persists in the sub-threshold portion of
the cycle. (An initial condition of essentially straight
rolls was established by thermal imprinting.) Near the
threshold for appearance of a convective pattern, it was
either coherent from period to period and equal to the in-
itial straight roll pattern, or incoherent with an apparent-
ly random spatial configuration, depending on the modu-
lation parameters €, and & of Eq. (8.67). In particular, a
characteristic boundary €,=¢((8) could be defined such
that the pattern was coherent for g,> €, and incoherent
for gy <gg;. [Note that g5, >>¢,,, where ¢, is the (small)
shift in convective threshold due to modulation; in addi-
tion, the hexagon region was unobservable in these exper-
iments since the frequency was low, see subsection
VIILF.5 below.] The boundary g, between coherent and
incoherent motion from cycle to cycle was calculated by
Swift and Hohenberg (1988) using the stochastic single-
mode amplitude equation (8.64). The parameter F was

82A number of experimental methods have been devised to
provide a good thermal match between the convecting fluid and
the sidewall. One method involves the use of a light porous
wall material which becomes filled with the fluid. Alternatively
a horizontal fin placed midway between the plates creates a
“wall material” which is precisely the same fluid as in the interi-
or of the cell, but with a plate separation d /2 and a critical
Rayleigh number larger by a factor of 8. This material is thus
nonconvecting.
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FIG. 38. Shadowgraph images of the emerging pattern and data for the convective heat flux J°*" as a function of time for a linear
ramp in the applied heat current with ramp rate 3=0.27 [see Eq. (8.58b)]. (a) Cell with polyethelyne sidewalls; solid circles corre-
spond to points where images (a)—(d) were taken. (b) Same as (a) but with “nonforcing” sidewalls of matching thermal diffusivity (5%
polyacrylamide gel). The emerging pattern has the geometry of the sidewalls in case (a) and is disordered in case (b). (From Meyer

et al., 1991.)

fixed from the onset time experiments, so that &,,(8)
could be predicted with no adjustable parameters; it was
found to agree well with the experiment, thus demon-
strating the consistency of the stochastic description
based on Egs. (8.61) or (8.64) with adjustable noise
strength. As mentioned above, the physical origin of this
force is not understood, however, and so far no systemat-
ic dependence of F on other experimental parameters has
been uncovered.

2. Simple two-dimensional patterns

One of the most graphic early examples of pattern for-
mation in nonequilibrium systems was the photograph of
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concentric convection rolls in a cylindrical container by
Koschmieder and Pallas (1974). [That pattern resembled
the one in Fig. 39(c).] The symmetry of this geometry
leads to a number of simple patterns, which have been
studied in some detail, and which we will now discuss.

At ideal sidewalls, rolls that are normal or nearly nor-
mal are often observed. Sometimes radial rolls extending
only a small distance into the cell, leaving axisymmetric
rolls in the bulk, may be seen as in Fig. 39(d), and anoth-
er common pattern is the “Pan Am” texture of Fig.
39(b). Very close to onset the solution consists essentially
of straight rolls (a), with very little regard to the cylindri-
cal boundaries: clearly the criterion of normal rolls at
boundaries is not a strict one (see Kirchartz et al., 1981;
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FIG. 39. Simple two-dimensional patterns in a cylindrical geometry obtained for diferent values of Prandtl number o, Rayleigh num-
ber R, aspect ratio L and different sidewall conditions, showing (a) nearly straight rolls in argon gas with 0=0.7, L=7.66,
R /R.=1.05 (with R, the critical Rayleigh number in the actual geometry); (b) more curved rolls in the same system (Pan-Am tex-
ture) at a larger Rayleigh number (R /R, =1.12); (¢) concentric rolls in CO, gas for L =86 with sidewall forcing; (d) convection in
CO, gas for L =41 with very little or no sidewall forcing; (e) off-center pattern (convection in methanol, 0 =7, R /R, =7.3); (f) spiral
pattern (convection in CO, gas, R /R,=1.15, L=286). Both (e) and (f) are stabilized by sidewall forcing. [(a), (b), and (e) from Cro-
quette (1989); (c) and (f) from Bodenshatz et al. (1991, and unpublished); (d) from Hu ez al. (1992).]
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Croquette and Pocheau, 1984; Croquette et al., 1986a).
Ahlers et al. (1981) suggested that the straight roll pat-
tern may be preferred over the axisymmetric one based
on evaluating the Lyapunov function for the amplitude
equation description of each state. (They used the second
axisymmetric mode of Eq. (8.54), but in large systems the
logarithmic terms®! that appear in the analysis of the
first mode also favor the straight roll pattern.)

As the control parameter is raised the tendency of the
rolls to approach the sidewalls normally grows, and the
curvature of the rolls consequently increases [Fig. 39(b)].
This leads to a compression of the rolls in the center of
the cell, a feature that has been associated with the tran-
sition to chaotic time dependence by defect nucleation
(see subsection VIIL.E.2.b below). At low Prandtl num-
bers the mean flow effects driven by roll curvature be-
come important in these simple textures.

An intriguing instability occurs in axisymmetric rolls
(with the tangential alignment at the sidewall stabilized
by a hot wire): the axisymmetry is broken, with the
center of the roll structure moving off the center of the
cylinder [Fig. 39(e)]. The displacement may saturate at a
finite value, or a dislocation pair may be nucleated and
then move to the boundaries leading to a change in the
number of rolls. Croquette and Pocheau (1984), Stein-
berg et al. (1985), and Croquette et al. (1986a) indeed ob-
serve this as a mechanism for wave-number change in
this geometry on increasing the control parameter. Po-
cheau (1989) has suggested that this instability is caused
by the mean flows that develop in the off-center pattern
[Fig. 40(a)], and Newell and co-workers have developed
an analysis of the instability based on the phase equations
including mean-drift effects (Newell ez al., 1990a,b,
1991). Drift flows are also expected in the Pan Am tex-
ture, again serving to enhance the roll curvature [Figure
40(b)] and roll compression at the center, forcing the lo-
cal wave number out of the stable band.

Pocheau (1989) has constructed a phenomenological
model for coupled phase and mean-flow fields and has
evaluated the spread in wave vector of the pattern as a
function of Rayleigh number. He obtained good agree-
ment with experiment by making the phenomenological
assumption that the curvature of the rolls increased rap-
idly with R, immediately above threshold and saturated
at a value of curvature of order L ~! for e=g¢,=0.2. The
difficulty of an a priori theory, and of a general prediction
of the onset value €,(L,0) thus lies in the sensitivity of
the effect to the precise constraints on roll curvature im-
posed by the sidewalls, which are not understood away
from threshold.

An ingenious experiment to support the above theoret-
ical interpretation was devised by Daviaud and Pocheau
(1989), who built a cell of aspect ratio L =12.5 with a
sidewall boundary which is permeable to large-scale
flows. In this case they observed that the crossing point
of the maximum wave vector g,, with the skew-varicose
instability line, and the consequent onset of defect nu-
cleation, occur at €, = 0.5 rather than €, =0.2 as in the
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(a)

A
v

FIG. 40. Sketch of possible large scale mean drift flows in three
simple situations. The lines without arrows correspond to the
roll boundaries and the lines with arrows to the large-scale flow
streamlines. (a) Off-center target pattern [cf. Fig. 39(e)]; (b)
“Pan-Am” texture [cf. Fig. 39(b)]; (c) Dislocation [cf. Fig. 19].
(From Croquette, 1989.)
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usual impermeable case. An adaptation of the calcula-
tion of Pocheau (1989) to this case confirms the larger
value of €, for the onset of time dependence when the
large-scale flow is unconfined.

Finally, let us mention an interesting system in which
the roll pattern can be controlled externally, namely con-
vection in mercury in the presence of a horizontal mag-
netic field (Fauve et al., 1984). The effect of the field B is
determined by the Chandrasekhar number

Q=&B%d?/pv, (8.68)
where & is the electrical conductivity and p the density of
the fluid. For sufficiently large Q the magnetic field
aligns the roll axes and suppresses the instabilities occur-
ring near threshold for this low Prandtl number fluid
(0~0.02—0.04). Studies of chaotic convection in this
system will be mentioned in subsection VIIL.E.2.

3. Natural two-dimensional patterns

Figures 3(a,b) show two natural patterns at the same
system parameters in a rectangular geometry and Fig.
41(a,b) shows an interesting comparison of natural pat-
terns in a large rectangular convection cell and in a nu-
merical simulation of the Swift-Hohenberg model (8.35).
There has been considerable experimental work on
characterizing steady natural patterns, the transient ap-
proach to steady state, as well as the breakdown to per-
sistent time dependence. At present our understanding is
mainly descriptive and piecemeal, isolating particular
features (Cross, 1982a). A full theory is lacking and we
are not even sure of the correct questions to ask. Any

global understanding that we have is based largely on
comparing with results or expectations from simple mod-
el equations, particularly the Swift-Hohenberg model.
We will first attempt to summarize the qualitative
features as distilled from a large body of work, and then
discuss attempts at more quantitative conclusions.

Let us remark at the outset that we are describing re-
sults on ‘““large” systems, with aspect ratios between say 5
and 20. For the experiments we discuss considerable
care was taken to approximate an ideal system, i.e. con-
stant external conditions and as perfect a geometry as
could be constructed. This is difficult to accomplish in
larger cells since transient times become prohibitively
long. As will be seen, the steady state patterns ultimately
obtained reflect the scale of the system. Indeed, although
there may be regions of the pattern where a local roll
structure cannot be identified, there are typically also
large ordered regions of size comparable with the system
size, containing straight rolls or rolls with a radius of
curvature also comparable with the size of the system.
Thus these system sizes have not reached an asymptotic
limit where the size and geometry of the lateral boun-
daries are no longer important — and perhaps no such
limit exists for a truly steady state solution. In the
language of Sec. VIL.A, the coherence length (as deter-
mined empirically from the solution, not the value
e 172¢, estimated from the amplitude equation) remains
of order the system size. It might be expected that under
such conditions a complete understanding of the struc-
ture would indeed be hard to find. Interestingly, the
asymptotic large system limit may arise more easily in
simulations of the Swift-Hohenberg model where € can

(b)

FIG. 41. Comparison of an experimental convection pattern with a numerical simulation of a model equation. Part (a) was obtained
by Le Gal (1986) using a shadowgraph method, and part (b) is a calculation by Greenside and Coughran (1984) based on the Swift-
Hohenberg model (8.33), for a similar aspect ratio. Note that both patterns are stationary.
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be raised, thereby increasing barriers to the evolution of
the pattern to simpler configurations, without the danger
of persistent time dependence developing. In real con-
vection, by contrast, for values of Rayleigh number at
which steady state solutions are obtained, the patterns
found at long times still seem to reflect the system size
and geometry.

We now summarize the main qualitative results for
steady state, natural patterns.

(i) There exists a multiplicity of stable steady state
solutions, even when the preparation conditions were
nominally the same, for example the patterns in Figs. 3(a)
and 3(b).

(ii) Transients leading to the steady state are often very
long, sometimes longer than the natural horizontal
diffusion timescale T0L2 (Heutmaker et al., 1985; Ahlers
et al., 1985a). Cross and Newell (1984) suggested that a
longer timescale could be anticipated from the smooth
phase equation (4.76) (see Sec. VI.A.1.b.ii). They pro-
posed local domains in which the wave number evolves
to the value g, selected by focus singularities correspond-
ing to a zero perpendicular diffusion constant, and hence
a longer time scale than given by diffusion over the hor-
izontal scale. Note, however, that D (g f) is not expected
to vanish at low Prandtl numbers where mean drift
effects are important. (The experiments of Gollub et al.
were at Prandtl number 2.5.) Other sources of long time
scales might be relaxation effects analogous to those
occurring in glasses, due to the high initial complexity
(Siggia and Zippelius, 1981a), or “barriers” to defect
motion which is necessary for the pattern to evolve, al-
though it is not clear how to formulate this notion pre-
cisely in a high-dimensional phase space with no poten-
tial in the dynamics.

(iii) There is a tendency for the rolls to approach the
lateral boundaries at right angles, as for example in Fig.
3. As mentioned earlier, this is not a strict requirement
or boundary condition (cf. Sec. V.A.1), but it agrees with
the conclusions of amplitude and model equations. The
tendency becomes stronger as the Rayleigh number, and
hence the curvature of the rolls, increase in these com-
plex patterns, as they do in simple patterns [Figs. 39(a)
and 39(b)].

(iv) There are often defects or defected regions in the
cell. This is in fact a necessary consequence if the rolls
approach the sidewall normally and the roll wave num-
ber is fairly constant. Cross (1982a) suggested that the
necessary distortions of the rolls could be accomplished
by many [O(L)] isolated dislocations. Such defects are
indeed sometimes seen [see the box in Fig. 3(c)], though
more typically one finds disclinations [Figs. 3(b) and (c)],
grain boundaries, or complicated defect areas where no
simple geometry can be discerned [Fig. 3(a)]. As we have
seen, most disclinations can only occur if there is a con-
siderable (~50%) spread of wave numbers, or if there is
a line of dislocations. However a theoretical description
is then harder than for isolated dislocations.

(v) There is typically a spread of local wave numbers,
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with an overall tendency towards smaller values as the
Rayleigh number increases. This statement is part of the
general folklore of convection (Koschmieder, 1974) and
has been investigated by Heutmaker et al. (1985), Stein-
berg et al. (1985), and Heutmaker and Gollub (1987).
These groups used fluids with Prandtl numbers of 2.5 and
6.1 respectively, so that the conclusions seem to have
some generality. The results of Heutmaker and co-
workers for the wave-number distribution, are shown in
Fig. 42. (The wave number is defined as 7 times the in-
verse of the distance between zeroes of the fluctuations of
the shadowgraph intensity. This was found to be a more
useful characterization than the Fourier transform
method of Gollub and McCarriar, 1982.) It is interesting
to note, as Newell et al. (1990b) point out, that the wave
number of the maximum of the distribution follows the
wave number selected by an axisymmetric focus (see sub-
section VIII.C.2.a), although it is not understood why
this selection mechanism should operate in disordered
patterns, in a system where mean-flow effects are impor-
tant. Steinberg et al. (1985) also state that the mean
wave number in natural patterns followed a trend to
smaller values similar to the axisymmetric selected wave
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FIG. 42. Wave-vector distribution P(q) in convection patterns
in a cylindrical cell of aspect ratio L =14 at several values of
the control parameter g, for Prandtl number o =2.5. The stable
wave-vector band as predicted by Busse and Clever (1979) for a
laterally infinite system is shown by the horizontal arrows, as
well as the instability predicted at the edge of the band (see
Fig. 32). P(q) lies within the stable band at moderate &, but par-
tially outside it at low and high €. (From Heutmaker and Gol-
lub, 1987.)
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number. It was noted by Heutmaker and Gollub that if
the observed wave numbers lie approximately within the
stable band of the ideal system the state is usually steady,
whereas if the observed wave numbers stray significantly
outside the stable band the state usually has persistent
time dependence. This result is consistent with the no-
tion that the ideal stability analysis applies approximately
(presumably with small shifts of the boundaries) to local
regions of rolls without too great curvature. This is par-
ticularly likely to be true for the short length scale insta-
bilities (oscillatory, cross-roll); the long wavelength insta-
bilities may depend more on large regions of the flow.
On the other hand the phase diffusion equation allows a
good theoretical analysis of the stability boundary shifts
due to finite size effects in the latter case. An estimate of
the effect of finite system size in the longitudinal and
transverse directions on the Eckhaus instability has been
carried out by Bodenschatz and Kramer (1987), and the
same sort of analysis could be done for a local distortion
of a large straight roll region. The skew-varicose insta-
bility, involving large-scale mean flows is trickier, and
finite size effects have not been analyzed in detail for that
case.

Experimental results for /ow Prandtl number (¢ = 0.7)
convection with natural patterns are shown in Fig. 43.
These are actually dynamic patterns, and the band of
wave numbers observed is plotted, together with the type
of instability that typically limits the band (Croquette,
1989). Again, small shifts of the boundaries from the
ideal predictions are seen. The physics controlling the
center and width of the wave-number bands in natural
patterns has not been elucidated in this case. Plausible
mechanisms are the one-dimensional wave-number selec-
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FIG. 43. Wave-vector distribution in time-dependent natural
convection patterns in a cylindrical cell of aspect ratio L =20 at
low Prandt]l number (o0 =0.7). Horizontal dotted lines indicate
range of wave vectors observed in the pattern at fixed Rayleigh
number. The typical instability at each end of the range is la-
beled as in Fig. 32 (except for the “marginal” stability line M,
which is labeled N, “neutral”, elsewhere). Full lines are predic-
tions by Busse (1978) for the stability boundaries of the infinite
system. (From Croquette, 1989.)

Rev. Mod. Phys., Vol. 65, No. 3, July 1993

tion mechanisms of subsection VIII.C.2, or truncation of
a wide spread of wave numbers induced by the geometry
or the initial conditions. Such a truncation would be
caused by the instabilities themselves, and could then
lead either to a steady state solution with local wave
numbers inside the band, or to persistent dynamics.
There are however no predictions for the onset of time
dependence as a function of Prandtl number. Note that
for 0 = 0.7 the selection mechanisms and the stability
balloon both tend to smaller wave number as € is in-
creased, and both of these effects are consistent with the
experimental trend. It would be instructive to do experi-
ments for o < 0.5 where the known mechanisms select
larger wave numbers [see Fig. 36(a), and Buell and Cat-
ton, 1986a,b] whereas the center of the stable band con-
tinues to tend to smaller wave numbers.

Heutmaker and Gollub (1987) have attempted a quan-
titative characterization of natural convection using the
potential constructed by analogy with the Swift-
Hohenberg equation (Cross, 1982). Although this ap-
proach involves a crude approximation, the method is
important since it is the only global characterization of
patterns available. The authors reconstruct the wave-
vector field at a large number of points in space, and cal-
culate from their data the bulk [Eq. (6.6)] and surface
[Eq. (6.5)] contributions to the potential, as well as a
rough estimate of the defect contribution (6.11), using a
core size r, somewhere between one and two times
g~ 172£,. They then follow the variation of the potential
7 and of the various contributions as the pattern evolves
in time. Typically ¥ is dominated by the bulk and defect
terms, with smaller contributions from the surface. Near
threshold (e $2) the evolution of & is consistent with a
monotonic decrease, as expected for the Swift-Hohenberg
model. For €>2, on the other hand, the evolution of & is
definitely not monotonic: it displays large jumps associat-
ed with the spontaneous nucleation of defects, signaling
that simple modeling in terms of potential motion is no
longer applicable. Although this analysis is pedagogical-
ly attractive, it is not actually clear how much is being
tested. Since essentially all contributions to & tend to de-
crease in time, many other decreasing functionals could
be written down (the inverse Nusselt number would prob-
ably work for example). The essential dynamics is the
steady simplification of the pattern, and although the po-
tential captures and even predicts this trend it does not
necessarily control the dynamics. It should also be point-
ed out that the Swift-Hohenberg equation itself, when
simulated for analogous values of € to those used in the
experiment [see Eq. (8.36)], shows patterns that are held
up in complicated metastable minima (Greenside and
Coughran, 1984), contrary to what is seen experimental-

ly.

E. Chaotic convection

Convective systems have historically provided some of
the most important examples of chaos, due to the ease
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with which different types of spatiotemporal conditions
can be set up and controlled. Nevertheless subsequent
experimental studies have not succeeded in providing
simple examples that might be understood in detail. We
shall divide our discussion into the different categories
defined in Sec. VII, namely according to the number of
modes involved in the dynamics.

1. Small systems

As mentioned earlier, the first clear experimental evi-
dence of chaos was found by Ahlers (1974) in accurate
measurements of temperature for a small (L=r/d
=35.27) cylindrical container at R /R,.=2. Since then
many important advances in the elucidation of temporal
chaos have resulted from experiments in convection. Ex-
amples are the first observations of the period-doubling
cascade (Gollub and Benson, 1980, and especially Lib-
chaber and Maurer, 1980, 1982), measurements of the
fractal dimension of reconstructed attractors (Malraison
et al., 1983), and the observation of the complicated
tongue structure of the quasiperiodic route to chaos for
convection in mercury (Glazier and Libchaber, 1988). In
all of these cases the main advantages of the convective
system are the control and stability of external condi-
tions, the sensitivity of measurements of the dynamical
behavior, and the ability to visualize the flow in real time.
On the other hand, precisely because of the universality
of small system chaos the results reveal little about the
specifics of convective flow. The interesting behavior of
the system is similar to what is seen in many other hydro-
dynamic systems, as well as in optical or electronic de-
vices (see Mayer-Kress, 1986; Abraham et al., 1984,
1989). We will thus turn to systems with nontrivial spa-
tial dependence to reveal some of the features of chaos
that are more specific to convection.

One experimental aspect of chaotic convection in small
containers which does not seem to have a simple explana-
tion in terms of low-dimensional dynamical systems is
the high-frequency form of the power spectrum illustrat-
ed in Fig. 44. As first pointed out by Ahlers and Behr-
inger (1978b) and then observed by many workers, the
fall-off at high frequencies obeys a power law ¢ with
§=2-5. For a deterministic system with a small number
of modes it is expected that the behavior will be exponen-
tial when o >>w_,,, where w,,, is the highest charac-
teristic frequency of the modes in the system. As pointed
out by Greenside et al. (1982) the experimental behavior
is most easily interpreted in terms of a stochastic model,
though of course it could also be explained by some high
characteristic frequency in the low-dimensional model.
It might be interesting to explore an alternative deter-
ministic explanation invoking the continuum of modes of
a real fluid. It is possible that the concept of a dissipation
length (see Sec. VII.A), which we used to argue that a
fluid can be represented by a model with a small number
of modes, is too simplistic and that a ‘“short-time tail”
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FIG. 44. Power spectral density of temperature fluctuations
AT /AT, in Hz ! across a small aspect ratio cylindrical convec-
tion cell (L =4.72) maintained at constant heat flux, as a func-
tion of frequency in Hz ™! on a log-log plot. The Rayleigh num-
ber and Prandtl number are R /R,=4.62 and 0 =0.7, respec-
tively. Note the power-law falloff at high frequencies. (From
Ahlers and Behringer, 1978.)

persists from interactions with large-g modes. We are
not aware of any mathematical studies of this question.

2. Intermediate systems: Defect mediated chaos

Most of the studies of chaotic convection have been in
the intermediate-size regime, i.e. aspect ratios in the
range 5 <L <50, where the system consists of a few de-
fects embedded in domains of regular (ideal) convection.
Attention has primarily focused on the onset of chaotic
time dependence, i.e. on the influence of defects on stabil-
ity. Very little is known precisely about the chaotic state
itself, for example the contribution of each defect to the
dimension of the chaotic attractor, or the precise way in
which defects influence spatial correlations. As discussed
in Sec. VII, these questions are probably very difficult to
address in the regime of intermediate sizes where only a
few defects are present. We have therefore suggested
that it is more promising to consider the large system
limit considered in subsection VIII.E.3 below, and to de-
velop a statistical mechanics of defects, though there are
certainly technical difficulties in gathering sufficient data
to provide meaningful statistical information.

In the present section we summarize what is known
about the onset of chaos for systems of intermediate size
where the behavior is strongly dependent on Prandtl
number.



M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium 987

a. Large Prandt! number: o= 1

At high Prandtl number convective patterns near
threshold are observed to be stationary and to have rela-
tively small variation in local wave vector. Thus we ex-
pect an analysis of stability based on the Busse balloon to
be appropriate. According to our earlier discussion the
roll system will be stable until the wave number crosses
the balloon boundaries, and this usually occurs via a
cross-roll instability for oX 1. In this case three-
dimensional convection sets in, to form a more or less
disordered cellular pattern. The onset of time depen-
dence is then analogous to the melting of this defected
solid. We are not aware of any quantitative studies, ei-
ther experimental or theoretical, of this phenomenon.

b. Low Prandt/ number: o 51

For low Prandtl number the skew-varicose instability
is the primary boundary of the Busse balloon, so this
mechanism plays a central role in the onset of time
dependence (Gollub et al., 1982; Croquette, 1989). An
important additional point, though, is the appearance of
large-scale flows at low Prandtl number (see subsection
VIII.A.5), which deform the roll pattern and lead to a
broadened wave-number distribution near onset. What
usually happens, roughly speaking, is that the local wave
number - crosses the balloon boundary at some point in
space, thus leading to the nucleation of a defect (typically
a dislocation). The subsequent time dependence can be
either periodic (with regularly spaced nucleation and de-
struction events) or, more typically, chaotic. The win-
dows of periodic behavior are sensitive to aspect ratio,
Prandtl number, and Rayleigh number, and appear to be
difficult to predict. Careful measurements as a function
of aspect ratio and container shape have been carried out
by Behringer and co-workers in liquid “*He over a limited
Prandtl number range (0.5 < o < 1), but no visualiza-
tions are possible in these cryogenic experiments (see
Behringer, 1985; Motsay et al., 1988).

The above defect scenario has been documented by Po-
cheau, Croquette, and Le Gal (1985) in a careful experi-
mental study in high-pressure argon gas (0 = 0.7) in a
cylindrical container with L =r/d =7.66. The onset of
time dependence was found to be at £¢=0.13, and was
clearly shown to arise from nucleation of a dislocation
pair at the center of the Pan Am pattern [Fig. 45(b)].
Greenside, Cross, and Coughran (1988), simulated the ex-
periment using the model in Eq. (8.42) above, which
closely reproduces the Busse balloon of argon gas (see
Figs. 32 and 33). As in the experiment, a dislocation pair
nucleated in the portion of the flow where the rolls were
compressed, and the defects subsequently climbed toward
the walls of the container, thus producing chaotic motion
[Fig. 45(a)]. The authors estimated the onset to be at
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FIG. 45. Comparison of time evolution in an intermediate as-
pect ratio cell for (a) model equation (8.42) (from Greenside,
Cross, and Coughran, unpublished), and (b) an experiment in
pressurized argon gas (0 =0.7) (from Croquette et al., 1986a).

€,=0.036 for L=7 and ¢,=0.011 for L =14, which
apart from a large discrepancy in absolute magnitude
represents a stronger dependence on L than seen experi-
mentally [e,=0.13 for L=7.66 and ¢,=0.085 for
L =20, as reported by Croquette, 1989]. The fractal di-
mension of the chaotic attractor near €, could also be es-
timated from the simulation, and was found to be
d;=2.9, suggesting that the dislocations provide
effective degrees of freedom for the dynamics. Another
interesting aspect of these calculations is that they also
showed chaos in a rectangular container (in agreement
with the experiments of Motsay et al., 1988), but not in a
domain with periodic boundary conditions.

For higher Rayleigh number the pattern becomes in-
creasingly disordered, more defects are created and be-
come mobile. Most of these events can, at least qualita-
tively, still be associated with instabilities of the Busse
balloon (see Sec. 6.5 of Croquette, 1989) but no quantita-
tive theory seems possible in this regime. The behavior is
sensitive to geometry and to boundary conditions, as has
been demonstrated by a variety of experimental studies
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(see Ahlers and Behringer, 1978a,b; Heutmaker et al.,
1985; Steinberg et al., 1985; Heutmaker and Gollub,
1987; Motsay et al., 1988; Croquette, 1989). An analysis
of the chaotic transition at low Prandtl number has also
been carried out by Zaleski (1989).

Finally, we note that in the low Prandtl number fluid
mercury experiments mentioned in subsection VIIL.D.2
above, Fauve et al. (1984) have used a horizontal mag-
netic field to produce different routes to chaos as the
Rayleigh number was raised. For small Chandrasekhar
number Q [Eq. (8.68)], the fluid went into a turbulent
state immediately above threshold, while for large Q
(Q X 700R /R,) the pattern was one-dimensional and no
chaos was observed in the Rayleigh number range inves-
tigated (R S4R.). At intermediate Q (300R/R,<Q
S700R /R,) the fluid behaved like a small system with
characteristics of temporal chaos (oscillations, period
doubling, intermittency).

3. Large systems: Extensive chaos

A small number of experimental studies of convection
with large aspect ratio have been carried out, attempting
to explore the behavior of the infinite system (see Sec.
VII.C). The pioneering investigation of Ahlers and Behr-
inger (1978a,b) found the remarkably small onset value
g, S0.1 in cryogenic “He (o ~ 1), which was quite baffling
at the time. We now believe it to be due to the defect nu-
cleation mechanism discussed in subsection VIILE.2 for
argon gas, but we do not know precisely how ¢, scales
with o or with L for large systems. It is likely that there
are many different types of behavior, dependent on
minute details of the system. Most investigations have
concentrated on conditions where the onset appears to be
clearly away from zero even for large L, such as systems
displaying an oscillatory instability. It would neverthe-
less be interesting to find a system where the onset can be
studied in a controlled fashion as a function of L and
where it is possible to test how ¢, scales for large L.

Experiments on chaotic convection in cells of various
geometries have been carried out by Ciliberto and
Simonelli (1986), Ciliberto (1987), and Motsay et al.,
(1988). The most complete studies of large-system con-
vective chaos are experiments on spatiotemporal inter-
mittency in an annular cell, first carried out by Ciliberto
and Bigazzi (1988), and later refined and extended by
Daviaud and co-workers (Daviaud et al., 1989; 1990).
The system used by Ciliberto and Bigazzi was a long thin
annulus with aspect ratios L, = 2,L, =~ 44, with an os-
cillatory onset of time dependence at a high value of re-
duced Rayleigh number (¢ =~ 200, for Prandtl number
o =17.5). The initial time-dependent state consisted of
periodic displacements of the roll axes about their mean
position. As e was raised the amplitude of the oscillation
increased and gave rise to localized turbulent defects
caused by the merging of two rolls. Initially these tur-
bulent spots had finite lifetime, but at higher € their spa-
tial entent and their lifetime grew, and eventually they
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“percolated” throughout the system. This phenomenon
is remarkably similar to the one first observed by Chaté
and Manneville (1987) in their simulation of the
Kuramoto-Sivashinsky equation discussed in Sec.
VIL.D.2. As in the simulations, the experimental data
were digitized into “turbulent” or “laminar”’ domains ac-
cording to various criteria, and the statistics of these
domains were analyzed along the lines suggested by
Chaté and Manneville. Figure 46 presents the histogram
P (X) of the lengths of laminar domains at and above the
onset value for spatiotemporal intermittency, showing
the crossover from power-law to exponential behavior of
the distribution function. In the exponential region
above onset the rate of spatial falloff defines a correlation
length £, which was subsequently shown by Daviaud
et al. (1989) to have a broad maximum &, =~ 3.3 A,
around the transition point and then to fall off at higher
€ (Ay is the average wavelength of the laminar state).
Thus, both the experimentally observed transition and
the one found numerically in the Kuramoto-Sivashinsky
equation have some features of a critical point, but they
do not appear to be sharp in either case, and the round-
ing seems difficult to account for by finite-size effects
alone. More work is necessary to elucidate the nature of
the transition to chaos in this system.

4. Large Rayleigh numbers

Thermal convection provides a convenient closed sys-
tem in which flows with large Reynolds numbers can be
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FIG. 46. Distribution P(x) of “laminar” domains of length x
for convection in a long thin annulus. (a) At reduced control
parameter € =240 the line shows algebraic decay with exponent
1.9. (b) As in (a) but for e=309, now showing an exponential
decay with decay length £~0.1. (From Ciliberto and Bigazzi,
1988.)



M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium 989

achieved. (For a recent review see Siggia, 1994.) As first
noted by Threlfall (1975), in helium gas at low tempera-
tures Rayleigh numbers can be varied over up to 14 or-
ders of magnitude by changing the pressure. Interesting-
ly, the Prandtl number remains of order unity, varying
roughly between 0.5 and 1.5. Early experiments (Threl-
fall, 1975) found a power-law dependence of Nusselt
number N on Rayleigh number R

N=WN,R?,

with £=0.28. An exponent S=1/3 had been obtained in
a theory involving the instability of a thermal boundary
layer near the bottom plate (see Priestley, 1954; Malkus,
1954; Howard 1966, and other references in Castaing
et al., 1989). More recently a careful experimental study
of this system was undertaken by the Chicago group (see
Castaing et al., 1989), in an effort to characterize both
the overall scaling of global quantities such as NV, and the
local properties of the flow, e.g. the statistics of tempera-
ture fluctuations at different points in the cell, or the na-
ture of boundary layer instabilities and the emission of
thermal plumes. The system studied was a cylindrical
cell of aspect ratio L =r/d =0.5, and the Nusselt num-
ber measurements indeed led to a power law as in Eq.
(8.69), but the authors distinguished two different re-
gimes. The first, which they termed “soft turbulence”
occurs in the range 106 <R <4.107 and is consistent with
the exponent B=1/3. For larger R, namely in the range
4.10" <R <10, which they referred to as ‘“hard tur-
bulence,” the exponent changes to B=0.282 £ 0.006,
with N/ (=0.23 +0.03. The distinction between the soft
and hard regimes coincides with a change in the distribu-
tion of local temperature fluctuations as measured by a
probe placed in the center of the cell. For soft turbulence
the distribution was found to be Gaussian, whereas it has
an exponential tail in the hard turbulence regime. These
and a number of other observations have been interpret-
ed by Castaing et al. (1989) in terms of a phenomenologi-
cal theory which modifies the classical picture of Malkus
and Howard by introducing an additional “mixing zone”
between the thermal boundary layer and the bulk of the
fluid. This theory produces the exponent B=2/7
=0.286, in good agreement with the experiment. Fur-
ther experimental work has been carried out by Sano
et al. (1989), Wu et al. (1990), Chilla et al. (1991), Solo-
mon and Gollub (1991), and Wu and Libchaber (1992).
An interpretation of the experiments in terms of stan-
dard turbulence phenomenology has recently been
offered by Shraiman and Siggia (1990). They identify two
nested boundary layers with thicknesses ¢, and ¢,
representing thermal and viscous processes, respectively,
and satisfying the inequality

Cr<{,.

(8.69)

(8.70)

The thermal layer is stabilized by the shear flow in the
viscous sublayer, which in turn matches the coherent
large-scale flow via a turbulent boundary layer. In that
case the Nusselt number is related to the shear rate 7 by
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N~ 7l ~7713 (8.71)

The shear rate is given in terms of the large-scale Rey-
nolds number R, and the viscous layer thickness by an
empirically verified scaling relation for turbulent bound-
ary layers

r=0l3 723

¢,=0?RX2.5InR, +6)73,

(8.72a)
(8.72b)

where o is the Prandtl number. Combination of Egs.
(8.71) and (8.72) yields the function NM(R,). In order to
relate V' to the Rayleigh number R, the authors use an

exact energy balance relation
(N=1)R={(Vv)?*), (8.73)

and estimate the kinetic-energy dissipation by the empiri-
cal relation valid for turbulent shear layers

{((Vv)?)~1007, , (8.74)
from which, finally, the scaling relation
N ~0.270" V7R 72/ (8.75)

follows. The domain of validity of this scaling is limited
at low Rayleigh numbers by the requirement that the
viscous boundary layer be turbulent [so that Egs. (8.72)
should apply], and at high Rayleigh numbers by the nest-
ing condition (8.70). These conditions yield the inequali-
ties

5.1076°% < R < (10%¥—5.10"%)0*, (8.76)

for the validity of Eq. (8.75). The specific Prandtl num-
ber dependences in Egs. (8.75) and (8.76) are new predic-
tions of Shraiman and Siggia which can be tested experi-
mentally. The inequality (8.76) emphasizes the point that
the experiments under discussion are not in the asymp-
totic large R regime of strong turbulence.

The spatial and temporal scaling properties of the tem-
perature and velocity remain controversial. There is
some evidence from Sano et al. (1989) and Wu et al.
(1990) for a k ~7/° spatial power law for the temperature,
which Procaccia and Zeitak (1990) and L’vov (1990) have
attempted to explain in terms of the scaling theory of
Bolgiano (1959) and Obukhov (1959). However, Shrai-
man and Siggia (1990) have pointed out that the buoyan-
cy dominated scaling theory of Procaccia and Zeitak and
L’vov is inconsistent. Indeed, it also predicts a k ~!'1/3
decay for velocity correlations which cannot persist to
high k since it is insufficient to dissipate the necessary en-
ergy, according to the exact relation (8.73). Finally, we
mention that Pumir, Shraiman, and Siggia (1991) have
presented a phenomenological model to explain the ex-
ponential probability distribution of temperature found
by Castaing et al. (1989).

Convection in a small cell at large R is a prime exam-
ple of large-system chaos as discussed in Sec. VII.C, since
there is nontrivial space dependence, and the attractor
dimension can be expected to grow with R. However,
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since the system is highly inhomogeneous in space, and
the statistical properties of the flow are very different on
small and large scales, the system retains many of the
difficulties associated with systems of intermediate size,
i.e. it does not display extensive chaos. It is conceivable
that high-R convection at large aspect ratio might reveal
a simpler phenomenology, so it would be interesting to
pursue such experiments (see Wu and Libchaber, 1992).

F. Special topics

1. Convection between poor conductors

Interest in convection between poorly conducting top
and bottom plates arises in part because the linear onset
problem is analytically soluble in closed form (Sparrow
et al., 1964), even for realistic no-slip fluid boundary con-
ditions (the only case we will discuss). From our point of
view the system is worth special mention because the on-
set pattern, taking into account lowest-order nonlineari-
ties, is predicted to be squares rather than the familiar
roll pattern (Busse and Riahi, 1980; Chapman and Proc-
tor, 1980). In addition, the weakly nonlinear behavior
can be derived via a systematic expansion in slow varia-
tions of the flow field, since the onset wave number tends
to zero in the limit of very poor conductors (Gertsberg
and Sivashinsky, 1981). This is therefore a type II sys-
tem in the nomenclature of Sec. III.B. The resulting or-
der parameter equation provided the basis for the model
equation (8.38) studied by Greenside and Cross (1985).

In the limit of infinitely poor conductors the solutions
for the velocity u and temperature perturbation 6 near
onset become

iq©x

O=e ° ", (8.77)

u?=v x (Vv x 2¢!7), (8.78)
with the stream function

¢‘°)=—2lz (22—1/47 0", (8.79)
leading to a critical Rayleigh number

R9=720, (8.80)

and a critical wave number ¢’ —0. Subsequent devel-
opment is based on perturbing around these solutions us-
ing the small parameter

K=K,/K,, (8.81)

where K, and K, are the thermal conductivities of the
plates and fluid, respectively.

Instead of using the parameter K explicitly, we follow
Gertsberg and Sivashinsky (1981) and introduce the finite
plate conductivity in terms of the Biot number B, which
defines the boundary condition of the thermal field at the
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plates via the relation

3,0=TBo, z=i% . (8.82)
Then defining the reduced Rayleigh number measured
from R® as

R—R[
TRO =€, (8.83)
c
slow horizontal length scales X, Y and time scale T'
X=bye'? x, Y=bg"?y, T=1 biest
(8.84)
Q=b;'s %, b2=231/17,
and a scaled temperature field ¥
0(x,y,z;t)=(0.59/by) > ¥ (X,Y, T)+O0(%) , (8.85)

Gertsberg and Sivashinsky show that the convection
equations (8.10) can be systematically reduced, using the
slow horizontal gradient expansion Vx,Vy=O(El/ 2).
They obtain a single equation for the real function
Y(X,Y,T)

O ¥=rW¥ — (V2+ 12W+V-[(VW¥)2V¥], (8.86)
where the control parameter r is given by
r=1—4B/b}E*. (8.87)

This equation has a threshold at »=0, Q =1 leading in
the original units to

g, =(R, —R”)/R®=(2/by)B'?, (8.88)
and a wave number
go=(2b,)"2B'* . (8.89)

Note that » =1 corresponds to € = «, so the whole
range of nonlinearity of Eq. (8.86) is 0 < r < 1. In the
convecting state the Nusselt number N is given by

(R/R,)(N—1)=b,;B3X1—r) 12 ((V§)?) , (8.90)

with b, =(119/33)/2/20. [To derive this result it is
necessary to calculate the O(g) term in 6.]

The relationship of the phenomenological parameter B
to the conductivity ratio K introduces further complica-
tions. If the plates have a thickness § with constant tem-
perature prescribed at the outside surfaces, the boundary
condition for a perturbation with horizontal wave num-
ber g becomes

0,60==x(K g cothq8) 6 . (8.91)

In the thin plate limit, ¢ § <<1 for all g of interest, this
gives B=K /6. Busse and Riahi (1980) also consider the
thick plate limit, g8 >> 1, where the effective Biot num-
ber is

B=Kq , (8.92)
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i.e. it depends on the wave number q. The onset wave
number in turn scales as B'!’* so that for this model
B~K*"? and qo~K'”’. For the nonlinear problem we
must also include the induced modes at ¢ =0, for which
different boundary conditions must be used in the thick
plate case. This makes the problem more complicated: in
general for 82 ¢! we must add nonlocal terms to Eq.
(8.86) to incorporate the extra length scale of the temper-
ature field in the plates. In fact Proctor (1981) shows
that the problem may be solved in terms of a two-
dimensional order parameter equation similar to Egq.
(8.86) with an additional coupling to the three-
dimensional diffusion equation for the temperature inside
the plates. Since the thin plate limit seems easy to realize
experimentally we will restrict our attention to this case.

For Eq. (8.86) it is easy to derive the coupled ampli-
tude equations for superimposed rolls at an angle 0, Eq.
(4.31). This leads to an amplitude equation of the form
(4.31) with

€(0)== (1 + 2cos?0), 9(0)=1. (8.93)

w [

The general discussion of Sec. IV.A.1 then shows that
roll states are unstable and the most rapidly growing per-
turbation is for a square pattern, so the latter is expected
to be stable near threshold for poor conductors. In fact
Eq. (8.86) derives from a potential which is minimized for
a square. This analysis applies for all Prandtl numbers o
in the limit K —0. The full range of (K,o) for which
squares are expected was investigated by Jenkins and
Proctor (1984).

Surprisingly, there does not seem to be any experimen-
tal work showing square patterns near threshold in pure
Rayleigh-Bénard convection between poor conductors.
Square patterns were observed in silicone oil between
glass conductors (Le Gal et al., 1985), but contrary to ex-
pectations the wavelength was not long. Moreover, oscil-
latory dynamic behavior was observed, in contradiction
to the dynamics predicted by Eq. (8.86) which is purely
relaxational. This observation was later explained by
Moses and Steinberg (1986b) in terms of binary fluid con-
vection effects (the oil was a mixture). Interestingly,
there too for some positive values of the separation ratio
¥ (see Sec. IX.A below) the onset is predicted to occur at
long wavelengths, and would be described by the same
equation (8.86). Unfortunately the weakly nonlinear
theory is only valid in a tiny range for most binary fluid
mixtures because of the slow particle diffusion, and ex-

N

To(d, +509,) Ag =€ (1+icy) Ag + E}(1+ic;)d} Ag —

with a similar equation for A4; given by R < L and
So— —So- We have neglected spatial variation along the
roll normal (which we continue to label x so that the
wave propagation is in the *+ y direction). Unlike many
other realizations of type I, instabilities (such as binary-
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perimental observations are outside the range of applica-
bility of this simple theory.

2. Oscillatory instability

The oscillatory instability is important in low Prandtl
number convection where it limits the maximum Ray-
leigh number for stationary convection rolls. The insta-
bility is periodic in time as implied by the name, has a
nonzero wave number along the rolls, and at least initial-
ly introduces no extra spatial dependence perpendicular
to the rolls. It is therefore an example of a type I, insta-
bility and we will discuss it in this context, concentrating
on one-dimensional spatial patterns.

The oscillatory instability was first discussed by Busse
(1972). For the physically artificial free-slip case it
occurs at long wavelengths and, at low Prandtl numbers,
arbitrarily close to threshold. It can therefore be cap-
tured analytically by various perturbation techniques.
The important degrees of freedom are the translation of
the rolls coupled to the mean drift flows discussed in sub-
section VIII.A.5, which are undamped for free-slip boun-
daries. The instability has been discussed by convention-
al perturbation theory (Busse, 1972), amplitude equations
(Siggia and Zippelius, 1981b) and phase equation ap-
proaches (Fauve et al., 1987).

For rigid boundaries the oscillatory instability occurs
at a finite, albeit small, distance above threshold no
matter how small the Prandtl number, and at nonzero
wave numbers. No systematic expansion scheme has yet
been developed to calculate its properties analytically.
Fauve et al. (1987) phenomenologically modified their
phase equation approach by introducing a finite damping
on the mean flow, and found quite good agreement with
the numerically calculated linear instability curves of
Clever and Busse (1974), although systematic deviations
are clearly apparent. For quantitatively accurate param-
eters the numerical Galerkin calculation of Clever and
Busse must be used (see also Fauve et al., 1987). A cal-
culation of effects nonlinear in the oscillatory mode am-
plitude is even more difficult, and we see no reason to ex-
pect even qualitatively reliable results from the geometri-
cal arguments of Fauve et al.

Experimentally, it turns out that at least for some pa-
rameter values (Prandtl number, roll wave number) the
oscillatory instability is continuous (supercritical). The
behavior near onset is then described by the standard
type I, amplitude equations which we write in the
unscaled form as

(8.94)

fluid convection) which are subcritical, this system pro-
vides a direct way to investigate the effect of propagation
on weakly nonlinear states, and in particular to test the
effects of convective instability and the analysis of Sec.
V.B.
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Croquette and Williams (1989) and Chiffaudel et al.
(1989) have carried out such experiments. We shall dis-
cuss the former since their setup allowed visualization of
the pattern. They used a rectangular cell of aspect ratio
24 X 32 containing high-pressure argon gas, which
yields the low Prandtl number necessary to observe the
oscillatory instability, and also permits visualization.
The rolls in the convective state were arranged to be
parallel to the short side by hot-wire thermal forcing
along the walls, and the wave number of the rolls was
cleverly manipulated into the right range by the con-
trolled introduction of dislocations which served to
reduce the wave number from its threshold value by their
climb motion. The oscillatory instability appears without
much spatial dependence along the roll normal so that
for the central few rolls at least, the one-dimensional
treatment given by Eq. (8.94) should be adequate. By
measuring the oscillations forced by a small loudspeaker
below threshold Croquette and Williams measured the
linear parameters of the instability to be,

go=23 %1, w,=19.8%1,

5=5.02+0.5, £,=0.52+0.15,
(8.95)
70=0.163+£0.05, ¢,=1.57+0.3,
¢, =—0.83+0.3 .
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FIG. 47. Amplitude of nonlinear waves near the onset of oscil-
latory convection, deconvoluted from experimental traces of the
roll displacement. Full line is the amplitude of left-moving
waves, dashed line that of right-moving waves. (a)
R /R.=4.036, symmetric state; (b) R /R, =4.222, left-moving
waves dominate; (c) R /R,=4.349, time-dependent “blinking”
state, with the two lines corresponding to opposite phases of the
modulation. These results should be compared with Fig. 25.
(From Croquette and Williams, 1989.)
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In addition, the shift in threshold from the infinite system
value (estimated by extrapolating the growth rate to
zero), €,=0.058, yields an estimate of the reflection
coefficient of the waves at the long sidewall via Eq. (5.29),
|r| =0.183. Note that at threshold the scaled group
speed (6.32) is s=6.5 £ 2, so that s(1 4+ ¢2)71/2=3.0,
and the experiment is well within the “convectively un-
stable” range (see Sec. VI.C.1).

Unfortunately the nonlinear parameters g,, g, ¢,, and
¢y are difficult to measure; Croquette and Williams esti-
mate g, = 2, and also ¢;=1. [This latter value is incon-
sistent with the one based on the work of Fauve et al.
(1987), but as we have seen this theory is not expected to
be quantitatively reliable.] Also only the combination of
boundary parameters a.., B of Eq. (5.34) that appears in
|r| is determined. Thus several parameters needed for a
comparison with theory are not known. Fortunately, the
results are not too sensitive to these parameters, and with
reasonable choices Cross and Kuo (1992) obtained a re-
markably good account of the experiments, as illustrated
in Figs. 47 and 48.

3. Non-Boussinesq effects

As discussed in Sec. IV.A, hexagonal patterns are ob-
tained near the threshold of a type I instability when the
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FIG. 48. Comparison of mean squared amplitudes of right and
left moving waves as a function of reduced control parameter &,
(a) from solution of amplitude Eq. (8.94); (b) from the experi-
ment shown in Fig.47. Solid circles denote right-moving
waves, open circles left-moving waves. The actual quantity
plotted is proportional to {(1— cos2wx/L)|Ag|*) for
0=x =L, to reduce the sensitivity to the end regions where the
experimental measurements were less reliable. For small values
of € the mean square amplitudes of right- and left-moving waves
are equal. For €% 0.11 the symmetry is broken and one set be-
gins to dominate. For £X0.15 (not shown) a dynamic state
occurs as in Fig. 47(c). Parameters used in the numerical simu-
lation were L /£§,=45.6, s¢70/§,=1.6, c; = —0.8 obtained from
independent experimental measurements; boundary condition
parameters were a= —0.22, 3=0.44, consistent with the mea-
sured reflection coefficient |#|=0.18. In addition the values
g1=2, c3=—1.15, which were not determined experimentally,
were used. (From Cross and Kuo, 1992.)
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inversion symmetry A — — A is broken in the system.
For Boussinesq convection the 4 — — 4 symmetry is a
consequence of the z— —z, w— —w, 06— — 6 symmetry
of Eqgs. (8.10). For convection, any asymmetry in the
boundary conditions at z= +1/2 breaks the z — —z
symmetry, and would be expected to break the 4 —— A4
inversion symmetry of the amplitude equation. However,
Schliiter et al. (1965) showed that in the case of rigid
boundary conditions on one plate but free on the other,
the coefficient ¥ of Eq. (4.40) is identically zero in the ab-
sence of other non-Boussinesq effects, although higher-
order asymmetric terms in the amplitude equation (e.g.,
of order A% would not be expected to have zero
coefficient. Thus with these particular asymmetries in
the boundary conditions there is no subcritical bifurca-
tion to hexagons. The case of an asymmetry in the
thermal boundary conditions does not seem to have been
investigated, though such a situation often occurs experi-
mentally when optical access is desired through the top
plate. Presumably if both top and bottom plates are
much better conductors than the fluid the size of the
effect (as measured by y) will be small.

The inversion symmetry is simply broken when the
physical properties of the fluid depend on temperature,
and therefore on the vertical coordinate (Palm, 1960).
This effect is left out of the Boussinesq equations (8.3)
since it is generally small, but it can be taken into ac-
count perturbatively. Following Busse (1967b) we intro-
duce the parameter

4
o= 2 ViPi s (8.96)

i=0

where vo=—(p,—p,)/po, V1=(as—a,)/2ay v,=(v,
—Vu )/Vo, ’}/3:(K/ _Ku )/Ko, ']/4=(C/ _Cu )/Co, and
the quantities p,a,v,K, C are the density, thermal expan-
sion, kinematic viscosity, thermal conductivity, and heat
capacity, all of which determine the convective threshold
via Eqgs. (8.9) and (8.11a). The subscripts ¢, u, and 0
refer to evaluating the quantities at the temperatures of
the lower and upper plates and at the midplane, respec-
tively. The P; are O(1) coefficients which depend on
Prandt]l number and have been calculated by Busse for
o — oo in the rigid case, and estimated for finite o. For
purposes of describing pattern formation near threshold
it suffices to say that a nonzero value of Q leads to the
amplitude equation (4.40) with coefficients

7 (@Q)=(3/R.80)'?Q ,
g1 '=g5'(0.29134+0.08150 " 14+0.0893 0 ~?),

(8.97a)
(8.97b)

and g, given in Eq. (8.16c). According to the analysis of
Sec. IV.A we therefore obtain the characteristic bifurca-
tion diagram in Fig. 10, showing a subcritical bifurcation
to hexagons, followed by a region e <e<egp of
hexagon-roll bistability, and a roll region for € > ¢, due
to an instability of hexagons at €5. The basic validity of
this theory was verified by Walden and Ahlers (1981) in
experiments in liquid “He. More recently Ciliberto, Pam-
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polini and Perez-Garcia (1988) performed visualization
experiments in water in a cell with aspect ratio
L=r/d=18. The authors made a spatial Fourier
analysis of the patterns and were able to measure Bragg
peaks with considerable accuracy. From the ratio of the
peak strengths associated with hexagons and rolls, re-
spectively, they studied the hysteretic transition between
the two types of patterns. Moreover they verified quanti-
tatively that the experimental bifurcation diagram agrees
with the predictions of Busse (Fig. 10) when an overall
correction is made for the threshold shift due to the finite
aspect ratio. In particular, the ratio of slopes (V—1)/¢
for hexagons and rolls agrees with theory, and the ratio
(Rg—R_)/(Rgr —R,) agrees to within 15%. Ciliberto
et al. observed the effect of sidewalls on the patterns, as
well as the detailed behavior of defects in the bistable re-
gion. These observations have been discussed theoreti-
cally by Walgraef (1991). Very recently Bodenschatz,
DeBruyn, Ahlers, and Cannell (1991a) carried out experi-
ments in a cylindrical cell of aspect ratio L =86, and
were able to obtain a bifurcation diagram unaffected by
finite size and to resolve the small quantity € ;. At larger
e-values they found the remarkably regular hexagonal ar-
ray shown in Fig. 49(a).

Defects in the hexagon-roll system offer an elegant ex-
ample of the usefulness of the amplitude equations for
describing spatial patterns. Within this approach the
hexagonal pattern and its defects are completely deter-
mined by the amplitudes of three sets of rolls. In the
core one thus expects to see local realizations of roll solu-
tions that are unstable in the bulk. One such example,
which has been demonstrated experimentally by Ciliberto
et al. (1990) is a point dislocation in the hexagon struc-
ture, otherwise known as a ‘“‘penta-hepta pair.” Let the
ideal hexagon structure be made up of the triplet of rolls

4;=a;(x)e™ =123, (8.98a)
with Vx¢j=ql ,
q+a+q;=0, (8.98b)

and let there be a dislocation at x=(x,y,). Ciliberto
et al. measured the pattern shown in Fig. 50(a) by sha-
dowgraph methods, and using Fourier transform decom-
positions and filtering, were able to determine the local
values of the three amplitudes and phases. Then as
shown in Figs. 50(e) and (f), they demonstrated that the
amplitudes a;(x) and a,(x) had a zero at (x4,y¢),
whereas a;(x) remains large. The corresponding phases
¢, and ¢, had a singularity, whereas ¢; remains smooth.
This demonstrates that the wunstable roll solution
a;exp(iq;-x) is present in the core of this defect. Anoth-
er similar example (not shown here) is a grain boundary
between three stable roll states with wave vectors also
satisfying Eq. (8.98b). In the core of the defect a; and a,
are large whereas a; vanishes, and all three phases are
smooth. This is an example of the presence of an (unsta-
ble) mixed state, with two nonzero amplitudes.

These examples illustrate how general symmetry argu-
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ments can predict the details of rather complicated spa-
tial patterns. It should be remembered, however, that
the analysis relies on the specific amplitude equations
used, and a simple description of the core states would
not be expected to apply to defects in experiments away
from threshold, or in calculations using the Swift-
Hohenberg equation, for example. In that case the size
of the core is O(1) and the rapid spatial variation may
lead to large deviations from a local roll structure.

Lastly, we mention an interesting experiment by Har-
tung, Busse, and Rehberg (1991) in which a non-

cs?2

15

o] S
0 x(mm) 15

| SO

Boussinesq layer of fluid with sinusoidal lateral variation
of the temperature showed a time-dependent transition to
convective flow.

4. Effect of surface tension: Bénard-Marangoni convection

As mentioned in Sec. II.B convection in a container
with a free surface is driven by both surface tension and
buoyancy, the competition between the two mechanisms
being governed primarily by the thickness d of the layer.
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FIG. 50. Defect in a pattern of hexagons: penta-hepta pair. (a) Isotherms of the convective temperature field T'(x,y) in a small area
of the cell at e=0.02. (b) Spatial Fourier spectrum of the field in (a). (c) Equiphase lines of ¢,, Eq. (8.98a). (d) Equiphase lines of .
(e) Cross §ections of the amplitudes R; [denoted a; in Eq. (8.98a)] with j=1—3, along the line labeled CS1 in (a). (f) As in (e) but the
cross sections are taken along CS2 in (a). For further explanation see text. (From Ciliberto et al., 1990.)
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Again up-down symmetry is broken and a hexagonal pat-
tern is expected. The onset of convection depends on the
Marangoni number M, Eq. (2.5), and the Rayleigh num-
ber R, Eq. (8.9), and is given to good approximation
(Nield, 1964) by

RC MC

+—=1,
RCO MCO

(8.99)

with R =695 when the top surface is free, and
M, = 90. [The value of M, depends on the properties
of the surface via the Biot number B defined in Eq. (8.82)
above, which is generally small (Normand et al., 1977).]
The nonlinear properties have been studied by Rosen-
blatt et al. (1982a,b) and by Cloot and Lebon (1984). The
corresponding amplitude equation will have the form
(4.40), but the coefficients v, g,, and g, are only partially
known as functions of = and B. The most interesting as-
pect of this system from our point of view is that large
hexagonal patterns have been observed (Cerisier et al.,
1987; Perez-Garcia et al., 1988), and their evolution as a
function of size L and control parameter can be mea-
sured. In particular, defects in the hexagonal lattice ap-
pear spontaneously in the system and it would be in-
teresting to study their role in melting the lattice, if large
enough systems could be obtained. Moreover, the evolu-
tion of the characteristic wave vector, as deduced from
the size of the hexagons, has been measured near thresh-
old (Cerisier et al., 1987), and it should be amenable to
theoretical analysis.

5. Modulated convection

We have already discussed in subsection VIII.D.1 ex-
periments using a slow periodic modulation of the Ray-
leigh number through threshold to investigate the small
forcing and its dramatic effect on pattern selection. For
more rapid modulation there are two new interesting
effects. First the threshold is shifted (see Ahlers et al.,
1985b, and references therein; Liicke, 1987; Donnelly,
1990), and second an asymmetric modulation of the tem-
peratures of the upper and lower plates induces a hexago-
nal pattern (Roppo et al., 1984; Hohenberg and Swift,
1987; Meyer et al., 1988, 1992).

a. Threshold shift

If we assume that the only effect of modulating the
plate temperatures is to provide a time-dependent re-
duced Rayleigh number €(¢) and no change in pattern,
then near threshold the system is most simply described
by the amplitude equation

3, A=e(t) A—4°, (8.100)
with
£(t)=¢gy+ 8 coswt (8.101)

(we suppress the spatial dependence of A for simplicity).
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Now it can be shown quite generally (Ahlers et al,
1985b) that for any periodic £(¢) the time average of 4>
over many periods depends only on the average of €, i.e.

(42%)(£,8)= lim

1
T—> o0 T

A%(t,8)dr={4?%) (1,0) .

SR

(8.102)

Thus according to Eq. (8.102) the bifurcation of { 42)
must occur at £,=0, independent of 6.

On the other hand, the linearized hydrodynamic equa-
tions can be analyzed for sinusoidal variation of the
lower plate temperature, say

T,(t)=T,, (1+8coswt), (8.103)

and the bifurcation studied as a function of the average
Rayleigh number R_, based on T,, — T,. It is found in
general that the convection threshold shifts as a result of
the modulation (see Davis, 1976; Ahlers et al., 1985b).
Analytic expressions are available in various limits, par-
ticularly for small modulation amplitudes 8§ << 1, where
the shift is given by

(Rc _ R:tat)/RCStatZEOC282M(a),0') ,

where M(w,o0) is an O(1) function such that
M(0,0)=M,7#0 and M(w,0)—0 for o— . The ex-
istence of a threshold shift in the low-frequency limit is
associated with the fact that although we are considering
modulation of arbitrarily long period, the response is
averaged over many periods [i.e. 9—0, 7— 0, ®7>>1in
Eq. (8.102)].

In the presence of modulation even the linear problem
can only be solved analytically in certain limits, so it is
useful to seek approximate treatments of the threshold
shift and the near-threshold behavior. A simplified
theory based on the Lorenz truncation (8.45), which ig-
nores the spatial variation of the roll amplitudes, was
proposed by Ahlers, Hohenberg, and Liicke (1985b). The
equations are essentially those of the Lorenz system
(8.46), except that the control parameter 7 is replaced by

r(t)=1+e(z)=1+¢,+8coswt , (8.105)

(8.104)

and the coefficient b has the value b =2 for rigid horizon-
tal boundaries. The linear problem then reduces to

ma*A4+9, A—e(t) 4=0, (8.106)

i.e. a damped parameterically driven oscillator, or Hill’s
equation with m a constant depending on o. It is then
easy to show that in general the bifurcation threshold
€,.(®,8) is nonzero, and it can be calculated exactly for
the special choice of a stepwise constant control parame-
ter e(t)=¢y+ ds(wt/m), with s(x)=+1 for 2n<x
<2n +1, s(x)=—1 for 2n+1<x<2n+2, n an in-
teger. The threshold shift calculated from the Lorenz
model has been compared with calculations based on the
hydrodynamic equations (8.10) with T given by Eq.
(8.103), in limits where these are available, and the agree-
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ment is good for both rigid and free boundaries. In addi-
tion, the nonlinear behavior can be calculated rather sim-
ply in the model (this has only been done very recently
for the full equations, see Schmitt and Liicke, 1991) and
the comparison with experiment is again satisfactory,
provided a time-dependent forcing term such as (8.58) is
added to Eq. (8.46a) for X (¢). The theoretical predictions
of Ahlers et al. (1985b) concerning the threshold shifts
have been confirmed experimentally by Niemela and
Donnelly (1987) and by Meyer et al. (1992).

b. Hexagonal patterns

In the simple model discussed above it is assumed that
the pattern consists of a single set of parallel rolls and
X (1), Eq. (8.45a), [or A(¢)] is their amplitude. When the
time dependence of the plate temperatures is asymmetric
with respect to the top and bottom plates, the fluid
response creates an asymmetric temperature profile
which favors hexagonal convection near threshold (Rop-
po et al., 1984) (it is an example of a non-Boussinesq
effect discussed in subsection 3 above). This effect can be
incorporated into the Lorenz model by including three
sets of rolls making angles of 27 /3, plus the higher spa-
tial harmonics that govern their coupling in lowest order
(Hohenberg and Swift, 1987). This hexagon-roll system
consists of 13 coupled first-order ode’s with time-
dependent coefficients. In the limit of large Prandtl num-
ber and low modulation frequency the threshold shift
vanishes, and the model reduces to three coupled ampli-
tude equations of the form (4.40) for the three roll direc-
tions, with coefficients that depend on time. The asym-
metry parameter y(¢) arises from a spatial average of the
conduction profile, and it has the form (Swift and Hohen-
berg, 1989)

y(t)=c, [9,¢,(£)+03,¢,(8)], (8.107)

where ¢, is a known O(1) coefficient and ¢, ,(¢) are
time-dependent upper- and lower-plate temperatures in
dimensionless form

T, ., =T, ,+R.d, (1), (8.108)

(T,,, are time-averaged temperatures for the lower and
upper plates). More general formulas valid at arbitrary
frequency and Prandtl number have also been obtained
by Swift and Hohenberg (1989), and the asymmetry again
involves a parameter like y(¢). A bifurcation diagram
analogous to the one in Fig. 10 can once again be calcu-
lated from the equations of motion, without any adjust-
able parameters. Note that according to Eq. (8.107) the
asymmetry parameter ¥, which scales all hexagon effects,
vanishes if the upper and lower plate are exactly out of
phase [¢,= —¢,]. For in-phase modulation on the oth-
er hand, it turns out, somewhat surprisingly, that hexa-
gons are still obtained if ¢(z) is not purely sinusoidal.
For example, according to Eq. (8.107), a linear variation
[¢,(t)=¢,(t)=mnt] produces an asymmetry coefficient
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y(t) which is linear in =7 and a parameter
e 4=(R—R,)/R, proportional to n* (Krishnamurthy,
1986). An asymmetric modulation ¢,(¢)=8 coswt,
$,(t)=0, on the other hand, leads to & 4, ~8* for small §
(Hohenberg and Swift, 1987). Some predictions of this
theory have been verified quantitatively in experiments of
Meyer et al. (1988) in a cylindrical cell of aspect ratio
L =11, where a clear hexagonal pattern was obtained
(see Fig.51). In particular, the transition points
eg =(Rr —R_)/R, and e =(Rz—R_)/R, were in good

A~

b N

FIG. 51. Hexagon pattern in modulated convection. (a) Sha-
dowgraph image of a hexagonal convection pattern achieved
with modulation parameters w=1.5, §=1.97, and £,=0.20 in
Eq. (8.101). The bright regions show downflow at the center of
the hexagons, while the dark regions show upflow along their
outer boundaries. (b) Low-wave-vector portion of the Fourier
transform of the image in (a), demonstrating the sixfold symme-
try of the pattern. (From Meyer et al., 1988.)
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agreement with theory, but no hysteresis was observed in
the bistable region. A number of the predictions of Swift
and Hohenberg (1989) concerning modulation of upper
and lower plates still await experimental tests, and the
spatial dependence of the patterns (defects and interfaces)
lies completely outside the scope of their simple model.

6. Rotating convection

In a rotating system the Coriolis force may have a
significant effect on fluid convection driven by the usual
temperature gradient. There are obvious geophysical
motivations for studying this phenomenon. The linear
instability problem for the onset of convection in a rotat-
ing system was studied by Chandrasekhar (1953), and the
nonlinear problem with free-slip boundaries by Veronis
(1952). From the perspective of this review, our interest
in this system goes back to the analysis by Kiippers and
Lortz (1969) who used the amplitude equation to consid-
er the instability of a nonlinear convective roll state as
the rotation rate () is increased at fixed temperature gra-
dient. (The analysis was extended to the regime away
from threshold by Clever and Busse, 1979.) As discussed
in Sec. IV.A.l.a.iv, at a critical rotation rate {, a set of
rolls becomes unstable to a second set rotated at some an-
gle 6, relative to the first set, which in turn become un-
stable to a set rotated through a further angle 6., etc., so
that no steady state solution is expected. Furthermore,
since the nonlinear coupling constant $(6) in the ampli-
tude equation is no longer symmetric under 6 — —6, the
coupled equations are not potential. Thus a dynamic
state is expected arbitrarily close to threshold. (Note
that we are imagining sitting in the rotating frame, and
looking at dynamics relative to the steady state rotation.)
An early analysis of the dynamic state by Busse and
Heikes (1980) was based on the closeness of 6, to 60° for
a wide range of Prandtl numbers. They used a model
consisting of three spatially uniform coupled amplitudes
A,, A,, A; for rolls mutually at 120°. For real ampli-
tudes the equations of motion become

9,4, =ed,—[A?+g, A} +g_A314,, (8.10%)
9,4, =cA,—[A3+g, A} +g_A1]4,, (8.109b)
3,A; =cA;—[A3+g, Al +g_A3]4;, (8.109¢)

where g, = 9(120)/9(0) and g_ = 9(—120)/9(0), and
the condition for the Kiippers-Lortz instability is g, > 1
and g_ < 1, or vice versa. These equations, which were
earlier studied by May and Leonard (1975) in a different
context, have the interesting property that the orbit con-
tinually approaches the heteroclinic orbit connecting the
unstable roll fixed points: (4,,0,0) — (0, 4,,0)
— (0,0, 4,) — ( A4,,0,0), where (A, 4,, A3) is the vec-
tor of amplitudes, and A5 =¢/(1+g, +g_). The orbit
spends longer and longer in the vicinity of the fixed
points, and so the return time diverges at long evolution
times. Busse and Heikes suggested that in practice noise
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would eventually limit the closeness of approach to the
fixed points, yielding some finite mean return time fixed
by the noise strength (see also Busse, 1984). The detailed
time dependence of the macroscopic variables is
unpredictable due to the extreme sensitivity of the orbit
to the noise very close to the fixed points. Experiments
by Heikes and Busse (1980) seemed to confirm some as-
pects of the model, although already in this work the im-
portance of spatial domains was apparent. Niemela and
Donnelly (1986), using cryogenic helium cells, showed
evidence of sensitivity to added noise, although no flow
visualization was possible in their experiment. More re-
cently the spatial pattern forming aspects of this system
have come under investigation. The importance of de-
fects near the edges of the cell at the onset of time depen-
dence was noted by Zhong et al. (1991b) in a cylinder of
aspect ratio L = 10 containing water. Bodenschatz
et al. (1992) in a larger cell (L =23), using dense CO, as
the fluid, see clear evidence for the motion of grain boun-
daries between patches of rolls oriented at approximately
120°. The motion in both experiments is apparently
chaotic, but presumably a length scale set by the system
size or the domain size plays the role of the imperfection
that keeps the dynamics from converging to the ideal-
system infinite period orbit. This system is clearly of
great interest for studying the combination of pattern
formation and temporal chaos just above onset (Tu and
Cross, 1992). The development of the defects or domains
into the vortices typical of the high ¢ state is also of in-
terest (Zhong et al., 1991a).

IX. OTHER FLUID SYSTEMS

A. Convection in fluid mixtures

Convection in binary-fluid mixtures is a well-studied
example of a I, system where space and time scales are
roughly as in pure Rayleigh-Bénard convection (see Plat-
ten and Legros, 1984 for a general introduction). Since
the bifurcation can be oscillatory it immediately leads to
a rich phenomenology even in its simplest incarnation,
the complex Ginzburg-Landau model. Unfortunately,
besides the Hopf bifurcation, there are two other features
of the system that complicate the behavior: a subcritical
bifurcation to convection and the existence of an addi-
tional small parameter, the Lewis number .L representing
the ratio of time scales for thermal and solute diffusion,
respectively. The last property is not a necessary con-
comitant of binary fluids since gases have L =0 (1), but
for gases the Dufour effect is important and it suppresses
the oscillatory instability to unrealistic parameter values
in most cases (Hort et al., 1992). Thus all experiments to
date have been on liquids with £ 51072, The subcritical
bifurcation and the small Lewis number imply that
theories based on small perturbations of the conducive
state will necessarily fail quantitatively in most cases,
though it might be hoped that many of the qualitative
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features will survive. The situation is somewhat analo-
gous to that encountered in the Belousov-Zhabotinsky re-
action in chemistry (Sec. X). For that case a singular
perturbation theory exploiting the small parameter has in
fact been developed as an alternative to the standard am-
plitude and phase equations.

Early theoretical work focused on the linear instability,
but usually involved unrealistic models such as free-slip
permeable boundaries, or the so-called thermohaline
model which neglects the Soret effect (see below). Alter-
natively, attempts were made to describe the realistic rig-
id impermeable situation, but even at the linear level un-
controlled approximations were made (e.g. Gutkowicz-
Krusin et al., 1979). The nonlinear behavior was de-
scribed for the free-slip or thermohaline models (e.g.
Knobloch and Proctor, 1981; Coullet and Spiegel, 1983)
by deriving amplitude equations that showed the interest-
ing feature of a codimension-two bifurcation where the
stationary and oscillatory bifurcations meet (Brand
et al., 1983, 1984). The codimension-two point'was stud-
ied experimentally by Rehberg and Ahlers (1985) in a
cryogenic *He-*He mixture flowing through a porous
medium, and by Ahlers and Rehberg (1986) in a bulk
3He-*He mixture. Although many of the theoretical pre-
dictions were verified, a number of discrepancies
remained, and the absence of flow visualization compli-
cates the interpretation of the experiments (see also Sul-
livan and Ahlers, 1988a,b). Interestingly, although the
papers of Brand, Hohenberg, and Steinberg (1983, 1984)
motivated most of the recent experimental interest in this
system, it and all of the early work on the problem (ex-
cept that of Bretherton and Spiegel, 1983) missed the im-
portant distinction between standing and traveling
waves, presumably because the implicit assumption was
made that lateral walls would stabilize standing waves in
a small geometry. Although oscillatory states with no
overall oscillation of Nusselt number were first observed
by Caldwell (1974), it was only after the pioneering ex-
periment of Walden et al. (1985) showed clear evidence
of traveling waves above threshold, that the attention of
the community was drawn to this system as an example
of pattern formation that is intrinsically different from
pure Rayleigh-Bénard convection (i.e. type I, vs L.

We shall discuss the basic hydrodynamic equations for
binary-fluid convection, as well as the various approxi-
mations and numerical methods which have been used to
understand this system. Then we shall describe some of
the key experiments that test the theory, including ones
which are not understood at present.

1. Theory

a. Basic hydrodynamic equations
For miscible binary fluids there is an extra contribu-

tion to the buoyancy force coming from concentration
perturbations, and the Oberbeck-Boussinesq equations
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(8.3) must be supplemented with an equation for the evo-
lution of the concentration field ¢(x,¢). The buoyancy
force arises from the density change [cf. Eq. (8.2)]

p=p [1—a(T—T)+B(c—3)], 9.1)

with 8 the new expansion coefficient. We shall scale the
concentration with the ratio of expansion coefficients,
defining

c=(B/a)T, (9.2)

so that Ap < A(T —c). The equation of motion for the
concentration is then given by (Platten and Legros, 1984;
Landau and Lifshitz, 1959)

9,c+V-j. =0, (9.3a)
jo=—D,(Vc+y¢yVT)+uc , (9.3b)
with D, the concentration diffusion coefficient. In

Eq. (9.3) the separation ratio
Yy=—c(l—c)S;B/a, 9.4)

(proportional to the Soret coefficient .S;) provides the im-
portant coupling between temperature and concentration
variations. (The corresponding extra term in the heat
current driven by a concentration gradient, the Dufour
effect, is negligible in liquids.) The physical boundary
condition on c is that of impenetrable walls

AV (c+yT)=0. ©.5)

Thus the imposed temperature gradient in a Rayleigh-
Bénard geometry, Eq. (8.4), also implies a linear concen-
tration profile

c=cylz)=c+yYAT(z—d /2). (9.6)

This concentration gradient is destabilizing for 1> 0 and
stabilizing for ¥ <0. The time scale in Eq. (9.3a), relative
to the thermal diffusion time is governed by the Lewis
number

L=D, /k 9.7)

mentioned above. As in Sec. VIII.A we now subtract off
the reference concentration profile ¢,(z), introduce di-
mensionless units, as well as the auxiliary field

=c—cylz)+9¢0b , 9.8)

to give the dimensionless equations for the perturbation
of the linear conducting profiles,

o7 1@, +u-V)u=—Vp+[0(1+¢)—¢(]+ V2, (9.9a)
(8,+u-V)0=Rw+V30, (9.9b)
(9, +u-V)E=LV%k+yYV?o, (9.9¢)
V-u=0, (9.9d)

with boundary conditions on u and 0 as in Sec. VIIL.A.1,
and in addition the condition of no solute flux for
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impenetrable boundaries

3,6=0, z=+ L.

> (9.10)

b. Linear instability

An approximate analysis of this system was carried out
some time ago by a number of authors (see, e.g., the
references in Brand et al., 1984), but it is only recently
that the linear problem was treated exactly. For ¥ <0
the stationary instability is suppressed to larger values of
R =R. However for negative enough ¢ (depending on
L) the stationary instability is preempted by an oscillato-
ry instability at R .. An analysis of this instability with
the realistic rigid impermeable boundary conditions must
be carried out numerically to give R, g4, and the fre-
quency w, which all depend on o, ¥, and L. Let us
define the reduced Rayleigh number as

r=R/R.” , (9.11)

where R/? is the critical value for a pure fluid. In Fig. 52
we show the dependence of r.=R, /R,
Poc =R, / R!® and the threshold frequency @, on ¥ for
representative values of ¥ and L. It is seen that the first
instability is stationary for ¥ >, and oscillatory for
¥ <¢,<0, the point of intersection 1, being a
codimension-two bifurcation point®! where w,=0. The
numerical procedure is made more difficult by the small
Lewis number. Actually, an easier .L=0 calculation
gives sufficiently accurate results for the values of .L usu-
ally found (L = 1072), except for ¥ very near zero. A
theoretical study of the linear instability has been carried
out by Cross and Kim (1988a,b) and by Knobloch and
Moore (1988), improving on earlier work of Zielinska and

Brand (1987).
Because of the difficulty of displaying the full parame-

ter dependence for the rigid-permeable case, sometimes it
is convenient to make use of the results for the unrealistic
free-slip, permeable boundary (c = 0 at z = = 1/2) mod-
el, which is separable and yields analytic expressions (see
Brand et al., 1984)

rl=(1+y+9LH7", 9.12a)
rlP=(1+L)(1+L+o+Lo HY1+o+op) !,
(9.12b)

with a frequency

9-1The nature of the codimension-two bifurcation is complicat-
ed by the fact that there is a jump in optimal wave number at
1 =1),, between the stationary and oscillatory branches (see
Cross and Kim, 1988a,b).
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(ofP)?=—yp(1+LYo+L)Y1+o+oy) ' —L2 .
(9.12¢)

These results differ from the correct ones for rigid im-
permeable boundaries by factors that are of order unity
for realistic ranges of ¥, .L, and o (Knobloch and Moore
1988). However certain features are qualitatively
different, for example the critical wave number remains
at go.=w/V2 for freeslip permeable boundaries,
whereas in the rigid impermeable case g, depends on the
fluid parameters, and there is a true codimension-two
point with no jump in parameters in the free case.

c¢. Nonlinear states

The linear stability analysis is done about the conduc-
tive state where the Soret effect and the very slow particle
diffusion produce a linear concentration gradient. Above
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FIG. 52. Critical Rayleigh number and linear instability fre-
quency in a binary fluid mixture with Lewis number £=0.1
and Prandtl number o =10, as a function of the separation ratio
Y. (a) The parameter 7 is R./R” with R{®’=1708 the critical
Rayleigh number for pure fluid convection. The dashed line is
the continuation of the stationary bifurcation line above the os-
cillatory instability. The intersection with the full line marks a
codimension-2 degenerate bifurcation point at ¥ =1, <0. Note
that 1, is indistinguishable from zero on the scale of the figure
since it is O (L?). (b) Frequency of the onset state correspond-
ing to (a). Note that for ¥ < ¢, the instability is to a state with a
nonzero frequency, whereas for ¥ > ¢, it is to a stationary state.
The value L =0.1 is used for illustrative purposes. For values
typical of liquids (L~10"2) the dashed line in part (a) ap-
proaches the vertical.
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threshold the fluid motion would be expected to rapidly
mix this concentration gradient, leading to a wuniform
concentration field over most of the depth, with narrow
boundary layers of thickness proportional to the small
Lewis number .£ to which the concentration gradient is
confined. Since the concentration gradient away from
the boundaries is responsible for the oscillations, we
would expect their frequency to decrease rapidly with in-
creasing amplitude of fluid motion, and eventually a tran-
sition to stationary convection to take place. Indeed, as
discussed below, in experiments in an annular geometry
the transition was found to be strongly subcritical for
sufficiently negative i, leading at R . to a large ampli-
tude state which is close to the pure fluid convection
state (e.g. as measured by the Nusselt number), and con-
sisted of very slow traveling rolls (o S w(/10) or, depend-
ing on the value of ¥, of stationary rolls sometimes called
‘“stationary overturning convection.” Only for very
small || ~£L? is the transition expected to become super-
critical.

d. Amplitude equations

According to the general discussion of Sec. IV.A we
expect an amplitude equation with real coefficients near
the stationary instability and one with complex
coefficients near the oscillatory instability. The
coefficients have been calculated up to cubic order as

functions of ¥, £, and o (Cross and Kim, 1988b; Schdpf
and Zimmerman, 1989, 1993). Since the sign of the real
cubic coefficient is positive rather than negative as in Eq.
(4.59) over most of the oscillatory range, the bifurcation
to traveling wave convection is in general subcritical, and
the amplitude expansion is not quantitatively reliable. It
is reasonable, however, to try a phenomenological fifth-
order equation of the form (5.57) for a semiquantitative
description, at least for small |¢| where the jump at the
subcritical bifurcation becomes small. As mentioned
above, a separate difficulty involves the smallness of the
Lewis number .L, which restricts the amplitude expan-
sion even for the supercritical case. Representative
values of the coefficients of the amplitude equation are
shown in Table I. Since many unknown higher-order
terms are expected to contribute for small .L it is prob-
ably preferable to use a fifth-order amplitude equation
with fitted coefficients as a phenomenological model.

As discussed in Sec. V.A.3 the endwalls are crucial in
allowing the instability to develop in rectangular
geometries. Endwalls are naturally incorporated
(Cross, 1988b) by adding the boundary conditions (5.34),
although the caveats in Sec. V must be remembered, and
the approach should be considered phenomenological.

e. Other theoretical methods

In view of the difficulties with the amplitude expansion
near threshold, it is natural to search for other methods.

TABLE 1. Parameters of the amplitude equation (4.59) for binary-fluid convection for several different
values of the Lewis number .£, the Prandtl number o and the separation ratio ¢. Also shown are the
critical Rayleigh number R, wave vector g, frequency @, and parameter ¢, defined in Egs. (4.58) and
(4.48). In addition the value of 3 at the codimension-2 point ¥, and at the tricritical point ¥, (where
the real part of the cubic nonlinearity vanishes) are given for each .£ and o. [From Schopf and Zim-

mermann, 1990, adapted to our notation.]

£=0.02 0=17 £=0.04 ¢=0.75 £=05 o=1
Yy=—1.374 X 1074 Y=—8.71 X 10~* ¥, = —0.081
Yr=—1.95% 10~ Yr=—12.59 X 10~ Yr=—0.1363
" —1.55 % 107 —-0.2 —0.001 —0.2 —0.11 —0.3
R, 1726.67 2176.74 1769.88 2087.30 2601.12 3216.46
P 3.105 3.127 3.069 3.149 2.721 2.759
@o 0.072 9.86 0.162 7.51 3.286 8.544
So —0.14 3.08 —0.28 1.95 —0.52 2.28
2 0.149 0.147 0.152 0.147 0.187 0.180
To 0.103 0.102 0.168 0.166 0.143 0.141
co —2.67 0.448 —2.26 0.373 —0.73 0.099
¢ —2.50 0.114 —1.77 0.056 —0.101 —0.117
¢ —2.52 —14.9 —2.26 —6.70 —1.09 —1.03
e —260 3.00 —210 5.98 —439 4.71
& 158 —0.093 135 —0.50 41.6 —2.66
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(i) Lorenz models

As already discussed in Sec. VIIL.B this method in-
volves the expansion of the hydrodynamic variables in a
small number of appropriately chosen modes. The ensu-
ing coefficients satisfy ode’s, which are supposed to be
valid, at least approximately, beyond threshold.

For the separable free-slip permeable model it is
straightforward to generalize the original Lorenz trunca-
tion (8.45). We must include extra modes for the concen-
tration variable, and in addition allow for the phase
motion of the traveling roll state by taking the ampli-
tudes of the linear modes to be complex numbers®?

w=V37[X(t)e®+c.c.] cosmz , (9.13a)
0=(9V37%/2)[Y(t)e™+c.c.] cosmz
+(2772/4)Z(¢t) sin27z , (9.13b)
E=(9V3 73 /2)[U(t) e +c.c.] sinmz
+(277 /4)V(¢) sin27z (9.13¢)

with X,Y,U complex and Z,V real. This leads (Cross,

19864a) to the extended Lorenz equations’3
9, X=—0o[(X—(1+y) Y+ U], (9.14a)
9, Y=—Y+rX—ZX, (9.14b)
3, U=—LU—ypY—VX , (9.14c)
9, Z=—b(Z—XY*—X"Y), (9.14d)
3, V=—0b(LV+YZ —XU*—X*U), (9.14e)

where here we define »=R /R, b=8/3, and we have
taken for the critical wave number g,=/V'2. Solutions
of these equations were investigated by Cross (1986a) and
by Ahlers and Liicke (1987). They turn out to have a
strange degeneracy which is not easily detected by exam-
ining the form of the equations: the oscillatory traveling
wave solutions exist only at the threshold Rayleigh num-
ber r,., and there they may have a range of amplitudes
and frequencies in nonlinear steady states. Above r,
only steady solutions are found. To remove this spurious
degeneracy and to reproduce correctly the bifurcation
structure of the free-slip permeable model [which, it
should be remembered, itself has nongeneric features]
Knobloch and Moore (1990) have proposed a “minimal”
model with six complex and three real mode amplitudes.

9-2The earlier Lorenz-like models missed this crucial point (see
e.g. Knobloch and Proctor, 1981).

93The definitions of U and V used by Cross (1986a) were in
terms of c instead of § in Eq. (9.13¢c), so the corresponding
Lorenz equations were somewhat different. It is a simple
matter to transform from one set of definitions to the other.
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Linz and Liicke (1987), on the other hand, suggest that
it is important to include the impermeable boundary con-
dition (9.5), and they have investigated in some detail an
intermediate model of free-slip but impermeable boun-
daries. The linear problem is no longer separable, and
the choice of modes even at the linear level is uncon-
trolled as it was for modulated convection, Sec. VIIL.F.5.
They used the same choice of modes as in Eq. (9.13), ex-
cept that they took for the concentration field

E=Eo {[U(t) e +c.c. ]+ V(1) V2 cos(mz)} . 9.15)

The resulting equations have the same form as (9.14) but
with slightly different coefficients. (Linz and Liicke also
calculated these for general g.) The degenerate features of
the simple model are removed, for example the critical
wave number does indeed show a jump at ¥, as in the full
equations, and the degeneracy at r,. no longer occurs.
However the truncated model contains none of the
boundary layer structure expected for small .L, so that
quantitative predictions in this limit cannot be expected
to be reliable. In addition, some important features are
qualitatively inconsistent with results from the full equa-
tions with realistic boundary conditions, for example
there are apparently no stable nonlinear traveling roll
solutions below the tricritical ¥ (where the real part of
the cubic nonlinearity vanishes), whereas these solutions
are certainly conspicuous features of both experimental
work and the full theory. Thus this model does not yield
a reliable general guide to the experimental phenomena,
although judiciously chosen features may be simply in-
vestigated.

(i) Expansion about the pure fluid

For low solute concentration we have ¥—0, and it is
useful to expand the equations about the (fully nonlinear)
equations of pure-fluid Rayleigh-Bénard convection at
the same Rayleigh number. In the regime of small |4
away from the codimension-two point ¥, < — L2 i.e. for

Lr< Y| <<, (9.16)

(a regime that exists for £ << 1), Bensimon et al. (1989b)
have analyzed the convective state using a boundary lay-
er method. In the nonlinear region of saturated traveling
waves the characteristic scale for the velocity of convec-
tive flow is set by the thermal diffusivity x, whereas the
phase velocity of the waves is determined by the much
smaller molecular diffusivity D,. In the limit (9.16) the
mixing due to the flow has a stronger effect on the con-
centration than on the temperature, so that a sizeable
temperature gradient is maintained in the bulk, whereas
it is the concentration and not its gradient that is nearly
constant. The concentration gradient required by the
value of the Soret coefficient occurs in boundary layers of
dimensionless thickness £ near the top and bottom
plates. From the nonlinear solution with boundary layers
the authors predicted the phase velocity v,,, of the travel-
ing waves, and in particular the critical Peclet number
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P.=u,d /D, , 9.17)

at which the velocity v,,, vanishes, and the nonlinear con-
vection becomes stationary (u, is the convective fluid ve-
locity, which depends on R and can be evaluated from
the pure-fluid case). The result for P, is

P.=f(|pl/ L%,

where the function f(x) was evaluated numerically, and
had the asymptotic form

f(x)~(16.98x)*7 ,

(9.18)

X —> 0 ,

(9.19)

(i) Expansion about the codimension-two point

At the codimension-two point 1, four eigenvalues pass
through zero. Nearby, the “unfolding” of this degen-
erate bifurcation leads to a rich range of possible
behavior, including traveling and standing waves, sta-
tionary rolls and in addition modulated wave states with
two temporal frequencies. Knobloch and co-workers (see
Knobloch and Moore, 1990, and references therein) have
suggested that this structure may be used to understand
qualitatively the various states and transitions in spatially
homogeneous binary-fluid convection even far away from
the codimension-two point, much as we have used the
behavior at the nondegenerate bifurcation to understand
general nonlinear patterns throughout this work.

Unfortunately the “unfolding of the Takens-Bogdanov
bifurcation with O(2) symmetry” (Dangelmayr and
Knobloch, 1987) is very complicated, and contains many
possibilities depending on parameter values. In addition
as we have seen, for small Lewis number there are other
bifurcations very nearby, such as the traveling wave tri-
critical point and the stationary roll saddle node, and
these must be included by hand on top of the generic
codimension-two behavior to obtain the experimentally
relevant behavior. Thus it is hard to make predictions
based on this approach (beyond local consequences of
various types of bifurcations). Near enough to the
codimension-two point the degenerate bifurcation theory
does provide a rather complete description, and predicts
some interesting behavior. If we first ignore spatial inho-
mogeneities and assume rolls at a fixed wave number g,
the behavior near the codimension-two point is summa-
rized by a higher-order amplitude equation. We define a
complex amplitude A (¢) in the usual way

U~[A(De' " +c.c.1Uy(2) , (9.20)

so that A satisfies an equation of the form®*

94As mentioned above, earlier work (Knobloch and Proctor,
1981; Coullet and Spiegel, 1983; Brand et al., 1984) had missed
the possibility of traveling waves and had derived an equation
for a real amplitude describing the standing-wave to
stationary-roll codimension-two point. Equation (9.21) has an
extra term, with coefficient g3, compared to the earlier work
which included the Z,(q¢ — —g¢q) symmetry but not the O(2)
phase symmetry.

Rev. Mod. Phys., Vol. 65, No. 3, July 1993

924 —(a—g,;|41%) 8,4
—[B+g | A|*+g;( 40, 4*+ 4%3,4)] A=0 .
(9.21)

Here a=pf=0 defines the codimension-two point, a0,
B=0 gives the stationary instability, a=0, B0 gives
the oscillatory instability, and g,,8,,8; are coefficients of
the independent nonlinear terms. The addition of spatial
derivative terms, allowing varying wavelengths, is rather
complicated. In complete generality we expect the criti-
cal wave numbers minimizing the onset Rayleigh num-
bers for stationary (q,,) and oscillatory (g,,) instabilities
to be different at the codimension-two point defined by
R (gp,)=R gy ). It is not then possible to extract a
single fast spatial dependence exp(igyx) leaving slowly
varying amplitudes for both oscillating and stationary
rolls. Instead, it is necessary to define two independent
amplitudes — one for waves near g, and one for station-
ary rolls near g, leading to the standard amplitude
equations (4.13) and (4.59) except for additional nonlinear
coupling terms (Brand and Zielinska, 1986). In binary-
fluid convection gy, —go, =O0(L) is typically small, so
that one may define a single amplitude A (x,?) giving
both instabilities through the relation

U~[A(x,t)e " +c.c. 1Uy(2) . (9.22)

We are then led to a single higher-order amplitude equa-
tion in one dimension (Cross and Kim 1988b) which is
obtained from Eq. (9.21) by the replacement

(9.23a)
(9.23b)

a — a+§(2)[ax_i (‘IO(J_qu)]2 )
B—B+ED .

[Note the first-order spatial derivatives implied by Eq.
(9.23a) that were missed in the earlier work of Brand
et al. (1984).] The parameters appearing in Egs. (9.21)
and (9.23) have all been calculated for binary fluid con-
vection (Cross and Kim, 1988a,b; Zimmerman et al.,
1988; we warn the reader that no consistent notation ex-
ists for the various coefficients), and properties of the
solutions have been investigated by Zimmermann et al.
(1988). This gives in principle a rather complete descrip-
tion of the codimension-two region, but so far only quali-
tative comparison with experiment has been possible due
to the minuscule range of applicability in experiments
with liquids.

(iv) Order-parameter equations

Bestehorn and collaborators (Bestehorn et al., 1989a,b;
Bestehorn and Haken, 1990b) have used a phenomeno-
logical equation, which is a complex generalization of the
Swift-Hohenberg model containing nonlinear gradient
terms, to describe binary-fluid convection. The
coefficients are chosen so as to fit the function $(6),
Eq. (4.32), obtained from an amplitude expansion in the
free-slip permeable case. The model then takes the form
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d =t + (V2 +g3) p—g,(1—ic,) [¢|*¢
—g3(1 —icy) | VY2 v—g, (1—ic,) P*(Vi)? .
(9.24)

The authors have simulated this model numerically in
various two-dimensional geometries and have found a
number of features that are qualitatively similar to what
is seen experimentally. It must be noted, however, that
the values of g,,g3,84 obtained from the calculation on
the free-slip model do not lead to a real nonlinear satura-
tion term for traveling waves in the amplitude equations.
It would therefore be interesting to repeat their calcula-
tions varying these values to give either a subcritical or
supercritical bifurcation to traveling waves. An order-
parameter equation such as (9.24) appears to be a
minimal model necessary to describe two-dimensional
patterns, but even in one dimension it could shed light on
the interaction between the fast and slow spatial modes,
an effect left out of the complex Ginzburg-Landau equa-
tion.

(v) Numerical work

Recently a number of groups have made direct numeri-
cal simulations of the hydrodynamic equations. These

fall into two classes: calculations on the free-slip perme-
able model and calculations for rigid-permeable boun-
daries. The former are relatively easy (at least for
moderate .L where boundary layers are not too thin) and
can be carried out in fairly large geometries (e.g. L = 16,
Knobloch et al., 1986). These investigations of the effect
of finite geometries complement the amplitude equation
work, but do not have any quantitative applicability to
experiment. For the rigid-permeable case the algorithms
are less efficient. It is fairly straightforward to study spa-
tially periodic states, since then a small system with only
a single period is sufficient. Knobloch and Moore (1990)
studied these solutions at small ¢ where once again
boundary layers are not too tight. However the most
complete investigation is that of Barten et al. (1989).
Their results display the properties of the nonlinear states
described above (see Fig. 53), as well as-a complex range
of behavior depending on the relative magnitudes of the
Rayleigh numbers for the traveling-wave saddle node, the
oscillatory instability, and the bifurcation point of travel-
ing waves to stationary rolls. The authors investigated
mean flow effects and passive particle transport as well.
More recently they extended their calculations to large,
albeit one-dimensional, systems to study spatial struc-
tures, in particular pulse solutions (see subsection
IX.A.2.a below).

N W
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FIG. 53. Properties of the ideal nonlinear
n states in binary fluid convection between real-
istic (rigid) plates, obtained numerically for a
- fluid with Lewis number .£=0.01, Prandtl
number o=10, and separation ratio
1= —0.25. (a) Frequency of nonlinear oscilla-
tory state. (b) Convective heat current mea-
sured in terms of the Nusselt number N
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the saddle-node bifurcation point without pin-
2 0 ning, and r{, the same bifurcation with pin-
’ ning. (From Barten et al., 1990.)
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2. Experiment
a. One-dimensional patterns

(i) Summary of experimental facts

The possibility of constructing long narrow cells with
either annular or rectangular geometry offers a unique
opportunity to measure the properties of a one-
dimensional I, system near threshold, where the dynami-
cal behavior is expected to be rich, yet one might hope to
have a quantitative theory. It turns out, however, that
the observed phenomena are quite varied and complicat-
ed, so we begin by a brief summary of experimental re-
sults (see Surko et al., 1986; Heinrichs et al., 1987; Stein-
berg et al., 1987, 1989; Bensimon et al., 1989a; Kolodner
et al., 1989; Niemela et al., 1990; Anderson and Behr-
inger, 1991; Steinberg and Kaplan, 1991).

o Immediately above threshold the system develops
right- and left-propagating waves of low amplitude,
which can be investigated by dynamically adjusting € to
prevent their amplitude from growing or decaying.
These states correspond to the unstable branch below the
subcritical bifurcation point.

® When ¢ is raised above the linear threshold a number
of different nonlinear states are seen, depending on ¥, on
geometry and on experimental protocol. The nonlinear
states can be broadly divided into cell-filling and confined
states, and the confined states themselves can be divided
into pulses (of fixed small size) and extended states, for
which the region of convection has varying, and in prin-
ciple arbitrary, size. Another distinction which appears
primarily for larger || (< —0.1) is between fast waves
whose phase velocity is on the order of the linear velocity
/gy, and slow waves with much smaller velocity. The
fast waves are seen in confined states and the slow waves
primarily (but not always, see below) in cell-filling states.
We shall first discuss experiments that can be at least
qualitatively understood via the complex amplitude equa-
tion and then turn to those that cannot.

(i) Experiments interpretable by the
complex amplitude equation

A fully quantitative experimental test of the amplitude
equations has not yet been possible. For large negative ¢
the transition is strongly subcritical, and the weakly non-
linear theory is not applicable. The best hope for a quan-
titative test is to work in the range —1 <<y << —L2? (e.g.
1 ~0.01) where there is theoretical and experimental evi-
dence that the transition becomes only weakly subcriti-
cal. Even here, however, the amplitude equation is not
strictly valid because of the small value of L. Considered
as an approximate description it has unknown
coefficients, most notably the stabilizing fifth-order terms
which must be added if g, is destabilizing. In addition
the € in Eq. (4.59) is measured from the infinite system
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threshold, which may not be well known experimentally.
Finally, for experiments performed in rather wide
geometries (e.g. L, >4) two-dimensional distortions may
become important, and for those carried out in narrow
geometries where this is not important there are no
theoretical results for the coefficients of the amplitude
equation.

Two novel features which are predicted from the type
I, amplitude equations have been investigated experimen-
tally. The first is the set of extended states with spatial
structure and dynamics discussed in Sec VI.C. Here the
important features are propagation effects and reflection
at the endwalls, with the dispersive terms and the nature
of the transition (sub- or supercritical) playing a
secondary role. The theory predicts states with spatial
structure (e.g. confined states) on the scale of the length
of the system, with static or dynamic fronts between
different regions and widths determined by the correla-
tion length. The second novel feature predicted by
theory is the existence of pulse solutions over a range of
parameter values (see Sec. V.B). Here the dispersion and
the subcritical nature of the bifurcation are vital, with
endwalls being a complication and propagation effects be-
ing, as we shall see, a point of discrepancy between
theory and experiment. The spatial scale of the pulses is
set by intrinsic correlation lengths, and should be essen-
tially independent of the length of the system. In partic-
ular experiments, one or the other of the above features
may be dominant, and sometimes both may be compar-
ably involved, so that without quantitative predictions
the comparison between theory and experiment remains
somewhat inconclusive.

The spatial structure of nonlinear states for small ¢ has
been investigated by Kolodner et al. (1989) for
(¢ = —0.021), by Steinberg et al. (1989) (concentrating
on ¥ = —0.014 and —0.058) in rectangular geometries,
and by Heinrichs et al. (1987) at somewhat larger magni-
tudes (y = —0.12 and —0.21) originally in rectangular
geometries and later (Niemela et al., 1990) in an annulus
where there are no endwall effects. Bensimon et al.
(1989a) had earlier examined annular geometries for still
larger || .

(o) Rectangular cells

The results in rectangular geometries for small |¢| are
quite consistent between different experiments, and seem
to largely follow the predictions of Sec. VI.C based on
the importance of propagation and reflection, although
the role of dispersive effects is evident at larger || . The
major results are sketched in Fig. 54. The important
features are the following:

e The existence of a weakly nonlinear branch AB of
“fast” rolls with frequency of order @, (more closely at
A, which is nearer r,, than at the end B). The Nusselt
number is also reduced from the corresponding value in
pure convection. Inasmuch as the frequency is close to
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FIG. 54. Schematic diagram summarizing experimental results
on binary-fluid convection in a rectangular geometry, plotting
Nusselt number vs normalized Rayleigh number. The linear in-
stability occurs at r,.. The state that develops may be a low
amplitude “fast” state, with frequency quite close to the linear
onset frequency along AB, or a “slow” higher amplitude state
along DC, with lower frequencies. Various spatial patterns that
do not fill the cell may be traversed reversibly along AB. At r,
a hysteretic decay of convection occurs. At rp a discontinuous
jump to a slow filling state on the branch CD takes place. For
larger r a transition to a stationary state (not shown) takes place
on this branch. At D a hysteretic jump down to the conduction
state occurs. The value of 7., depends on the reflection proper-
ties of the endwalls, and in some geometries may be greater
than rp so that the branch AB is not observed.

g, one might hope that a weakly nonlinear theory might
be appropriate for these states.

o The linear onset r,, depends on properties of the
endwall, as well as on the fluid properties, consistent with
the importance of reflection. At 7., there is a jump to
the finite amplitude state which is usually the fast branch
AB, although the size of the jump seems to become
smaller as ¥—0, and the hysteresis . —r , becomes im-
measurable in this limit. The dependence on aspect ratio
is (Steinberg and Kaplan, 1991),

FooL)—r o (0)~L ™1, (9.25)

as expected [see Eq. (5.29)] and not the L ~2 dependence
characteristic of pure-fluid (type I,) convection.

@ The values of r, and 75, the ends of the fast branch,
seem independent of the endwall conditions. Thus for
some parameter values and certain endwalls we may have
oc > Fp, SO that the fast branch 4B is not seen. The hys-
teresis 7, —r 4 also depends on the endwall properties.

@ The nature and sequence of states along AB is large-
ly consistent with the behavior in Figs. 25 and 26, valid
for a supercritical bifurcation if we assume that the effect
of the subcritical bifurcation is to eliminate the low am-
plitude states. We note in particular the following
features: a nonlinear ‘“‘counterpropagating wave” state,
reminiscent of Fig. 25(a), at the smallest || ; the “blink-
ing” or “sloshing” states of Steinberg et al. (1989) and
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Kolodner et al. (1989), reminiscent of Fig. 25(d); the sta-
tionary confined state filling about one half of a large cell
(L = 24) at small || (Moses et al., 1987), reminiscent of
Fig. 25(g). Figure 55 displays results of Kolodner et al.
(1989) on an asymmetric blinking state, with the time
dependence of the left and right wave envelopes obtained
by demodulation techniques from the experimental data:
the similarity with results from the Ginzburg-Landau
simulations displayed in Fig. 25(d) is striking. At large
|| , however, the stationary confined states may be more
akin to the pulses described below (Steinberg and Ka-
plan, 1991).

o The value of rg, the end of the confined states, is con-
sistent with a constant value sz of the reduced group
speed s =(soe /%) (1,/&), although this value is around
1.6 whereas theory predicts s =2 in the large system lim-
it, depending weakly on 1 in the range studied. Numeri-
cal simulations of the amplitude equation by Cross and
Kuo (1992) find a reduced value of s; as the size of the
system decreases (see dashed line in Fig. 26), although a
precise identification of the confined to filling transition is
difficult for the supercritical bifurcation assumed in that
work. Fineberg et al. (1990) have suggested that the
reduction in value of sz can be ascribed to a nonzero am-
plitude of the counterpropagating wave at the boundary
of the confined state, and with this single parameter they
obtain a good fit to the modulation period of the blinking
state as the Rayleigh number is reduced. It should be
remembered, however, that the character of the state
(e.g. its frequency) is significantly different at rp from the
onset solution. Moreover, the transition observed is
discontinuous and it is a transition to the “slow” highly
nonlinear state, so that the quantitative reliability of the
Ginzburg-Landau prediction for sz is doubtful. In larger
aspect-ratio systems Kaplan and Steinberg (1992) show
that the transition from confined to filling appears to be
triggered by the amplification of fluctuations in the con-
vectively unstable small-amplitude region, much as in the
annular geometry (see below), and they study the cross-
over between the two mechanisms.

In the model of Cross (1988b) used to explain the
above observations it is essential that one consider cou-
pled right- and left-traveling waves, as well as the effects
of the sidewalls. In contrast to those confined states,
which in general fill a large portion of the cell, another
class of states was observed by Steinberg et al. (1987) and
by Heinrichs et al. (1987). These new states were of
much smaller extent and apparently less dependent on
geometry, though they were localized near the endwall.
These observations were explained by Thual and Fauve
(1988) in terms of the pulse solutions of a single wave, as
discussed in Sec. V.B.2.b.iii.3. We now turn to experi-
ments in annular geometry, where those ideas can be test-
ed more convincingly.

(B) Annular geometry

The explanation of Thual and Fauve (1988) was strik-
ingly confirmed by experiments of Niemela et al. (1990)
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in an annular cell, which demonstrated that the pulse
states were indeed stable without lateral boundaries, and
could be quantitatively fit by a simple exact pulse solu-
tion of the Ginzburg-Landau equation, albeit with adjust-
able parameters. This work, and a number of subsequent
experiments by various groups (see, Kolodner and Gla-
zier, 1990; Ahlers, 1991; Anderson and Behringer, 1991;
Kolodner, 1991a-d; Steinberg and Kaplan, 1991),
confirmed that pulse solutions were stable under a variety
of experimental conditions, but there remained two quali-
tative discrepancies between experiment and the simple
model. First, the theoretical pulses arising from the sim-

INTENSITY

1007

ple Ginzburg-Landau equation (5.57) are at rest in a
reference frame moving with the linear group velocity s,
of the waves, whereas the observed pulses were found to
be at rest in the lab frame. Second, the pulses were found
to remain stable above the linear threshold, even though
the conducting fluid away from the pulses was (convec-
tively) unstable. It turns out that both discrepancies can
be plausibly accounted for by corrections to the simple
Ginzburg-Landau model. It was first found numerically
by Brand and Deissler (1989), and subsequently shown
analytically by van Saarloos and Hohenberg (1992), that
a nonlinear derivative term 5,[9, | 4]%]4 as in Eq. (3.37)
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FIG. 55. “Sloshing” or “blinking” state in experimental binary fluid convection. The top trace is the intensity of an optical signal
measuring the flow at a single point. The column of pictures on the left is a sequence of shadowgraph images taken at times indicated
in the top trace. To the right of each image is the corresponding amplitude computed by demodulation of the optical signal. Full
lines, right-moving waves; dashed lines, left-moving waves. Note the similarity with patterns observed in numerical simulations of
the amplitude equations shown in Fig. 25(d). (From Kolodner et al., 1989.)
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FIG. 56. Drifting pulse in annular convection cell of dimensionless circumference L =92, containing an alcohol-water binary mix-
ture with separation ratio ¥»= —0.12. Space-time plot of the envelope of the shadowgraph signal representing a localized pulse of
convection embedded in a conducting background. The pulse drifts slowly to the left. (From Kolodner, unpublished).

changes the pulse velocity from s, to a nontrivial value
Up(Sz, €, ¢;), which depends on all the parameters in the
model. Of course this does not explain why the observed
velocity was precisely zero, rather than some variable
quantity. The numerical simulations of the full hydro-
dynamic equations by Barten et al. (1991), on the other
hand, led to a nonzero pulse velocity, albeit a very small
one v, /s;~0.01—0.03.

This qualitative discrepancy was removed in a beauti-
ful experiment by Kolodner (1991c), who took particular
care to make the control parameter € constant along the
cell. As illustrated in Fig. 56, Kolodner found a moving
pulse with a slow velocity, and in a careful series of mea-
surements was able to show that previous observations
could be explained by assuming that the pulse stopped at
a point where the local velocity vanished in a slightly
nonuniform cell. Although the relationship between an
assumed spatial variation €(x) and the ensuing v,(x) is no
doubt rather subtle, this basic interpretation seems rather
convincing to us. Indeed, Kolodner also found that v,
depends on parameters, e.g. the average control parame-
ter €, as well as the separation ratio ¢ (see Fig. 57 and
Kolodner, 1991d).

From the point of view of the Ginzburg-Landau model
(3.37), even with a nonlinear derivative term, the small-
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ness of v,/sy is nevertheless rather puzzling. An in-
teresting modification of the model which attempts to
take into account the slow timescale of solute diffusion,
has been presented recently by Riecke (1992). Approxi-

I
0.06 |— ’ l { —"

0.04 y = -0.123 -0.101

| | | L
-0.01 0 0.01 0.02
€

FIG. 57. Pulse velocity v, normalized by the linear group ve-
locity s, vs control parameter €, for pulses such as the one in
Fig. 56 and different binary-fluid mixtures. The reduced veloci-
ty is seen to be very small in magnitude and to depend on the
fluid parameters. (Adapted from Kolodner, 1991d.)
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mating the horizontal boundary conditions as free slip
and permeable, Riecke arrives at the coupled amplitude
equations

9,4 + 500, 4 =(1+ic,)d% A+(e+d,C) 4
—(1—ic;)| 41?4 —(1—ic5)| 4]*4,

(9.26a)

9,C =dd2C+d,C + d;3,] 4]*, (9.26b)
with the scaling

dy~L/e=0(1). (9.27)

The above equations possess pulse solutions even in the
real case (c; = 0), and Riecke shows numerically that for
small d, the pulse velocity (equal to s, when d, = 0)
remains very small for a range of sy,. This calculation
provides a natural explanation of the observed slowness
of the pulse velocity, in terms of the drastic effect of cou-
pling to the slow concentration mode on pulse propaga-
tion, even in a model which neglects the thin boundary
layers associated with rigid impermeable horizontal
boundaries (see subsection IX.A.1.d.ii above).

The second major discrepancy between experiments on
pulses and the simple model involves the stability of
pulses for € > 0. An explanation was already offered ear-
ly on by Niemela et al. (1990), Barten et al. (1991), and
Glazier and Kolodner (1991), who noted that in a finite
annulus the linear waves created by the convective insta-
bility can be reabsorbed by the pulse before they have
time to destroy the conducting state. On the other hand
the instability mechanism discussed by van Saarloos and
Hohenberg (1992) (cf. Sec. VI.B), whereby the pulse ex-
pands due to the creation of two outwardly propagating
fronts, does not seem to be strongly affected by finite
geometry, so the detailed stability properties of pulses
remain to be clarified.

A number of experiments have also been carried out
on pulse interactions (bound states and scattering) as well
as on the effect of low amplitude waves impinging on sta-
tionary or moving pulses, and the consequent modifi-
cations of pulse stability (see Kolodner and Glazier,
1990; Kolodner, 1991a,b). Most of these effects appear to
be qualitatively understood but we are far from a quanti-
tative theory.

(i) Other one-dimensional experiments

Experiments at more negative 1 emphasize the
discrepancies with the complex amplitude equations. In
rectangular geometries no weakly nonlinear states with
® =~y are seen, and the system immediately jumps to the
slow state (Surko et al., 1986). In annular geometries
(Bensimon et al., 1989a) both fast confined states, with @
not too far from w, and slow filling states, are seen.
Ohlsen et al. (1990) made careful measurements of the
slowing down of the filling states as the Rayleigh number
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increases, and found quantitative agreement with the su-
percritical bifurcation predicted theoretically by Bensi-
mon et al. (1989b). Earlier experiments by Walden et al.
(1985) and Moses and Steinberg (1986a) had seen a sub-
critical bifurcation, which might be explainable by the
rectangular geometry used in that work.

The early experiments in annular geometry at
¥ = —0.25 by Bensimon and co-workers (Kolodner
et al., 1988; Bensimon et al., 1989a) found a whole range
of fast confined states, in particular convecting states of
arbitrary (large) size bounded by stationary fronts. The
existence of such fronts over a range of € values remains
a mystery, since it is inconsistent with the selection argu-
ments of Sec. VI.B, based on the simple Ginzburg-
Landau model (5.57). The observations were confirmed
both experimentally (Surko et al., 1991) and numerically
(Barten et al., 1991) for a particular value of Rayleigh
number but the dependence on € and ¥, and the relation
of these large structures to the (small) pulses observed at
larger ¥ remain to be clarified.

All these different experiments both at large and small
negative ¥ have a common feature which is not under-
stood: states in which the convecting rolls essentially fill
the container show a low basic frequency (typically
0. 1w,), whereas states of confined rolls show a higher fre-
quency which approaches the linear frequency w, close to
onset, although it may decrease significantly (typically to
0.5w, or less) as the nonlinearity increases. Stable slow
states usually are cell-filling, though they can be observed
as confined states, if the (unstable) trailing edge is pinned
by a boundary in rectangular geometry, or by a source
defect in annular geometry (Kolodner, 1990). Fast states,
on the other hand, have never been observed to fill the
cell. The primary mystery, in our opinion, concerns the
nature of the stable fast states. The only fast states un-
derstood theoretically are the unstable traveling wave
states below threshold for a subcritical bifurcation in an
infinite system. If a qualitative understanding of the fast
states could be achieved we believe that the main features
of the one-dimensional system near threshold would be
understood.

b. Two-dimensional patterns

(i) Traveling rolls for ¢ <0

If the transverse aspect ratio is made greater than
about 4 or 5, the behavior becomes more complicated
and essentially nothing is understood theoretically. In
general the ordered structure across the system breaks
down as the lateral aspect ratio is increased, to give more
complicated structures often with chaotic dynamics.
This tendency to lateral breakup is not surprising if we
consider the possibility of the transverse Benjamin-Feir
instability. A natural estimate of the instability criterion
at a subcritical bifurcation is

s dw, ) 8|A|<
0 34| RS

0. (9.28)
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[This is arrived at by allowing more complicated (e.g.
fifth order) nonlinear terms but not changing the spatial
derivative terms as in Eq. (5.57); the effect of higher-
order derivative terms is unknown at present.] The above
instability criterion is typically satisfied in nonlinear
binary-fluid convection where the frequency decreases as
the amplitude grows with increasing «.

The types of behavior observed in two-dimensional sys-
tems include (i) a periodic or chaotic “zipper” state in
which waves in each half of the cell (lengthwise) propa-
gate from opposite corners, leaving a zipper-like pinching
off and rejoining of rolls where the two domains meet
down the midline (y = —0.6, L =6 X 4) (Walden et al.,
1985); (ii) traveling waves confined in both dimensions in
domains that evolve chaotically throughout the cell
(= —0.1, L =20 X 9) (Steinberg et al., 1987); (iii)
traveling waves in various directions largely filling the
cell, which again evolve chaotically (¢ = —0.3,
L =20 X 9) (Steinberg et al., 1987); (iv) pulse states
resembling the one-dimensional ones (Bodenschatz et al.,
1992).

The numerical work of Bestehorn et al. (1989a,b) on
their generalized Swift-Hohenberg model shows structure
that is visually strikingly similar to the results (ii) in the
preceding paragraph. As mentioned before, however,
this model is strongly chaotic even when restricted to one
dimension due to the absence of any saturating (real)
nonlinearity (Bretherton and Spiegel, 1983). It would be
interesting to consider a similar model with and without
longitudinal and transverse Benjamin-Feir instabilities to
elucidate their relevance to the structures observed (see
also Bestehorn and Haken, 1990b).

(i) Squares and rolls for >0

For positive separation ratio both the temperature and
the concentration gradients are destabilizing and the
linear theory predicts a dramatic decrease in the station-
ary convection threshold. If we define a Rayleigh num-
ber associated with the concentration as

_ Bgd’Ae

> 9.29)
D.v (

R
[see Eq. (9.2)] then we have R¢=R ¢ / L >>R, and we
expect the concentration to be destabilized before the
temperature. In view of the no-flux boundary condition
(9.5), the threshold is analogous to that for thermal con-
vection in the presence of insulating boundaries discussed
in Sec. VIILLF. We thus expect to see a square pattern
with a long wavelength immediately above threshold
(Moses and Steinberg, 1986b, 1991; Knobloch, 1989,
1990). Note, however, that since in that case g, <B!/*
[see Eq. (8.89)], the wave vector may rapidly evolve to
qo~O(1) as the effective Biot number increases. Since
heat transport is of secondary importance in this state
the convected heat is expected to be very small,
(N—1)~10"% to 10™* for small Lewis number, and
difficult to detect experimentally. This regime, dominat-
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ed by concentration effects, is known as the Soret regime.
On the other hand at a Rayleigh number of order the
pure fluid critical Rayleigh number R!® a rapid cross-
over to thermally dominated convection is expected, with
a much larger Nusselt number (MW —1)~(R —R?)/R°.

The experiments of Moses and Steinberg (1986b, 1991)
in an ethanol-water mixture with ¥~0.02—0.2 agree
semi-quantitatively with these ideas. A large-scale flow is
first resolved at a small Rayleigh number r ~0.16 with
wave vector g ~qg, /8 (where g, = 3.117), with a clearly
defined square structure visible when g has reached
qop /2. The wave vector then evolves to g ~gg, as r in-
creases towards unity. Interestingly, the transition to the
roll state for » > 1 occurs via a supercritical Hopf bifur-
cation manifested as an oscillatory competition between
the two sets of rolls forming the square pattern. More re-
cently, Bigazzi, Ciliberto, and Croquette (1990), have
studied a mixture of methanol with carbon tetrachloride
that achieves a separation ratio of order ¥»~0.35. These
authors analyzed the shadowgraph image by a spatial
Fourier transform method and used the strength of the
Bragg peak as the order parameter for the convective
state. In the Soret regime the convection is weak but
shows a stationary square pattern, in agreement with
theory. The wave vector is of order ¢qq, /2 at roughly
2R, (the lowest value of Rayleigh number where the pat-
tern could be detected). Some evidence has been present-
ed by Lhost and Platten (1989) that a large roll appears at
onset, but their study does not reveal the square to roll
transition seen at higher R. Bigazzi et al. thus conclude
that a determination of the precise pattern at onset for
square-roll convection remains an open (and difficult) ex-
perimental problem.

At larger Rayleigh numbers Bigazzi et al. also studied
the square to roll transition, and did not find the oscilla-
tory behavior found by Moses and Steinberg (1986b) at
lower ¥. Instead, the rolls gradually invaded the squares,
and also showed time dependence (a traveling-wave insta-
bility) as well as an extreme sensitivity to the appearance
of defects.

A theoretical analysis of this system was carried out by
Miiller and Liicke (1988) and by Linz er al. (1988; see
also Liicke, 1988) using a truncated Galerkin expansion
with 10 modes, and a sidewall forcing term as in Sec.
VIIL.D. In the absence of this forcing the model gives
stable rolls immediately above threshold in the ‘“‘Soret”
regime, but a nonzero forcing parameter stabilizes
squares. We do not expect the forcing to be an important
feature of the experiment, so that the absence of squares
without forcing seems to reflect a flaw in the model. At
larger R there is a subcritical Hopf bifurcation to a pat-
tern of oscillating rolls and squares, whose frequency de-
creases with increasing R, until a bifurcation occurs to a
state of stationary rolls. This state is itself then predicted
to undergo a Hopf bifurcation to a traveling-wave roll
state, a feature observed by Bigazzi et al., though the ob-
served bifurcation was supercritical rather than subcriti-
cal as predicted.



M. C. Cross and P. C. Hohenberg: Pattern formation outside of equilibrium 1011

3. Chaos and noise

Binary-fluid convection is a promising system for
studying spatiotemporal chaos since the latter is expected
to appear immediately above threshold under certain
conditions.

a. Theory

Chaos in the complex Ginzburg-Landau model was
discussed in Sec. VII.D. The early work of Bretherton
and Spiegel (1983) in one dimension identified a number
of parameter regimes with different chaotic patterns.
More recently, Schopf and Kramer (1991) and Shraiman
et al. (1992) have studied these chaotic states in various
regions of the parameter space of the model. In particu-
lar, for the subcritical system appropriate to binary-fluid
convection, Schépf and Kramer have shown that the
dispersive terms in Eq. (5.57) stabilize a chaotic attractor
even in the absence of any quintic terms.

The two-dimensional case has been considered by
Brand et al. (1986a,b) and by Coullet et al., (1987) and in
a discretized form by Bohr et al. (1990a,b). A two-
dimensional complex order parameter equation was stud-
ied by Bestehorn and Haken (1990b), but they did not
carry out a detailed investigation of the chaos.

b. Experiments

In the early work of Fineberg et al. (1988b) and Ko-
lodner and Surko (1988) in one-dimensional rectangular
geometries, a “blinking” state was observed somewhat
above threshold. Although some of the properties of this
state were captured by the nondispersive model of Cross
(1986b), Steinberg and Kaplan (1991) have shown that
the temporal behavior is close to that found in the
Ginzburg-Landau equation with complex coefficients.
Similar observations were made by Kolodner et al.
(1990) in an annular container. These authors found a
state they called ““dispersive chaos,” where pulses would
grow and collapse in random positions. No detailed
analysis of these chaotic states has yet been undertaken,
but we consider it to be a candidate for a controlled situ-
ation where spatiotemporal chaos might be quantitatively
understood.

The two-dimensional system also seems to us to merit
further study since very little quantitative experimental
work has been done to date. The early experiments of
Surko et al. (1986) and Steinberg et al. (1987) in wide
rectangular containers showed “zipper states’ and other
transverse instabilities associated with two-dimensional
chaos. It remains to be seen if these phenomena can be
analyzed and clarified.

Finally, we note that Schopf and Rehberg (1992) have
observed fluctuating patterns in the convectively unstable
regime of a binary mixture just above the oscillatory
threshold. They interpreted these as arising from
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amplification of noise, whose magnitude was shown to be
consistent with the expected value quoted in Eq. (8.63).

B. Taylor - Couette flow

1. General discussion

The important parameters defining the Taylor-Couette
system are geometric — the radius ratio n=a /b with a
and b the inner and outer cylinder radii, and the aspect
ratio L =L /(b —a) with L the length of the fluid column
— and driving parameters conveniently chosen as the
inner and outer . cylinder Reynolds numbers
R;=a(b—a)Q;/v and R,=b (b —a)d, /v, with Q,;(Q,)
the angular velocity of inner (outer) cylinders and v the
kinematic viscosity. In addition the end conditions play
a significant role.

Most of our discussion will focus on the case where the
outer cylinder is stationary, but we will also briefly de-
scribe the variety of states obtained with both cylinders
rotating. We will not discuss in detail the dependence of
results on 7, but the small % limit provides a useful
simplification for theoretical analysis. An early review
was given by DiPrima and Swinney (1981), which the
reader should consult for references to the older litera-
ture (see also, Donnelly, 1991). A complete bibliography
has been compiled by Tagg (1992).

With the outer cylinder stationary, the first instability
when R; is increased occurs at R, and leads to the Tay-
lor vortex state 