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There are currently proposals to test the weak equivalence principle for antimatter by studying the motion
of antiprotons, negative hydrogen ions, positrons, and electrons under gravity. The motions of such
charged particles are affected by residual gas, radiation, and electric and magnetic fields, as well as gravi-
ty. The electric fields are particularly sensitive to the state of the "shielding" container. This paper re-
views, and extends where necessary, the physics of these extraneous influences on the motion of charged
particles under gravity. The effects considered include residual gas scattering; wall potentials due to
patches, stress, thermal gradients, and contamination states; and image-charge-induced dissipation.
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ABBREVIATIONS USED IN TEXT

DMRT: Dessler et a/. , 1968.
LWF: Lockhart, Witteborn, and Fairbank, 1977.
SB: Schiff and Barnhill, 1966.
TOF: Time of Aight.
WF: Witteborn and Fairbank, 1967.

I. INTRODUCTION

The gravitational properties of antimatter have been a
topic of theoretical speculation for over 30 years, and yet
direct experimental tests have never been performed. At
present, Galilean free-fall experiments are being
developed to compare the acceleration of antiprotons and
H= ions in the Earth's gravity (Beverini et al. , 1986;
Goldman et al. , 1987). Other experiments have already

investigated the fall of electrons (Witteborn and Fair-
bank, 1967) and may be extended to positrons in the fu-
ture (Henderson and Fairbank, 1984). Such experiments
test the weak equivalence principle for antimatter, which
asserts that in a given gravitational field all test particles
of the same initial velocity fall with the same acceleration
(Ohanian, 1977).

Newton was the first to recognize the distinction be-
tween inertial mass, passive gravitational mass, and ac-
tive gravitational mass (for a review, see Bondi, 1957).
Inertial mass mI is the quantity that enters Newton's
second law: F=mla, where a is the acceleration. Pas-
sive gravitational mass m 6„ is the mass on which the
gravitational field acts: F=mGzg, where g is the gravita-
tional field. Active gravitational mass m&z is the mass
that is the source of gravitational fields and hence is the
mass that enters Poisson's equation. In Newtonian phys-
ics, the third law implies the equality of active and pas-
sive gravitational masses, mG& =mG& =m&, and we refer
simply to the gravitational mass. For a body falling in a
gravitational field, F=mra=mog, so that its accelera-
tion is given by a-™G™I)g. For bodies made of nor-
mal matter, it is an empirical fact, and the basis of the
weak equivalence principle, that the inertial mass and the
gravitational mass are equal, mG =mr =m; hence a=g.

To explain the observed abundance of normal matter
over antimatter in our neighborhood of the universe,
Morrison and Gold (1957; see also Morrison, 1958) pro-
posed that antimatter may have negative gravitational
mass. Thus antimatter would be repelled by the gravita-
tional field of normal matter, e.g. , rising in the Earth' s
field. However, this notion, sometimes referred to as
"antigravity, "violates the weak equivalence principle.

For normal matter, the weak equivalence principle has
been verified with high accuracy in several well-known
classic experiments, such as those of von Eotvos et al.
(1922); Roll, Krotkov, and Dicke (1964); Braginsky and
Panov (1971; Will, 1984, reviews the status up to 1984);
and most recently by Adelberger et al. (1990). Schiff
(1958) argued that the results of the von Eotvos experi-
ments indirectly disproved "antigravity" for positrons.
Virtual positrons in the Coulomb field in atoms of normal
matter contribute to the gravitational mass of those
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atoms and, by his estimates, would have produced
measurable effects were they to have negative gravita-
tional mass. However, in Morrison and Gold's proposal,
only real stable antimatter experiences "antigravity, "
while the electromagnetic mass contribution considered
by Schiff is normally attracted. Good (1961) argued that
the existence of the long-lived neutral K meson, a
coherent linear combination of the K and anti-K, and
the absence of its decay into two pions, established the
equality of the gravitational masses of the K and anti-K
to very high accuracy. However, Goldman and Nieto
(1982; see also Beverini et al. , 1986) have pointed out the
assumptions, limitations, and indirectness of SchiA" s,
Good's, and other such arguments.

The original motivation for "antigravity" faded in the
late 1970's as several authors realized that, under certain
conditions, the new grand unified theories could allow a
baryon asymmetry to evolve during the early history of
the universe, thereby explaining the absence of an-
timatter (see Kolb and Turner, 1983, for a review of
baryogenesis). Despite this, anomalous gravitational
properties of antimatter were still being considered by
some authors —Scherk (1979), Goldman and Nieto
(1982), and Macrae and Riegert (1984)—who were work-
ing on quantum gravity theories based on local super-
symmetry. Such theories predict the existence of a spin-1
graviphoton and a spin-0 graviscalar, partners to the con-
ventional spin-2 graviton, which acquire small masses
from symmetry breaking (Goldman et al. , 1986). These
produce additional finite-range Yukawa-potential in-
teractions, distinguishable from normal inverse-square-
law gravity by their composition dependence, i.e., viola-
tion of the weak equivalence principle. Experimental evi-
dence cited in support of this was the claimed deviation
from Newton's inverse square law in analyses of geophys-
ical measurements (Stacey et al. , 1987). Quite unlike the
early notion of "antigravity, " such interactions are ex-
pected to produce a slightly larger downward accelera-
tion for antiparticles in the Earth's gravity than for their
counterparts. Goldman et al. (1987) estimate that an-
tiprotons may fall a few percent faster than protons.

On a separate front, the controversial reanalysis by
Fischbach et al. (1986) of the original von Eotvos experi-
ments provided slight evidence for a violation of the
weak equivalence principle, suggesting the presence of a
"fifth force." Some of the subsequent weak equivalence
principle tests (Boynton et a/. , 1987; Thieberger, 1987)
found supporting evidence. Deviations from Newton's
inverse square law were also reported in tower gravity
measurements (Eckhardt et al. , 1988). Goldman et al.
(1987) and Nieto et al. (1988) pointed out that such phe-
nomena may be simply explained in terms of the quan-
tum gravity theories. However, many more experiments
have failed to find such evidence; recently, the most
stringent bounds were set by Adelberger et al. (1990).

In spite of all this activity, the acceleration of an-
timatter in a gravitational field has never been directly
measured. The first efforts in this direction began in the

mid 1960s by a group at Stanford University, under the
leadership of W. M. Fairbank, with an ingenious series of
experiments aiming ultimately to measure the accelera-
tion of positrons in the Earth's gravitational field. To
date, only precursory experiments have been carried out
on electrons. A separate initiative, begun in the early
1980s by T. Goldman and M. M. Nieto of Los Alamos
National Laboratory, now a large international consorti-
um (Beverini et al. , 1986), is currently developing a simi-
lar experiment, using the LEAR facilities at CERN, to
compare the acceleration of H ions and antiprotons.
Adelberger et al. (1990) have argued that weak
equivalence principle tests already constrain any
difference in the acceleration of protons and antiprotons
to well below the one-percent level of accuracy expected
of this experiment; however, such an indirect argument
rests on a preconceived theoretical framework (Nieto and
Goldman, 1991). Quite independently of any theoretical
motivation or speculation, such experiment should be
performed. The sheer paucity of fundaInental tests of
gravity makes any new experiment worthwhile, whatever
the final result.

Both the Stanford and the CERN experiments face ex-
treme difhculties, since the electron, positron, H ion,
and antiproton carry electric charge. The comparative
weakness of the gravitational interaction with the elec-
tromagnetic interaction demands that these particles be
isolated from electromagnetic fields. We note that the
force of attraction of an electron to the Earth is balanced
by the repulsion of another electron located 5 meters dis-
tant. Antiprotons and H ions are less sensitive to elec-
tric fields than electrons by the ratio of their masses, but
even so require careful shielding.

Witteborn's pioneering work at Stanford (1965) ap-
peared to demonstrate that free electrons could be satis-
factorily shielded from Inost extraneous fields by enclos-
ing them in an evacuated vertical copper drift tube
cooled to 4.2 K. Measurements of the vertical time of
flight determined the net force on the electrons (Wit-
teborn and Fairbank, 1967). The antiproton experiment
derives much from the Stanford technique. However, the
Witteborn-Fairbank measurement (henceforth referred to
as WF) has been the subject of some controversy, since
theoretical expectations of the electric fields induced by
the effects of gravity on the drift tube, and due to patch
potential variations on its surface, appear to preclude
.uch a measurement. We shall discuss these problems in
subsequent sections.

Since the interpretation of the results for antimatter
are of fundamental importance, we have reviewed (see, in
particular, %'itteborn and Fairbank, 1977 and Beverini
et al. , 1986) and extended where necessary the analysis of
the forces experienced by a charged particle in a drift
tube.

II. DRIFT-TUBE EXPERIMENTS

In this section we review the Stanford and Los
Alamos/CERN drift-tube experiments, as an orientation
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FIG. 1. Drift-tube apparatus used by the Stanford group in
their free-fall experiments with electrons. Not shown is a
second movable drift tube, located above the stationary drift
tube. The second drift tube was used in an alternative tech-
nique, but was not as successful as the single-drift-tube method

(Fairbank et al. , 1974). Normally it was electrically biased so as
to have no significant effect on the time of Aight of electrons,
and it is ignored in this review. Reproduced from Lockhart
(1976).

U, =&2Ha . (2.1)

Ideally, the distribution of Aight times will show a clean
cutofF'

for the sections that follow.
We begin by describing the Stanford drift-tube ap-

paratus used to measure the gravitational acceleration of
free electrons (Fig. 1); many of the principles involved
have been adapted to the Los Alamos/CERN apparatus.
Figure 1 corresponds to the version used by Lockhart
et al. (1977); other than changes to the drift-tube bias cir-
cuits, it is the same as that used by Witteborn and Fair-
bank (1967). A detailed account of the design and opera-
tion of the apparatus may be found in Witteborn and
Fairbank (1977); here we give a brief summary.

Short bursts of about 10 electrons with a distribution
of energies are emitted upwards from a cold cathode,
through the drift tube, and detected at the top by a win-
dowless electron multiplier. An axial guide magnetic
Geld constrains them to move along the axis of the metal
drift tube. The electrical potential of the drift tube with
respect to the rest of the apparatus is adjusted so that the
electrons near the peak of the energy distribution move
slowly only while inside the drift tube. Outside they
move very fast, so that the time necessary to reach the
top of the apparatus is negligibly difFerent from their
time of fILight through the drift tube. The height of the
drift tube was H =91 cm, with a radius R =2.5 cm.

Electrons entering the drift tube must have a minimum
critical velocity U, to reach the top of the tube and be
detected. If they experience only a uniform downward
acceleration a, over the length of the drift tube, H, then

t, =&2H/a (2.2)

Os5

0.4-

a) 0.3
s

0.2
E
~ 0.1—

:;
'U

0.0 I I
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Initial Velocity (m/s)

FICx. 2. Time of Qight plotted against the initial vertical veloci-
ty on entering the drift tube in an ideal experiment, for
H =0.91 m and a =9.8 m/s . The cutoff time is t„and U, is the
corresponding critical minimum velocity necessary to reach the
top.

Thus, if gravity is the only force acting on the electrons,
their acceleration could be determined from measure-
ments of t, and H. Normally, one would expect a =g, in
which case U, =4.22 m/s and t, =0.43 s (Fig. 2). Equa-
tions (2.1) and (2.2) apply to any particle. Thus in both
the electron and the antiproton experiments, the deter-
mination of the gravitational acceleration involves parti-
cle speeds just under 10 m/s, with Aight times just under
1 s, for drift tubes 1 —2 meters high.

Clearly, low-energy electrons of order mgII=10 ' eV
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are most sensitive to gravity. While the total number of
electrons emitted in each pulse is quite large, most have
much higher energies. Moreover, to reduce sensitivity to
magnetic-field variations, only electrons in the magnetic
ground state are used. A high-field magnet surrounding
the cathode is employed to spatially segregate those in
the ground state from the others, which are accelerated
quickly through the system. As a result, there is typical-
ly one useful low-energy electron per pulse, requiring a
large number of pulses to accumulate a satisfactory
time-of-fiight (TOF) distribution.

In practice, WF fitted a five-parameter nonlinear mod-
el to the observed TOF distributions to account for a
number of obfuscating effects:

~10
E

10

10
—30

J3
C)

10 "
10 10 10

p, pp()ed E)ecirjc Field (V/m)

(a) Background electron counting noise limits the pre-
cision with which t, can be visually determined; one of
the fit parameters is the constant noise background.

(b) Two parameters account for the energy distribution
of the electrons as they enter the tube. One is related to
the total number of electrons launched. The other ac-
counts for cooling of the electrons as the initial cloud
emitted by the cathode interacts via the Coulomb force,
considerably enhancing the number of slow electrons.

(c) Another parameter accounts for delayed emission
of electrons from potential traps along the Aight path.

(d) The finite length of the drift tube allows some
penetration of external fields, so that the effectively
shielded length of the tube is slightly smaller than its
physical length. Near the ends of the tube, the potential
experienced by the electrons was approximated using the
known bias voltages and geometry of the apparatus.

(e) The fifth parameter is the desired constant force ex-
perienced by the electrons in the effectively shielded por-
tion of the drift tube.

An additional feature is the use of axial electric fields,
produced by passing electric currents through the walls
of the drift tube, to apply known forces to the electrons.
As shown in Fig. 3, this enables calibration and
verification of the proper operation of the apparatus and
analysis procedures, as well as improving accuracy. The
ambient force (ideally only gravity) is determined from
the zero applied field intercept in Fig. 3.

The great challenge of this experiment is to eliminate
all nongravitational forces acting on the electron. Am-
bient electric fields are the most problematic, since the
force of gravity on electrons is only —5.6X 10 " eV/m;
thus electric fields must be reduced well below 10
V/In. The purpose of the metal drift tube is to act as an
electrostatic shield; however, unlike textbook shields, real
metallic shields are not generally electrostatic equipoten-
tials, due to contact potential phenomena. The electro-
static potential just outside any two metal surfaces that
are in thermodynamic equilibrium will differ by an
amount, referred to as the contact potential difference,
given by the difference of their work functions. Work-
function variations may arise on the surface of a drift
tube due to inequivalent crystal facets or regions of con-

FICx. 3. Measured force vs applied electric field in the WF ex-
periment, determined from their five-parameter analysis of
time-of-Aight distributions. Applied fields of both signs were
used; the plot shows only the absolute values. The solid line
shows the electrostatic force expected for electrons, without
gravity or any other ambient force. The dashed line shows the
expected behavior when gravity is the only ambient force. A
straight-line fit to the measured points yields the zero applied
field intercept and hence the ambient force. Their null result
was the average of 11 data sets using applied fields with magni-
tudes less than 2.5X10 ' V/m. Reproduced from the pub-
lished data of Witteborn and Fairbank (1967).

tamination; this is known as the patch effect (Herring and
Nichols, 1949). Typically, observed surface-potential
variations range from 0.01—0.1 V. Even for a perfectly
uniform surface, additional gravity-induced electric fields
are expected. In essence, these arise because gravity
redistributes the electrons and ions in the drift-tube
walls. These effects will be discussed in detail in Secs. V
and VI.

Clearly, the composition of the drift tube's surface is of
great importance. Made of electroformed OFHC copper,
the drift tube was required to have very uniform interior
dimensions and an amorphous surface to reduce the size
of patches and hence the magnitude of axial patch fields
(see Sec. V). Extended exposure to air allowed a surface
layer of contaminants, 20—50 A thick, to form, including
oxide, traces of carbon, sulphur, and chlorine (Hanni and
Madey, 1978); other oxidation data, though, would sug-
gest a layer at least 100—200 A thick (Cabrera and Mott,
1949). Surface texture variations were present with crys-
tallite sizes below 1 pm. The drift tube was baked to
100 C in vacuum, driving off adsorbed water vapor; how-
ever, most of the contaminant layer would have
remained, since much higher temperatures and ion bom-
bardment are required to produce an atomically clean
surface (Delchar, 1971). Although the underlying copper
is polycrystalline, the relatively large thickness (com-
pared to interatomic dimensions) and complex chemistry
of the contaminant layer would make the surface nearly
amorphous, as intended.

The Stanford group were well aware of the limitations
imposed by patch fields, axial potential variations of or-
der 10 V were expected, producing forces 10 larger
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than gravity. However, in a feasibility experiment, Wit-
teborn (1965) found that he could measure electrons with
energies as low as 10 " eV, suggesting that the patch
effect was not present, possibly due to masking by the
preferential adsorption of contaminants on the drift-tube
surface.

Before WF, Schiff and Barnhill (1966) calculated the
vertical gravity-induced electric field in the drift tube to
be EsB= —(mg/e)z (henceforth referred to as the SB
field), where z is a unit vector in the upward direction.
Such a field is expected to be generated within the drift-
tube walls to balance the force of gravity on the electrons
in the walls; consequently, it should also exactly cancel
the force of gravity on free electrons traveling along the
drift-tube axis. We note that the mass that enters the
Schiff-Barnhill equation is in fact the gravitational mass
of electrons mG(e ), and that in the ideal case where all
other forces are negligible, a null force result would al-
ways be obtained for electrons even if, for some reason,
electrons did not obey the equivalence principle. Mea-
surements on a positron are expected to yield a nonzero
acceleration, since, in the above ideal case, the net force
would be —[mG(e )+mG(e+)]gz. Thus only the sum
of the electron's and positron's gravitational masses can
be determined. Assuming both particles obey the
equivalence principle, the positron would fall with ac-
celeration 2g. The WF result was that electrons in their
drift tube had an acceleration of 0+0.09g (Fig. 3), per-
fectly consistent with the presence of the SB field and the
absence of the patch effect. As noted by them, this result
proves only that the force of gravity on electrons in the
wall of the drift tube is the same as that on free electrons
on the axis.

However, soon after, Dessler et al. (1968, henceforth
referred to as DMRT published their calculation of the
gravity-induced electric field, finding in addition to the
SB field an upward field EDMrT=y(Mg/e)z (the DMRT
field), where M is the atomic mass (of Cu in this case) and

y is a constant of order 0.1. This field arises from the
differential compression of the drift tube as it supports its
own weight. Since M/m =10, the DMRT field should
have overwhelmed gravity and the SB field in the WF ex-
periment. Herring (1968) reconciled the two calcula-
tions, and it is now generally agreed (Schiff, 1970) that
the DMRT calculation is essentially correct. It would
seem then that either the DMRT and patch fields were
being simultaneously masked or shielded, or something
was amiss in the experiment. In the former case, the
shielding effect must be very selective, since the SB field
and fields produced by running electric currents up the
tube were not shielded.

Suspecting that the low temperature (4.2 K) used in
the WF experiment might be responsible in some way for
the absence of the large fields, Lockhart, Witteborn, and
Fairbank (1977, henceforth referred to as LWF) repeated
the experiment at temperatures ranging from 4.2 to 300
K, finding a sharp transition in the force on electrons at
4.5 K (Fig. 4). At 4.2 K the results were consistent with

10
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FIT&. 4. Temperature dependence of the ambient force on elec-
trons in the drift tube, showing evidence for a temperature-
dependent shielding effect. Reproduced from the published
data of Lockhart, Witteborn, and Fairbank (1977).

WF, but above 4.5 K the force was consistent with the
estimates for the patch and DMRT fields. Thus the suc-
cess of the 1967 experiment was attributed to a fortuitous
and selective temperature-dependent shielding effect.

Various theoretical proposals have been unable to pre-
dict a shielding effect with a 4.5-K transition temperature
(Schiff, 1970; Trammell and Rorschach, 1970; Hanni and
Madey, 1978; Hutson, 1978; Bardeen, 1982). Indepen-
dent experiments (Free et al. , 1979; Rzchowski et al. ,
1987), including those conducted in our group (Darling,
1989 and Rossi, 1991,which will be the subjects of future
papers), have not revealed such a shielding effect. Re-
cently, however, the original 1977 data has been partially
retracted (Lockhart et al. , 1991). This aspect of the
drift-tube experiments remains somewhat controversial,
since the unambiguous interpretation of future results for
positrons and antiprotons relies on this effect.

The positron version of the experiment has not been
completed due to the difficulties in obtaining a suitable
source of slow positrons. Fairbank et aL (1974) and
Henderson and Fairbank (1984) discuss these efforts.

The antiproton drift-tube experiment, to be conducted
at CERN, has not yet reached the operational stage; the
reader is referred to the extensive review by Beverini
et al. (1986; see also Brown et al. , 1990). In essence, five
MeV antiprotons from LEAR are to be cooled in a num-
ber of stages to temperatures ranging from 4 to 10 K,
held in a launching trap, and then released into the drift
tube, approximately 100 at a time. One option being
considered is to launch the particles downwards instead
of upwards. The force of gravity on antiprotons is
—1.0X 10 eV/m. Of the 100 launched, only one is ex-
pected to be in the useful low-energy range ( (10 eV)
that is sensitive to gravity. A significant advantage of
this experiment is that antiprotons are less sensitive to
ambient electric fields than electrons by a factor of 1836,
the ratio of their masses. Even so, if the DMRT and
patch fields are present as predicted, the resulting force
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would still be comparable to or exceed gravity. However,
only a di6'erential measurement between antiprotons and
H is proposed. These ions provide a calibration stan-
dard, with almost identical electromagnetic properties to
antiprotons, which may be used to map out and correct
for electromagnetic field e8'ects within the drift tube.
Preliminary measurements are proposed with heavier
ions, which may help to verify and elucidate the shielding
eA'ect claimed by the Stanford group.

Table I summarizes some important characteristics of
the two drift-tube experiments. In the following sections
we examine the interactions experienced by charged par-
ticles in such apparatus.

III. INTERACTIONS OF A CHARGED PARTICLE

dies" by which charged particles are coupled to the exter-
nal world. In the rest of this and subsequent sections, we
shall investigate each of these couplings in turn.

A. Gravitational

The term "gravitational" in the above list refers to
nonelectromagnetic interactions of adequate range. In
the absence of nonstandard phenomena, the gravitational
force on a nonrelativistic particle is given by

Fg =tPlg

where g is the gravitational field. In terms of the gravita-
tional potential g, g is given by

A charged particle is coupled to its environment by gZ (3.2)

(a) the gravitational field through its mass I,
(b) the electric field through its charge q,
(c) electric-field gradients through its polarizability a„
(d) the magnetic field through its charge and velocity

V,
(e) magnetic-field gradients through its magnetic mo-

ment p and diamagnetic polarizability o.

(f) radiation through the photon cross section, o.„and
(g) residual gas scattering through the cross section,

Og.

We believe that (a) —(g) exhaustively lists all the "han-

B. Electrical

Unwanted electrical interactions are by far the most
serious problem in free-falling charge experiments. The
magnitude of the electric field that just balances gravity
is given by

E =mg/e

0.56X 10 ' V/m (electrons)

1.02 X 10 V/m (protons)

TABLE I. Characteristics of the drift-tube experiments.

Status

Experimental parameter Stanford experiments (electrons)

Electron experiments completed; positron
experiment under review

Los Alamos/CERN Experiments
(antiprotons/H )

Under development

Gravitational force, —kg —0.56 X 10 ' eV/m —1.02 X 10 eV/m

Drift-tube height, H
Drift-tube radius, R
Drift-tube composition

0.91 m
2.5 cm
Polycrystalline-oxidized copper

1 —2 m
1—2 cm
Bronze, various surface coatings under
review

Critical speed,
U, (H =1 m, a =9.8 m/s )

TOF cutoff time,
t, (H =1 m, a =9.8 m/s )

4.43 m/s

0.45 s

4.43 m/s

0..45 s

Axial magnetic guide field, B,
Cathode magnetic field

20—40 G
3—5 kG

10—50 ko
Not used

Particle source
Number of particles launched per pulse
Kinetic temperature of particles
Particle detector

Cold cathode
=10
=3000 K, cooling somewhat after emission
Vhndowless electron multiplier

LEAR, deceleration and cooling stages
= 100
4—10 K
Microchannel plate

Drift-tube temperature
Vacuum

4.2 K
usually & 10 ' Torr

4.2 K
& 10 ' Torr
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The function of the metal drift tube is to provide elec-
trostatic shielding. However, a charged particle inside
the drift tube creates and is attracted to its image charge.
For a particle on the axis of a perfect infinitely long
cylinder, image-charge forces are balanced by symmetry.
The particle is, however, unstable against radial attrac-
tion and must be maintained on axis by a longitudinal
magnetic field (Sec. III.D).

A cylinder of finite length allows some external field
leakage at the ends, reducing the effectively shielded
length of the tube from its physical length, H, by about
the tube's diameter, 2R, at either end for H ))R (Wit-
teborn, 1965).

The drift tube must have a uniform interior diameter,
since the charged particle will be attracted by regions of
smaller diameter. The electrostatic potential energy of a
particle of charge q on the axis of an infinitely long per-
fect cylinder can be shown to be given by

V = —C)q /4m. c.pR,

C, = f der/~ID(co) =0.4353,
0

(3.4a)

(3.4b)

« mg, (3.5)

which is required to be much smaller than the gravita-
tional force. Thus, for H =1 m and R =2 cm, the uni-
formity required is of order

36 pm (electrons)6R«' 6.5 cm (protons) (3.6)

both of which are achievable.
The particle may move oF axis if the guiding magnetic

field is not perfectly aligned with the axis of the drift tube
or if the field is not uniform. For an off-axis particle at
radial coordinate p, the radial force may be shown to be
given by

F =C2(p/R)q /4~eoR, p&&R,

C2—:f co des/BIO(a))I, (co)= 1.0027 .
0

(3.7a)

(3.7b)

If we require the work done in displacing the charge
from the axis to p=5p to be much smaller than mgH,
then, for the previous values of H and R, we require

0.08 cm (electrons)
5 « 3 cm (protons) (3.8)

Such alignment of the guide solenoid and its intrinsic
magnetic field is easily achieved. However, ambient field
variations may cause significant deviations; we examine
this in Sec. III.D.

Mutual repulsion limits the linear density of particles

where Ip is the modified Bessel function of zeroth order.
If we consider a tapered cylinder with radius R at z =0,
increasing to R +5R at z =H, then the axial force is
given by

F, —= —dV/dz = —C, q 5R/4~EOR H

along the drift-tube axis. Witteborn (1965) estimated the
electrostatic interaction energy between two particles
separated by z& on the axis of a long cylinder as

b, U=q e ' /(0. 648)2irc.oR (zi )R)

« mgH (3.9)

requiring

7 cm (electrons)
z &)'

0.6 cm (protons) (3.10)

In the Stanford experiments, low-energy magnetic
ground-state electrons were quickly spatially segregated,
leaving at most one such electron in the drift tube at a
time. In the Los Alamos/CERN experiment, of the 100
or so particles launched, most passed through the drift
tube very quickly, again leaving only about one slow par-
ticle in the drift tube.

As the charged particle traverses the drift tube, its im-
age charge follows, generating currents within the drift
tube. In Sec. VIII we consider the dissipative forces asso-
ciated with these image-charge currents.

Electric fields inside the drift tube may also arise from
the following efFects involving the drift tube, which we
discuss in later sections:

(a) contact potential patches due to crystal facets and
nonuniform contamination (Sec. V),

(b) gravity-induced electric fields: the Schiff-Barnhill
effect and the DMRT field (Sec. VI), and

(c) fields induced by thermal gradients (Sec. VII).

C. Electric-Seld gradients

Electric-field gradients can in principle exert additional
forces on polarizable systems. The only significantly po-
larizable system under consideration is the negative hy-
drogen ion, for which we give an order-of-magnitude
force estimate. We start with the force equation

F =+EVE. (3.11)

lF. /F, I
=2.74 X 10-"lE.qP, l, (3.12)

where E is in volts/meter, and 7'E in volts/meter . Even
with the very large values of E =10 V/m and VE =10
V/m, we see that lF /F

l
=3x10 «1; hence

electric-field-gradient forces are negligible.

O. Magnetic field

For image-charge forces to be negligible, the axial
guide magnetic field must maintain the charged particles

We estimate the polarizability a, by a, =(eao)2/be,
where ap is the Bohr radius of hydrogen, and Ac, is the
energy required to excite the lowest opposite parity state.
Taking hc as 0.1 eV, we find
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su%ciently close to the drift-tube axis, as estimated by 6p
in Eq. (3.8). The guide solenoid and its field 8 can be ac-
curately aligned with the drift-tube axis to angles smaller
than 5p/H; moreover, solenoids with homogeneities
better than about 1 part in 10 are commercially avail-
able. However, without elaborate magnetic shielding,
ambient transverse magnetic-field variations of order
B'=10 mG can be expected, in which case the net mag-
netic field may guide the particles suIIIiciently far oF axis
for image forces to become significant. Thus B must be
large enough that 8'/B ((5p/H, which implies

13 G (electrons)
0.3 G (protons) (3.13)

In the Stanford experiments, guide fields from 20—40
G were used; in the Los Alamos/CERN experiment, a
field of 10—50 kG, much larger than estimated above, is
required to reduce the eFects of magnetic-field gradients
(Sec. III.E).

Charged particles are constrained to move in helixes
around the magnetic-field lines, in which they are free to
respond to axial forces. Classically, the radius of the
helix is given by

r =m V, /eB

1. Paramagnetism

The z-directed force on the particle due to the
magnetic-field gradient dB, /Bz is given by

aB,
Fz pz az

(3.15)

p, =2@~(n+—,'+—,'y), n =0, 1,2, . . . , (3.16)

p =eA/2m (3.17)

is the Bohr magneton in the case of electrons, or the nu-
clear magneton in the case of protons, and

~B, ~
&& ~8~~. All the particles of interest possess a mag-

netic moment p, due to their quantized orbital motion in
the magnetic field and due to their intrinsic spin, which
results in attraction to regions of higher magnetic-field
density (paramagnetism). In the H ion, the two elec-
tron spins are antiparallel, so that its magnetic moment is
the same as for a proton; but the electrons are anticorre-
lated in their orbits, which also results in diamagnetic be-
havior (Beverini et al. , 1986).

28 nm (8 =20 G) (electrons)
C

21 nm (8 =50 kG) (protons) ' (3.14) 1.001 159 (electrons)
2.792 844 (protons) (3.18)

where V, =10 m/s is a typical transverse velocity for
slow particles of interest. Thus the charged particles fol-
low the magnetic-field lines very closely by comparison
with the scale of typical apparatus.

is due to the spin.
For a group of particles emitted with kinetic tempera-

ture T, the average orbital quantum number is given by

E. Magnetic-field gradients
n =kT/Ace, ,

where the cyclotron frequency co, is given by

(3.19)

Let Us assume that 8 is almost parallel to the gravita-
tional field g, which defines the z axis of a cylindrical
coordinate system. We assume that B has a small gra-
dient in the z direction; i.e., 8=B,z+8 p with

~, =e[8, [/m . (3.20)

The ratio of the magnetic force to that of gravity is
given by

(2. 1 X 10 m/T)(n + —,'+y/2)M, /Bz (electrons)

(0.62 m/T)(n + —,'+y/2)M, /Bz (protons)
IF /F I=. (3.21)

Electrons are emitted with T=3000 K, characteristic
of the cold cathode (Witteborn and Fairbank, 1977), al-
though some cooling takes place as the electrons interact
via Coulomb repulsion. With resistive cooling, antipro-
tons and H ions are expected to be produced with
T=4—10 K (Beverini et a/. , 1986). In all cases, for all
practicable sizes of magnetic field, it may be shown that
n ))1.

For the majority of emitted electrons then, the condi-
tion ~F, /E~ ~

((1 requires an unachievable field uniformi-
ty. However, electrons in the magnetic ground state,

where n =0 and the spin is antiparallel, are particularly
insensitive since (n + z+y/2) =5.8 X 10, requiring an

easily achievable BB,/Bz &&8 gauss/m. In the Stanford
experiments, ground-state electrons are spatially segre-
gated from all others by employing a large magnetic-field
gradient localized near the emitter (Fig. 1). All non-
ground-state electrons are thus quickly accelerated
through the system, while the ground-state electrons are
slightly decelerated. A disadvantage of this approach is
that a large number of launches are required for good
statistics, since there is at most one such electron per 10
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]=(842 m/K)T
B, Bz

(3.22)

Cxiven that a uniformity of ~(c)B,/c)z)/B,
~
=10 /m is

achievable, particularly if a very large field is used to
counter ambient field variations, then T «120 K is re-
quired. This is one of the reasons for cooling the antipro-
tons and H below 10 K. In addition, the distribution of
n values produces smearing of the TOF distribution, par-
ticularly near cutoff. By using a very large field, B,=50
kG, and T & 10 K, n is decreased and the distribution of
n values is more peaked, resulting in less smearing
(Beverini et al. , 1986).

2. Diamagnetism

The diamagnetic behavior of the H ion causes it to be
repelled from regions of high magnetic energy density.

launched.
For protons, the possible values of (n + —,'+y/2) would

not allow the Stanford technique to be successfully em-
ployed. Setting (n +—,

' +y/2) =n, we have

~F /F ~= T 1aB
mg B, Bz

This diamagnetism is due mainly to its charge radius. In
terms of the diamagnetic polarizability a, the diamag-
netic force is given by

F, =(a /po)B, (dB, /dz), (3.23)

where po is the permeability of free space. The polariza-
bility is given as follows,

a = —(4m. /3)aoa (r/ao) (3.24)

where the root-mean-square radius r is of order ao, the
Bohr radius, and a is the fine-structure constant. Then

~F, /F ~

=(1.6X10 m/T )B,(M, /c)z) . (3.25)

This force is negligible in comparison with that due to p,
for all practicable conditions. Thus H ions very closely
simulate the electromagnetic properties of antiprotons.

3. Temporal stability

Temporal variations in B, are less critical. We can es-
timate the required stability by substituting
dB, /dz=(dB, )at)/(dz/dt)((dB, /dt)/v, into Eq.
(3.21), where v, =(2Hg)' =4.43 m/s. Even if we set
(n + ,'+y /2) =—n for both electrons and protons, then Eq.
(3.21) yields

c)B, 3X10 /hour (T =3000 K) (electrons)
5/hour ( T =4.2 K) (protons) (3.26)

while the requirement for magnetic ground-state elec-
trons is even less stringent than for protons above. Since

super conducting solenoids with a persistence of
10 /hour are available, we see that the temporal stabili-

ty of B, poses no significant problem.

F. Radiation pressure

If S is the radiant power per unit area traveling in a
fixed direction, given by Stefan's law, the force it exerts
on a particle of radiation cross section o.„ is

COor=oo
(cvo —cv')'+ (ycv)'

(3.30)

cross section is much larger than that of the proton, ii
can be shown that even for room-temperature radiation,
I', is insignificant compared to gravity for both particles.

For the case of radiation scattering from a bound elec-
tron in an atomic system, such as the negative hydrogen
ion, the cross section is given by the Rayleigh scattering
formula modified to include radiation damping (Sakurai,
1967, Secs. 2—6). Specifically,

F„=(S/c)cr„. (3.27)

o.„=(8m. /3)r, —:o o, (3.28)

where

For the scattering of photons of energy Ace « mc from a
free point particle of charge e and mass m, o.„ is given by
the Thomson scattering formula (Sakurai, 1967, Secs.
2 —5),

where o.
o is the Thomson scattering cross section and A'coo

is the energy of the lowest excited atomic state coupled to
the ground state by a dipole transition. The cross section
rises as co to a peak at su=coo with width-at-half-height
(due to radiation damping) of y=(2/3)cv (r, /c).

For the case of thermal radiation at temperature T,
with a worst-case solid angle of 2~, we expect a radiation
force

r, =e /4m. come (3.29)

is the classical radius of the particle. While the electron
F„=2~ cr „(co)

'JT A6) dco

(2vrc) (e" " —1)
(3.31)
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o.(b, V ):—pro .The mean time between such scatters is
q

given by r= 1/noVH„where n is the number density of
gas atoms given by the ideal-gas formula P =nkT, where
P is the pressure. Assuming a Maxwellian distribution
for the helium atom velocities, VH, =(gkT/mMH, )'
where MH, is the mass of a helium atom. The energy im-

parted by the collision is given by EE=m(b, V~) /2.
Thus ~ is given by

10

10

E 10 '
10

o 10
~=(6.0X10 )T (mbE)' /P s . (4 3)

For electrons, T =4.2 K P 10
—i2 Torr, and

AE =10 " eV, we find ~=1.5 s, larger than t, =0.43 s
for a =g =9.8 m/s and H =0.91 m, but a lower pres-
sure would be preferable. Protons are much less sensi-
tive; for the same values of temperature and pressure and
b,E =10 eV (a 1% measurement), we find r=30 s, and
even longer at the vacuum necessary for an acceptable
annihilation rate.

If the pressure is high enough that ~(t„ then there
would be significant smearing of the TOF distribution,
especially near t, . We illustrate in Fig. 7 the results of a
Monte Carlo computer simulation of gas scattering at
various pressures. Note the increased cutoff times at
higher pressures and the similarity between the results
for a =g and a =0 at P = 10 ' Torr.

An expression may be derived for the minimum detect-

10

0 1

10 100
Temperature (K)

FIG. 8. Minimum detectable uniform ambient force F;„as a
function of temperature and pressure, due to helium gas scatter-
ing in the drift tube. The solid lines apply to electrons, the
dashed lines to protons. Forces below the diagonal lines cannot
be reliably measured.

able uniform force acting on the charged particle, I'

by setting ~= t, and equating the energy imparted by the
collision to the work done on the particle by the uniform
force over the length of the drift tube. Figure 8 shows
this estimated scattering limit as a function of tempera-
ture and pressure for electrons and protons; uniform am-
bient forces well below F;„cannot be reliably measured.
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V. SURFACE PATCH POTENTIALS

A. Effects on time of flight

t = I dz[e —q4(z)] (5.1)

Surfaces of metals may exhibit patches of different
electric potential due either to the presence of crystal
facets of different work functions or to regions with ad-
sorbed surface contaminants, collectively known as the
patch effect. We thus expect a spatially random electric
potential along the axis of a drift tube. To investigate
whether the large number of Auctuations along the tube
integrate to cause a significant effect, we consider the en-
ergy integral for the time of flight t of a particle of charge
q and total energy c moving vertically in a tube of height
H, where at each point the total potential q@(z)(E:

i 1/2

FIG. 7. Monte Carlo simulations of the effects of helium gas
scattering on the time-of-Aight (TOF) distribution of electrons,
for various gas pressures P. H=0. 9 m and T=4.2 K. The
sharp cutoff at low TOF is due to an upper bound on the initial
velocities generated. The dotted line indicates the normal cutoff
time t, =&2H/a when a =g. (a) a =9.8 m/s, showing the ex-

pected clear cutoff at t, for P =10 ' Torr, but with increased
smearing at higher pressures. (b) a =0 (except for top plot
where a =9.8 m/s for reference); at 10 ' Torr there is no
cutoff, as expected.

Expanding the integrand in [q4(z)/E], we find

t =(m/2e)' dz 1+ 1 qN(z) + 3 q@(z)
0

'
2 6 8

15 q C&(z)

64

3

(5.2)

The potential may be written as the sum of a smooth po-
tential @,(z), including that due to gravity, and the ran-
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dom potential 4&„(z),
@RMS ~0 /+jef' (5.9)

N(z)=4, (z)+4„(z) .

1 q@„(z)
At„=(m/2e)'~ f dz

0 2 E

6 q 4, (z)4'„(z)+—
8 @2

The change of the time of Aight due to @, is then

(5.3)

ltl, it=(R/w) /C (5.10)

where V0 is the rms surface potential, and X,z is the
effective number of patches contributing to the potential
on axis, given by

3 q N„(z)+- + ~ ~ ~

8 ~2

e'(C „') « 1
16 (mgH)

(5.5)

where c.=mgH has been used. Thus, for H = 1 m, we re-
quire

The first term in the expansion (5.4) may average to
zero over the distance H; however, the even terms will al-
ways contribute to the time of Aight. In particular, the
third term is related to the mean-square potential on axis,
(4„). Comparing its contribution, b, t„', with t„ for the
case when gravity is the only force, we require

where w is a characteristic length scale for patches,
which is dependent on the specific model chosen for the
patches. The constant C has been calculated as 0.61
(Witteborn), 0.33 (Rzchowski and Henderson), and 0.66
(Opat et al. ). Thus we may write

r

w
+RMS C

R VO (5.11)

showing the attenuation produced when w «R.
For atomically clean surfaces, the variations between

crystal facets are typically V0=0. 1 V. However, oxide
layers and other surface contamination generally reduce
these to V0=0.01 V (Darling, 1989). Taking R =2 cm,
V0=0.01 V, and C =0.66, we find

NRMs=+(@„) «0. 1 nV (electrons),

«0.2 pV (protons) . (5.6)

0.33 nV w =10 A
().33 pV ia = 1 pm
3.3 mV w =1 cm .

(5.12)

B. Estimates of axial potential variations

To calculate the expected value of NRMs, we consider a
cylinder of infinite length and radius R, which has a po-
tential distribution 4&„(R,9,z) on its interior surface,
which can later be set to zero outside the range 0 &z & H.
The potential on the axis of the cylinder may be shown
(Rzchowski and Henderson, 1988; Opat, Moorhead, and
Rossi, 1990) to be given by

@„(z)=f f g(z —z')e„(R,e', z'), (5.7)

where

ik(z —z')

g(z —z')—:R f oo 2 tr o
(5.8)

and Io(kR) is the modified Bessel function of zeroth or-
der (Abramowicz and Stegun, 1965).

Equation (5.7) shows that the axial potential is formed
by averaging the surface potential around the tube and
convoluting the resulting average with the smoothing
function g (z —z'). This smoothing function vanishes
with exponential rapidity as ~z

—z'~/R becomes large.
Thus surface potentials at points much farther than a ra-
dius from the axial point do not contribute to the poten-
tial at that point significantly.

After invoking a model (normal Gaussian distribution)
for the random surface potential, 4„(R,O, z), various au-
thors (Witteborn, 1965; Rzchowski and Henderson, 1988;
Opat et al. , 1990) have deduced the rms potential on axis
to be given by

Thus experiments with electrons require patch sizes of
order atomic dimensions, while those with protons re-
quire patch sizes much smaller than 1 pm.

In the Stanford experiments on electrons, crystallites
under 1 pm size were visible on the drift-tube surface,
which appears to place @RMs at odds with their having
measured electrons with energies as low as 10 " eV.
However, exposure to air would have produced an amor-
phous surface contaminant layer which appears to mask
the underlying crystal structure (Darling, 1989), possibly
reducing the patch size to atomic dimensions and possi-
bly also reducing V0. The temperature-dependent shield-
ing effect claimed by LWF may also be responsible. Vari-
ous surface coatings and preparation techniques are un-
der investigation by the Los Alamos/CERN group. We
stress that it is essential to keep both w and V0 as small
as possible. While surface contamination may mask un-
derlying crystal structure, it also produces small surface-
potential variations of order mVs over centimeter length
scales, quite unrelated to the underlying structure (Park-
er and Warren, 1962; Rossi, 1991). Even with Vo=0. 1

mV, for w = 1 cm @RMs 3 PV much too la g ev n
for protons.

Vl ~ GRAVITY-INDUCED ELECTRIC FIELD

A. Theory

The gravity-induced electric field external to a metallic
conductor has been investigated by several authors
[Schiff ancl Barnhill, 1966; Dessler et al. (DMRT), 1968;
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Herring, 1968; Peshkin, 1968, 1969; Schiff, 1970; Kogan,
1972]. Some of these results were briefly discussed in re-
lation to the Stanford experimental results in Sec. II.
Theoretically, the problem consists of adequately describ-
ing the surface region of the metal, where the full three-
dimensional symmetry of the interior crystal lattice is
lost. This problem is compounded when analyzing real
metal surfaces, which are almost invariably contaminated
by oxide layers and other adsorbed species.

As previously noted, the gravity-induced electric field
arises because gravity redistributes the electrons and nu-
clei in a supported metal object. The clearest and most
concise formulations of this problem are those of DMRT
(1968) and Herring (1968). We review these calculations
below and partially extend them in light of a more
modern understanding of metal surfaces.

The equilibrium state of the conductor, at constant
temperature and volume, can be determined by the con-
dition that the Helmholtz free energy, suitably general-
ized to include gravitational potential energy, is mini-
mized. The system is then characterized by a complete
chemical potential of the electrons that is constant
throughout the conductor. Here, the complete chemical
potential p is a generalization of the electrochemical po-
tential and includes the gravitational potential energy of
the electrons, mg=mgz, where z is the vertical height.
Thus p is given by

(6.1)

where p is the ordinary chemical potential (containing ki-
netic, exchange, and correlation contributions to the elec-
tron energy), and —eP;„, is the internal electrostatic po-
tential energy, averaged over distance scales larger than
the screening length but much smaller than the size of
the conductor. %"e take the energy of an isolated elec-
tron at rest at infinity to be zero.

The internal electric field can be calculated by taking
the gradient of Eq. (6.1) and noting that UP =0, viz. ,

Qf particular relevance to the drift-tube experiments is
the external electrostatic potential P,„,. The calculation
of the electrostatic potential is complicated at the surface
region of the Inetal, which extends of order a Fermi
wavelength (4.6 A for copper) on either side of the last
ion at the surface (Wigner and Bardeen, 1935; Bardeen,
1936; Herring and Nichols, 1949; Lang and Kohn, 1971).
We will show that P,„, is related to the work function 8'
of the surface.

Consider two points, x, +n5, symmetrically placed
about the surface charge at x„where n is a unit vector
normal to the surface. The distance 5 is chosen to be
larger than the characteristic depth of the surface region,
in particular, su%ciently large that the image potential
for an electron at the exterior point is negligible. At the
interior point, P;„, is given by Eq. (6.1). We know from
classical electrostatics that the only reason P,„„atthe ex-

terior point, differs from P;„„atthe interior point, is that
there is some effective surface dipole-moment density in
between which displaces the electrostatic potential on ei-
ther side, viz.

P,„,(x, +n5) —P;„,(x, —n5) = D(x, )

E,p
(6.3)

where D is the normal component of the surface dipole-
moment density and cp is the permittivity of free space.
Substituting for P;„,from (6.1), we have

eP—,„,(x, +n5) = —Ig(x, —n5)

D(x, )+ —e
E,p

—p(x, —n5) +P .

(6.4)

For the distance scales chosen above, the bracketed term
in (6.4) may be identified as the work function of the met-
al, viz. ,

W(x, )= —e
D(x, )

Ep

—p(x, —n5)

= b,@(x,) —p(x, —n5), (6.5)

—eP,„,(x, +n5) = —m f(x, —n5)+ W(x, )+P . (6.6)

The determination of the potential in the space exter-
nal to the conductor requires the value of the potential
on the boundary. This potential boundary value is pro-
vided by Eq. (6.6). The tangential component of the
external electric field, just outside the surface, is immedi-
ately given by

t E,„,—:—t Vg,„,=t g+ —VW
e e

(6.7)

where t is a unit vector tangent to the surface.
The first term in Eq. (6.2) is the Schiff-Barnhill field,

discussed in Sec. II. It reAects the fact that, in the ab-
sence of any deformation of the crystal lattice or redistri-
bution of the nuclei, an electric field Inust be set up by a
redistribution of the electrons to balance the force of

where AN= —eD/cp is the energy expended by an elec-
tron in going through the dipole layer. This definition of
the work function corresponds to the minimum energy
required, on average, to remove an electron from the in-
terior to rest just outside the surface region.

The p(x, —n5) component of W reflects the state of
the interior of the metal, while D (x, ) reflects the state of
the surface and the result of the evanescent wave func-
tions of electrons tunneling into the vacuum. We note
that in addition to gravitational effects, 8' contains the
variation of D (x, ) over the crystal facets and due to ad-
sorbed dipoles from contamination (the patch effect), as
discussed in Sec. V.

From Eqs. (6.4) and (6.5), the external electrostatic po-
tential is given by
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gravity on them. The e6'ect is analogous to the accelera-
tion induced emf in electron-inertia experiments (Davis
and Opat, 1988; Moorhead, 1991). This field is continued
just outside the surface in Eq. (6.7), as is evident from the
arguments leading to Eq. (6.3).

Equation (6.7) implies that mhateuer else happens to
the distribution of electrons and nuclei under gravity, it
must be reAected in a change in the work function. Al-
though we are still left with the dificult task of determin-
ing exactly how gravity produces a gradient in the work
function, it can nevertheless be determined experimental-
ly. The second term in Eq. (6.7) corresponds to a con-
tinuous contact potential variation along the surface and
can be investigated by a contact potential measurement
that reproduces the eAect of gravity on the conductor.

An exact first-principles quantum-mechanical treat-
ment of 8' would be a formidable task even for an ideal
metal surface, let alone one coated with oxide or other
contaminants, as was the case in the drift tube used in the
Stanford experiments. We can, however, qualitatively
describe the physical eAects involved.

Firstly, there will be a nonuniform deformation of the
metallic lattice calculable by elasticity theory. In such
deformation, the mobile conduction electrons will closely
follow the distribution of positive ions; otherwise, huge
electric fields would result (DMRT, 1968). In turn, this
will produce gradients in p in the interior as a result of
the deformation of the primitive cell, with the change in
density likely to dominate. Because the internal poten-
tials are altered, the tunneling into the vacuum, and
hence D, will change. D is also changed because the de-
formation changes the areal density of the dipole mo-
ments. All of these perturbations will alter p. The
mobile conduction electrons will respond, creating a net
surface charge whose electric field makes p, constant
throughout the system.

Secondly, as gravity shifts the position of the heavier
nucleus away from the center of is tightly bound cloud of
core electrons, the ion will become polarized. , thereby
creating an additional electric field. A model including
this effect was investigated by Shegelski (1982), who
found that this polarization field was canceled by an ad-
ditional field generated by the conduction electrons. We
can understand this simply as a manifestation of the very
e%cient screening provided by the conduction electrons
to any charge perturbation in the system. Thus no net
electric field is expected from this eItect.

u=—gu;;= (z H—), (6.8)

n =no(1 —u),
where u,. is the strain tensor, u is the dilation, K is the
bulk modulus of compressibility, p is the mass density,
and no and n are the number density of atoms before and
after deformation. Assuming that 8'varies only with di-
lation, the second term in (6.7) is given by

1 BR' Mg=y
e Bz e

where

(6.10)

~o 88"
3X au

(6.11)

and M is the atomic mass. This is the DMRT field,
which is proportional to the strain derivative of the work
function.

It is convenient to express 88'/Bu in terms of the den-
sity parameter r„ the Wigner-Seitz radius,

n '=-'mr 3
e 3 s (6.12)

where n, is the average concentration of conduction elec-
trons. Then

88' ~s BW
Bu 3 Br

(6.13)

nors 38'
9K ar,

(6.14)

A naive fixed potential-well model of the work func-
tion would ignore the changes in D and take p as the
free-electron Fermi kinetic energy, c.F:

p =cF—constant,

where

9m.
CF=

2m 4

' 2/3
—2

rs (6.15)

For a vertically standing drift tube, sufFiciently far
from the supports, the deformation consists of longitudi-
nal compression that varies linearly with height. Solu-
tion of the elasticity equations finally yields

B. Estimates of the fields

As noted in Sec. II, Schiff and Barnhill (1966) deduced
only the first term in Eq. (6.7), which places the vertical
field at —5.6X 10 "V/m. DMRT found in addition the
second term in Eq. (6.7) due to the work function, es-
timating it to be much larger Herring .(1968) pointed out
an omission in the SchiA'-Barnhill calculation, and it is
now generally agreed (Schiff; 1970) that the DMRT cal-
culation is essentially correct.

Figure 9 shows the density dependence of cF. From the
above equations we deduce that

2no

9E " (6.16)

The data for copper (Kittel, 1976) imply y=0. 15. This
would make the DMRT field about 18000 times larger
than the SchifT'-Barnhill field.

DMRT considered a more accurate expression for p
from Wigner and Bardeen (1935; Bardeen, 1936) and es-
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FIG. 9. Density dependence of the work function of jellium
and its components. 8 =6@—p, where AW= —ea/c. o. The
Wigner-Seitz radius is given by r, =(3/4mn, )' ', where n, is the
number density of conduction electrons in the bulk, and is usu-

0

ally expressed in units of ao=0. 5 A, the Bohr radius. Plotted
from the tabulated data of Lang and Kohn (1971), of Lang (in
Lundqvist and March, 1983), and of Perdew and Wang (1988).

timated D and its dependence on density from Herring
and Nichols (1949). They concluded that this would
lower y from the free-electron estimate but, barring ac-
cidental cancellation between D and p, would still leave a
field orders of magnitude larger than the Schiff-Barnhill
field. .

In fact, modern density-functional theory, using the
jellium model for a metal surface, predicts that y may be
much smaller. Heine and Hodges (1972) have discussed
the physical reasons for there being a large degree of can-
cellation between the components of 8' AN, and p in Eq.
(6.5). If p increases, raising the internal electron levels
closer to the vacuum, the electrons tunnel further out,
making D more negative. Thus AN increases and com-
pensates for p. This is evident in Fig. 9, taken from the
calculations of Lang and Kohn (1971) for W and its com-
ponents, including the high-density results of Perdew and
Wang (1988). While 6@ and p vary considerably, 8' is
relatively insensitive to density. These calculations pre-
dict that BS'/Br„and hence y, is zero for certain densi-
ties [(r, /ao) =0.6, 1.0, 1.8, where ao =0.53 A is the Bohr
radius], in which case the DMRT field is zero. For
copper (r, /ao)=2. 67 and BW/B(r, a/)o= —0.44 eV.
Thus y = —0.013, an order of magnitude smaller and of
opposite sign to the previous estimate. This still leaves
the DMRT field about 1500 times larger than the Schiff-
Barnhill field and so shouM dominate over the force of
gravity in drift-tube experiments with electrons. For an-
tiprotons it would be slightly smaller.

The density-functional/jellium calculations have had
great success in predicting the properties of simple met-
als. For the transition and noble metals it is not expected
to be as accurate; e.g. , the predicted work function for
copper is about 20% lower than experimentally mea-
sured values for polycrystalline samples. Models includ-
ing the crystal lattice reduce this discrepancy; e.g., the

nine-atom slab calculation of Smith et al. (1980) predicts
the work function of the (100) face of copper crystals
within 3%. However, these refined calculations
represent only single numerical results for specific crystal
planes which, unfortunately, do not yield much insight
regarding the density dependence of the work function.
At present it appears that the jellium results are the only
useful guidance we have for predicting the DMRT field.

If the crystallinity of the metal is considered, we may
expect that the work function also depends on deforma-
tion without a change in density, i.e., shear strain, partic-
ularly the surface dipole moment. However, we note that
the relevant surface for the drift tubes is the contaminant
surface layer rather than the underlying bulk metal. In
the case of the Stanford drift tube, the complex chemistry
(Sec. II) would make this surface nearly amorphous, in
which case jellium may be a reasonable model, although
the density parameter may not be the same as for the un-

derlying metal. Experiments conducted in our group
(Rossi, 1991)on similar copper surfaces yield values close
to the jellium predictions for BW/Br, (this will be the
subject of a future paper).

At present, it must be admitted that the theoretical un-
derstanding of real metal surfaces cannot accurately pre-
dict the value of the DMRT field. While the problem
may be tackled experimentally, measurements conducted
on one surface may not apply to the drift-tube surface
due to the sensitivity to variations in surface contamina-
tion. One way to approach this difticulty would be to in-
clude a mechanism in the free-fall apparatus for
differentially straining the drift tube along its axis, i.e., in
addition to that due to gravity. In this way the DMRT
field could be studied in situ. The Los Alamos/CERN
experiments may shed further light on whether or not the
DMRT field is really shielded as proposed by the Stan-
ford group.

Vll. THERMOELECTRIC FIELD

A temperatuIe glad1eIlt 1I1 a conductoI' w111 pI'oduce aI1

additional external electric field. To find this additional
field we generalize Eq. (6.6) to include the temperature
dependence of the work function and of the complete
chemical potential:

—eP,„„(x,+n5) = —m 1t (x, —n5)+ W(x„T)+IT(T),

(7.1)

where T is the temperature. Differentiating this equation
gives the external electric field. The result for the
gravity-induced field, in the previous section, followed
from the fact that Up =0 in an isothermal conductor car-
rying no electric current. When T varies, this is no
longer true; in this case, V'p must be derived from the ap-
propriate phenomenological equations.

Davis and Opat (1988) have discussed heat and electric
current fIow in a nonisothermal conductor subject to
gravity and strain, obtaining the following familiar pair
of equations:
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I=—Tp, —o SV'T,0
e

(7.2) eS dT
T g

J= S—TV@ (i—t+ oS.T)V'T,
e

where I is the electric current density, J is the heat
current density, o- is the electrical conductivity, ~ is the
thermal conductivity, S is the Seebeck coeKcient (or ab-
solute thermoelectric power), and tM has been generalized
to the complete chemical potential used above. If no
electric current is allowed to Aow in the conductor, then
only Eq. (7.2) is required and we have

Vp=eSV T . (7.4)

—mg 1 ()8'
e e Bz

where the first two terms are the gravity-induced field de-
rived previously, and ET, the thermoelectric field, is
given by

For a vertically standing drift tube with a temperature
gradient along its axis and no electric current, Eqs. (7.1)
and (7.2) give the external electric field just outside the
surface as

l. 8 X 10 dT/dz (electrons)
9.8 dT/dz (protons) (7.7)

assuming S—1 pV/K. Thus we require

d T 6 X 10 K/m ( electrons )

dz 0 1 K/m (Protons)(& (7.8)

Temperature gradients below 10 K/m may be achieved
with care by limiting heat dissipation and connecting the
drift tube at one point only with a good thermal shunt to
the liquid-helium bath (Witteborn and Fairbank, 1977).

It might be thought that a semiconducting oxide sur-
face layer on a drift tube (i.e. , Cuo and/or Cubo on Cu)
would exhibit larger thermoelectric fields, since S —1

mV/K instead of 1 pV/K for most metals. However, in
this case, there will be thermoelectric currents Aowing
along the oxide layer and back into the metal substrate.
In a simplified model with a thin oxide layer on an
infinite metal substrate and a fixed temperature gradient
along the junction, Eq. (7.1) gives

1 88' dT
e BT dz

0 OXIde

dTI, ,„;d,+(eS,„;d, )
dz

(7.9)

=-dT
dz

where S is a generalized thermoelectric coefficient that
includes the temperature dependence of the work func-
tion. This gives the thermoelectric field in terms of two
experimentally measurable quantities, BR'/BT and S.

For metals, S is of order 1 pV/K at room temperature;
semiconductors exhibit much larger values of order 1

mV/K; superconductors, in contrast, have S =0. At low
temperatures, thermodynamics predicts that S—+0 as
T~0. Gold et al. (1960) have measured the thermoelec-
tric power of Cu below 20 K, finding values as small as
0.05 tMV/K, although impure samples exhibited anoma-
lous values as high as 16 pV/K.

The temperature dependence of the work function is
less well known. Gartland et al. (see the review by Holzl
and Schulte, 1979) find 10—20 tLtV/K for Cu monocrys-
tals at 300 K. In contrast, Lee et al. (1969) find a value
of about 1 InV/K for cesiated tungsten surfaces at 300 K.
As in the case of S, it is expected that 08'/BT —+0 as
T~O (Herring and Nichols, 1949). Data for semicon-
ductors seem scarce, but probably (I/e)(BW/BT)=S.
Shott and Walton (1977) have measured the temperature
dependence of the work function of superconducting tin
below the critical temperature, finding the surprisingly
large value of 2 mV/K.

The temperature-gradient-induced electrostatic force
on a charged particle of mass m and charge e compared
to gravity is given by

where

dT
x, oxide oxide( Smetai Soxide )

dz
(7.10)

The resulting equation for ET is

1 BR',„, dT
+Smetai

L

(7.1 1)

This calculation would have to be modified at 4.2 K,
where most semiconductors behave essentially as insula-

tors, since the carriers are frozen out. It may then be
shown that the external tangential field ET is still given
by (7.11). In any case, if the work function of the oxide
layer had an anomalously high temperature dependence,
say of order 1 mV/K, then a severe limit would be placed
on permissible temperature gradients in experiments with
electrons or positrons.

The work function of a surface may be strongly tem-
perature dependent due to adsorption of dipoles from a
background gas. A temperature gradient along the sur-
face will produce a gradient in the amount of adsorbed
species and also in the work function. De Waele et al.
(1973) found the temperature dependence for Cu to be
normally around —10 tMV/K at 4.2 K. However, the
presence of sufhcient He gas to cover the sample with a
monolayer produces a very strong temperature depen-
dence near 4.2 K of about 3 mV/K. This levels oft; to
the value it had before admission of He, at about 8 K (see
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copper due to an adsorbed monolayer of helium. Reproduced
from the data published by de Waele et al. (1973).

Vill. IMAGE CURRENT OISSIPATION

A group of particles of total charge Q outside a con-
ductor creates an image charge —Q on its surface. When
this group of particles moves in any direction (normal or
parallel to the surface), the image charge follows in an
appropriate way. Et may be shown that this redistribu-
tion of surface charge —Q is accomplished by the flow of
electric currents in the bulk (not surface) of the conduc-
tor. Such currents dissipate energy ohmically, and as a
consequence, the particle group experiences an effective
frictional force. Under certain circumstances such a fric-
tional force can heavily damp the motion of the group.
We investigate this problem.

The equations controlling the fl.ow of charge in an iso-
thermal conductor are

I=o.E, Ohm's law,
V'.E=0, electrical neutrality of conductor .

(8.1)

(8.2)

The conductivity is denoted by o. =1/p, where p is the
resistivity.

The results of solving the boundary-value problem im-
plied by Eq. (8.1) and (8.2) using Fourier techniques yield
for the power dissipated

P =Q p( V +2V„)/(16vrZ ), (8.3a)

where Z is the distance of the charge group from the sur-
face (see also Boyer, 1974), and V and V„are the veloci-

Fig. 10). They interpret this as strong desorption of He
above 4.2 K.

We would expect a drift tube with adsorbed gases and
a temperature gradient to show a strongly temperature-
dependent electric field due to such desorption phenome-
na as were observed by de Waele et al. This would pro-
vide a natural explanation for the temperature-dependent
force observed by LWF, if there was more adsorbed gas
on their drift tube than was originally supposed.

ties of the group, parallel and normal to the surface, re-
spectively.

A second case we wish to consider is a surface that has
a resistive slab of thickness b on a resistanceless sub-
strate. Then the power dissipated may be shown to be

P =3bQ p(V&+2V„)/(32rrZ ) . (8.3b)

We may define a dissipation time ~ for motion parallel
to the surface as

r:——V /(d V /dt) .

For the cases above we find

r=16~Z M/Q p,
r=32m Z "M /3bQ p .

(8.4a)

(8.4b)

In the first case, estimating the resistivity of the drift
tube to be of order p=10 Qm at 4.2 K for copper,
(Witteborn and Fairbank, 1977; a higher value may be
expected for the antiproton drift tube, depending on the
surface coating used), for a group of N particles of charge
e, and Z =2 cm, Eq. (8.4a) yields

1X10' /N (sec) (electrons)

3 X 10' /N (sec) (protons)
(8.5a)

200/N (sec) (electrons)

4X10 /N (sec) (protons)
' (8.5b)

Since N ~ 1, for slow particles near cutoff, damping is ex-
pected to be negligible for both experiments even in this
extreme second case.

We note that if severe damping were present, the parti-
cles would reach a terminal velocity V„, soon after
entering the drift tube. This would show up clearly in
the TOF distribution as a peak around 0/V„, with a
marked lowering of the count rate for short TOFs, in-
stead of the usually observed smooth inverse power-law
decay with a cutoff. The same applies to any other dissi-
pative forces, such as extreme gas scattering (Sec. IV),
and to forces that produce diffusive motion, such as
thermal fluctuations in the electric field (Sec. III.F).

The Stanford apparatus launches of order 10 electrons,
but only one or less is expected with a TOF near t, =0.45
s. The Los Alamos CERN apparatus is expected to
launch about 100 particles, but again only about one slow
particle is expected. Even if all the particles launched
were present together in a group, for this case, damping
is expected to be quite negligible in both experiments.

In the second case, we have in mind a semiconducting
surface film on the bulk metal of the drift tube, e.g.,
copper oxide on copper for the Stanford drift tube. The
resistivity of CuzO is about 10 Am at 293 K (Herrmann
and Wagener, 1951, p. 128). If the carriers in such a
semiconducting surface layer were not frozen out at 4.2
K, retaining a similar resistivity, for a thickness of

0
b =100 A, we estimate
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IX. SUMMARY

We have exhaustively listed and studied the various
inAuences on the motion of a charged particle under
gravity in a drift-tube apparatus. The great importance
of such experiments, testing the weak equivalence princi-
ple for antimatter, requires that these inAuences be care-
fully studied. By use of the clever techniques developed
by the Stanford and Los Alamos/CERN groups, most
spurious interactions can be rendered negligible. Howev-
er, uncertainty remains over electric fields produced by
the patch e6'ect and gravitationally induced strain gra-
dients in the drift tube (the DMRT field). While the
temperature-dependent shielding effect claimed by the
Stanford group may be genuine, it has not been indepen-
dently verified, despite various attempts to do so. The
preliminary experiments by the Los Alamo s/CERN
group with H and heavier ions may shed more light on
this issue. A great advantage of the antiproton experi-
ment is that only a differential measurement against H
is proposed. We anticipate exciting results that may be
forthcoming in the near future.
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