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This article reviews the commonly used methods for representing electronic potential-energy surfaces for
small molecules and simple chemical reactions in terms of globally defined analytical functions. Four
classes of methods are discussed: spline fitting methods, semiempirical methods, many-body expansion
methods, and methods that represent global surfaces based on information determined along reaction
paths. The application of these methods is examined in detail for four triatomic systems and one four-
atom system: O(P)+H,, Cl+HCl, H+CO, O('D)+H,—~H,0—~O0H+H, and H+CO,—0H+CO.
These examples illustrate both the art and the pitfalls of representing surfaces. In addition, the conse-
quences of different potential surface representations for the dynamics of collisions on these surfaces are

discussed at length.
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I. INTRODUCTION

A major problem in the use of electronic potential en-
ergies derived from quantum-electronic structure
(“ab initio”) calculations as a basis for spectroscopic and
dynamics studies is the development of realistic global
representations of these potential-energy surfaces. Al-
though this problem has rarely been given the attention it
deserves in the scientific literature, it continues to grow
in importance as experiments provide increasingly more
sophisticated probes of molecules and reactions involving
three or more atoms, and as ab initio methods become in-
creasingly capable of determining accurate energies for
these molecules and reactions. In this paper I should like
to address the issue of how to represent the potential sur-
faces that arise in studies of unimolecular decay of highly
excited molecules and in bimolecular reactions dynamics,
with an emphasis on what strategies are available, what
are their virtues and weaknesses, and what systems they
have been used on. To make the review tractable, I have
chosen to restrict the types of potential surfaces con-
sidered to those that describe bond breaking or forming
in gas-phase bimolecular and unimolecular reactions,
with special emphasis on atom addition and atom
transfer reactions. In many respects this class of poten-
tial surface is the most difficult to represent, as it involves
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the global behavior of the potential-energy function, and
this function depends on many (3n —6) internal coordi-
nates (where n is the number of atoms). Since global sur-
faces are desired, the very powerful polynomial (actually
multinomial) expansion methods that are so often used
for representing local regions of potentials (say, for
describing molecular vibrational motions) are not applic-
able. An additional complication associated with poten-
tial functions that describe bond breaking and bond for-
mation is that the functional dependence cannot usually
be represented using multipole expansions, or in terms of
the additive contributions of single-variable functions
such as pair potentials. This contrasts with the situation
for surfaces that are commonly used in describing van
der Waals forces, hydrogen bonding, and other electro-
static interactions. The latter types of potentials have
been well studied in molecular modeling applications,
and accurate empirical potential surfaces have been
developed using relatively simple functions (see, for ex-
ample, Kollman, 1987; Stone and Price, 1988). Such po-
tentials may be useful for describing the nonreactive
“part” of the potential surfaces that are considered here,
but this aspect will not be emphasized. It is also impor-
tant to note that a number of electronic structure models
that are useful for describing large many-body clusters
and solids are not sufficiently accurate for the small co-
valently bonded molecular systems that we consider here.
These include the embedded-atom method (Daw and
Baskes, 1984) and the related effective-medium method
(Jacobson et al., 1987; Kress and DePristo, 1988, and
references therein).

The need for developing analytical representations of
the potential-energy surfaces that are determined from ab
initio calculations arises because these calculations are
sufficiently time consuming that the explicit calculation
of energies and energy gradients at every point needed in
a dynamics study is rarely feasible. In addition, ab initio
calculations usually do not provide potential energies
that are accurate enough to be used without at least some
adjustment, and the development of analytical represen-
tations facilitates this adjustment. Analytical representa-
tions can also be useful for the visualization of potential
surface features, for the characterization of topological
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features that may not be evident from a coarse-grained ab
initio study (particularly for reactions of high dimen-
sionality), and to provide “building blocks” by which sur-
faces for molecules too complex to be studied by ab initio
methods can be constructed.

All of these comments about the usefulness of analyti-
cal representations of potential surfaces are, however, ir-
relevant if the representation is qualitatively inaccurate
or is otherwise defective. Unfortunately the only global
surface developed to date for a triatomic or larger system
that is known to ‘“‘chemical accuracy” (i.e., to within
roughly 0.05 eV) is that for the H+H, reaction (see
Varandas et al., 1987). Accurate dynamics studies using
this and an earlier surface (reviewed by Schatz, 1988b)
have produced a large number of results in excellent
agreement with experiment. In addition, a number of
dynamical results have been predicted by theory that
stimulated subsequent successful experiments. This indi-
cates the types of rewards that are possible with an accu-
rate surface, but, as we shall see, compromises are neces-
sary when one considers systems more complicated than
H+H,.

Wright and Gray (1978) have presented a list of cri-
teria that a successful representation of a potential sur-
face must satisfy. Their list is based on an earlier one by
Kuntz (1976), and related discussions have been given
elsewhere (Sathymurthy and Raff, 1975; Gittens et al.,
1977; Connor, 1979). The Wright and Gray criteria for
an analytical representation are as follows.

(1) It should accurately characterize the asymptotic
reactant and product molecules (or more generally any
fragment of the full system).

(2) It should have the correct symmetry properties of
the system.

(3) It should represent the true potential accurately in
interaction regions for which experimental or nonempiri-
cal theoretical data are available. :

(4) It should behave in a physically reasonable manner
in those parts of the interaction region for which no ex-
perimental or theoretical data are available.

(5) It should smoothly connect the asymptotic and in-
teraction region in a physically reasonable way.

(6) The interpolating function and its. derivatives
should have as simple an algebraic form as possible con-
sistent with the desired goodness of fit.

(7) It should require as small a number of data points
as possible to achieve an accurate fit.

(8) It should converge to the true surface as more data
become available.

(9) It should indicate where it is most meaningful to
compute the data points.

(10) It should have a minimal amount of ad hoc or
‘“patched up” character.

As discussed by Connor (1979), criteria (1)—(5) are
essential if the representation is to be useful for dynamics
calculations, while criteria (6)—(10) are less essential
though highly desirable. Note that some of the criteria
lead to conflicting strategies for developing fits. For ex-
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ample, in order to satisfy criterion (4) that surfaces be
globally acceptable for all possible arrangements of the
atoms, it may be necessary to use complex functions that
violate criterion (6). Moreover, it is often easiest to en-
force identical atom symmetry [criterion (2)] by permut-
ing atom coordinates in the potential function, but this
may lead to a surface that is not smooth [violating cri-
terion (5)] for certain geometries.

Because of the complexity of satisfying the Wright and
Gray criteria, and the different computational capabili-
ties and interests of the researchers who have tackled the
problem of representing surfaces, a number of rather
different methods have been developed and are still in
common use for representing surfaces. Section II of this
review will be concerned with describing these methods,
and for this purpose we shall subdivide them into four
groups: (a) spline fitting methods, (b) methods in which
semiempirical potential surfaces are either fitted or
corrected in order to match ab initio calculations or ex-
periment, (c) empirical fits based on many-body expan-
sions, and (d) global surfaces that are defined using infor-
mation determined along a reaction path. It should be
emphasized that these groupings are not unique, and
many surfaces have been developed using combinations
of two or more groups of methods.

Note that we shall not consider fitting functions that
define global molecular surfaces that do not dissociate
correctly, nor shall we consider fitting functions that pro-
duce “effective” potential surfaces that do not explicitly
include all degrees of freedom. Both types of surfaces
have commonly been developed in fits to spectroscopic
data where only locally defined information about the po-
tential surface is available. An example of a fitting func-
tion that does not, in general, dissociate correctly is the
Simons-Parr-Finlan (SPF) function (Simons et al., 1973;
Simons, 1974). This expands the surface in a multinomial
in the variable S =(R —R,)/R for each internuclear
coordinate R, with R, being the equilibrium value of R.
Since S — 1 for large R, the SPF function dissociates to a
constant function of R, but the dissociation energy is not,
in general, correct unless global information is used in
developing the fit, and this is rarely done. In addition,
SPF functions do not generally describe the dissociated
fragment potentials correctly. Other fitting functions
that are similarly restricted exist, and to illustrate the
limitations of these “‘global-like” functions, we shall de-
scribe one commonly used H,O surface that falls into this
category in Sec. III.LD. Global-like or effective potential
surfaces are often used in molecular dynamics simula-
tions, since they can be chosen to be simple functions
such as sums of pair potentials, but are still quite accu-
rate in describing molecular properties near equilibrium.

All four of the fitting methods that we consider have
been used rather extensively to describe triatomic poten-
tial surfaces, and several of these surfaces will be de-
scribed in Sec. III. Rather than reviewing all the tri-
atomic surfaces that have been developed, we shall focus
on four systems for which independent surfaces have
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been developed using two or more of these methods:
O+H,—-OH+H, C1+HCl—CIH+Cl, H+ CO—HCO,
and H,O [i.e., O(!D)+H,—OH+H]. All of these exam-
ples represent systems for which the surfaces are known
at a level beyond simple empirical fits, but not yet known
within chemical accuracy. In addition, these four sys-
tems have all been extensively studied using dynamics
calculations, so we shall be able to examine not only the
process of representing surfaces but also the dynamical
picture of the reaction that arises from each representa-
tion. This dynamical picture is sometimes strongly
dependent on potential surface. Finally, the molecular
systems that we shall consider have generally been the
subject of extensive dynamics and spectroscopic experi-
ments, so tests of the adequacy of the surfaces have gen-
erally been performed.

For reactions involving four atoms or more (n > 3), the
technology of representing potential surfaces is in a much
more primitive state, and only a few global potential sur-
faces that describe bond breakage and formation have
been developed, most of which are highly empirical. Sec-
tion IV will focus on the n > 3 surfaces, with an extensive
discussion of the surface for H+CO,—~>OH+CO. In-
cluded in this section will be detailed accounts of fitting
strategies, pitfalls, and dynamical results.

One point that is not addressed by the Wright and
Gray criteria is the issue of multiple potential surfaces.
Although many chemical processes may be described ac-
curately using a single electronically adiabatic potential
surface, the formation and breaking of bonds very often
involves several surfaces, and it is important to allow for
them in some sense. Ideally one should develop analyti-
cal representations of all energetically relevant potential
surfaces and their couplings, taking care to describe in-
teractions between surfaces in a mathematically con-

sistent way (i.e., using a single double-valued function to

describe two surfaces that have a conical intersection).
This ideal has rarely been achieved. (H+H, is one of the
exceptions. See Varandas et al., 1987.) More often, the
many-coupled-surface problem has been approximated
using either uncoupled surfaces or just a single surface.
Although the general topic of multiple potential surfaces
is beyond the scope of this review, we will discuss specific
features of this problem in our examples in Secs. III and
IV.

There have been several reviews in the past of methods
for representing gas-phase potential surfaces, and the one
that most closely overlaps with the present review is that
by Truhlar et al. (1987), which considers the literature
through 1986. This comprehensive review emphasized
larger polyatomic systems more than we shall and includ-
ed a major section on calculating reaction paths using ab
initio methods. The present review will emphasize the
methodology of representing surfaces more than they
did, with extensive discussion of the four triatomic reac-
tions mentioned above that have been studied using more
than one surface fitting method. In addition, we shall
highlight several surfaces that were not considered by
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Truhlar et al., and we shall describe the interaction be-
tween surface fitting and dynamics calculations in much
more detail.

Other reviews of methods for representing potential
surfaces include the books by Hirst (1985) and Murrell
et al. (1984) and the articles by Sathyamurthy (1985) and
Connor (1979). Hirst’s book includes a general discus-
sion of potential surface determination, with an emphasis
on ab initio methods (and in this regard, see, also, the re-
view by Dunning and Harding, 1985), but it only briefly
describes methods for representing potential surfaces.
The book by Murrell et al. emphasizes the many-body
expansion method for representing potential surfaces,
which we describe in Sec. II.D. Our discussion will up-
date the many uses of this method. Sathyamurthy’s re-
view is broader based than the present one in that non-
reactive surfaces are considered, while Connor’s review
also includes extensive material on dynamics calcula-
tions. One topic that we shall discuss only briefly is the
methodology underlying semiempirical electronic struc-
ture calculations. A review of these methods is given by
Kuntz (1985).

ll. METHODS FOR FITTING SURFACES

A. Spline fitting methods

If the cost of calculating ab initio energies is not too
high, then the most straightforward approach to fitting a
surface is to use interpolation. Spline interpolation in
particular provides a very flexible and numerically
efficient approach for doing this that gives a surface with
smooth first and continuous second derivatives (needed
for trajectory integration, reaction path, and force-
constant analysis). Since spline methods require a fairly
high density of points to generate surfaces that are free
from artifacts, they have mainly been used to determine
surfaces that depend on one, two, or at most three vari-
ables, and as a result their primary area of application
has been to triatomic molecular potential surfaces.

The first use of spline methods to fit ab initio calcula-
tions depending on two or three coordinates was by
McLaughlin and Thompson (1973) and by Sathyamurthy
and co-workers (1975, 1976), who developed surfaces for
HeH'*+H,, He+H,", and D+HCI. More recently,
Bowman, Bittman, and Harding (BBH; 1985) have
developed a three-dimensional spline representation of
the HCO potential surface, and this will be described in
detail in Sec. III.C. The BBH surface is not simply a fit
to ab initio energies. Instead, 2000 ab initio points were
first fitted to locally defined polynomials based on
Simons-Parr-Finlan functions (Simons et al., 1973;
Simons, 1974). The locally defined functions were then
smoothly combined using hyperbolic tangent-switching
functions; adjustments to HCO minima and dissociation
saddle points were made to match experiment, and the
resulting global surface was evaluated at 40 000 points to
define a grid for the three-dimensional spline calculation.
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The resulting fit involved 250000 spline coefficients, but
despite this large number, the computer time needed for
the evaluation of the spline function was only five times
longer (Geiger et al., 1985) than that needed for a much
simpler many-body surface. One defect of the BBH sur-
face is that it does not describe dissociation of HCO into
C+OH or O+ CH.

Although two- and three-dimensional global spline sur-
faces have been developed for other systems than those
described above (Chapman et al., 1983), the need for
large numbers of ab initio calculations has limited the
usefulness of this approach. An alternative method that
is more efficient in this regard for some types of potential
surfaces is the rotated Morse spline (RMS) method. This
method was originally developed by Bowman and Kup-
permann (1975; see also Gray and Wright, 1977), and it
was designed to describe surfaces with a single reaction
path in which one bond forms while the other breaks.
Figure 1 shows a schematic of the coordinates involved
for the system A4 +BC— AB+C using the coordinates
r 45 and rpe. The solid curve indicates a possible reac-
tion path between the 4 + BC region (labeled I), through
the region of strong three-body interaction (labeled III)
into the C + AB region (labeled II). Region IV locates
geometries in which all three atoms are substantially
separated, corresponding to dissociation.

The RMS method is based on the fact that, for many
reactions, one can define a “swing point” r}p,r5c in Fig.
1 such that the potential in region II can be represented
by a Morse function that is rotated about this point.
Defining the angle ¢ as indicated in Fig. 1, then the po-

RaB

FIG. 1. Coordinates / and ¢ used in defining rotated Morse
spline representation of potential surface for a three-atom
(ABC) surface using the R ;5 and Ryc internuclear distances.
R%p and Rjc are the swing-point coordinates. Dashed lines
divide configuration space into four regions I, II, III, and IV
that are defined in the text.
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tential in region III is
V(r 45:78c)
=D(@)[(1—exp{B(@)I —1,(9)1})* 1]+ Dpc ,
(1)

where
I=[(rig—rp)V+(rjc—rgc)1"?, (2)
[
p=tan"! __I:L__B_Q_ (3)
Y4B T T 4B

The Morse parameters D (@), B(¢p), and [ () are func-
tions of ¢ which are best determined (Schatz et al., 1981)
by one-dimensional spline fits to Morse parameters that
are determined by least-squares fits to ab initio points at
selected fixed @ cuts. In this case ¢ varies from O to 90°.
To complete the specification of the potential it is
necessary to define the potential in regions I and II.
Often the potential at ¢ =0 is not equal to its r 45—
asymptotic form, and likewise that at ¢ =90 is not equal
to that at »zc— o0, so some sort of interpolation is need-
ed. A common prescription (Schatz et al., 1981; Garrett
et al., 1983) involves using an exponential to interpolate
Morse functions between the asymptotic and ¢ =0 or
@=90° limits. For example, in region I we would write

V(r 4p,75c)
=D(rgc)(1—exp{ —B(rpc)[7 4p —r.(rpc)1})?
+Dgc 4)
where |

D(rgc)=Dypc—[Dpc—D(0°)]exp[ —alr 5 —7%5)]1,

B(rgc)=Bpc —[Bpc —B(0°)Jexp[ —alr 4,5 —rkp)], (6)
e (rpc)=repc —[lgc —1.(0°)Jexp[ —alr 5 —rip)] . (D

Note that I5-=rgc —¥,5c and Dy, Bgc, ¥.pc are the iso-
lated BC Morse parameters.

The parameter o determines the rate at which the
switch between asymptotic and ¢=0° limits occurs, and
one way to determine it that does not require additional
information beyond what is needed to fit region III is to
require that the derivative of the potential with respect to
@ be smooth at ¢=0° (at the junction of regions I and
IITI). Unfortunately this match between Cartesian and
polar coordinate regions is imperfect for two reasons.
First, the match between the derivatives can be made ex-
act at only one value of /, so there will be a discontinuity
in the derivatives of the potential that could make it
difficult to integrate trajectories. Second, the determina-
tion of a by forcing continuity of the derivatives rarely
defines an asymptotic potential that is accurate, since the
“tail” of the potential is not usually a simple exponential.

One way to avoid the derivative discontinuity problem
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that is similar to a procedure recently used by Joseph
et al. (1988) is to define the swing point so that the poten-
tial is asymptotic at =0° and ¢ =90°. In this case the
derivatives of the D, 3, and r, parameters with respect to
@ can be forced to be zero at the boundaries, no interpo-
lation is needed in regions I and II, and the potential is
automatically smooth. A defect of this procedure is that
the swing-point location needed to ensure that the poten-
tial is asymptotic at ¢=0° and 90° may not be very
efficient for representing the potential in region III.
What Joseph et al. actually did was to use a swing-point
location that was efficient in region III, and force the
Morse parameters to become asymptotic at shorter range
than they should be. An improvement to this procedure
which has not been considered would be to add in addi-
tional functions to the Joseph et al. potential that de-
scribe the “tail” regions. These functions would be func-
tions of internuclear or Jacobi coordinates that would
overlap regions I and III or regions II and III, but they
would vanish in region III where the RMS fit is accurate.

The RMS procedure has now been used to fit a number
of surfaces, including the O(3P)+H2 and ClI+HCI sur-
faces that will be discussed in Sec. III (Schatz et al.,
1981; Garrett et al., 1983; Joseph et al., 1988). A gen-
eral discussion of how best to select cuts for doing ab ini-
tio calculations has been presented by Wagner et al.,
(1981), and this has led to fits for O(°P)+H, (Schatz
et al., 1981) and Cl1+HCI (Garrett et al., 1983) in which
the fitting and ab initio calculations were done interac-
tively. This greatly reduces the number of ab initio
points needed [33 for O(*P)+H,, 18 for Cl1+HCI].

The RMS surfaces described so far have all been func-
tions of two mathematical dimensions (7 45, 75c), but in
general one needs functions of three dimensions for a tri-
atomic (and more for higher polyatomics). An obvious
extension of the RMS method to more dimensions is to
let the D, 3, and I, parameters be functions of additional
coordinates and use multidimensional spline functions to
represent this dependence. However, a major flaw with
this scheme is that the rotated Morse representation of a
surface is inappropriate for describing that surface at
least somewhere in configuration space if that surface has
more than one reaction path (i.e., more than two asymp-
totic arrangement channels). Since this situation is very
common, the extension of RMS to additional dimensions
has typically been done only in a local sense (Garrett
et al., 1983; Bowman et al., 1984), such as via quadratic
(or other low-order) multinomial expansions in the de-
grees of freedom not explicitly involved in bond forma-
tion and breaking.

Joseph et al. (1988) have recently presented one ap-
proach for generating global surfaces from the RMS
method for a reaction involving three reaction paths.
For O(*P)+H, they first developed local fits for the two
equivalent O+H,—>OH+H rearrangement paths by us-
ing RMS for the collinear surface and a quadratic-quartic
treatment of the bend. They then developed a global sur-
face by switching between the two local surfaces, using a
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switching variable that is very close to the orientation an-
gle between the O—H, and H—H Jacobi vectors. By ad-
justing the functional form of the switching function,
they were able to adjust the saddle point for the third
rearrangement path (H+OH-—-HO+H) to a reasonable
value compared to ab initio calculations. It is not clear
from their analysis, however, whether this rearrangement
path is globally defined away from the saddle point.

B. Semiempirical and related methods

The idea behind these methods is to use a relatively
simple molecular-orbital theory to define the potential
surface of interest in such a way that it can be adjusted to
match ab initio calculations or experiment. The adjust-
ments are usually made either by varying parameters that
arise naturally in the semiempirical calculations or
by adding locally defined correction functions to the
semiempirical surface in order to “fix up” special regions
of the potential surface such as barriers or minima.

Because ab initio methods rarely determine potential
surfaces to chemical accuracy, semiempirical methods
are very popular, as they provide a relatively simple way
to adjust local regions of the potential while retaining
the correct global behavior. However, a major defect of
semiempirical methods is that the molecular-orbital
method used may be so seriously in error that simple ad-
justments are not sufficient to make the surface accurate.

The most commonly used semiempirical potential
function for triatomic reactions that have a single barrier
between the reagents and products, and no three-atom
wells, is the LEPS (London-Eyring-Polanyi-Sato) surface
(Sato, 1955a, 1955b, 1955c¢). This surface may be con-
sidered to be a particular parametrization of the lowest
eigenvalue that is derived from an application of the
diatomics-in-molecules (DIM) semiempirical molecular-
orbital method (Ellison, 1963; Tully, 1977; Kuntz, 1979)
to three atoms that have only s-type orbitals. LEPS is
often used, however, to describe surfaces for atoms with
p-type orbitals, but in this case one should consider LEPS
as just a fitting function rather than a true semiempirical
method. Commonly the LEPS function is used in its ex-
tended form (Kuntz et al., 1966), where it contains three
adjustable constants (Sato parameters) that can be chosen
to fit certain properties of the surface, such as saddle-
point energy, location, vibrational frequencies, etc. How-
ever, the LEPS function is relatively inflexible in that
saddle points are invariably found for linear
configurations of the three atoms. In addition, a choice
of the Sato parameters that optimizes the saddle point for
one reaction path (say F+H,—HF+H) may do poorly
for another path in the same system (H+FH—HF+H).
(See Bender et al., 1975; Botschwina and Meyer, 1977;
Wadt and Winter, 1977.) Thus, although the LEPS func-
tion has been widely used (as reviewed by Connor, 1979,
and Truhlar et al., 1987), it is prudent to be critical of
apparent success in applications. This will be rather
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dramatically demonstrated in Sec. IIL.B in our discussion
of C1+HCI.

In recent years a number of approaches have been sug-
gested for improving and generalizing the LEPS func-
tion. The very successful LSTH surface (Liu, 1973; Sieg-
bahn and Liu, 1978; Truhlar and Horowitz, 1978) for
H-+H, is based on summing a London (i.e., LEPS-like)
function with empirically determined short-range func-
tions to fit ab initio calculations. This form was retained
in the more recent double-many-body-expansion surface
(Varandas et al., 1977) that also describes the first elec-
tronically excited H; surface. A second generalization of
LEPS that has been used for the F+H, surface involves
letting the Sato parameters be functions of the triatomic
internal coordinates (Brown et al., 1985; Steckler et al.,
1985; Takayanagi and Sato, 1988). Usually a simple
functional dependence is assumed (such as a low-order
cosine Fourier expansion in terms of the bend angle) and
the coefficients are adjusted to optimize desired proper-
ties. Major advantages of this approach are that it allows
barriers to be at nonlinear geometries, and multiple sad-
dle points on the same surface can be separately opti-
mized. A third generalization of LEPS is to seek out al-
ternative parametrizations of DIM that still have the
simplicity of LEPS (see Viswanathan et al., 1985). Last
and Baer (1981) and Baer and Last (1981) have added a
three-center term to the DIM treatment of three s orbit-
als, leading to the LEP-3C function, which more realisti-
cally describes electronic interactions for H-+XH
—HX+H (X=halogen) reactions. They have also
developed a similar surface that allows for p orbitals (the
DIM-3C surface), but this surface and other “complete”
DIM surfaces (Stine and Muckerman, 1976) are more
complicated functions in which matrices larger than 2X2
must be diagonalized for every surface evaluation.

DIM has also been used to develop surfaces for reac-
tions involving four or more atoms (Eaker and Parr,
1976), with the most extensive applications being to the
H,*+H, reaction (Pederson and Porter, 1967; Krenos
et al., 1976; Polak, 1976; Stine and Muckerman, 1978).
The H," surface requires the diagonalization of an 8 X8
matrix at every geometry, which makes dynamics studies
using trajectories quite tedious, though still feasible.
H," +H,—H,;" +H is a reaction in which several poten-
tial surfaces are actively involved, but DIM describes
them all reasonably well. These DIM surfaces are espe-
cially useful in dynamics studies, since the coupling be-
tween surfaces is also available with little additional
effort beyond that needed to determine the surfaces. Un-
fortunately, the “complete” application of DIM to n >3
atom reactions is for the most part computationally im-
practical and subject to serious errors. As a result, the
most common use of semiempirical methods for >3
atom reactions has been to construct the potentials asso-

_

Vi(rg,ry,r ) =TI (H)[1—tanhy,(r;,—r/)] [bo+ 3 b;(r;

i
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ciated with three atom fragments, which are then com-
bined using many-body expansions.

C. Fits based on many-body expansions

A very general approach to the representation of po-
tential surfaces involves a many-body expansion of the
type

V= E Vz(rij)+ 2 V3(r,~j,r,~k,rjk)+ Ty, (8)

i<j i<j<k

where 7y is the distance between atoms i and j, so that
V,(r;) represents the two-body interaction associated
with the ij pair in the absence of the other atoms. Simi-
larly, V; is the three-body interaction associated with the
ijk cluster (i.e., the total ijk energy minus the sum of
two-body energies). Expansions similar to Eq. (8) are at
the heart of representations of nonreactive surfaces
where van der Waals and hydrogen bond interactions are
dominant. For this type of surface, the two-body part of
the expansion is very often substantially larger than the
higher terms, so that a surface that includes only two-
body terms is already useful for dynamics calculations.

For reactive surfaces involving small molecular sys-
tems (three to five atoms), Eq. (8) is usually not rapidly
convergent at geometries where all the atoms are close
together, but this form for representing the potential can
still be useful for a number of reasons. One rather obvi-
ous reason is that if Eq. (8) is used to represent an n-atom
system, and if all the terms up through n —1 are accu-
rately determined, then the resulting surface will dissoci-
ate correctly into any possible fragment no matter how
poorly the nth term is described. This is in contrast to
DIM surfaces, where only diatomic and atomic frag-
ments are described correctly. A second reason is that all
n-body terms in Eq. (8) are necessarily of finite range and
thus can be represented in terms of simpler functions
than are needed for global infinite-range representations
such as DIM.

The most extensive work on using many-body expan-
sions for small molecule surfaces has been that of Murrell
and co-workers (see Murrell et al., 1984). In many of
their surfaces (though not all), the two-body potentials
have been represented by the extended Rydberg formula,

Vy(r)=—=D, [1+ 3 a;(r —r,)* Jexp[ —y(r —r.)],
k
9
and the three-body and higher-order terms have been ex-

pressed as products of multinomials and switching func-
tions, as in

I‘fl)+ 2 bij(ri~ril)(rj_r;)+ e

i<j

, (10)



George C. Schatz: Analytical representation of potential surfaces 675

where r; (i=a,b,c) defines an internuclear distance or
some other internal coordinate. In Eq. (10) the parame-
ters y; and distances r; are chosen so that the multinomi-
al represents the short-range part of the potential accu-
rately but is turned off by the hyperbolic function at
longer range (r; >>r/), where only the two-body poten-
tials are needed. The multinomial coefficients b;, b,»j, etc.,
are determined by fitting either experimentally derived
force fields or ab initio data. Since V5 depends linearly
on these coefficients, they may be determined by linear
least-squares or by algebraic interpolation techniques
(Redmon and Schatz, 1981).

In contrast to the DIM-based semiempirical methods,
the number of nonlinear parameters that must be opti-
mized is relatively few, so using Egs. (8)-(10) to fit sur-
faces is relatively simple, and as a result this fitting
method has been quite extensively used, as is documented
in Murrell et al. (1984). There are, however, certain
points of ambiguity or additional complexity that consti-
tute drawbacks to using this method. One is that al-
though Egs. (8)-(10) can readily represent surfaces in any
dissociative fragment region and in any n-atom local re-
gion, the transition region between local and dissociative
regions may not be described correctly. This is because
Eq. (10) is only a mathematically convenient expression
that does not contain any physical content, so it is possi-
ble that fits to anything less than global data may have
spurious features (extra minima, incorrect correlations in
the interactions between different coordinates, etc.). We
shall present examples in Secs. III.C and IIL.D that illus-
trate this. A second problem is that it is often difficult to
use the polynomial representation in Eq. (10) to describe
more than one n-atom stationary point (such as two mini-
ma separated by a saddle point). One can, of course, su-
perimpose several functions such as Eq. (10) that are ex-
panded about different locations, but this adds consider-
ably to the complexity of the fit.

Despite these drawbacks, Eq. (8) is one of the few feasi-
ble approaches for describing many kinds of surfaces for
systems with more than three atoms. This is especially
true for surfaces for which DIM is not feasible or not ac-
curate (a common situation) and for surfaces having mul-
tiple reaction paths (for which the methods to be de-
scribed in the next section have serious difficulty). As a
result, most of the > 3-atom surfaces are based in some
sense on Eq. (8), and we shall given some examples of this
in Sec. IV.

D. Global surfaces based on reaction paths

Since ab initio methods can efficiently determine ener-
gy gradients and second derivatives, they are increasingly
being used to determine the properties of reaction paths.
Such paths are usually defined in terms of steepest-
descents paths starting from saddle points, but here the
precise definition will be left open. For a system with
many degrees of freedom, often the only computationally
feasible way to sample configuration space in ab initio
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calculations is to determine the potential along reaction
paths, and since these paths usually play an important
role in dynamics, it is necessary to consider the possibili-
ty of developing global surfaces from reaction-path infor-
mation. )

Actually, in some contexts the idea of defining surfaces
in terms of reaction-path information has been success-
fully used for a long time. The best example is H atom
addition reactions such as H+C,H, (Hase et al., 1978),
where the reaction-path coordinate can simply be taken
to be the C—H stretch. Hase and co-workers have
developed a very general program known as MERCURY
(Hase, 1980; Hase and Duchovic, 1985), which enables
the representation of surfaces of this type (and also the
study of trajectories on these surfaces). In this program,
the molecular geometry and internal force field of the full
molecule is allowed to vary parametrically with distance
along the reaction path. Typically one uses hyperbolic
tangent-switching functions to interpolate between values
of internuclear distances, angles, force constants, etc., for
the full molecule and for the dissociated fragments. In-
formation needed to determine the parametric depen-
dence is often available from ab initio calculations or may
be derived from experiment. A recent example of a sur-
face based on this approach is that for H+ CH; (Ducho-
vic et al., 1984). :

Unfortunately many reactive systems have more than
one important reaction path, and many reaction paths in-
volve the simultaneously breaking and forming of two or
more bonds rather than just one bond, and in these cases
the method described above for developing a global sur-
face needs to be generalized. One obvious generalization,
for systems with a single reaction path in which there is
simultaneous breaking and forming of two or more
bonds, is to define the reaction path so that it involves
collective motion of two or more bond distances or other
variables. (A steepest-descents path will do this.) It is
then logical to represent the surface near this path using
potential parameters (bond distances and force constants)
that depend parametrically on this path, just as was done
for the addition reactions. The well-known natural col-
lision coordinate and reaction-path Hamiltonian ap-
proaches (Marcus, 1966; Miller et al., 1980) provide gen-
eral methods for doing this for steepest-descents paths.
Unfortunately such approaches usually break down away
from the path, since local orthogonal coordinate systems
based on paths with curvature (i.e., paths involving col-
lective motion of several coordinates) are almost always
multiply valued somewhere, and in such regions the po-
tential surface is not uniquely defined. It is possible to
use very specialized coordinate systems that are both lo-
cally perpendicular to the path and globally orthogonal
(Witriol et al., 1977; Agmon and Levine, 1979), but such
coordinates are functionally complicated and have not
been developed for surfaces depending on three or more
independent variables. A better procedure is to use glo-
bal orthogonal coordinates that are not locally perpen-
dicular to the path. A general formalism for developing



676 George C. Schatz: Analytical representation of potential surfaces

surfaces based on this idea has recently been presented
(Jasien and Shepard, 1988), but no real surfaces have yet
been developed using this formalism.

One simple example of a reaction-path-based surface
that was developed using globally orthogonal coordinates
not locally perpendicular to the path is the bond energy-
bond order surface of Schatz et al. (1981) for O(’P)+H,.
This surface used the configuration-space decomposition
and coordinate systems of Fig. 1. In regions I and II the
internuclear distances were used as coordinates, while in
region-III polar coordinates were used. The region III
path location and energy were determined from the
bond-energy~bond-order (empirical) formulas (Johnston
and Parr, 1963; Johnston, 1966). Force constants for AB
and BC stretch motions at the path were then determined
from Badger’s (empirical) rule, and in region III these
force constants were combined to define a radial force
constant (in the / direction in Fig. 1), which it should be
noted does not usually correspond to motions perpendic-
ular to the reaction path. This force constant was then
combined with the energy and geometry along the path
and the energy and geometry at the swing point (see Fig.
1) to define a rotated Morse oscillator expression for the
collinear potential surface. This surface was generalized
to three dimensions by adding repulsive two-body poten-
tials between the “end” atoms (i.e., the atoms that are
farthest apart). This end-atom term arises naturally from
the bond-energy—bond-order approach, but one could in-
stead have used bending information defined along the
reaction path to develop a three-dimensional surface,
perhaps following the procedure of Joseph et al. (1988)
to switch between surfaces in different arrangement chan-
nels.

TABLE L. Properties of OCP)+H, surfaces.

lll. CASE STUDIES OF SELECTED TRIATOMIC

SURFACES

A. O+H,

O(’P)+H, is one of the most thoroughly studied
atom-diatom reactions (for reviews, see Schatz, 1981,
1988b; Truhlar et al., 1987). A large number of potential
surfaces have been developed for it and Table I summa-
rizes the most important of these. Included in this table
are (1) commonly used acronyms by which we label the
surfaces, (2) year the surface was published, (3) type of
surface [LEPS, DIM, MBE (many-body expansion), RP
(reaction-path-based surface), RMS], and (4) properties of
the saddle point, including barrier height (¥%), OH and
HH bond distances (rf)H,rle ), and saddle-point sym-
metric stretch, bend, and asymmetric stretch frequencies
(vf, vi, vﬁ). Note that all of the methods discussed in
Sec. IT have been used in developing surfaces. In addi-
tion, O+H, is one of the few reactions for which the re-
action dynamics has been studied and compared on many
of the surfaces, so it is appropriate to discuss it in detail.
Before doing this we should point out that there are actu-
ally two reactive potential surfaces that correlate between
O(*P)+H, and OH(*II)+H, one of >4’ symmetry and
one of 34" symmetry. These two surfaces are degenerate
for collinear geometry (the minimum-energy reaction
path), and prior to 1981 only a single surface was com-
monly used to represent the two surfaces. Since 1981,
the 34’ and 34" surfaces have been separately deter-
mined. They differ by their saddle-point bend frequen-
cies, which explains the double entries in Table 1.

Type of
Acronym Year surface 124 r%,H rfm vi vf, vi
LEPS-WDH? . 1967 LEPS 0.510 2.107 1.798} 1538% 725% 1899ik
DIM® 1976 DIM 0.579 2.008. 2.071 1736 417 1795
LEPS-JW° 1977 LEPS 0.542 2.113 1.801 1533 725 1963i
SLd 1979 MBE 0.600 2.264 1.786 1535 698 1801;
BEBO® 1981 RP 0.500 2.111 1.815 1599 699 1622i
MOD-POLCIf 1981 RMS 0.546 2.293 1.739 1627 514! 1800i
1052
M28 1986 RMS 0.546 2.293 1.739 1622 514! 1800i
836
J3h 1988 RMS 0.565 2.30 1.73 1631 512" 1847i
835

*Westenberg and deHaas (1967).
*Whitlock et al. (1976).

“Johnson and Winter (1977); Schatz (1985).
dSchinke and Lester (1979).

°Schatz et al. (1981).

fSchatz et al. (1981); Lee et al. (1982).
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eTruhlar et al. (1984); Garrett and Truhlar (1986).
hJoseph et al. (1988).

IneV.

In a,.

Inem™ !
'"Top entry is for * 4" surface, bottom for 3 4’ surface.
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As Table I shows, the first surfaces developed for
O+H, were semiempirical: first a LEPS surface by
Westenberg and de Haas (1967), then a DIM surface by
Whitlock et al. (1976), and then a reparametrized LEPS
by Johnson and Winter (1977; later revised by Schatz,
1985). The LEPS surfaces were derived by adjusting the
Sato parameters to give transition-state theory or
trajectory-rate coefficients that agreed with experiment.
The DIM surface, on the other hand, is the direct result
of a DIM calculation and was not fit in any sense to
O+H, experiments. Figure 2 presents a contour plot of
the LEPS-JW surface for collinear OHH geometries. A
key feature of this surface is that the barrier is located
rather centrally, with r%H /réy =1.15 and rf_m /o
=1.28. From Table I we note that the DIM surface has
a saddle point that, although similar in height, is different
in location, being in the product region with
rhu /rég=1.10 and rhm /i =1.48. At the time these
surfaces were first developed, it was unclear which of the
two was more accurate, since both gave similar estimates
of thermal rate coefficients (Schatz et al., 1981). The
subsequently developed bond-energy—bond-order surface
(Schatz et al., 1981) that was described in Sec. II.D gave
a barrier close to the LEPS-JW one, but several surfaces
derived from ab initio calculations have now shown that
the correct barrier is even more reagentlike than LEPS-
JW (though still centrally located).

Schinke and Lester (1979) were the first to develop a
global O+H, surface based on a many-body expansion
least-squares fit to the ab initio calculations of Howard
et al. (1979). This surface had rfm /rép=1.24 and
r%m /ré =1.27. A subsequent RMS surface developed
by Schatz et al. (1981) and Lee et al. (1982) based on fits

4 . 5 T T T T
LEPS-JW

0.5—T%5 =335 353

ROH/ao

FIG. 2. Contour plot of LEPS-JW O-+H, surface for linear
O—H—H geometry as a function of the O—H and H—H dis-
tances (in a, units). Contours are in 0.2-eV intervals, starting at
0.2 eV, with zero taken to be separated O+ H, with H, at equi-
librium.
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to slightly more accurate ab initio calculations has an
even more reagentlike barrier. This surface (labeled
MOD-POLC]I) is plotted in Fig. 3.

A number of dynamics studies (Garrett, Truhlar, Bow-
man et al., 1986; Bowman and Wagner, 1987, and refer-
ences therein) have now shown that the productlike sad-
dle point on DIM is incompatible with measured rates
for the O+H,(v =1) reaction. The distinction between
LEPS-JW and ab initio surfaces such as RMS is more
subtle, but a combination of thermal rates, isotope
effects, and vibrationally excited rates has been used to
show that the ab initio surfaces are in better agreement
with experiment (Wagner and Bowman, 1987).

Very recently, the accuracy of the ab initio calculations
has been improved (Walch, 1987), and new isotope effects
such as the (O+HD)/(O+DH) branching ratio have
been measured (Robie et al., 1987). In addition, rate
coefficients have been measured over a wider range of
temperatures than in the past (Presser and Gordon, 1985;
Michael, 1988; Zhu et al., 1988), so further refinements
to the ab initio surfaces have become possible. The sur-
faces labeled M2 and J3 in Table I have resulted from
this work (J3 being the latest). In these surfaces, the bar-
rier height has been revised slightly, some of the spline
terms have been modified relative to MOD-POLCI, and
new algorithms for describing the bending dependence of
the potential have been introduced (Truhlar et al., 1984;
Garrett and Truhlar, 1986; Joseph et al., 1988). Based
on variational transition-state theory [which should be
accurate (Garrett, Truhlar, and Schatz, 1986; Haug
et al., 1987)], the new J3 surface describes all thermal
rate information to within experimental uncertainty
(Joseph et al., 1988). Unfortunately J3 is not apparently
a fully global surface (see Sec. II.A), so the ultimate
O+ H, surface remains to be developed.

4.5 M T T T T
MOD-POLCI
3.5}
g
E 2.5¢
e 1.0
1.5} 02
0.5 :

1.5 2.5 3.5
ROH/ao

FIG. 3. Contour plot of MOD-POLCI surface for O+ H, using
same parameters as in Fig. 2.
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TABLE I1. Properties of Cl+ HCI surfaces.

Type of

Acronym Year surface yi 6t - rha vi vi vi
BCMR? 1983 LEPS 0.37° 180° 2.7728 3440 508" 1398i"
s-POLCI® 1983 RMS/QQ 0.33 161.4° 2.784 326 i 1619 1606i
DIM-3C° 1986 DIM 0.36 180° 2.86 360 256 1562
PK2¢ 1987 LEPS 0.37 180° 2.793 343 612 1436i
PK 3¢ 1987 LEPS 0.37 180° 2.811 345 691 1467
sf-POLCI® 1988 RMS/QQ/LEPS 0.33 161.4° 2.784 : 326 1617 1606i
2Bondi et al. (1983). °Schatz et al. (1988).

bGarrett et al. (1983). IneV.

°Last and Baer (1986). In aq.

dPersky and Kornweitz (1987). "ncm™L

B. CI+HCI

CI(P)+HCI is an important prototype for reactions
that involve the transfer of a light atom between two
heavy atoms. In contrast to the case of O+ H,, there are
few experimental data available (thermal rate coefficients
at a few temperatures have been measured, as reviewed
by Garrett et al., 1983), so the several surfaces that have
been developed have not been subjected to as much
refinement as those for O+H,. On the other hand,
several high-quality theoretical dynamics studies have
been carried out on several of the surfaces, and the
dependence of dynamical results on certain features of
the surfaces is known to be especially strong.

Table II summarizes the properties of several of the
surfaces that have been developed for C1+HCI. LEPS-

4.5
s
r 3.0f
(&]
o
1.5 3.0 a5
Ryci/ao

FIG. 4. Contour plot of BCMR Cl+HCI surface for linear
Cl—H—Cl geometry as a function of the Cl—H and H—Cl dis-
tances (in @, units). Contours are in 0.1-eV intervals, starting at
0.1 eV, with zero taken to be separated Cl+HCI with HCI at
equilibrium.
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type surfaces were in use prior to 1983 (Smith and Wood,
1973; Thommarson and Berend, 1973; Smith, 1975; Wil-
kins, 1975; Thompson, 1982), but most of these surfaces
were not specifically optimized for Cl+HCI. Instead
they were derived for the well-studied H+ Cl,—HCI1+-Cl
rearrangement that occurs on the same surface. The
BCMR surface (Bondi et al., 1983) was, however, explic-
itly optimized to fit C1+HCI rate data. Figure 4 plots
this surface for its most favorable (linear) reaction path.
At roughly the same time as BCMR, an ab initio calcu-
lation was carried out on Cl+HCI, and the resulting en-
ergies were used as the basis for the s-POLCI surface
(Garrett et al., 1983), which is plotted in Fig. 5. In this
surface, an RMS function is used to describe linear
geometries, and a quadratic/quartic (QQ) expansion in
the bend angle is used to describe nonlinear geometries
within 90° of linear. This surface has a nonlinear reac-
tion path (91= 161.4°), but is otherwise similar to BCMR
in all properties except the bending frequency vf,. How-
ever, even this difference is more apparent than real, as

4.5 T
sf-POLCI
<
I
= 3.0F
O
@ —0.5
@<—0.1
1.5 3.0 45
Ruci/ao

FIG. 5. Contour plot of s-POLCI (or equivalently sf-POLCI)
Cl+ HCl surface using same parameters as in Fig. 4.
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the bend zero-point energies on the two surfaces are very
close (Schatz et al., 1988). Recently the s-POLCI surface
has been generalized into a global surface (denoted sf-
POLCI, Schatz et al., 1988) by combining the s-POLCI
for bend angles within 30° of collinear with a LEPS func-
tion which is similar to the BCMR surface. A dynamics
study on this global surface (Schatz et al., 1988) leads to
cross sections and rate coefficients similar to those for the
BCMR surface, indicating that the bent-geometry saddle
point on sf-POLCI does not alter the reaction dynamics
significantly compared to the linear-saddle-point BCMR.

The DIM-3C method has also been used to generate a
potential surface for Cl+HCI (Last and Baer, 1986). As
with the BCMR surface, this surface has a linear saddle
point, but the saddle-point bend frequency on this surface
is much lower than on BCMR. The dynamical conse-
quences of this difference have not been carefully studied,
but trajectory and approximate quantum studies on
DIM-3C suggest (Abu Salbi et al., 1984; Pollak et al.,
1985; Last and Baer, 1987) that the differential cross sec-

tion in the backward direction oscillates as a function of
energy, while trajectory and approximate and exact

quantum results on BCMR (Amaee et al., 1987; Schatz,
1988a) indicate that such “oscillating reactivity” effects
do not occur.

The sensitivity of the CI+HCI reaction dynamics to
saddle-point bending frequency has been studied in detail
by Persky and Kornweitz (1987) using three surfaces,
PK1, PK2, and PK3, the first of which is essentially the
same as BCMR, while the other two are identical to
BCMR only for collinear geometries and have higher

bend frequencies, as indicated in Table II. The different -

bending-angle dependence of the BCMR and PK3 sur-
faces is illustrated in Figs. 6 and 7, where we plot

potential-energy contours for a fixed H—CIl distance of
2.8a, as a function of the CI—HCI (Cl atom to HCI

8.0 — T

7.0

6.0

R/a,

5.0

4 . O " 1 N 1 . 1 "
0.25 0.50 0.75
Y/n
FIG. 6. Contour plot of BCMR Cl+HCI surface as a function
of the C1+HCI center-of-mass distance R and HCI rotational
angle ¥ (defined such that ¥ == corresponds to linear CIHCI),
taking the HCI distance to be 2.8a,. Contour energies are the

same as in Fig. 4. The saddle point is located by a cross.
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FIG. 7. Contour plot of PK3 Cl+ HCI surface using same pa-
rameters as Fig. 6.

center of mass) distance R and the angle ¥ between the
Cl—HCI1 and Cl—Cl vectors. y = corresponds to the
minimum-energy path for reaction, but note how the
BCMR surface for each value of R is lower at ¥ =0 than
at y=m. There is a barrier between the y =0 and y ==
minima, but this is relatively small for R values down to
the saddle point (the cross on Fig. 6). The PK3 surface,
by contrast, is higher at small ¥ than at y =7. The latter
behavior forces the HCI to “lock” its orientation toward
the incoming Cl prior to crossing the saddle point, while
the former allows for free rotor motion (Amaee et al.,
1987; Loesch, 1987), and this leads to major differences in
a number of dynamical features, including the energy
dependence of the differential cross sections (Persky and
Kornweitz, 1987) and rotational distributions (Schatz,
1987). Oscillating reactivity effects are seen on PK3 as a
result of the ‘“locked” orientation during reaction, since

8.0 ——
sf-POLCI

7.0

6.0

R/a,

5.0

4 . O N 1 - i N 1 .
0.25 0.50 0.75
Y/n
FIG. 8. Contour plot of s/-POLCI Cl+HCI surface using same
parameters as Fig. 6.
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the H atom can vibrate back and forth between the Cl’s
several times while the system is close to the saddle point.
The BCMR surface, by contrast, shows no oscillations in
differential cross section (Schatz et al., 1987), since the H
atom passes over the saddle point ‘“sideways” (Amaee
et al., 1987). The sf-POLCI surface, which we plot in
Fig. 8, is quite similar to BCMR, even though there is a
shallow trough in the figure at ¥ /7=0.9, which corre-
sponds to the nonlinear reaction path. It is unclear from
this analysis why the DIM-3C surface, with its much
lower bend frequency, should also show oscillating reac-
tivity.

C. H+CO

H+CO-—HCO is one of the simplest addition reac-
tions, and it has been well studied from a number of
different perspectives, as reviewed by Dunning et al.
(1988). Small portions of the ground (*4’') electronic
surface have been characterized in a number of studies
(as reviewed by Dunning, 1980), but only four attempts
at developing a global surface have been made. Three of
these surfaces (Carter et al., 1979; Geiger and Schatz,
1984; Murrell and Rodriguez, 1986) are based on the
MBE approach, and since they represent successive

TABLE II1. Comparison of HCO minima and saddle points.®

refinements within a given framework based on new ab
initio data, only the latest one will be described. The
fourth surface (Bowman et al., 1985) was mentioned in
Sec. II.A (where it was denoted BBH), and is based on a
three-dimensional spline fit that is global except for the
absence of O+ CH and C+OH arrangement channels. It
is significant to note that the latest MBE surface (which
we label MR) was developed by fitting to several proper-
ties of the BBH surface. As a result, a comparison of
these surfaces as well as of the dynamics on these sur-
faces will provide a sensitive test of the MBE fitting stra-
tegy.

Table III summarizes the properties of the minima and
saddle points on the BBH and MR HCO potential sur-
faces. The presence of two minima (HCO, COH) and
three saddle points (H - - - CO, CO - - - H, isomerization)
makes the development of a global surface quite difficult
and is one reason why the global-spline approach used by
BBH is useful in this case. The table indicates, however,
that the MR surface fits many of the BBH properties
quite well. The MR fit to BBH was specifically designed
to reproduce the geometry, energy, and force constants
of the HCO minimum, the geometry and energy of the
three saddle points, and the geometry, energy, and one
force constant of the COH minima. All the specifically
fit properties are accurately described by MR and, in ad--

Species Parameters BBH® MR®
HCO minimum V (relative to H+ CO) —0.841 —0.809
Rey 2.124 2.183
Reo 2.259 2.224
HCO angle 124.2 123
Harmonic frequencies 2749,1908,1157 2485,1865,1082
HCO saddle vV 0.069 0.069
point Ry 3.493 3.825
Reo 2.180 2.173
HCO angle 117.2 124
Harmonic frequencies 2121,399,598i 1945,405,611i
COH minimum | 4 0.841 1.041
Roy 1.852 1.848
Rco 2.455 2.434
COH angle 111.7 114
Harmonic frequencies 3628,1387,1185 3162,1456,1046
COH saddle | 4 1.457 1.503
point Ron 2.314 2.487
Ro 2.262 2.353
COH angle 119.2 141
Harmonic frequencies 2103,980,3130: 1117,960,1284i
Isomerization | 4 2.107 2.301
saddle point Ry 2.493 2512
‘ Ro 2.453 2.438
Roy 2.165 2.154

Harmonic frequencies

2519,1464,2305i

2956,228,1645i

2All distances are in Bohr, angles in degrees, frequencies in cm ™ !, energies in eV.

"Bowman et al. (1985).

‘Murrell and Rodriguez (1986); Chawla et al. (1988).
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dition, many of the HCO and COH saddle-point frequen-
cies match BBH quite closely, even though they were not
specifically optimized. The most important differences
arise in the COH and isomerization saddle points. For
COH, the C—O stretch frequency is much too low on
MR, as is the O—H stretch imaginary frequency. In ad-
dition, on MR the CO internuclear distance (2.353a,) at
the COH saddle point is closer to the COH minimum
value (2.434a,) than to isolated CO (2.132a,), while on
BBH, the CO distance at the COH saddle point (2.26a)
is closer to isolated CO (2.173a,) than to the COH
minimum value (2.455a,). At the isomerization saddle
point, the CO stretch frequency is much lower on MR
than on BBH (228 cm ™! versus 1464 cm™1).

Figures 9 and 10 present contours of the BBH and MR
surfaces for fixed CO distances taken to be the isolated
CO equilibrium distances in each case. These figures
show that the two surfaces have the same global shape
and stationary points. The most noticeable quantitative
difference arises in how quickly the potential falls off for
geometries perpendicular to the C—O axis.

The most extensive comparisons between dynamics on
the BBH and MR potentials have been in studies of col-
lisional excitation of CO by translationally hot H atoms
(1-4 eV collision energy). The earliest experimental
studies of this were restricted to examining vibrational
excitation (Wight and Leone, 1983a, 1983b): Trajectory
studies on both BBH (Geiger et al.,, 1985) and MR
(Murrell and Rodriguez, 1986) surfaces were able to
reproduce the measured vibrational distributions quite
accurately. Recently, Chawla et al. (1988) have extended
these measurements to include rotational distributions
for both elastic and vibrationally inelastic scattering, and

8.0 — — : :
} BBH
6.0 .
<
N 4.0
2.0
0.0

FIG. 9. Contour plot of BBH H+ CO surface as a function of
the x and y coordinates of the H atom, relative to the CO center
of mass. The CO is fixed on the x axis (O atom to the right),
with the C—O distance taken to be the isolated CO equilibrium
value. Contours are in 0.4-eV intervals, with the lowest at
—0.3 eV relative to isolated H+ CO.
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FIG. 10. Contour plot of MR H+ CO surface using the same
parameters as in Fig. 9.

they find that only BBH predicts results that match their
measurements. MR was found to give too large a vibra-
tionally inelastic (v =1) cross section for low rotational
quantum states (j <15) as a result of a subtle difference
between BBH and MR that is not apparent from Figs. 9.
and 10. This difference is found in examining the deriva-
tives of the two surfaces with respect to the CO stretch
coordinate, which we plot in Figs. 11 (BBH) and 12
(MR). This derivative is the key source of coupling re-
sponsible for vibrational excitation, and we see from the
figure that the derivative is larger at longer range near
the COH saddle point on MR than on BBH. This is also
apparent from the location of the COH saddle point in

8.0 v T . T L T
’ BBH
6.0} .
é’ 4.0
>
2.0
0.0

FIG. 11. Contour plot of derivative of BBH H+CO surface
with respect to C—O distance. Contours are in intervals of 0.4
eV/ay, from —2.2 eV/ay,to —0.2 eV/a,.
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FIG. 12. Contour plot of derivative of MR surface as in Fig.
11.

Table III, which, as noted earlier, occurs for longer CO
distances on MR than on BBH. An analysis of the tra-
jectories shows that this difference between the deriva-
tives is responsible for the excessively large vibrational
excitation cross section (factor of 2.5).

This unfortunate result for the MR surface graphical-
ly illustrates how sensitive vibration/rotation energy
transfer results are to features of potential surfaces. It
also shows how difficult it can be to determine global po-
tential surfaces of acceptable accuracy (even for a rela-
tively “simple” surface) by fitting locally defined surface
features.

D. H,0 [O('D)+H,— OH(2IT)+H]

H,O0 is, of course, one of the most important and most
often used potential surfaces. A complete review of all of

TABLE IV. Global H,O(' 4’) surfaces.

the H,0O ('4’') surfaces that have been developed is
beyond the scope of this paper, but if we restrict our con-
sideration to global surfaces that dissociate correctly and
that therefore describe the reaction O('D)+H,
—>OH(?I1)+H, then the number of such surfaces that
have been developed is surprisingly small. Table IV sum-
marizes those developed since 1976, including values of
the energies associated with the H,O equilibrium,
separated O('D)+H,, and separated OH(’I1)+H. Be-
fore discussing these surfaces we should note that al-
though the H,O(' 4') surface is well below H,0(* 4’ and
34") (i.e., the O+ H, surfaces of Sec. III.D) near equilib-
rium, it is well above them for separated O('D)+H,
geometries and is degenerate with them for separated
OHC’IT)+H (see Durand and Chapuisat, 1985). The
crossing of the singlet and triplet surfaces in the O+H,
arrangement channel has been examined in detail
(Whitlock et al., 1976), and there is no evidence that this
crossing plays a role in either the singlet or triplet surface
dynamics. As a result we shall ignore the triplet surfaces
in our discussions.

The surfaces in Table IV can be divided into three
groups: (a) MBE-type surfaces, which are based on fits to
polynomial force fields for H,O and to experimentally de-
rived diatomic potentials for the asymptotes, (b) MBE
surfaces, which are based on least-squares fits to global
ab initio calculations, and (c) DIM surfaces. The SM,
RS, and MC surfaces (see acronyms in Table IV) belong
to type (a), SL1, SL3, MCMG, and MSL1 to type (b), and
WMF and KNS (which actually denote three very similar
surfaces that will not be distinguished here) to type (c).

The SM surface was the first MBE surface for H,O,
and it was based on fits to an empirically derived H,O
quartic force field (Hoy et al., 1972). The RS surface
represented a reparametrization of SM based on an ab in-
itio quartic force field (Bartlett et al., 1979). Both SM
and RS have a cusp at an H—H distance of 3.157a, due
to a switch between surfaces (both of 'A4’ symmetry)

Type of
Acronym Year surface V“zo Vo+ H, Vou+nu
Sm? ’ 1976 MBE —10.07' —2.78! —4.63
SL1° 1980 MBE —8.95 —1.87 —4.04
SL3® 1980 MBE —8.93 —1.87 —4.04
RS° 1981 MBE —10.07 —2.78 —4.63
MCMG* 1981 DMBE —10.33 —2.78 —4.63
WMF* 1982 DIM —9.16 —2.78 —4.58
MCf 1984 MBE —10.07 —2.78 —4.63
MSL1# 1984 MBE —8.95 —2.25 —4.03
KNS! 1988 DIM —10.07 —2.78 —4.62

2Sorbie and Murrell (1976).
bSchinke and Lester (1980).
‘Redmon and Schatz (1981).
9Murrell et al. (1981).
*Whitlock et al. (1982).
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fMurrell and Carter (1984).

&Schinke (1984).

"Kuntz et al. (1988).

IneV.

JResult is for the model 1 surface of Kuntz et al. (1988).
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correlating to O('D)+H,(!=;) (appropriate for shorter
H—H distances) and to O(*P)+H,(32;) (appropriate
for larger distances). This cusp is rigorously present for
infinite O—H), separation, but should be smoothed out
for finite separation. Neither the SM nor the RS surface
is completely smooth or continuous, however, and this
makes it difficult to use these surfaces in trajectory calcu-
lations. To remedy this problem, Murrell et al., (1981)
introduced the idea of a double many-body expansion
(DMBE) to represent the H,O surface in which both the
ground and excited singlet surfaces correlating to
O('D)+H,('2}) and to OCP)+H,(°Z}) are fit simul-
taneously as a 2 X2 determinant. The diagonal terms are
represented using Eq. (8), and a similar off-diagonal term
is introduced to describe the coupling between these two
surfaces that leads to smoothing out of the cusp at finite
O—H, separation. The resulting MCMG surface was fit
to global ab initio calculations, and a subsequent trajecto-
ry study of the O(!D)+H, reaction dynamics (Dunne
and Murrell, 1983) produced accurate results for a num-
ber of properties. Since most interest in the H,O surface
is associated with energies that do not access the cusp re-
gion, Murrell and Carter (1984) developed a simpler al-
ternative to MCMG that involves a single MBE [i.e., Eq.
(8)] with the cusp smoothed out for all O—H, separa-
tions. Figure 13 shows a contour plot of the MC surface
as a function of oxygen atom location for H, at its equi-
librium geometry. This plot shows that the MC surface
is downhill for all approaches of O to H,, with the most
favorable approach geometry being collinear. We shall
compare this surface with other H,O surfaces below.
SL1, SL3, and MSL1 surfaces are three of several sur-

Y/a,

FIG. 13. Contour plot of MC H,O surface as a function of the
x and y coordinates of O relative to H—H center of mass, with
H—H taken to be at equilibrium and on the x axis. Contours
are in intervals of 0.05 eV, starting at —0.4 eV.
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faces that were developed by Schinke and Lester (1980)
based on fits to the accurate global ab initio calculations
of Howard et al. (1979). These fits used the MBE func-
tional form in Eq. (10) (with a few adjustments), but the
reference coordinates r; were chosen inside the equilibri-
um position and the multinomial coefficients were deter-
mined by least-squares fits that were designed to be glo-
bally rather than locally accurate. The SL1 and SL3 sur-
faces are, in fact, somewhat different fits to the same ab
initio points that are of roughly comparable quality.
They differ at large O—H, separation, where SL1 has a
0.05-eV barrier to addition for collinear geometry, while
SL3 has no barrier. Figure 14 shows contour plots of the
SL3 surface, using the same coordinates as in Fig. 13.
The MC and SL3 surfaces are clearly very different, with
SL3 having a most favored perpendicular geometry reac-
tion path and much larger energy release for H, at its
equilibrium geometry. ,

Table IV shows that the SL1, SL3 surfaces also differ
from the empirically derived surfaces such as CM in the
dissociation energies of H,0, OH, and H,. The
difference is due to inaccuracies in the ab initio calcula-
tions; a further defect of SL1 and SL3 is that the H,O,
OH, and H, force fields are not very well described.
These errors in dissociation energies and force fields lead
to a number of problems, one of which is an incorrect
partitioning of energy to the products of the O('D)
+H,—OH+H reaction (Schinke and Lester, 1980). To
partially correct this error, Schinke (1984) added a
correction term to SL1, leading to the modified SL1
(MSL1) surface, which has the correct exoergicity for the
O('D)+H,—OH+H reaction, but the other errors in
SL1 were not corrected.

'Y/a,

FIG. 14. Contour plot of SL3 H,O surface using same parame-
ters as in Fig. 13 except that contours start at —3.0 eV and are
in 0.5-eV intervals.
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Despite the many inaccuracies associated with SL1,
SL3, and MSLI1, recent highly accurate ab initio calcula-
tions (Bauschlicher and Taylor, 1986; Walch and Hard-
ing, 1988) have confirmed the qualitative accuracy of
these surfaces. In particular, the ab initio study by
Walch and Harding of the region of the surface pictured
in Figs. 13 and 14 has shown that the most favored reac-
tion path is perpendicular, as in Fig. 14. In addition, the
linear O—H, approach has a very small barrier ( <0.01
eV), which would probably vanish for a still larger calcu-
lation. In this respect, the correct surface is probably
closer to SL3 (which has no collinear barrier) than to the
other existing surfaces. Dynamics studies of O(!D)+H,
on MSL1 have successfully explained a number of mea-
surements, with the only major unexplained piece of data
being the OD/OH isotope ratio in O+HD (Fitzcharles
and Schatz, 1986). Since SL3 is a slightly better surface
than SL1, an important task for the future will be
reparametrizing the SL3 surface so as to incorporate the
recent ab initio calculations, a better H,O force field, and
correct OH and H, diatomic properties.

The DIM surfaces for H,O have been developed by
Whitlock et al. (1982) and by Kuntz et al. (1988). WMF
was based on-a five-state description of the electronic
structure (meaning that a 5X 5 determinant must be eval-
uated for each geometry). Although this surface de-
scribes OH and H, correctly, Table IV indicates that the
H,O dissociation energy is too small by about 1 eV.
In addition, the H,O force field is poorly described
(Whitlock et al., 1987), and studies of the O('D )+H, re-
action dynamics have revealed some important inadequa-
cies of WMF (Fitzcharles and Schatz, 1986). The KNS
surface (a 9 X9 determinant) represents an important im-
provement to the DIM description of H,O that, while
still far from perfect in the description of the H,O force
field, has the right energetics and is able to describe the
O('D)+H, reaction dynamics correctly (Kuntz et al.,
1988). The OD/OH isotope ratio has not yet been con-
sidered on this surface.

One last surface that we would like to discuss for H,O
is one developed by Reimers and Watts (1984), the
correct parameters for which are given by Barnett et al.
(1988). This surface has been widely used for molecular
dynamics studies of liquid water and as a building block
for developing water cluster potential surfaces. Howev-
er, it is not a proper global surface, even though it is ex-
pressed in terms of globally defined functions. The actual
functional form is a sum of Morse functions:

3
V(R,R,,0)=3 D;[1—exp(—a,;S)]*, (11)
i=1

where R, and R, are the two OH distances and 0 is the
bend angle. D; and «a; are parameters, and the coordi-

nates S; are given by
S;=R;cos[(6—86,)/2]—R, (i=1,2), (12a)

S3=[(R,+R,)/R,Isin[(6—6,)/2] , (12b)
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where 6, and R, are the equilibrium values of R;
(i =1,2) and 6, respectively.

The Morse parameters in this surface were determined
by fitting measured vibrational energy levels of H,O,
D,0, and HDO, and it does an excellent job in this
respect. However, if Eq. (11) is evaluated in the limit
that one of the R;’s is infinite, the resulting potential still
depends on 6, even though it should not. This sort of de-
fect is common in potentials that were specifically
designed to describe a local region even though they are
formally global.

IV. POTENTIAL-ENERGY SURFACES FOR n >3
POLYATOMIC MOLECULES: H+CO,

There are very few global potential surfaces for mole-
cules with more than three atoms that are realistic for all
geometries. For most of the fitting methods in Sec. II,
this problem arises from the fact that ab initio calcula-
tions cannot be performed for enough geometries to
define the surfaces globally. For a few very special cases,
such as the surface for H,* +H,, DIM theory is accurate
and easy to apply, and thus global surfaces of acceptable
accuracy are possible, but these cases are rare. Some-
times single reaction-path surfaces can be developed by
applying the methods of Sec. I1.D, but these surfaces are
usually not global (though they may describe a subset of
processes relevant to a given system accurately). Global
spline approaches are obviously not feasible, so the most
common approach to the surface fitting of polyatomics is
the many-body expansion method of Eq. (8). It should be
noted that this method can be implemented in a number
of different ways other than by defining many-body po-
tentials through Eq. (10). We include these other possi-
bilities as still within the MBE framework.

Several n >3 polyatomic molecule potential surfaces
have been developed in recent years based on the MBE
approach (or combinations of MBE and RP). Among
those not described in the Truhlar et al. review are
H+CO, (Schatz et al., 1987), H+C,H, (White and
Schatz, 1984), CH;+H, (Steckler er al., 1987; Joseph
et al., 1987), F,+C,H, (Raff, 1987), SiH,+SiH,—Si,H,
(Agrawal et al., 1988), and CH;CN-—CH;NC (Sumpter
and Thompson, 1987).

We shall now illustrate the practice and pitfalls of
fitting surfaces using the MBE method by examining
H+CO,.

H+CO, and its reverse, OH+ CO, are both important
reactions in combustion (especially the reverse), and re-
cently a number of measurements pertaining to state-to-
state chemistry in these two reactions have been made, as
summarized by Schatz et al. (1987). In addition, the
structure and vibrational spectroscopy of the stable mole-
cule HOCO, and the search for the still undetected mole-
cule HCO,, have been actively pursued (Jacox, 1987).
The several minima and saddle points believed to be
present on the HCO, potential surface are indicated in
Fig. 15, along with estimates (Schatz et al., 1987) of the
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FIG. 15. Energies of minima and saddle points of H+ CO, po-
tential surface based on best estimates from Schatz et al. (1987).

energy of each.

The global surface that has been developed for
H+ CO, was the work of Schatz, Fitzcharles, and Hard-
ing (SFH), and it involved a combination of fits to ab ini-
tio calculations and empirical adjustments within the
MBE framework. A key factor underlying the feasibility
of this surface is the existence of realistic potentials for
the diatomic and triatomic fragments: OH, CH, HCO
(Murrell and Rodriguez, 1986); CO, OO, CO, (Carter
and Murrell, 1987); and HO, (Melius and Blint, 1979).
This enables the surface to be written as

v=vE+VE& AV + Ve +VE+ V& Vi
+Vieo +Vido + Vo + V¥ (13)

with all the terms except ¥V*’ known based on earlier
work. If ¥4 is simply neglected, then the surface plot-
ted in Fig. 16 is obtained. In this plot, x and y are the H
atom locations relative to the CO, center of mass, and for
each x,y the energy has been minimized with respect to
the CO, internal coordinates, with the constraint that the
O—O’ axis be parallel to x. This surface shows a number
of qualitatively correct features and a few incorrect ones.
The HOCO minimum is present, but it is approximately
1.5 eV higher than it should be, and the CO, at this
minimum is linear, so that the cis and trans isomers are
not distinguished. The H - - - OCO addition saddle point
is present, but the HCO, minimum and associated saddle
points are completely missing.

It is useful to note that the surface plotted in Fig. 16
has two problems that are not apparent from this figure,
which reveal how difficult it can be to define even the
two- and three-body parts of H+ CO, accurately. One is
that V3L, and V) are based on the MR surface for
H+CO that was shown earlier (Sec. III.C) to have
several incorrect features. The H-+CO, surface of
Schatz et al. (1987) was developed prior to the discovery
of errors in the H+ CO surface (see Chawla et al., 1988),
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FIG. 16. Contour plot of two- and three-body part of SFH
H+CO, potential surface as a function of x and y coordinates
of H atom relative to CO, center of mass, with energy mini-
mized with respect to CO, stretch and bend coordinates, subject
to the constraint that the O—O bond be parallel to the x axis.
Contours are in 0.3-eV intervals with lowest at —0.5 eV relative
to separated H+ CO, with CO, at equilibrium.

4.0

but even today there is no alternative, as the more accu-
rate BBH surface for H+ CO is not globally defined (does
not describe C—O bond breakage). The second problem
concerns the achievement of proper electronic symmetry
for all geometries. The CO, potential surface from Car-
ter and Murrell (1984) assumes that spin is conserved, so
CO, dissociates to CO( 13)+0('D) (i.e., an excited oxy-
gen atom). However, the ground state of HCO, dissoci-
ates to CO('2)+O(P)+H(2S) (i.e., a ground-state oxy-
gen atom). As a result, direct use of the Carter and
Murrell potential leads to dissociation to an excited state.
To remedy this problem, SFH refit the CO, potential to a
function that dissociates to O(*P)+CO('2). The func-
tion used is smooth, but in reality a cusp would be ex-
pected in view of the negligible coupling between the CO,
singlet and triplet surfaces.

Now let us consider the fitting of the four-body term
V4. The approach of SFH was to use the 4-atom ver-
sion of Eq. (10) to fit HCO, and HOCO minima that were
determined from ab initio calculations. In these fits,
Gaussian rather than hyperbolic tangent-switching func-
tions were used, so that the minima could be added sepa-
rately without interfering with each other. The
H:---0CO, H - - CO,, and isomerization saddle points
of Fig. 15 were then added in by scaling the potential
along reaction paths between each appropriate minimum
or asymptote. With this procedure it was possible to. ad-
just each saddle-point energy to desired values, but the
geometry and vibrational frequencies were in some cases
in error by substantial amounts compared to ab initio cal-
culations. To adjust geometries, a mapping transforma-
tion was introduced which converts the coordinates into
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FIG. 17. Contour plot of complete SFH H+ CO, potential sur-
face using same parameters as in Fig. 16. Locations of the
HOCO and HCO, minima are indicated, with the cis and trans
isomers of HOCO appearing as two separate minima (cis is
closer to the HCO, minimum).

new variables in desired regions in such a way as to move
stationary points without changing surface topology. To
adjust frequencies, additional localized functions were
added which change selected force constants in desired
regions without changing other properties.

The resulting global surface is plotted in Fig. 17 using
the same coordinates as Fig. 16. Figure 17 shows a num-
ber of improvements over Fig. 16, including the correct
appearance of all minima and saddle points, each having
the energies indicated in Fig. 15. The geometries are
mostly close to ab initio values, as are the frequencies of
all minima. In addition, for saddle points, the sum of the
frequencies, excluding the imaginary one, is close to the
ab initio estimate. This constraint keeps the saddle-point
harmonic zero-point energies close to their desired
values.

The surface plotted in Fig. 17 has been tested by SFH
in dynamical studies of H+CO, using classical trajec-
tories. Both nonreactive collisional excitation and reac-
tion to give OH-+CO have been considered, and the re-
sults have been mixed. Collisional excitation leads to
cross sections from vibrational excitation that are too.
high, with too little rotational excitation. The reactive
cross sections and product OH rotational distributions,
by contrast, are in good agreement with experiment. It
appears likely that the problems with collisional excita-
tion are due to the problems with the HCO three-body
surface discussed above, since similar studies of the
H+ CO dynamics on this three-body surface led to exces-
sively large vibrational excitation cross sections.

V. CONCLUSIONS

It is useful to summarize the status of each of the sur-
faces discussed in Secs. III and IV, as this illustrates both
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how well known these surfaces are and how difficult it is
to determine accurate global potential surfaces. For
O(3P)+H2, surfaces that describe all known features of
the reaction dynamics exist, but the best of these surfaces
(J3) is not really global in the sense of describing all three
arrangement channels everywhere. Less is known experi-
mentally about Cl+HCI, but several semiempirical and
RMS surfaces have been developed that are consistent
with the data. Theoretical dynamics studies indicate
strong sensitivity of certain measurables to features of the
potential surface, so the possibility of further improve-
ment is good. For both O(3P)+H, and Cl+HC], high-
quality ab initio surfaces are available only at a small
number of geometries, so much is known of the surfaces
only from interpolation using LEPS or other functions.

H+CO is one of the few systems in which the surface
is globally known based on three-dimensional spline fits
to extensive ab initio calculations, but even this surface
(BBH) is deficient in that it does not describe the dissoci-
ation of HCO to form C+OH or O+CH. A simple
MBE surface (MR), which was designed both to fit the
BBH surface and to allow for dissociation to C+OH and
O+ CH, turns out to have experimentally distinguishable
errors in its C—O derivative for certain geometries.
Thus it would be highly desirable to generate an im-
proved global surface for H+CO.

Although a large number of H,O potential surfaces
have been developed, the “ultimate” surface is still miss-
ing. Existing MBE fits to global ab initio calculations ap-
pear to be qualitatively correct, but these surfaces need to
be reparametrized to build in the correct H,O force field
and dissociated diatomic properties. Several MBE sur-
faces based on local fits to H,O quartic force fields have
been developed, but all of these have incorrect angular
behavior at long range in the O(!D)+H, region. The lat-
est DIM surface (KNS) appears to be qualitatively
correct everywhere, so it might be that with modest
corrections a quantitatively accurate surface will be pos-
sible. This would be very helpful, since DIM has the ad-
vantage of automatically including surface crossing
effects.

Finally H+CO, is an extremely difficult surface to
represent, as a result of many minima and saddle points.
A first attempt at developing a surface has been made,
and this surface has many of the desired attributes. Un-
fortunately certain features are incorrect, so further re-
visions are needed. It is encouraging that the parts of the
surface where four-body terms are important are all spa-
tially localized. This allows relatively simple functions to
be used in representing V¥, though no systematic pro-
cedure exists for selecting what these functions should be.

Perhaps the most important overall conclusion from
this review of potential surface representations is that the
technology for generating global potential surfaces is still
in a relatively primitive state, which is often the limiting
factor in developing theoretical interpretations of experi-
ments. A number of approaches exist for generating po-
tential surfaces, but those that have the most physical
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content built in (i.e., the semiempirical methods) are rare-
ly accurate enough to provide a useful starting point
from which improved surfaces can be derived, while
those that have the simplest mathematical structure
[splines, many-body expansions based on Eq. (10)] can be
inaccurate (even unphysical) unless a high density of glo-
bal ab initio points is available for fitting. This problem
could be circumvented if ab initio calculations were accu-
rate and cheap enough to do at every geometry needed
for dynamics studies, but this possibility seems unlikely
for the foreseeable future using existing technology.
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