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Large computing machines have been built from relays, vacuum tubes, and transistors. Strenuous efforts
to develop computing technology based on other devices have failed. The relay, vacuum tube, and transis-
tor are three-terminal devices, and the essential physical factors that account for their success are de-
scribed and used to discuss the reasons for the failure of other devices.
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I. INTRODUCTION

Figure 1 shows a part of the Automatic Sequence Con-
trolled Calculator (ASCC) built by IBM and presented to
Harvard University in 1944 (Harvard, 1946). The rectan-
gles lined up in rows and columns are relays, electrically

FIG. 1. View of the Automatic Sequence Controlled Calculator
(from Harvard, 1946).
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controlled mechanical switches. A closer view of the
switching elements of the machine is presented in Fig. 2.
The ASCC and other early relay-based calculating
machines demonstrated the power and usefulness of au-
tomatic calculation and stimulated a desire for faster,
more powerful systems. A search for better basic com-
ponent devices than those shown in Fig. 2—components
that were smaller, faster in operation, lower in cost, less
demanding of power, and more reliable—was touched
off. Great progress has been made in the intervening four
decades, but the quest for devices that would be im-
proved in terms of all of those properties continues to the
present day. ,

The history of the search for better devices for com-
puting systems is punctuated by many ingenious propo-
sals. Most did not propagate far beyond the sphere of
influence of their inventors. A few received wide atten-
tion and became the focus of well-funded development
efforts. Besides the relay, however, only two turned out
to possess the qualities required of devices that are to be
used to comstruct the logic in large computational sys-
tems: the vacuum tube and the transistor.

The many attempts and rare success stories in the his-
tory of the pursuit of still better logic devices lead one to
ask what features distinguish the successful devices from
those that attained only oblivion. More particularly, are
there characteristics that will enable a good device to be
recognized without investment in a substantial develop-
ment program? This paper suggests that the answer to
the question is yes.

%

FIG. 2. Components used in the Automatic Sequence Con-
trolled Calculator (from Harvard, 1946).
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Il. LARGE SYSTEMS

In order to explain this answer and the identification of
the attributes necessary in a device, some characteristics
of large logic systems must be identified and discussed in
a general way. Computers are large in the sense that
they contain many devices, tens of thousands to several
millions. These large numbers severely constrain the
physical representation of information in systems and the
properties of devices used to implement them. Many
types and lengths of problems can be handled by comput-
ers; short and very long calculations can be performed.
The course of a calculation may be conditioned by fre-
quent tests, branches, and memory references. All of this
involves great “depth,” in the sense that information is
handled over and over again (von Neumann, 1958). A
large amount of communication among the many devices
in a computer is entailed. The output of one device is
rapidly input to another, and so on through hundreds or
thousands of steps. There are frequent opportunities for
a signal to be altered in its passage from one device to
another, through effects known as attenuation, disper-
sion, diffraction, or crosstalk. Even a 1% distortion per
step could lead to complete loss of information in less
than a hundred steps. The loss of information through
the accumulation of such distortions in hundreds or
thousands of steps is avoided by setting the output of a
device to one of a set of standard values after each step.
The standard values are sufficiently widely separated that
they can be distinguished easily at the next stage. Accu-
mulation of the losses of fidelity is thereby prevented.

The output of a device may be required as input by
several other devices. The transmission of a signal to a
multiplicity of destinations is known as fan-out; devices
for computers must be able to provide fan-out. Further-
more, it is desired that a computation in a machine
proceed in one direction, from inputs to final results.
Each device should operate only on its inputs and not be
sensitive to the actions or status of the recipients of its
outputs. This property is known as input-output, or 1/0,
isolation and is required in computer devices.

lll. DIGITAL REPRESENTATION

The representation of information by a finite set of
standard values in known as digital representation. Digi-
tal representation is, of course, familiar. Ten digits are
used to represent numbers in most of the world. Com-
puting machinery uses only two digits, the binary system.
The use of binary notation is especially well suited when
information is to be represented as the value of some
physical quantity. The construction of a switch that is ei-
ther open or closed is easy and permits an electrical
current or voltage to either appear or not appear at a cer-
tain point. Many physical phenomena are inherently
binary or nearly so: a bar of iron can be magnetized in
either of two directions; a site for a hole in a card is
transparent or opaque; certain metals may be normal or
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superconducting. Often, too, a binary choice is all that is
needed to carry desired information: a red light and a
green light convey the status of a road intersection; a pi-
lot light signals that a stove is turned on; a single bit (the
name for the amount of information represented by a
binary digit) tells the computer whether a password is out
of date.

Digital representation also allows arbitrary accuracy
simply by using many digits. The value of pi is known to
millions of decimal digits, for example.

The features of binary logic are illustrated in Fig. 3

with a relay circuit. In terms of its electrical characteris-
tics, the relay is a nearly ideal computer device. The
figure shows a NOR circuit and its truth table, which de-
scribes its logical function. Terminals A and B are input
terminals, and O is an output. Power is supplied via the
+V and ground terminals. In terms of the table, 1
means the presence of voltage. An input voltage applied
to A or B causes relay R to be energized, grounding out-
put O. If neither A nor B receives a voltage input, then
O is connected to + V; a 1 is transmitted.

Note those aspects that make the relay eminently suit-
able for operation in a large computing system. The
values of the output are standardized by connections to
+ V and ground. These potentials are distributed every-
where in the system; a zero and a 1 are the same

~ throughout. The information is digital, and large distor-

tions of the signals during transmission are endurable.
Figure 4 shows how the conductance between the relay
contacts depends on the input voltage applied to the coil.
Switching will take place even if there are substantial de-
viations from the nominal signal values. The existence of
these ranges of input signals over which the correct out-
puts are obtained are known as ‘“noise margins.” The
noise margins also provide tolerance of variability in the
relay characteristics. The voltage at which the contacts
close, ¥V in Fig. 4, does not need to be controlled pre-
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FIG. 3. Relay NOR circuit and the NOR truth table.
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FIG. 4. Input-output I/0 characteristic of a relay.

cisely. V can vary through a substantial range and the
relay will operate correctly, with some sacrifice of the
variability permitted in the signals.

There is excellent I/0 isolation in Fig. 3; the closing of
the contacts produces almost no signal in the coil that
can be transmitted back along the input leads. Fan-out is
easily obtained; the current that can be carried by the
contacts is available to drive other stages and can be
much larger than the current needed to actuate a relay.

Standardization of signals and fan-out require that an
electrical device control voltages and currents larger than
those needed to operate it, in other words, that a device
have both current and voltage gain. High gain is neces-
sary in order that the transition at V' occupy a small
part of the signal swing and allow the high noise margins.
Gain is essential to digital devices.

Although the relay possesses the qualities needed in a
digital device in an exemplary way, its application is lim-
ited by other constraints imposed by large systems. The
construction of large systems, containing from thousands
to millions of circuits that perform functions resembling
the NOR (Fig. 3), is only practical if the cost per circuit is
very low. The power dissipation must be small or the
problem of removing the heat produced would be insur-
mountable. Moreover, low failure rates are essential; the
system will not function unless all components work
properly. If the average failure rate of each element of a
system of 100000 elements is once in ten years, failures
of the system will occur at an average rate of one per
hour. Finally, it is desirable that components be physi-
cally small. Small size makes short distances between
components possible, and, since signals only travel with a
finite velocity, short distances between components en-
able a system to operate faster. Of course the objective of
fast operation is also aided by devices that need only a
short time to produce an output after receiving an input.
Ways to improve upon the relay in all of these respects
were found.

IV. THE TRANSISTOR

The vacuum tube actually entered computer technolo-
gy almost simultaneously with the relay. Its principal ad-
vantage as compared to the relay was faster operation; it
was completely electronic, eliminating the slow mechani-
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FIG. 5. Structure of an insulated gate field-effect transistor. A
positive voltage applied to the gate G attracts electrons to the
surface of the semiconducting substrate, establishing a connec-
tion between the source and the drain.

cal response involved in relay operation. The transistor,
after its invention, quickly displaced both the relay and
the tube, however. The transistor is also completely elec-
tronic, and its great potential for small size, low power,
high reliability, and fast operation was quickly recog-
nized. The development of the integrated circuit dramat-
ically reduced costs. Thus transistors have been the only
device used in the logic circuitry of computers for three
decades.

Figure 5 shows a cross section of a field-effect transis-
tor, an FET. Its operation depends on the application of
a positive voltage to the gate electrode, which attracts
electrons to the surface between the insulator and the
semiconductor, thereby establishing a connection be-
tween the source and drain electrodes. When the connec-
tion is established the transistor is said to be “on,” other-
wise “off.” The FET can be used to build a NOR circuit,
as shown in Fig. 6(a) (Wallmark and Carlstedt, 1974).
Again, +V and ground potentials are distributed
through the system. The circuit and device emulate the
relay of Figs. 3 and 4; the dependence of output on input
in the FET circuit is presented in Fig. 6(b). The connec-
tion to + V is made through a transistor connected to
act as a nonlinear resistor. The value of the resistor is
much greater than the resistance of the FET in its
turned-on state, so that the output voltage is close to
ground potential when a positive input is applied.

The high gain and large nonlinearity of the response
characteristic in Fig. 6(b) are again essential to the func-
tioning of the circuit in a system environment. As in the
case of the relay, the response provides large noise mar-
gins and tolerance of variability at the point at which the
FET becomes conductive, its threshold voltage. The
effect of the signal voltage on the FET is determined by
its value relative to the power supply voltages that are
distributed through the system. The input to the FET is
capacitive; electric charge must be fed through the inputs
to the gate electrode, Fig. 5, to turn it on. There is excel-
lent I/0 isolation. Fan-out is achieved by allowing
current to flow until sufficient charge has been supplied
to all of the following inputs. Unlike some devices,
which will be mentioned below, the circuit can be
switched both on and off by input signals in comparable
amounts of time. Notice also that large noise margins
separated by a region of high gain imply a very nonlinear
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response. Nonlinearity is another essential feature of a
digital device. ,

Similar features are found in logic circuits that use bi-
polar transistors: high gain and large nonlinearity that
allow adequate noise margins, adaptability to large fan-
out, and switching threshold determined by a comparison
of a signal with standard voltages of the system
(Kohonen, 1972).

Transistors have proved to be remarkably adaptable to
computing systems. They seem incredibly susceptible to
miniaturization and integration; all predictions of a limit
or a slowing of the rate of changes in these characteris-
tics have turned out to be pessimistic. The variety of
types of transistors and the two polarities of charge allow
many kinds of circuits to be built, so that transistors are
the exclusive form of logic device used in all systems,
from 4-bit microprocessors to the largest supercomput-
ers. Transistors, of course, are also found in other appli-
cations, particularly, in computers, in memories, where
several millions of transistors can be formed on one chip.
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FIG. 6. Logic with field-effect transistors: (a) NOR circuit made
from FET’s; (b) transfer characteristic of the circuit of (a).
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V. VARIABILITY OF DEVICES

Substantial noise margins are needed in systems, both
because of the variability of signals, discussed earlier, and
because of variability in the devices themselves. The en-
vironment in the computer is an important source of the
latter. The energy that is used to operate devices is con-
verted to heat, which must be caused to flow out of the
system by temperature gradients. The temperature
within the system therefore varies from point to point. It
depends, too, on the temperature external to the system,
the eventual destination of the heat currents. Further,
the heat produced depends on the operations being per-
formed, and varies from time to time. The differing tem-
peratures within the system cause differences among the
devices, as they affect such fundamental solid-state prop-
erties as energy gaps and the excitation of lattice vibra-
tions.

In addition, mass production methods must be used to
achieve the low costs that enable very large numbers of
devices to be used. The low cost of semiconductor de-
vices is attained by integration, the fabrication of many
devices in a single solid body, which makes access to in-
dividual devices difficult or impossible. In any case, the
objective of low cost precludes attention to adjusting or
repairing individual devices. The limitations of the origi-
nal manufacturing system in such matters as precision of
dimensions and purity of materials remain with the de-
vices and are another source of variability.

Finally, devices change with time. Such effects as cor-
rosion and creep due to strains resulting from attachment
of devices to some substrate are not completely avoid-
able. The use of devices in high-speed circuits subjects
them to strong energy fluxes that enable or drive the
motion of intrinsic defects, causing processes of degrada-
tion that include, but are not limited to, thermomigration
and electromigration.

Noise margins must be sufficient to allow circuits to
operate in the presence of all of these sources of variabili-
ty.

VI. OTHER DEVICES

However, in spite of the long-continued success of
transistors in computers and the absence of any evidence
of slowing of progress in transistor technology, proposals
for alternative devices have emerged regularly during the
transistor era and have attracted interest and support.
Indeed, some have been regarded as very promising alter-
natives to transistors for logic and have been the focus of
substantial development programs. The development
efforts have, however, turned out to be of no avail. Thus
one is tempted to ask the following: what is the
difference between those devices that have been success-
fully used to build large computers and those that have
been unsuccessful in spite of the devotion of considerable
quantities of resources to their development? In other
words, are there criteria that can be used to evaluate the
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potential of a device as a logic element without launching
a massive development project?

In fact, the preceding text has explained the qualities
necessary in a device intended for use in a computing sys-
tem. The question to be answered is the following: does
the device possess these qualities? The application of the
criteria to the relay and the transistor has also been dis-
cussed, and the criteria will be applied below to unsuc-
cessful devices for additional illustration of the points.
First, however, it should be mentioned that the ideas in-
volved are not really new; they were generally under-
stood by von Neumann (1958) and Lo (1961) some time
ago. The experiences of the years that have elapsed since
these authors first explained the principles of digital com-
putation have illustrated and amply confirmed their
views.

A. Bistability

The proposed alternatives to the transistor have
differed in a very fundamental way from the relay, vacu-
um tube, and transistor: they are two-terminal bistable
devices or circuits. Bistability can be produced readily
with a physical system that exhibits a negative
differential electrical resistance. Negative resistance
means that the slope of a plot of voltage versus current or
of current versus voltage is negative. The physical ori-
gins of negative resistance are quite diverse, and it is not
an infrequent occurrence. Similar effects are found in
other physical relationships. The form of a bistable
response is shown in Fig. 7(a). Quantity Y depends on X
in such a way that there is a region in which Y decreases
as X is increased. Now think of X being increased from
zero. The value of Y is determined by the lowest branch
of the curve of Fig. 7 until X reaches the value 7, a
threshold. When X exceeds 7, Y can no longer follow the
lowest branch; it must jump, or switch, to the topmost
branch, which determines Y as X is increased above T.

Next, consider the sequence of events as X is decreased
after having exceeded 7. Now Y is determined by the
upper branch of the curve until X reaches R, at which
point it must switch to the lower branch of the curve.
“Bistability” means that when X is between R and T, Y
may have either of two values, depending on the preced-

ing sequence of events, and it remains on one or the other

segment of the characteristic curve until it is changed by
passing X through R or T. The negative-slope part of the
curve is never observed; in effect, the device has the
characteristics shown in Fig. 7(b).

One may wonder how this bistable response can be
used to implement logic functions. A two-input AND
function, defined in Fig. 8, will be described as an exam-
ple with the aid of Fig. 9. The value of X is formed by
adding inputs in logic with bistability. A steady signal
X =B, a bias, with B between R and T, is one compbnent
of X, and it maintains the device on the lower branch.
Signals of magnitude S from other parts of the computer
are added to X to perform the logic function. The signals

Rev. Mod. Phys., Vol. 61, No. 2, April 1989

Y A
(a)
| -
R T X
Y A
(b)
|
I
|
|
|
i |
' |
|
I |
I
|
|
I
l -
R T X

FIG. 7. Input-output characteristic of a bistable system: (a)
characteristic of a bistable system; (b) response of (a) as it ap-
pears to the user.

represent the output of other logic stages and, ideally,
have value zero or the design signal level S. Bias B is
chosen so that B +S'is less than T, but B +28 is greater
than 7. Two signal inputs cause the device to switch to
the upper branch; a measurement of the state of the de-
vice, even after the signals are removed and X is again
equal to B, allows a determination of whether two
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FIG. 8. AND function.
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FIG. 9. Use of the response curve of Fig. 7 to perform the AND
function. The bias input B maintains the device on the lower

branch of the curve; the addition of two signals S causes switch-
ing to the upper branch.

nonzero signals arrived, or only one or none, which is the
purpose of the AND, Fig. 8. The value of Y can be
“transmitted as output to the next stage. The device can
then be reset to the lower branch by decreasing X below
R and increasing it to B, readying it for the next opera-
tion.

It is not difficult to see that such bistable logic fails to
satisfy the criteria developed above. The signal Y
transmitted to constitute an input to a following stage is
determined by the characteristic of the transmitting de-
vice, rather than by any standard. The lack of a refer-
ence point to establish the signal value reflects the varia-
bility of devices into the signals.

The bistable characteristic is unfavorable for logic in
other ways. There is no operation of inversion, in which
the presence of a signal at an input is indicated by the ab-
sence of a signal at the output. A separate resetting
operation, in which the bias is reduced below R, is need-
‘ed between logic operations to ensure that the device is
on the lower branch of the characteristic when the inputs
arrive. These features complicate the circuitry and
operation of systems based on the device.

Another characteristic of logic with bistable devices,
an intolerance of device variability, can be seen by writ-
ing the conditions that must be satisfied by the parame-
ters of the system in the two-input AND:

B+4+S<T, B+2S>T .

The bias plus one signal input must not exceed the
threshold, and the bias plus two signal inputs must
exceed the threshold. These relations are illustrated

Rev. Mod. Phys., Vol. 61, No. 2, April 1989

graphically in Fig. 10, in which the horizontal coordinate
represents the design value of the bias, and the vertical
axis the chosen value of the signal S. A choice of these
variables is represented by a point in the figure. The fact
that B must be between R and T means that the operat-
ing point must lie between the vertical lines passing
through R and T on the horizontal axis. The condition
B +8 < T means that the operating point lies below the
diagonal line corresponding to S +B =T. Also, it must
lie above the line representing B +2S =T7. The region
available as an operating point, in which all three of these
relations are satisfied, is indicated by the horizontal shad-
ing in Fig. 10.

If the bistable device is intended for use in a large sys-
tem, the design considerations summarized by Fig. 10
must be extended to take account of the variability of de-
vices. The values of S and T will not be known precisely,
and the device must be made to work correctly in spite of
the uncertainty in its characteristics. Figure 11 incorpo-
rates this additional aspect into the design of Fig. 10. To
simplify the illustration, only the variability in the
threshold T is considered.

Thus let T lie between T'; and T,, lying on either side
of a nominal threshold T,. Lines as in Fig. 10 are drawn
to indicate the boundaries of the possible operating re-
gions for T=T, and T =T,. The allowed regions are in-
dicated by different shadings for the two limiting cases.
As the device must work in both of these extremes, the
operating region must lie in the area common to both of
the shadings in Fig. 11. It is seen that the region in
which the operating point must lie is greatly contracted
as compared to Fig. 10. Difficulty in ensuring that the
signal lies within the narrow bounds permitted
throughout a system can be anticipated, especially in

S A

N

R —
T

R T B

FIG. 10. Restrictions on the operating point of Fig. 9 in the B-
S plane. The values of S and B must correspond to a point in
the shaded region of the graph, which is bounded by the lines
B=R,B+S=T,and B+2S=T..
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FIG. 11. Effect of variability of the threshold on the restric-
tions shown in Fig. 10. The two types of shading represent the
allowed regions in which B and S must lie, as in Fig. 10, for the
two extreme values of the threshold 7', and T',. In order to en-
sure proper operation through the entire range of thresholds,
the operating point must be in the region where the two shad-
ings overlap.

view of the variability in S arising from both the unstan-
dardized logic outputs and distortions of a signal during
propagation from one point to another. Precise control
of all parameters of a device is required. This need for
tight control of the characteristics of devices has proved
to be impossible to satisfy in systems of a great many
components.

Note that the problem only appears in large assem-
blages of components. One or a few devices can be made
to work very well in a laboratory environment where ad-
justments can be made to fit the characteristics of partic-
ular devices, temperatures can be carefully controlled,
and high reliability of operation over a long time is not
demanded. The limitations of the devices are not ap-
parent until attempts to construct a system containing
hundreds or thousands of devices that must all work
simultaneously and communicate with one another are
undertaken.

A limitation on a form of gain attributed to bistable
devices is another consequence of the variability in
characteristics. Control of an output much larger than
the signal causing switching can be demonstrated by bias-
ing the bistable device very close to the threshold, so that
only a very small signal must be added to induce switch-
ing. The proposed source of gain requires that the
threshold be known precisely, so that the bias can be ad-
justed properly. Thus much larger gains can be achieved
with one device under controlled conditions in a labora-
tory than are available in systems of many devices, where
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the bias must be chosen to be below the entire range of
thresholds. ~

B. The Esaki diode

As an example of bistable logic, the Esaki or tunnel
diode will be discussed (Gentile, 1962). The dependence
of voltage across the tunnel diode on the current passing
through it is shown in Fig. 12. The electrical circuit pro-
posed to use it to perform the AND function is illustrated
in Fig. 13. A current flows from the power supply, volt-
age Vj, through the resistor R; and the diode TD to
ground. The current is determined by the condition that
the voltage drop across the diode, given by the curve of
Fig. 12, plus the ohmic voltage across the resistor, must
sum to V. This condition is satisfied at the points of in-
tersection of the tunnel-diode voltage-current charac-
teristic with the load line, the dotted line in Fig. 12.
There are two stable intersections. Logic operations are
performed with the circuit of Fig. 13 by starting with the
diode in the low-voltage state. Then the signal currents
are injected into the circuit through the resistors R, and
R,. The injected current is added to the bias current
supplied by Vp through R;; if the total current exceeds

‘the peak current in Fig. 12, the diode switches to the

high-voltage branch of the characteristic. The stable
point on the low-voltage segment has been eliminated.
The current through the diode is reduced by the switch-
ing (see Fig. 12), and some of the current is diverted to
the output to serve as inputs to the following logic stages.

All of the disadvantageous aspects of logic with bi-
stable devices are present. The lack of negation and the
requirement of a separate reset operation are present.
The outputs are not established by reference to V3 and
ground potential, but depend on the characteristics of the
circuit and on the value of the input signals. The sensi-

CURRENT (mA)
n

o -
0] 0.5 |

VOLTS

FIG. 12. Voltage-current relationship of the tunnel or Esaki
diode. The dashed line is the load line determined by Vp and R
in the circuit of Fig. 13.
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FIG. 13. Bistable circuit based on the tunnel diode.

tivity of the operation to variability in the tunnel diode
characteristics and in the values of R; and R, and R,
demands high precision in these parameters. However, it
proved difficult to contain values of the peak current
within a rarige of a factor 1.5 in practice. The resistors
R, and R, do not provide good isolation between stages.
When the circuit of Fig. 13 switches, voltages change and
signals propagate back through R, and R, to the preced-
ing stage. The state of a logic circuit is influenced by the
state of following stages, and not only, as intended, by its
inputs.

In addition, the current output to following stages is
derived from the bias and signal currents. Since there is
a limited supply of this current, and since part of it
passes through the tunnel diode rather than to the out-
puts, the ability of the circuit to provide fan-out to
succeeding stages is limited severely. This aspect is com-

!

o —
>

_

FIG. 14. Dependence of the voltage across a Josephson cryo-
tron on the current that it carries. Note the zero-voltage
current.
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mon in bistable devices: the output energy is supplied by
the bias and the input signals, and this input energy is at-
tenuated in the device; so, little is available to provide
fan-out. High current gain is lacking.

C. The Josephson cryotron

The current-voltage characteristic of a Josephson
cryotron is shown in Fig. 14. A certain amount of
current can flow through the junction with zero voltage
across it. When the current exceeds the threshold, the
cryotron switches to a voltage state. The resemblance to
the tunnel diode, Fig. 12, is apparent, and a bistable cir-
cuit can be formed in a similar way, as shown by the
dashed line in Fig. 14 (Matisoo, 1967). The circuit can be
operated by current injection, in the same way as the
tunnel-diode circuit. The same disadvantages accrue and
need not be restated. The cryotron contains an addition-
al feature, however. The maximum zero-voltage current,
the threshold current in Fig. 14, can be decreased by ap-
plication of a magnetic field to the circuit. Switching can
be caused to occur by reducing the threshold to a value
less than that of an existing current. The magnetic field
can be produced by a current that is controlled by cryo-

FIG. 15. Division of the state of a Josephson cryotron into
voltage and zero-voltage states in the device-current—control-
current plane. The AND function is performed by starting with
a combination of currents that maintain the device in the zero-
voltage state, the lower left portion of the plot. Increasing the
currents in such a way as to move the operating point into the
voltage state, above and to the right of the diagonal lines, for
example, from W to Z, causes switching to the voltage state.
The dotted line is the nominal threshold and the solid diagonals
represent extreme values for its position. To guarantee perfor-
mance of the two-input AND for all possible thresholds, the
currents must lie between X and Y.
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trons in a preceding logic stage. This additional possible
way to cause switching allows great flexibility and in-
genuity in the design of circuits. The circuit characteris-
tics are often presented in another way, illustrated in Fig.
15. Here one axis represents the current through the de-
vice, and the other axis represents the current producing
the magnetic field, designated the control current 7.
The dependence of the state of the cryotron on both of
these currents can be described by a line that separates
the plot into two regions—one containing points in the
zero-voltage state, the other containing the voltage state.
Switching is accomplished by any combination of
changes in the currents that move the operating point
across the boundary, say, from W to Z in Fig. 15. How-
ever, if the boundary between the two regimes is uncer-
tain, as suggested in Fig. 15, the acceptable range of sig-
nal values can again be small. For example, if a two-
input AND were implemented with Fig. 15, two currents
greater than X will always cause switching to the voltage
state; however, only one current greater than Y will also
cause switching. The linear addition of currents causing
a threshold to be exceeded again leads to the high sensi-
tivity to parameter variations described in connection
with Fig. 13 and the tunnel diode.

Vil. CONCLUSIONS
The devices that have enabled large computing systems

to be built have three terminals. This allows good isola-
tion of the input from the output. Large nonlinear
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changes in impedance in response to an input signal per-
mit connection to standatd values that represent binary
digits. High nonlinearity provides large noise margins
separated by a region of high gain and a tolerance of sig-
nal distortion and of the component variability that ac-
companies the large system environment and the limita-
tions of low-cost production of large numbers of com-
ponents. In contrast, the two-terminal bistable devices
proposed as alternatives to the transistor demand tightly
controlled component values that are incompatible with
the economics of mass production and the variability of
the environments in which they must operate. They also
frequently show poor isolation of input from output, are
unable to provide large fan-out, and require a separate
resetting operation.
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FIG. 1. View of the Automatic Sequence Controlled Calculator
(from Harvard, 1946).



FIG. 2. Components used in the Automatic Sequence Con-
trolled Calculator (from Harvard, 1946).



