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Positive muons implanted into diamond and zincblende-structured semiconductors often form hydrogen-
like paramagnetic muonium (p+ —e ) states whose characteristics can be investigated with the "muon
spin rotation'* (pSR) technique. In contrast to the case of hydrogen, which is not known to form a
paramagnetic state in semiconductors, two coexisting types of muonium states are seen. "Mu" with a
large isotropic hyperrtne interaction, and "Mn*" with a small [111]-axially symmetric hyperfine interac-
tion. Both "spectroscopic" properties of these states, such as the electronic g factors and the nuclear
hyperfine interactions, and "dynamic" properties, such as their diffusion rates and their rates of intercon-
version, are accessible with pSR. Direct information about the site of the muonium states is available us-
in'g the channeling effect of the positron from muon decay in a crystalline host. The techniques for prob-
ing semiconductors with positive muons are described in this review, and the results they have provided to
date are critically discussed. The considerable amount of theoretical work that has been invested in mi-

croscopic models of Mu and Mu* is also summarized.
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I. INTRODUCTION

During the thermalization process, a positive muon
implanted into a semiconducting material may capture
an electron from the host, forming a paramagnetic
"muonium" defect state. The positive charge and rela-
tively large mass (m„-207m, ) of the muon imply that
muonium will be closely analogous to hydrogen. This
analogy is useful.

An isolated hydrogen atom represents conceptually
one of the simplest defect centers possible in a crystalline
semiconductor. Hydrogen is believed to be a ubiquitous
impurity in, for example, as-grown silicon, but with a
solubility which is too low to allow its detailed study. Ir-
radiation of silicon with protons produces infrared ab-
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sorption bands close to the Si—H stretch modes of the
SiH„silane molecule, indicating occupation of Si bonds
broken during the implantation. This is similar to the
case of hydrogen-doped amorphous silicon, where hydro-
gen also saturates dangling bonds. The infrared absorp-
tion experiments yield no information on the nature of
the isolated hydrogen impurity.

By far the most informative technique used in the
study of (paramagnetic) defects in semiconductors is elec-
tron spin resonance (ESR). The position of the absorp-
tion lines identifies a defect according to its electronic g
value and hyperfine interactions, the strength of the ab-
sorption yields the concentration of the center, and the
relaxation rate of the signals gives information on the dy-
namic interactions of the center with the host. It is an
unfortunate fact that up to the present, no as-grown or
proton-irradiated semiconductor sample has yielded an
unambiguous resonance from a hydrogen impurity. This
is in sharp contrast to, for example, the alkali halides,
where many detailed ESR studies of interstitial hydrogen
have been performed. The conclusion is that the stable
state of hydrogen in semiconductors is diamagnetic.

Positive muons can be implanted into semiconductors
with negligible radiation damage. By observing the ra-
dioactive decay of individual, fully polarized muons, the
muon spin rotation technique provides the same informa-
tion as would ESR, but with a sensitivity far in excess of
that possible with standard resonance techniques.

A study of how muons and muonium behave in a host
is unavoidably limited to a time window extending from
implantation to at most several muon lifetimes (2.2 ps).
We are thus dealing with the "early history" of a hydro-
genlike impurity. Contact with the problem of hydrogen
in semiconductors is to be sought in the late stages of
muonium evolution.

But it should be emphasized that because of their con-
ceptual simplicity, paramagnetic muonium centers in
semiconductors are interesting in their own right. As it
turns out, these centers are in fact far from simple, and
several of their unexpected characteristics present intri-
guing challenges to defect theorists.

The purpose of this review is to describe the present
state of knowledge of the behavior of implanted positive
muons in crystalline semiconductors. The overall field of
muon probes in matter has been treated in several excel-
lent review articles (Brewer et al. , 1975; Schenck, 1976,
1977; Brewer and Crowe, 1978; Gurevich and Nikolskii,
1981), conference proceedings (Gygax et al. , 1979;
Brewer and Percival, 1981; Yamazaki and Nagamine,
1984; Hartmann et al. , 1986), and books (Chappert and
Grynszpan, 1984; Schenck, 1985). Several shorter arti-
cles that specifically treat muons in semiconductors have
appeared (Meier, 1980; Patterson, 1984c), and the muon-
and pion-decay-blocking techniques, used to obtain
direct site information on implanted positive muons and
pions, have been reviewed by Patterson (1987).

In this review, I have attempted to at least mention all
published work in the field of muons in semiconductors
up to December 1986. I apologize in advance for any
omissions. The review also contains a considerable
amount of previously unpublished material, principally
from the p,SR physics groups at the University of Zurich,
Switzerland and the University of Konstanz, West Ger-
many.

A. Properties of the positive muon and vacuum muonium

The pertinent properties of the positive muon and of
muonium in vacuum are compared with those of the pro-
ton and of hydrogen in Table I. Several points should be
emphasized: (1) The mass of the muon is sufficiently
large compared to that of the electron that the Born-
Oppenheimer approximation is valid. (2) This validity
leads to very similar properties for vacuum muonium and
hydrogen. (3) The muon lifetime is suKciently short that
high implantation rates are possible with only a single
muon present in the sample at a time. (4) The muon
gyromagnetic ratio is such that the muon precesses once
in its lifetime in 3.4 mT, an applied field of convenient
magnitude. (5) The vacuum muonium hyperfine frequen-
cy implies a muon oscillation period of approximately

TABLE I. Properties of muonium and hydrogen. From Particle Data Group (1984) and Holzschuh
et al. (1982).

Mass (I, )

Spin
Ciyromagnetic ratio y (s ' T

Lifetime ~ (ps)

Reduced electron mass (m, )

Ground-state radius (A)
Ground-state energy (eV)
Hyperfine frequency (CiHz)

Muon

206.7683
1

2

8.51607X 10

2.19709

Muonium

0.995 187
0.531 736

—13.5403
4.46330

Proton

1836.15

2

2.675 20 X 10'

Stable

Hydrogen

0.999 456
0.529 465

—13.5984
1.42041
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220 ps, which is comparable to the timing resolution that
can be achieved, with efFort, using conventional plastic
scintillators and photomultipliers.

B. Historical perspective

Muons were discovered in cosmic rays by Anderson
and Neddermeyer (1973a, 1937b, 1938) and Street and
Stevenson (1937), and they were first artificially produced
at the 184-in. Cyclotron at Berkeley (Gardner and Lattes,
1948). The use of the spin of the muon to study its be-
havior in materials began with the discovery of parity
violation in muon decay by Garwin et al. (1957) at
Columbia. Besides demonstrating an important property
of the muon, this experiment represented the first use of
the technique later to be called "muon spin rotation"
(@SR) to probe a solid. It was found that polarized
muons which thermalize in graphite and copper retain
their spin polarization, but that approximately half of the
muons in nuclear emulsion are very rapidly depolarized.
Friedmann and Telegdi (1957a, 1957b) soon proposed
that the depolarization in emulsion is due to the forma-
tion of a bound p+-e system which they named
"muonium. " This was verified in an experiment by
Orear et al. (19S7) in which a large magnetic field was

applied, which quenched the hyperfine interaction of
muonium and inhibited the depolarization.

The first muon experiment in a semiconductor was one
by Swanson (1958). He observed only a small muon po-
larization in diamond and quartz (indicating muonium
formation), but a large polarization in silicon and SiC
(data presented later in this review indicate that these last
two samples were quite impure). Systematic studies of
the temperature- and doping-dependent muon polariza-
tion (Feher et al. , 1960) and muonium quenching (Eisen-
stein et al. , 1966) were then made, which demonstrated
the formation of muonium in weakly doped silicon and at
low temperature in germanium. Andrianov et al. (1970)
published the first value for the isotropic muonium (Mu)
hyperfine interaction in silicon, which they determined
from a room-temperature quenching experiment.

The spin precession of Mu was observed in a small ap-
plied magnetic field in gaseous argon (Hughes et al. ,

1960) and later in quartz, frozen CO&, and ice (Myasishe-
va et al. , 1967) and in cold germanium (Andrianov et al. ,
1969). In larger applied fields, the two intratriplet Mu
precession frequencies become resolvable, and measure-
ments of the resulting beat frequency were used to deter-
mine the Mu hyperfine interval in quartz (Gurevich
et al. , 1969), germanium (Gurevich et al. , 1971), silicon
(Brewer et al. , 1973), and diamond (Holzschuh et al
1982).

The simultaneous existence of an additional paramag-
netic muonium state with a reduced hyperfine interaction
was suggested by Eisenstein et al. (1966) to explain their.
quenching curves in cold silicon. Precession of this state,
Mu*, was seen in silicon by Brewer et al. (1973), and the
axially symmetric spin Hamiltonian describing this aniso-

tropic state was independently put forward by Ivanter
(1977), Belousov et al. , (1978a, 1978b), and Waldner
(Patterson et a/. , 1978). Analogous anisotropic states
were subsequently observed in germamum (Weidinger
et al. , 1981), diamond (Holzschuh et al. , 1982), GaAs,
and GaP (Kiefi et al. , 198S). Much efFort has been devot-
ed to investigating the properties of Mu and Mu* in sil-
icon and germanium. Noteworthy here are studies of the
motion of Mu in germanium (Doring et al. , 1983), the
determination of the electronic g-factor anisotropy for
Mu* (Blazey et al. , 1984), and a demonstration of the nu-
clear hyperfine interaction of Mu" in germanium (Estle,
Rudaz et al. , 1984).

The Mu state is not always stable. Kudinov et al.
(1975), in studies of the initial phase of the muon preces-
sion signal in germanium, found that Mu makes a
thermally activated transition to a diamagnetic muon
state. A thermally activated transition of another kind,
from Mu to Mu', was found in diamond by Holzschuh
et al. (1982). The Mu~Mu* transition in diamond per-
mitted Odermatt et al. (1986) to determine the absolute
signs of the Mu* hyperfine parameters.

A major advance in the ability to determine accurately
the hyperfine interval of Mu in matter came with the ob-
servation of the direct hyperfine transition using a pSR
spectrometer with high timing resolution (Holzschuh
et al. , 1981a). The subsequent inclusion in this apparatus
of a compact magnet with low fringe field allowed high-
field observations of Mu precession (Kiefi, Holzschuh
et a/. , 1984). Since the large field quenches the nuclear
hyperfine interaction between muonium and host nuclei
with spin, the apparatus permits muonium studies in ma-
terials with nuclear moments such as GaAs and GaP
(KieA et al. , 1985), the zincblende cuprous halides (Kiefi,
Odermatt et al. , 1986), and the alkali halides (Baumeler
et al. , 1987).

The nuclear hyperfine interaction has recently been
transformed from an undesirable source of line broaden-
ing to a sensitive indicator of the distribution of the
bound-electron wave function among neighboring host
ions. This has been achieved with the ability to resolve
the nuclear hyperfine interaction using the novel "level-
crossing resonance" technique (referred to in this review
as "avoided level crossing") proposed by Abragam (1984)
and realized by Kiefi, Kreitzman et al. (1986).

Direct site information on muon (and pion) states in
semiconductors is beginning to become available from
the observation of the blocking of the decay positron (or
muon) by the crystal lattice. Pion-decay experiments
have been performed in germanium and GaAs (Maier,
1984; Sigle et a/. , 1984; Flik et a/ , 1986), and a.muon-
decay experiment has been done in silicon (Patterson
et al. , 1984a).

The first theoretical attempt to account for the
hyperfine frequency of Mu in a semiconductor was the
use of cavity and dielectric function models by %'ang and
Kittel (1973). Successively more detailed simulations of
the muon states followed, based principally on the molec-
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ular cluster approach. In this way a plausible description
of interstitial Mu in diamond was achieved (Sahoo et al. ,
1983), and at long last what may well be the correct mod-
el for the Mu* state has been constructed (Claxton et al. ,
1986).

C. Organization of the review
I

Section II of this review gives a theoretical description
of the time evolution of the muon polarization in the iso-
tropic and anisotropic muonium states. The reversible or
"spectroscopic" behavior of these spin systems is treated
first, followed by a discussion of irreversible or "dynam-
ic" interactions with the host.

Experimental aspects of muon studies of semiconduc-
tors are presented in Sec. III, beginning with a brief
description of how polarized muon beams are produced.
The remainder of the section describes the various exper-
imental techniques used to study muon states in matter.

Section IV.A addresses the question of how the im-

planted muon becomes thermalized and to what extent
the lattice-ion vacancies produced during implantation
can inhuence the later behavior of the muon states
formed. Section IV.B contrasts the muon situation with
that of implanted hydrogen and includes a discussion of
the properties of lattice vacancies in silicon and germani-
um.

Section V is a review of experimental studies of muon
states in semiconductors. After presenting the formation
probabilities and regions of thermal stability of the states
in tabular form and briefly discussing the site information
that has been obtained from blocking and channeling ex-

periments, we review the "spectroscopic" measurements
of Mu and Mu*. The diffusion of the isotropic Mu state
in semiconducting hosts is treated next, followed by a dis-

cussion of the Mu~Mu' transition observed in diamond
and the determination of the absolute signs of the Mu'
hyperfine parameters. The effects of temperature, dop-
ing, electric fields, illumination, and particle irradiation
on the dynamics of the muon states in silicon, germani-
um, and GaAs are summarized in Sec. V.G, and the final

subsections treat the special case of the zincblende cu-
prous halides and other miscellaneous semiconducting
hosts.

A brief review of theoretical models of hydrogen and
muon states in semiconductors is given in Sec. VI, includ-

ing calculations of their energy and electronic structure.
The final section offers a summary and my conclusions.

II. THEORETICAL DESCRIPTIONS OF MUONIUM
SPECTROSCOPY AND DYNAMICS

netic field via the Zeeman interaction. Muonium in a
solid-state host may in addition experience a nuclear
hyperfine interaction with neighboring host nuclei with
spin. All these interactions are nondissipative, hence the
resulting muon polarization consists of a sum of un-
damped oscillating components. The oscillation frequen-
cies for a particular set of interactions can be calculated
using elementary quantum mechanics, and a comparison
with experiment yields the hyperfine and nuclear
hyperfine interaction terisors and the electron g value.
The term "muonium spectroscopy" is used in this review
to describe the analysis of these nondissipative interac-
tions.

Muonium in a solid host can, however, also experience
interactions that lead to a loss of polarization. These dis-
sipative effects arise from the random motion of the
muonium and the atoms or electrons of the host. Vari-
ous theoretical models have been developed which treat
these effects in terms of perturbations of either the Zee-
man or the hyperfine interaction, i.e., either as a random-
ly Auctuating magnetic field or as a persistent or an ir-
reversible change in the hyperfine interaction. Compar-
ison of the results of these theories with experiment
yields information about the stability of muonium and
the perturbing effects of its environment. In this review
the term "muonium dynamics" is used to describe such
dissipative phenomena.

A. Muonium spectroscopy

In the absence of depolarizing interactions with the
surroundings, the evolution of the muon spin polariza-
tion is governed by the spin Hamiltonian, which is the
sum of the hyperfine interaction and the muon and elec-
tron Zeeman interactions:

&=hS„A S, g„p„S„B g—,p~S, 8, — (2.1)

where S„and S, are the muon and electron spin opera-
tors, respectively, and A is the hyperfine tensor.

All the paramagnetic muonium states observed to date
in semiconductors have either an isotropic hyperfine in-
teraction or one with axial symmetry. For an "isotropic
muonium" or "Mu" state, 3 is a c-number 3 times the
unit matrix. In several cubic semiconductors, an addi-
tional muonium state is observed with a hyperfine in-
teraction that is axially symmetric about any of the [111]
crystal axes. This state has been named "anomalous
muonium, " "anisotropic muonium, " or simply "Mu*."
For a state of this type, A is diagonal with elements A~~

and Ai.

1. The hyperfine levels of isotropic muonium (Mu)

The measured quantity in a pSR experiment is the
time-dependent muon spin polarization. In a muonium
atom, the spin magnetic moments of the positive muon
and electron interact with one another via the hyperfine
interaction, and they both interact with an applied mag-

S(MQ)= s 0' 7— 8 0 + —$7
4 0 2 p z 2 e z (2.2)

The spin Hamilton (2.1) for an isotropic muonium
state with the magnetic field along the z axis can be writ-
ten
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to„=g„p„8/A'=2~X 135.53 MHz/TXB,

ro, = —g,ps8/A'=2' X28024. 21 MHz/TXB,
(2.3)

are the precession frequencies of isolated muons and elec-
trons, respectively. It has become standard practice to
define the frequencies

Here roo=2nA = —(2/3A')pog~p~, p~ ~ f (0)
~

' is the
hyperfine frequency,

~

ft(0)
~

is the unpaired electron
density at the muon, a and ~ are the Pauli spin operators
for the muon and electron, respectively, and

The dependence of the energy eigenvalues on applied
magnetic field is represented in the so-called "Breit-Rabi
diagram, " an example of which is shown in Fig. 1. In
generating the figure a fictitious ratio co /co+ has been
used for clarity. Note that in zero applied field the ener-
gy splitting between the triplet and singlet is directly ficoo

and that the energy-level diC'erences Ei —E2 and E3 E4
pass through a maximum and minimum, respectively, as
the field is increased. The "magic" field (Ehrlich et al. ,
1972) at which these diff'erences are field independent to
first order (see Table II) is given by

co+ ——(ro, +co„)/2

and the dimensionless magnetic field

x =2'+ /too ——8 /8 o,
where

&0 ='Ittoo/(g yap gepB ) .

(2.4)

(2.5)

(2.6)

&,s =&o/[(~o+/co ) —1]'~'=7. 155 Bo .

The expansion of the Mu energy eigenvectors

in spin eigenfunctions is given in Table III.

(2.7)

(2.8)

alue of &o for Mu in vacuum is 0.1585 T.
It is straightforward to determine the eigenvalues

E„=i'o„cof the Hamiltonian (2.2) using as a basis the
spin eigenfunctions

~
7 ) =

~

m "m' ), where m" and m'
are the muon and electron magnetic quantum numbers.
Expressions for E„ for Mu are given in Table II.

2. The hyperfine levels of anisotropic rnuonium (Mu")

The spin Hamiltonian for anisotropic muonium can be
written

fiS(Mu *)=—co rJ r+ —co'(o"n)(r. n)
4

fi
COpO z + COe 7"z (2.9)

O

K

0.5 1.5

FIG. 1. The hyperfine energy-level (Breit-Rabi) diagram for
isotropic 1s-Mu as a function of the dimensionless magnetic
fiel« =& (g„p„—g,pz )/(h 2). A fictitious value for the quan-
tity m /co+ has been used for clarity; its true value is 0.9904.
The dashed lines are the high-field asymptotes for levels 2 and
4

where duo ——2nd~ is now the transverse hyperfine fre-
quency, co" =2m( 2

ii

—Ai) is the anisotropic part of the
hyperfine interaction, and n is a unit vector along the
symmetry axis of the Mu* state. As in Eq. (2.2)„several
potentially significant interactions have been neglected
here. The nuclear hyperfine interaction between the Mu*
electron and neighboring host nuclei with spin will be
treated in Sec. II.A.4, and Meier (1987) has discussed the
dipolar interaction of Mu* with neighboring nuclei. The
e8'ects of an anisotropic electronic g factor will be treated
in Sec. V.D.2. A possible interaction between a quadru-
pole moment associated with the Mu* electronic cloud
and an electric field gradient has been brought up by Bar-
yshevskii et al. (1982). Finally, a more general anisotrop-
ic spin Hamiltonian has been considered by Iwasaki
(1974) and Schenck (1985).

The energy eigenvalues and eigenvectors for Mu* are
orientation dependent, and their determination generally
requires the numerical solution of a fourth-order algebra-
ic equation. However, simple analytical expressions can
be obtained in several interesting cases (Hintermann
et al. , 1980). Breit-Rabi diagrams for Mu* with the ap-
plied field parallel (8=0) and perpendicular (8=m /2) to
n are shown in Figs. 2 and 3. In addition, formulas for
the eigenvalues and eigenvectors are given in Tables II
and III for zero applied field, for parallel and perpendicu-
lar fields, and in the limit of a large applied field. In the
high-field limit, the electron Zeeman interaction is much
larger than the hyperfine interaction, and the electron
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+++ I

I I I

O
3

Ld

~ W

I I

I I

+ +

0 0
4)

~ ~ ~ vK

I +
I I

+ +

FIG. 2. The hyperfine energy-level diagram for anisotropic
Mu* for the case 0=0 ([111]symmetry axis parallel to the ap-
plied field}. Fictitious values of both co*/coo and co /co+ have
been assumed. The dashed lines are the high-field asymptotes
for levels 2 and 4.

I I + +
I——+

+ +
g

~ ~
I

8*, =Pi(2roo+co*)l(g„p ), (2.10)

spin operator ~ in Eq. (2.9) can be replaced by its z com-
ponent ~,e, . The final entry in Table II gives Mu' ener-

gy eigenvalues in the high-field approximation at the so-
called "Mu* magic Geld"

0
~ W

V

bQ

+++
I I I

0 0 0 0
o u u++++

I I I
+++++

~ W ~ %aE oW

I

O
3

C

LLI

0

~ tK

E

0
6

5Q

bQ

&D

I +
I I

~ W

+ +
+ +
+ +

FIG. 3. The hyperfine energy-level diagram for anisotropic
Mu" for the case g=n. /2 ([111]symmetry axis perpendicular to
the applied field). The dashed lines are high-field asymptotes.
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where the energy difference Ei E—2
—Ago*/4 is indepen-

dent of the field orientation.

3. The time-dependent muon polarization in muonium

e p (o)
]I

Z

B z
ii

Having determined the energy eigenvalues and eigen-
vectors for the muonium spin Hamiltonian, we can now
compute the time-dependent spin polarization p(t) of a
muon in a muonium state. %'e shall discuss the two stan-
dard configurations: the longitudinal-field case (8~~}, in
which the initial muon polarization p(0) is parallel to 8,
and the transverse-field case (8i) in which p(0} is perpen-
dicular to B. The angles involved in the two cases are
defined in Fig. 4. Furthermore we shall assume an initial
polarization

I p(0) I
= 1 and we shall restrict ourselves to

computing the "forward" component of the muon polar-
ization p/(t)=p(0) p(t) =p, (t)[p,(t)] for 8~~[8'].

Because we shall be dealing with mixed states, it is
convenient to use the density matrix

4I II

II

4 I I l

FIG. 4. Definitions of the parallel I'"A~I") and perpendicular
("8~")geometries for pSR experiments. 8 is the applied mag-
netic field, pC', 0) is the initial muon polarization, and n is the
Mu* symmetry axis.

p(t) =—„' 1+p(t)-o +p, (t) r+ g &'"(t)~'r"
j,k

where

p(t) =Trfp(t)cr 7,

p, (t) =Tr[p(t}r],
PJ"(t)=Trfp(t)o~r" ],

(2.11)

(2.12)

i fi = [&,p],dp
dt

(2.14)

which may be formally integrated to yield p(t). Upon in-
sertion into Eq. (2.12), this yields for the muon polariza-
tion

The time evolution of the density matrix is governed by
the equation of motion

p(0)= —,'[1+p(0) tr] . (2.13)

are the time-dependent muon, electron, and mixed polar-
izations, respectively. As it is normally assumed that in
forming muonium the muon binds electrons of each spin
direction with equal probability (thus forming a mixed
state), the initial electron and mixed polarizations are
zero:

p(t) =Tr[exp( —i&t /A')p(0)exp(i&t /A')cr ] . (2.15)

Using p(0) from Eq. (2.13) and evaluating the trace in
terms of the energy eigenstates

I
n &, we find that the for-

ward component of the muon polarization is given by a
sum of undamped oscillations:

pj (t) =p(0) p(t)

=2 2 X&& I&.&p(0) &&. I~l&p&&&pl~& 'cos~. t+-.'2 2&& l&.&p(0) && l~l&p&&&pl~& '
n (ps QiP n, a,P

= g a„cosco„ t, (2.16)

where the precession frequencies co„=co„—co =(E„
—E )/A' correspond to energy-level separations in the
Breit-Rabi diagram.

Table IV gives analytic expressions derived from Eq.
(2.16) for the precession amplitudes a„ for various spe-
cial cases of Mu and Mu*. The precession component
with zero frequency is designated by the subscripts

II
and

0 for the B~~ and a, cases, respectively.
Figure 5 shows a logarithmic representation of the ob-

servable transverse-field Mu and Mu precession frequen-
cies v„=oi„~/2m. for the hyperfine constants pertinent
to silicon (Mu: coo=2m X2006 MHz; Mu*: coo ——2m

X92.6 MHz and co = —2n X75.8 MHz). Note the re-

gion of field-independent Mu precession frequencies v&2

and v3& at the Mu magic field 8, =0.510 I and the
crossing of the Mu* lines vi2 at the Mu* magic field

B~, =0.202 T.

4. The nuclear hyperfine interaction

For muoniurn in a solid host, the muonium electron
may show a significant probability density at the site of
neighboring host nuclei. If these nuclei have spin, a so-
called "nuclear hyperfine interaction" (NHFI) (also
called "super hyperfine interaction") arises. This interac-
tion and the nuclear Zeeman interaction add two terms
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FIG. 5. A log-log plot of the observed transverse-field preces-
sion frequencies for the three muon states in silicon. The angles
given refer to t9, the angle between the applied field and the
Mu symmetry axis.

to the muonium spin Hamiltonian (2.1):

&(NHFI)=hS„A S, —g„p„S„B—g,p,sS, B

CP
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FIG. 6. Calculated precession frequencies for Mu in GaAs in-
teracting with two equivalent Ga spins with a nuclear
hyperfine interaction of 80 MHz. Only lines with amplitude
greater than 0.01 are shown.

+h g S„A„S,—g g„p„S„B. (2.17)
n=1

We have neglected here the possible quadrupole interac-
tion of the neighboring nuclei with a local electric Geld
gradient (see Iwasaki, 1974, and Kiefl, Odermatt et al. ,
1986). The NHFI causes energy-level splittings which in
general lead to a complex pSR frequency spectrum with
many weak and/or poorly resolved lines. Examples of
this complexity are shown in Figs. 6 and 7, where numer-
ically simulated transverse-field pSR spectra are present-
ed for Mu in GaAs interacting with two spin- —,

' Ga nu-

clei and for Mu* in Ge interacting with one spin- —', Ge
nucleus.

Nuclear hyperfine interactions play an important role
in the study of organic muonic radicals, where the
paramagnetic electron may interact with one or more
constituent hydrogen nuclei. The eQ'ects of NHFI on

FIG. 7. Calculated precession frequencies for Mu* (8= m /2) in
germanium interacting with a single 'Ge spin with an isotropic
nuclear hyperfine interaction of 20 MHz. Only lines with am-
plitude greater than 0.01 are shown.
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FIG. 8. The nuclear hyperfine energy-level diagram for isotro-
pic Mu interacting with a single nuclear spin 2. The nuclear

Zeeman interaction has been neglected. Note the crossing of
the first-order perturbation levels 1 and 2+ (dashed curves)
near x =1 and the "avoided crossing" of the exact levels (solid
curves).

pSR spectra for radicals in the liquid state, where rapid
tumbling averages the anisotropic part of the hyperfine
and nuclear hyperfine interactions to zero, have been in-
vestigated theoretically and experimentally by Roduner
and Fischer (1981). Many of the pSR lines fall together
for a system with equivalent nuclei in zero applied field.
Roduner and Fischer give analytical expressions for the
precession frequencies and amplitudes for the case of iso-
tropic hyperfine and nuclear hyperfine interactions, and
with the aid of NHFI strengths from hydrogen electron
spin resonance they interpret an experimental 16-line
zero-field spectrum of a muonic radical with six
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equivalent protons.
For an arbitrary applied field, the numerical diagonali-

zation of large matrices is required to determine the ener-

gy eigenvalues of the Hamiltonian (2.17) and to predict
the pSR spectrum for a particular assumed NHFI along
the lines of Eq. (2.16). The results of such a numerical
calculation for Mu interacting with a single spin- —, nu-

cleus are shown in Fig. 8. Such calculations, however,
rapidly become unwieldy for many nuclei, for large nu-
clear spins, for a distribution of NHFI, or for NHFI that
are anisotropic. The situation again becomes simple in
the limit of large applied fields, where the electron Zee-
man interaction dominates the Hamiltonian (2.17). The
electron spin is then decoupled from the muon and the
nuclei; the nuclear hyperfine interaction is said to be
"quenched. "

Roduner and Fischer (1981) have performed a pertur-
bation calculation of the Mu energy levels in the limit of

a small, isotropic NHFI. With the applied field along the
z axis and in the notation of Eq. (2.2), the Hamiltonian
(2.17) can be rewritten

&~o
JV(NHFI) = ry. r——co gP z 2 8 z

AA„
S ~—g A'co„S„"2n=1 n=1

(2.18)

The NHFI terms (&z) of this Hamiltonian are to be
treated as a small perturbation. One now collects the N
nuclei with which Mu interacts into XG groups of
equivalent nuclei, where the group index k runs from 1 to
XG, and where each group has total spin and magnetic
quantum numbers Sk and Mk. The zeroth-order eigen-
states of energy are then simply products of the form

NG

Im &= I++& + Is M & Iv»&=( &I+ —&+ o&I —+&)II

Iq, &=
I

——&/ Is„,M„&, Iq, &=( A/I+ —
&
— gI —+&)g Is„,M„&,

in the notation of Table III. The corresponding first-order energies are

(2.19)

CO
N~

0E, jfi= +co —g cokMx+ —,
' g QkMk,

k=1 k=1

coo N+ cos2$E2/A'= — + —g cokMk+ g QkMk,4 cos2( 2
(2.20)

Q)p Q)+ cos2$E3 jfi= —co —Q cokMk ——'g QkMp, E4IR
4 2 4 cos2$

—QcokM — QQ Mk k k

COp

CO34 = 2
—ro + —stn g g QkMk .

cos2$

Thus each of the lines co,2 and cu34 is split into a number
of components, where each component is weighted by the
number of ways the nuclear magnetic quantum numbers
can combine to produce a given total. This structure of
the NHFI-split lines is shown in Fig. 9, where numerical
simulations of transverse-field spectra for Mu with two
equivalent spin- —,

' neighbors are presented. Note the
clear compopent structure at high field with weightings
1-2-3-4-3-2-1, corresponding to M = —3, —2, —1,0, 1,
2, 3. The factor sin g in Eq. (2.21) implies that at high
field the components of each line lie very close together;

The dashed curves in Fig. 8 show the perturbation solu-
tions for Mu plus one spin- —,

' nucleus.
The approximate time-dependent muon polarization

can now be obtained along the lines of Eq. (2.16). In the
transverse-field geometry in high Geld, the electron and
nuclear spins remain stationary, and muon precession
occurs at frequencies co', z and m34..

N
600 6)+

coIg
—— +co — +stn g g QkMk

2 cos2$
(2.21)

the frequency scales in the figure have been expanded for
each field by the inverse of this factor. Thus with a
finite-frequency resolution, the high-field NHFI splitting
is not visible, and the lines appear sharp. But as the field
is decreased, a broadening proportional to sin g occurs.
Finally', as the field is decreased still further, the high-
field approximation breaks down, and the component

Ga As: Mu+ 2» Ga (A„=HO MHz)

8= ZOO mT
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I llll III I I

2400 2600

2500 2700
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800 850
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300 500

lI IlIIIIIIlrlhlIllli I« I
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2 (MHz)
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FKJ. 9. Calculated precession frequency spectra for Mu in
GaAs interacting with two equivalent 69Ga spins. The frequen-
cy scales have been expanded by the factor sin
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structure disappears.
For a single shell of equivalent spins (XG ——1), the

second moment of the ~&2 and F34 lines is given by KieA,
Odermatt et at. (1986):

M2 ——0 sin g g 8'(M)M (2.22)

le,'&=
I v, &+ 2 (2.24)

where W(M) is the probability of finding the % spins of
the shell with a total z component of nuclear spin M. For
N spins S„,

XS„(S„+1)
g 8'(M)M =
M

Interesting effects of the NHFI also appear in the
longitudinal-field geometry. Beck et al. (1975) have in-
vestigated how the NHFI affects the zero-frequency
muon amplitude a ll. They demonstrate that large,
characteristic reductions occur in all in low applied fields
when compared with the value for unperturbed Mu given
in Table IV. These reductions can in principle be used to
determine the type and strength of the NHFI.

However, it is in large longitudinal fields that the most
dramatic effects of the nuclear hyperfine interaction ap-
pear. These become evident in a continuation of our per-
turbation treatment of the NHFI term &A. In terms of
the zeroth-order eigenstates

I yk ) [Eq. (2.19)] and the
first-order energies Ek [Eq. (2.20)], the first-order eigen-
states are given by

E'/A=E +(y I&
I y ),

~O 0 ~nE' /A'=
4 2

COO Q ~nE'+ /iit= — +co +

(2.27)

and a first-order degeneracy occurs for

CO = (CO —CO )—x — p n (2.28)

For applied fields in the vicinity of this degeneracy the
two states mix, and we must apply degenerate perturba-
tion theory (e.g., Baym, 1978). Accordingly, the mixed
states and their energies are

I g+ ) =sina
I y, +)+cosa

I y

& =cosa
I y, + &

—sina
I y

E+ ———,
' [E', +E'++[(E', E'+ ) +Pi cog]'—

(2.29)

I y„+ ) =cosg
I + —+ ) —sing

I

—++ ),
I

cp ) =cosg
I
+ ——) —sing

I

—+ —),
with the spin states written as

I
m "m 'm "), and with the

Mu mixing angle g defined in Table II. For sufficiently
small Q, only the levels 1 and 2+ show an avoided level
crossing, and that at high applied field (cos2g= 1). The
first-order energies of these states are then

The correction terms in Eq. (2.24) diverge for E~'=Ek
and (yk I&~ I y~. )&0. The simple perturbation treat-
ment breaks down at such a first-order degeneracy, and
degenerate perturbation theory is required. The result is
a local mixing of states j and k and an "avoided level
crossing" (ALC; Kiefi, Kreitzman et al. , 1986; Kiefi,
1986; Heming, Roduner et al. , 1986; Heming, , Roduner,
'and Patterson, 1986).

To investigate such an avoided level crossing in more
detail we co'nsider the case of Mu interacting via a weak,
isotropic NHFI with a single spin- —, nucleus. The pertur-
bation term in Eq. (2.18) can then be written

[~ +( 2 + 2 )1/2]
e x

where the NHFI mixing angle a is given by

cot2a=cox /cilG

and the perturbation matrix element coG is

=2 GapG —
&m, —l~~ le +&=&»ng=

fg 1
2coe

(2.30)

(2.31)

AA ~~nr X X—
4 2

(2.25)

I
cp + ) =sing

I
+ —+ ) +cosg

I

—++ ),
I

) =sing
I
+ ——) +cosg

I

—+ —), (2.26)

where X is the Pauli spin operator for the nucleus. The
zeroth-order eigenstates have the form

An energy gap of width A'mG thus opens up between the
levels P+ and g at the avoided crossing. Such an avoid-
ed level crossing is apparent near x =1.0 in Fig. 8, where
the first-order energies (dashed curves) for the states 1

and 2+ intersect but the exact energies (solid curves) re-
pel one another.

The time-dependent muon polarization in the vicinity
of the avoided -crossing can now be calculated in a
fashion similar to that described in the previous section.
Note, however, that the factors —,

' and —,
' occurring in Eq.

(2.16) are now replaced by —' and —,
' due to the addition of

the nuclear spin. The resulting expression for the for-
ward component of the muon polarization in high field
(cos2g= 1) is
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p (t)=1—ct(1 —coscot),Py

Q =
4 Sin 2'

co = [E+ E—]=Qcox +coG

(2.32)

2 =1) to a single avoided-(111 tile appI'oxlnlatlo11 cos
esi es the (1,M„—1)—(2,level-crossing resonance. Besi e

c ', NHFI a (3 M ) —(4,Mk —1) crossingcrossing, for larger a
and the a roximate crossing conditions are

obtained by equating the corresponding rs -or e
gies in Eq. (2.20):

art of the polarization shows a dip atThe nonoscillating par o
the avoided crossing with a p 25'Fde thof25% an a u
wi'dth at half maximum of 4~ =2uG.

Figure 10 shows the results of an exact calculation o
+ difFerence and the nonoscillating po-
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' t' mplitude as a function of the app ie e
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(2.33)
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'
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Besides causing dips in the longitudinal polarization,
the avoided level crossing also makes itself felt in the
transverse-field @SR transitions (the vertical arrows in
Fig. 11). As shown above, these precession signals are
composed of many individual NHFI lines which are un-
resolved in high field. The avoided level crossing causes
a local increase in the multiplet splitting which may be
observable as a line broadening. Such a broadening
could be used to determine which muonium transitions
are undergoing avoided level crossing.

The avoided-level-crossing effect has been experimen-
tally observed for paramagnetic muon-electron-nuclear
states in several chemical and solid-state hosts, and some
results are shown in Sec. III.F.

B. Muonium dynamics

The solid-state environment of a muonium state exerts
random perturbations which inhuence the evolution of
the muon spin polarization. I shall assume thai such per-
turbations are either "persistent" or "irreversible. " Per-
sistent random perturbations of muonium in a semicon-
ductor fall into two categories: (1) fiuctuating local mag-
netic fields arising from the relative motion of muonium
and a paramagnetic species such as free electrons/holes
or bound donors/acceptors and (2) modulation of the
muonium hyperfine interaction, for example, by muoni-
um difFusion among inequivalent sites or by repeated
changes of the muonium charge state. An irreversible
perturbation could be a sudden change of the muonium
hyperfine interaction such as would occur when the
muonium uridergoes a permanent change to a diamagnet-
ic charge state or when difFusing muonium becomes
trapped at a crystal defect. When considering persistent
or irreversible changes in the hyperfine interaction, it is
important to consider whether or not the polarization of
the muonium electron is conserved during the change.

With the inclusion of such dissipative dynamic effects,
the muon polarization no longer follows Eq. (2.16), but
rather takes the form of a sum of damped, phase-shifted
oscillations:

Pj(t)= ga„exp( —A,„ t) cos(co„ t+y„) . (2.34)
n, m

Pj(t)=PjO(t), j=1,2, 3,
Pk(t)=P'"(t), k =1,2, 3,
P'"(t) =P'"(t), j,k =1,2, 3 .

(2.35)

Following Meier (1982), we evaluate the commutator in
Eq. (2.14) and the trace in Eq. (2.12) to obtain equations
of motion:

P jO y E p1k+ y plm& & OlkplOjkl k m p
k, l

k, l m

p jk

l, m, n

g, n 2 m

+5k „n-nlI' +m I'

polarization.
A more complete theory of the fluctuating electron

Zeeman interaction has been developed using the Master
Equation approach by Celio and Meier (1983). These au-
thors derive a formula that describes the effect on the
muon polarization of a fIuctuating electron Zeeman in-
teraction of strength 6„,which is describable by a corre-
lation time ~, . For sufticiently rapid fIuctuations, the
theory reduces to that of Nosov and Yakovleva with
v=6„~,.

The starting point for both the Nosov-Yakovleva and
Celio-Meier theories is the time-dependent density ma-
trix and its unperturbed equation of motion given in Eqs.
(2.11) and (2.14) above. The unperturbed spin Hamiltoni-
an will be taken to be that for Mu* [Eq. (2.9)], since the
case of isotropic Mu can be regained simply by letting
m*=0. In contrast with the unperturbed case, it is now
necessary to follow the time-dependence of the electron
polarization p, (t) and the mixed polarizations P "(t) as
well as the muon polarization p(t). It is convenient to
collect these polarizations into a single 15-component
vector Pj"(t) with the definitions

1. Depolarization by fluctuating magnetic fields

Due to its 207 times larger magnetic moment, the
muoniuIH clcctIOIl ls much IIlorc scnsltlvc to a Auctuating
magnetic field than is the muon, hence the muon interac-
tion is generally neglected. A theory that treats the efFect
of Auctuating magnetic fields on the muoniurn electron
was presented by Nosov and Yakovleva (1962) and fur-
ther developed by Ivanter and Smilga (1968a, 1968b).
They assume that the result of such a fIuctuating field is
to damp the electron polarization in muonium exponen-
tially, with a characteristic "electron Rip rate" 2v, and
they investigate the efFects of this damping on the muon

where co„and co, are vectors of length co„and co, with the
direction of the applied field B. We can abbreviate these
unperturbed equations of motion as

P' = X Qjk/imp (2.37)

—iU ap/j k Qjk /Im Ulm /yS D apnea, y~p, s
j,k, l, m

(2.38)

in terms of which the time-dependent muon polarization
has the form

Such equations are solved numericaHy by finding the ma-
tl lx U wlllcll dlagonalIzes Q:
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P~"(t)=' g U~p')i~UJk~ pexp(D iit)p' (0) . (2.39)

P jk y QNY P!m
1,m

Q,kgb =QJkn —»(I —&k,o@,, i~k,

(2.40)

The matrix Q is no longer antisymmetric, hence the
polarization components obtained by diag onalization
show damped oscillations. The quantities in Eq. (2.34) of
principal interest are the zero-frequency amplitude a~~

and relaxation rate A,
~~

in the longitudinal-field geometry
and the precession amplitudes, frequencies, and relaxa-
tion rates in the transverse-field geometry. The Nosov-
Yakovleva theory has been applied to Mu* by Belousov
et al. (1981). In our presentation of the Nosov-
Yakovleva results we shall restrict ourselves to isotropic
Mu, and for the transverse-field case we shall focus our
attention on the low-frequency precession components
co,2 and coz3.

The restriction to isotropic Mu allows substantial

For the unperturbed case, Q is antisymmetric, and the ei-
genvalues D & are purely imaginary, yielding undamped
precession components.

In the Nosov-Yakovleva theory, account is taken of
the loss of the electron polarization by the addition of re-
laxation terms to the equations for the electron and
mixed polarizations:

simplification of the equations of motion (2.40) (Ivanter
and Smilga, 1968a; Brewer et a/. , 1975; Schenck, 1985).
If the applied field is longitudinal, there are only six
nonzero polarization components: P, P ",P ', P ', P
and P . For the case of Mu in a transverse applied field,
it is convenient to rewrite the equations of motion in
terms of the four nonzero, complex polarization com-
ponents (P' +iP ), (P '+iP ), (P' +iP ), and
(p31+ ip 32)

Approximate analytic expressions for the limits of very
slow and very fast electron relaxation have been derived
by several authors, and these are co11ected in Table V.
Figures 12—16 show the results of numerical calculations
as a function of the dimensionless applied field x. Note
that in the limit of very fast electron relaxation, the
Inuon in muonium behaves as if it were in a diamagnetic
environment.

An example of the Nosov-Yakovleva theory applied to
avoided-level-crossing resonance in a three-spin system is
given in Sec. III.F. A further development of the
Nosov-Yakovleva theory due to Ivanter (1969) takes ac-
count of a possible anisotropy in the electron polarization
damping rate with respect to the direction of the applied
field (see also Belousov et al. , 1981). We shall not discuss
this extension here.

Since most of the work on the Nosov-Yakovleva model
has been done by Soviet groups, a few comments regard-
ing the notation conventions used in their publications

TABLE V. Limiting cases of the Nosov-Yakovleva theory for Mu depolarization.

V ((COe ((COp v &)coo~ coe

COp+ 2COe

2COp+ 2CO~

2 a
VCOp

COp+ COe

2
VCOp

4V +COe

Bj: a12
2E CO+

4 1+ +
COp

co —ImZ'

3v
2

—ReZ'

1b

2
COeCOp b—CO

CO 8V +CO
'd

4v 8V + 2cOe

CE 23

CO23

23

Z
v2

4

2E CO+—+
COp

co + ImZ
3V +ReZ'

4 . 3
' 1/2

CO+ 2E CO+ V
2+

COp COp

b

2v'

'Nosov and Yakovleva (1962).
Ivanter and Smilga (1968a).

'Gurevich et cEl. (1971).
Ivanter and Smilga (1968b).
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equal to root/2 is occasionally used (Ivanter and Smilga,
1968a; Ivanter, 1969).

Celio and Meier (1983) used a Master Equation ap-
proach to treat the efFects of a Auctuating magnetic field
at the electron. Under the assumption of isotropic, Mar-
kovian Quctuations with x, y, and z components equal to
+5,„/(g, tu, II ) and a correlation time ~„Celio and Meier
obtained an equation of motion for the polarizations of
the form [Eq. (3.21) of their paper]

where E is the unit matrix,

KaP OK aPGj k /Im P +jk /in +i n /Im
s, n

(2.42)

and the matrices F describe. the commutation properties
of the spin operators:

jjjk y QCM plm

I, m

CM
Qjk/Im Qjk/Im

1
Q

7 c

(2.41)

~KAP
~jk /bn

O;P//OK

~aP i n
( ag I m) (2.43)

» Eq (2.43), cr and ~ are taken to be unit operators.
0 0

Evaluation of the commutators (not explicitly done by
Celio and Meier) yields the following expression for~ KCXP~j kill '

6nka/PI ———4(1 —5k )(1—~ O)

&&[(6kpg, —gk Q, p)(1 —5po)(l —5 o)[5 I& o+(&&', ~ Io+&, I I,o,o

+e I [E k5po(1 —5 o)+8 pk'8m o(1 '8po)](1 ~ao)( I o Jo (2.44)

10

Mu, B&

y =1000

As for the unperturbed and Nosov-Yakovleva cases, the
matrix Q can be diagonalized and the polarization
computed [Eqs. (2.38) and (2.39)]. Predicted Bl and BI
damping rates for Mu in silicon using the Celio-Meier
theory with a particular choice for 5,„and ~, are com-
pared with results from the Nosov-Yakovleva theory in
Fig. 17.

One sees from Eq. (2.41} that, for sufficiently short

Qjk/Im —Qjk/Im 25exrc8j, l~k, m (1 ~J,O)
1 »Qic

(2.45)

which is equivalent to the Nosov-Yakovleva result [Eqs.
(2.40)] with v=5,„7,.

2.0

l

correlation times r„ the matrix Q can be neglected com-
pared w&th I/w„and with the ma«» Gjk/Im from Eq.
(2.44) Q k/I takes the form
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FIG. 16. Predictions by the Nosov-Yakovleva theory of the
low- and intermediate-field Mu relaxation rates in the
transverse-field geometry as a function of the dimensionless
electron spin-flip rate y =4v/coo and the reduced magnetic field
X.

FIG. 17. Comparisons of Mu relaxation rates in silicon in the
longitudinal- and transverse-field geometries predicted by (a)
the Nosov-Yakovleva theory with v=6. 67)&10 s ', (b) the
Celio-Meier theory with 5,„=3.16&(10 s ' and ~, =10 s,
and (c) the Celio 'theory for recurring muon jumps from the Mu
state to the p+ state at a rate A = 10 s '. For case c in the
longitudinal-field geometry, there, are two zero-frequency corn-
ponents 1 and 2 with, respectively, low and high relaxation
rates. In zero field the amplitudes of these components are in
the ratio a

& /a~ ——(1+2' )/(1 —2' ).
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2. Depolarization by modulation of the hyperfine interaction

P'i"=(Q,'agi~ AE;kri~)Pi +A jk—arm ~ii

P II ARjk/imPI +(~jkl&~ jkli~ )

(2.46)

where the Q' and Q' are the Q matrices for the unper-
turbed states I and II and where E~k&I, ——6~16k is the
unit matrix. Celio distinguishes between two cases. If
the electron polarization is conserved during the jump,
then ihe matrix

A persistent modulation of the muonium hyperfine in-
teraction represents a further possible mechanism for
muonium depolarization. Such a modulation could be
the result of hopping of the muonium atom among in-
equivalent sites in the solid or of the repeated capture
and loss of an electron. A theory that treats a general
modulation has not been formulated, and we shall limit
ourselves to discussing a model developed by Celio (1985)
in which muonium jumps among a finite number of
states, each of which is characterized by a particular
hyperfine interaction. A version of the model for two
states will be presented here but there is no essential
difficulty in extending it to more states.

A special case of the Celio model is one in which the
hyperfine interaction of muonium jumps between a par-
ticular value and zero. If one further assumes that the
electron polarization is lost with each muonium forma-
tion, this limit corresponds to the "charge exchange"
theory of Ferrel et al. (1960), Ivanter and Smilga (197la,
1971b), and Nosov and Yakovleva (1965).

We assume that muonium repeatedly jumps from a
state I to a state II and back at a rate A. Celio (1985)
shows that Eq. (2.37), in which the equations of motion
of the muon (Pj ), electron (P "), and mixed (Pj")polar-
izations are given in terms of the matrix Q, can be rewrit-
ten for the polarizations in the two states, P& and P», as

It is clear that with simple changes the theory can be
applied to Mu* states, a Nosov- Yakovleva electron depo-
larization can be included, different jump rates from I to
II and from II to I can be incorporated, or the theory can
be extended to more than two states. Note that, for the
case of isotropic Mu states, simplifications of the equa-
tions of motion of the polarizations can again be per-
formed for the longitudinal- and transverse-field cases as
described in the discussion of Eq. (2.40) above. For ex-
ample, an application involving jumps between a Mu'
state and a Mu» state in a transverse field can be reduced
from a 30&&30 matrix diagonalization to a (complex)
8 & 8 problem, and jumps between Mu and a diamagnetic
p+ state reduce to a 5 && 5 problem.

The results of the Celio theory for the case of jumps
between two isotropic muonium states I and II are shown
in Fig. 18. The indices i,j in the figure can take either
the values 1, 2, or 3, 4. Here it has been assumed that the
diff'erence between the hyperfine frequencies for the two
Mu states is much less than the individual hyperfine fre-
quencies, that the initial populations of the two states are
equal, and that the electron polarization is conserved
during the jumps. At low jurnp rates A, each of the Mu
hyperfine transitions co&2 and co34 is split into two lines
corresponding to Mu frozen at the two in-
equivalent sites. As the jump rate increases, these two
lines move together, until at a critical value of A they
coalesce into a single line. A further increase in the jump
rate causes a narrowing of the single line. Figure 18
shows a "universal" plot of the A-dependent line separa-
tion and linewidth obtained by normalizing these quanti-
ties to Aco;. , the line separation without jumps, and plot-

0.15

0.1
R „~, =5,o„=E„), (p, kept) (2.47)

RJkri ——5k 05 05j j (p, lost) . (2.48)

This system of coupled equations is conveniently solved
numerically by representing the polarizations as a vector
Pz of length 30 whose first 15 components are the PJ
and whose second 15 components are the P„. In
schematic form the equation of motion for P T is then

Q' AE-
AR

AR
Q"—AE

and the solution for PT(t) is obtained by diagonalization,
in analogy with Eq. (2.38). Finally, the total muon polar-
ization is obtained by summing the contributions PJ (t)
and PJi (t).

is also the unit. matrix. If, however, the electron polar-
ization is lost during the jump, then only the muon polar-
ization of state II is carried into state I and vice versa,
and the matrix A has the form

0.05

0
10 10 10'

A
0EQjil

10
0

10

FIT+. 18. Calculations using the Celio theory of the splittings
and widths of the transverse-field precession lines for muons
that undergo repeated jumps between two isotropic muonium
states Mu' and Mu" at a rate A. The hyperfine transitions con-
sidered are those seen in high field (co;J =su&2 and co34), and the
results and jump rate scales are normalized to the precession
frequency di6'erence A~;,

'

for A=O. For A below the critical
value Ace,J/2, two Lorentzian lines of width A and variable
splitting are seen, while for A above the critical value, a single
Lorentzian line appears whose width depends on the jump rate.
It is assumed here that the electron polarization p, is conserved
during the jumps.
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ting thcsc din1cnsionlcss quantiiics against the normal-
ized jump rate A/b, co; . As seen in the figure a merging
of the split lines occurs at the critical normalized jump
rate A/beg; =0.5. Note that, since Aoi, 2

——(d~, 2/
dcoo)bcoo is always smaller than Aoi3~, the o~, z precession
signal will not only be narrower than the m&4 signal, but
with increasing jump rate A its narrowing wiH show an
onset at a lower value of A than will that for cu34.

The phenomenon of charge exchange can also be inves-
tigated using Celio's theory. This is done by setting the
hyperfine frequency in state II to zero and by assuming
no conservation of the electron polarization during the
jumps. Thus we have a muon jumping between a
paramagnetic Mu state and a diamagnetic p+ state, each
time binding a new electron. The resulting Mu damping
rates in longitudinal and transverse magnetic fields for
the hyperfine frequency of Mu in Si are also shown in
Fig. 17. Note that, for the jumping rate and range of ap-
plied field considered, lines co,2 and co» relax at the same
rate in a transverse field and that in a longitudinal field
there are both a rapidly and a slowly relaxing component
at zero frequency.

The charge exchange phenomenon. was treated by an
early theory of Ferrel et al. (1960). This was later im-
proved by Nosov and Yakovleva (1965), who gave an
analytical solution for the case of slow jumping. Ivanter
and Smilga (1971a, 1971b) extended the work of Nosov
and Yakovleva io include electron spin Hips in the Mu
state and a second, stable diamagnetic state. The charge
exchange limit of Celio's theory is identical to the charge
exchange theory of Nosov and Yakovleva.

Another interesting limit to take in the muonium
jumping n1odel of Celio is that in which the two states
have the same hyperfine frequency. In this case,
Q =Q"=Qand

~ E +~ II [Qjk jim A(Ejk jim +jklIm )]~

( ) 1
o 8 ( A +8)

[AB —(2+8)]
(2.52)

—2l (A+2v), 8 = 3 —2x, (2.53)

0.5

change to a state II at an average rate A.
An important example of such an irreversible change

of state is that from isotropic Mu to a p+ state, such as
when Mu chemically reacts to leave the muon in a di-
amagnetic environment. If the reaction is su%cicntly
rapid, the precursor Mu state cannot be directly ob-
served, and its existence can only be inferred by the effect
of the transition on the "residual" amplitude (t &&1/A)
and phase of the daughter p+ state. Analytical expres-
sions for the polarization p( Oo ) in the p+ state have been
obtained for the transverse-field [p (oo)+i@~ (Oo )] and
longitudinal-field [p, ( oo )] configurations, even including
the effects of a Nosov-Yakovleva electron relaxation rate
2v (Ivanter and Smilga, 1968a, 1968b; Brewer, 1975;
Schenck, 1985). With our geometry conventions (Fig. 4),
these are

(2.50)
For the case of conserved electron polarization, this is
the equation of motion for unperturbed muonium [Eq.
(2.37)], and for electron nonconservation it is the Nosov-
Yakovleva electron spin-fiip equation (2.40) with 2v=A.
Alternatively, one can again set Q'=Q"=Q but require
that the electron spin be Aipped by 180' with each
change of state, i.e.,

Mu

.05

(180' e fiip) . (2.51)

This again results in the Nosov- Yakovleva equation
(2.40), but now with v =A.

3. irreversible change in the hyperfine interaction

In the last section we discussed the time evolution of
the muon polarization when the hypcrfine frequency
jumps repeatedly between two difFerent values. It is also
possible that a muonium state I undergoes an Irreuersible

FIG. 19. The calculated amplitude and phase of the "residual"
p+ signal after an irreversible Mu~p+ transition at the rate A,
as a function of the reduced field x. This figure is a. corrected
version of Fig. 2 of Meier (1982).
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COp

p, (u&)=1—
2

1 v+—
2 A

lost, the density matrix at the time of the transition has
the form

2 2
p"(t') = —,'[1+p,(t').o ] (p, lost) . (2.60)

1+ 2v COp

+

(2.54)

The reduced field x' has been defined in Eq. (2.5). It
should be noted that there are several errors in the ex-
pression corresponding to (2.52) in Schenck (1985). Fig-
ure 19 shows the amplitude and phase of the diamagnetic
muon signa1 after an irreversible transition from isotropic
Mu to a diamagnetic muon state in a transverse magnetic
field (with v=0).

A more complex situation arises when the final state is
paramagnetic. An example is the trapping of mobile
muonium (state I) at a defect site to form a muonium de-
fect state (state II). As for repeated jumps, in this case it
is important to specify whether or not the electron spin
polarization is conserved. Such irreversible changes of
muonium state have been treated by Percival and Fischer
(1976) in chemical systems and by Meier (1982) in solid-
state systems.

The expression for the muon polarization p( t )

=Tr[p(t)o ] can easily be extended to account for a de-
caying probability of finding a muon in state I and a tran-
sition of the muon from state I to state II at a time t ' dis-
tributed between time zero and time t:

p(t)= exp( —At)p, (t)

+A I Tr[p"(t, t') ]iTexp( At')dt' . —
0

(2.55)

Here pi(t) is the muon polarization in an undisturbed
muonium state I given in Eq. (2.15):

p, (t) =Tr[exp( —iA't /fi)p(0) exp(iaaf'r /A)o ], (2.56)

and p"(r, t') is the density matrix at time t for the muon-
ium state II, assuming thai a transition to this state oc-
curred from state I at the time t':

p"(t, t') = exp[ i&"(r —t')/A']p"(t—')

&& exp[i&"(t t')/A'] . — (2.57)

The spin Hamiltonians for states I and II are denoted by
and &n, and since the electron and mixed polariza-

tions are zero at time zero,

p(0) =-,'[1+p(0).o.] . (2.58)

If the electron polarization is conserved during the ir-
reversible change at time t', the density matrix p"(t') is
given by

p"( r ') = exp( i&'t '/fi)p(0) e—xp(i&'r '/A')

(p, kept) . (2.59)

If, on the other hand, the muon polarization is conserved
at t', but the electron and the mixed polarizations are

It is now a straightforward task to calculate the time-
dependent muon polarization with and without conserva-
tion of the electron polarization along the lines of Eq.
(2.16). Performing the integration over t' and ignoring
the damped signals from state I, we find that the forward
component of the muon polarization is given by

pf(t) =p(0).p(t)

Sklmn
A i(—co„—co&k )

I II

e p( —i~,'k't),
A +(co„—coik )

&&(I,m
~
o,

~

I, n )Tk™(p, lost) (2.63)

for nonconserved electron polarization. Here
~
I, n ), for

example, represents the nth energy eigenlevel of the
muonium state I, and T ' " is given by

"=
—,'(I, n

~

p(0) o
~
I, m )(II,k

~
p(0) o.

~

II, l ) .

(2.64)

It is clear from the works of Percival and Fischer and of
Meier that several of the most interesting examples of ir-
reversible muonium changes of state can be treated as
special cases of a transition from isotropic Mu (state I) to
anisotropic Mu* (with 8=~/2) (state II) in the
transverse-field geometry. The corresponding expres-
sions for the nonzero elements of S ' " are given in Table
VI for the cases of conservation and nonconservation of
the electron polarization. The expressions for E„' and E„"
and the eigenvector mixing angles g', g", and g" are
given in Table II.

Figure 20 shows the dependence of the Mu' ampli-
tudes on magnetic field and transition rate A for an ir-
reversible transition from isotropic Mu to anisotropic
Mu* (with O=vr/2) in diamond. At the top of the figure
is a plot of the Mu and Mu precession frequencies,
showing the various crossings that occur between the Mu
and Mu* frequencies. Due to the frequency-di6'erence
denominator in Eq. (2.61), one expects resonantly large
Mu* amplitudes to occur at such crossings. The field-
dependent Mu amplitudes in the lower part of Fig. 20
demonstrate such resonance e6'ects; a single-peaked
structure occurs for electron polarization conservation,
and a double-peaked structure occurs for nonconserva-

(2.61)

where co'Ik =(F&" Ek')/f—i is a precession frequency of
state II, and the factor Skl " has the forms

S"' "=(II,l
~
I, n )(I,m

~

II,k)T " (p, kept) (2.62)

for conserved electron polarization and

3S"' "=,' y (II, l-~~, ~ll, k)
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TABLE VI. The nonzero coefficients S ' " defined in Eqs.
(2.62) and (2.63) for the polarization transfer in a Mu~Mu
(8=m/2) transition.

For electron polarization kept

S1212=S4343= 1 cos(Icos2)IIcos(gI g11)~

S' '"=S . = —'Sing'cos2)"sin(g' —g")1p c4

= —sing sln2)1 cos{gI F11)Ip
4

S =S = ——cosg sln31 sin(g —g )g+c+4

S2"'=S'4' = —4cosg'sin2i"cos(g' —g")y+s+

S""= S '4'"=
41 singICO$2) "cos{$1—P )q s+

S 4' =S' 2= ——'sing'sin2)"sin(g' —gn)y s

S2343 S 1412 I COSTI( os/IIsin( $1 (11)y 3

Slknm Sklmn 4

For electron polarization /ost

S 1212 S1243 S4312 S4343 1 2f-I f-II . II

S 1214 S 1223 S4314 S4323 1 sin2P. Icosy.iicos~ ii~

S 1221 S1234 S4321 S4334 1 cos2P IsjnP Iisjn II—Scos ~ sin~ sing y+c+
S' =S' "'=S =S ' = —'sin &~'sin&~"sing"y c—

8 sin y sing sin'g p+c+

S ' =S ' =S' ' =S' '= —'cos'~'sin~"cosy"y s8cos & sin& cosy y s+

S""=S'"'=S'""=S'"'=-'

S2321 S2334 S 1421 S1434 1 cos2 P Icosy iisin II g

S =S 1=S' 3 =S14 = ——sjn2~cos~ sing Iy g

Slknm Sklmn 4

III. MUON MEASUREMENT TECHNIQUES

A. Muon production and decay

~ 400

200

0..
A.=8MHz

Pe lost

0 . I ~~l
V(V

A.=B MHz

Pe keP
0.2-

This section presents a brief description of the produc-
tion of polarized muon beams and gives some of their
specifications. For a more detailed discussion the reader
is referred to the book of Schenck (1985).

Positive muons for pSR experiments are obtained from

where

g+ =coscp+E sine@

c+ =cos(p —I)")cosy&+i cos( g"+ 2))sni qn&

s+ =sin(g" —2)n)cosy+i sin(g" +I)")sing 0.2-

tion.
A treatment of irreversible changes in the muonium

hyperfine interaction is also contained as a special case of
the Celio theory for repeated jumps between muonium
states discussed in the previous section. One simply
defines di6'erent rates for jumps in diferent directions
and sets one of them to zero. Indeed, in an extended
Celio theory, one can treat very complex combinations of
states and reversible or irreversible transitions among
them, with varying degrees of electron polarization con-
servation, and including Nosov- Yakovleva-type electron
relaxation efFects. However, unless one is able to reduce
the number of polarization components by considerations
such as those discussed in Sec. II.B.1, the amount of
computer time required can grow very large.

0.2—

10 20
FIELD (mT)

FIG. 20. The calculated Mu* (0=m/2) amplitudes following
an irreversible Mu~Mu transition in diamond. At the top of
the figure, the Mu (dashed curves) and Mu* (solid curves) pre-
cession frequencies are shown. The transition produces double
or single-peaked resonances at crossovers between Mu and Mu
frequencies, depending upon whether the electron polarization

p, is lost or conserved during the transition. This figure is a
corrected and extended version of Fig. 4 of Meier {1982).
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the decay of positive pions, which are in turn produced in
the high-energy collisions of an accelerated proton beam
with the nuclei in a "production target. " The protons,
with a typical energy of 600 MeV and an intensity be-
tween 1 and 1000 pA, produce positive pions via the two
reactions

p+p —+p+n+w+, p+n —+n+n+n+ . (3.1)

Pions that leave the production target with typically 150
MeV/c momentum are focused and momentum selected
to form secondary beams with a momentum spread of
10% and an intensity of 10 —10 m/s. These pions pass a
Iong, straight "decay section" of quadrupole magnets or
a superconducting solenoid where they decay (with a
rest-frame mean lifetime of 26 ns) to positive muons via
the reaction

passes through one or more plastic scintillation counters
and typically a thermostat window before entering the
sample. A discussion of the muon therrnalization process
in a semiconducting sample is given in Sec. IV.A. Re-
gardless of the electromagnetic interactions experienced
by the muon in the sample, it decays with a mean lifetime
of 2.2 ps according to the scheme

P ~8 +Vq +Vp (3.3)

The energy of the decay positron lies between zero and a
cutofF value of S2.3 MeV. The distribution rises gradual-
ly from zero and reaches a maximum at the cutofF.
Muon decay also violates parity, with the result that pos-
itron emission occurs preferentially along the direction of
the muon spin; the probability of emission at an angle I9

with respect to the muon spin is given by

(3.2) W(9)d 0~ (1+Ao cos8)d8, (3.4)

This decay is an example of a parity-violating weak in-
teraction, the result being a neutrino with negative helici-

ty and a muon which in the pion rest frame is 100% po-
larized antiparallel to the muon momentum. The (rela-
tivistic) transformation to the laboratory frame produces
two groups of partially polarized muons: "forward"
muons, whose momentum is higher than the pion
momentum and whose polarization is antiparallel to
direction of Aight, and "backward" muons, with a lower
momentum than that of the pions and a parallel polariza-
tion. After the decay section, a Anal momentum selec-
tion is made between these two groups, producing a po-
larized muon beam. Although of lower intensity than
forward muons, backward muon beams have the advan-

tages of lower pion contamination and higher polariza-
tion. A typical backward muon beam has a polarization
of 80%, a momentum of 70 MeV/c, a momentum spread
of 15%, a range width of 1 g cm, a spot size of 20 cm,
and an intensity of 10 —10 ps

The "conventional" mode of muon production de-
scribed above yields a high-momentum muon beam,
which is used when samples of su%cient thickness are
available and when the beam must penetrate significant
Inaterial in front of the sample, or when a large trans-
verse magnetic field is applied. An alternative mode of
muon production is the "surface" muon beam. Here
muons are used that arise from pion decay at rest near
the surface of the production target. Such muons are
100% polarized and have a maximum momentum of 29.8
MeV/c, corresponding to a total range of approximately
140 mg cm . A typical surface muon beam with a 10%
momentum spread has an intensity of 10 —10 ps ' into
a 10-cm spot, with a range width of 10 mg cm . A
disadvantage of surface muons is the large positron con-
tamination from pair creation by the photons from ~ de-
cay, but these positrons can be removed by a filter using
crossed electric and magnetic fields. Such a velocity filter
can also simultaneously rotate the muon polarization by
90 'for high-transverse-field experiments.

The muon beam thus delivered to the experimenter

where the asymmetry constant A0 ———,', when averaged
over the positron spectrum. The high-energy decay posi-
trons exit from the sample and thermostat and are
detected by additional scintillation counters. The experi-
mentally determined asymmetry constant 2, differs from
A0 due to factors such as incomplete muon polarization,
detector solid angle, and imperfect averaging over the
positron spectrum.

The various muon spin rotation (pSR) techni'ques
make use of the facts that the incoming muons are polar-
ized and that the muon decay is anisotropic to follow the
evolution of the muon polarization in the internaI and
applied magnetic fields experienced by the implanted
muon. In the remainder of this section various experi-
mental configurations are described that have been dev-
ised to study difFerent aspects of this evolution.

B. The longitudinal-field technique

The first experiments to demonstrate the formation of
Mu in solids were performed in a longitudinal magnetic
field (Fig. 21). As discussed in Sec. II.A, in this case the
muon polarization consists of a time-independent com-
ponent a

~~

and a component a24 oscillating at the frequen-
cy m24. In zero applied field, where F=S„+S,is a good
quantum number, the two components have equal
strength: half of the Mu atoms are in the mF ——+ 1 sta-
tionary state, and half make transitions between the
(I' =0, mF ——0) and (I' = 1, mF ——0) states at the
hyperfine frequency m0. In the high-field Paschen-Back
region, Mu is in the m„,m, =+—,', +—,

' stationary states,
and the muon retains its full polarization. The hyperfine
interaction has been "quenched. " Since the large fre-
quency co24 is generally not observed, what one sees in an
experiment is the rise in the amplitude of the zero-
frequency component from 50% at zero field to 100% at
high field. This rise is shown in Fig. 22 and, after rewrit-
ing from Table IV, has the form
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FIG. 21. Plan of a longitudinal-6eld @SR apparatus showing

the detector telescopes for the incoming Inuon M (counters 1, 2,

3, and 6), the forward positrons F (counters 4 and 5), and the

backward positrons R (counters 1 and 2). The longitudinal field
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stein et al. (1966).
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FIG. 22. Longitudinal-field quenching curves a
II
(~

II
) for Iso

pic Mu and Mu* in silicon. The results for Mu* are averaged
over the four possible [111]symmetry axes.

Mu quenching occurs when the electron Zeeman interac-
tion greatly exceeds the hyperfine interaction. Hence
measurement of a quenching curve allows a determina-
tion of the Mu hyperGne frequency and formation proba-
bility. In principle, ' anisotropic Mu* states can also be
investigated in this way (see Fig. 22).

In the absence of spin relaxation, aII is simply the
time-averaged muon polarization, and a quenching curve
can be rapidly measured by observing the average detec-
tion rates of muon-decay positrons emitted parallel (E)
and antiparallel (R) to the initial muon polarization. It
is generally necessary to calibrate the apparatus by
measuring the corresponding rates I", and R, in a materi-

Such a "time-integral" measurement of average counting
rates avoids the necessity of following the time-dependent
muon polarization and hence was used in the first deter-
minations of the Mu parameters in Ge, Si, and o;-SiC.

This type of measurement is presently experiencing a
rebirth as a way of capitalizing on the extremely high
muon cruxes now becoming available (see Secs. III.F and

G). More accurate hyperfine parameter determinations
are possible with the "time-differential" precession tech-
niques to be described shortly. A time-differential ap-
proach is also required to follow the longitudinal spin re-
laxation of the muon.

In a time-differential experiment, repeated measure-
ments are made of the time interval between the entrance
of the muon into the sample (a pulse in detectors 1, 2, 3,
and 6 in Fig. 21) and the detection of the decay positron
in a particular direction (e.g. , a pulse in detectors 4 and

5). These intervals are then collected into a "time histo-
gram" N&(t), which has the form

Ni ( t ) =B+Np exp( i, lr„—)[ 1 + A,pi ( &, ) ]

t =j At (j=1,N),
where B is a time-independent background, No is a nor-

malization constant, and N and At are the number and
width of the time histogram bins. Assuming Mu and di-

amagnetic fractions and an exponential Mu relaxation,
the forward component of the muon polarization p&(t)
has the form

pi(&)=fM. exp( —
~~~ )~~~+f„+ . (3.8)

The real value of the longitudinal-field technique is for
Mu studies in the presence of static and dynamic random
disturbances. An example of a static random disturbance
is that arising from a nuclear hyperfine interaction
(NHFI) of Mu with the magnetic moments of the host
nuclei (see Sec. II.A.4).

The Nosov-Yakovleva theory treats the effects of a
particular dynamic disturbance, namely, that represented
by spin Aips of the Mu electron on the Mu polarization,
in both the longitudinal- and transverse-field geometries
(see Sec. II.B.1). A comparison of the predicted relaxa-
tion rates for the two geometries (Figs. 13 and 16 and
Table V) indicates an advantage of the longitudinal-field
technique over the transverse-field technique for studying
Mu relaxation: for the interesting case where the electron
Aip rate v is less than the hyperfine frequency, the pre-
dicted longitudinal relaxation rate A,

II
approaches zero in

a sufticiently large applied Geld. This quenching of the
longitudinal relaxation finds use in studies of dynamically
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perturbed muonium in semiconductors. Predictions of
the Nosov-Yakovleva theory (but not of the Celio-Meier
theory —see Fig. 17) for the transverse-field relaxation
rates A, ,2 and A,z3 are always greater than v.

In Fig. 23, calculations using the Nosov-Yakovleva
theory of the quenching of the longitudinal relaxation for
Mu and Mu* in silicon are presented. For isotropic Mu,
a single, damped contribution to a~~ is predicted which
quenches above a few hundred m T. The weaker
hyperfine interaction of anisotropic Mu' would lead one
to expect quenching to occur for this state at a much
lower field than for Mu. However, the anisotropy of the
hyperfine interaction produces two contributions (a and
b) to a!! and the b component of the relaxation persists to
higher fields than for Mu.

Another dynamic disturbance of muonium whose
eFects can to some degree be eliminated in the
longitudinal-field geometry is the change in the muonium
hyperfine interaction that occurs during a transition from
a muonium state Mu' to a state Mu". In a transverse
Geld the states in general precess at diFerent frequencies,

~ !

and only for a sufFiciently rapid transition is muon polar-
ization transferred from I to II. In a longitudinal field,
on the other hand, both states I and II have a (field-
dependent) zero-frequency component aI! that can be
coherently transferred. This eA'ect has been used to study
unstable muonium states in semiconductors.

C. The transverse-5eld technique

POLARIZE D
BEAM

l
@+

VARI
WATER D

IO crn

FIG. 24. Plan of a transverse-field @SRapparatus used (among
others) by the Zurich group with conventional rnuons at the
Swiss Institute for Nuclear Research.

ergy levels. In the transverse-field technique (Fig. 24), a
time-differential measurement of the muon polarization is
performed, and the resulting time histogram [Eq. (3.7)] is
modulated by these precession frequencies (see Fig. 25).
The precession lines are best seen in a pSR frequency
spectrum generated by the Fourier analysis of the time
histogram (after correcting for the time-independent
background, the normalization, and the muon decay):

[~(t.) g]
a(cok)= g exp(t /r„) 1—

e g=0 0

As shown in Sec. II.A.3, in a geometry where the
muons are initially polarized perpendicular to the applied
field, muonium precession occurs at the frequencies co&2,

m23, A@34, and co&4 given by diFerences of the hyperfine en-

X exp( i rok t ), — .

cok —— [k = —(X/2 —1),X/2] .2mk

Xht

(3.9)

Mu

& Mu

T
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The maximum frequency observable in such a spectrum

FIG. 23. Longitudinal-Geld relaxation rates and amplitudes fo.
Mu and Mu* in silicon calculated with the Nosov-Yakovleva
theory with v=2 ps '. The orientation of Mu in the field is
taken to be 0=54.7', corresponding to a [100]-oriented crystal.
Note that there are two nonoscillating components, labeled (a)
and (b), to the Mu polarization.

TIME (p.s)

FICx. 25. A high-statistics transverse-field pSR time histogram
taken by the Zurich group in a quartz crystal at room tempera-
ture. Note the beats that occur between the intermediate-field
frequencies v» and v&3. The smooth curve is a fit to the data.
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is limited either by the histogram time channel width At
or by the time resolution of the apparatus. The frequen-
cy resolution of the spectrum, on the other hand, is deter-
mined by the data collection time window Nht or by the

FIG. 26. Transverse-field @SR frequency spectra taken at 10
mT in quartz at room temperature and [111]Si at 77 K showing
the precession components from diamagnetic p+ (v +

——1.36

MHz) and isotropic Mu (the pair v» and v23 centered on 140
MHz). Note the larger Mu splitting in Si, indicating a weaker
hyperfine interaction and the presence in Si but not in quartz of
Mu* precession lines (v» and v34, 8=70.5', at 41 and 46 MHz).
From Brewer et aI. {1973).

muon lifetime. A comparison of @SR frequency spectra
for quartz and Si is shown in Fig. 26.

The transverse-field technique avoids two important
drawbacks of the longitudinal-field technique. First, it
generally provides a more accurate determination of the
muonium .hyperfine parameters, since the systematic er-
rors involved in a frequency measurement are smaller
than those in an amplitude measurement. Second, the
@SR frequency spectrum allows the individual
identification and investigation of simultaneously occur-
ring muonium states. This "pSR spectroscopy" has
made the transverse-field technique by far the most prac-
ticed of the pSR technique.

A technical problem that arises with all time-
di6'erential frequency measurements is the linearity of the
time scale. Until recently, most @SR experiments made
use of a time-to-amplitude converter (TAC) and an
amplitude-to-digital converter (ADC) to digitize the time
of a decay event. Such a combination typically has an in-
tegral nonlinearity of 10,which must be accounted for
during accurate measurements. This is normally done by
calibrating with a quartz clock. The measured spectrum
is then corrected according to a fitted polynomial which
relates true time to channel number. The time resolution
of digital clocks is steadily improving, however, and the
TAC-ADC combination may soon be a thing of the past.

We consider the behavior of an unperturbed isotropic
Mu state in a transverse field. An expression for the
time-dependent muon polarization has been given in Eq.
(2.16) and Table IV, which we rewrite here using a more
convenient notation:

pf (t) =ga„cos(co„ t ) (transverse field),

Q)o X
co&2

——+ +~ — v 1+X, a &2
———' 1+ &I+x'

X+m + v 1+x, a23 ——
4

1—
&1+x '

r

coo ~o X
1034—+ Q7 + V 1 +X Q34 4 1 + &I+x'

(3.10)

X~i4=+ +~ + v 1+x, Qi4= 4
1— X&1+x' coo

Precession frequencies of the order of the Mu hyperfine
frequency coo (typically 2—4 GHz X 2m. ) are too large to
be easily observed experimentally. It is standard prac-
tice, therefore, to use the transverse-field technique with
"low" or "intermediate" applied fields. At low field (typ-
ically 1 mT) we neglect the terms x in Eq. (3.10). This
causes the two observable low-frequency lines co&z and co23

to coincide, and we obtain

pf(t) = —,
' cos(co t) (low field) . (3.11)

The observation of this strong line at 13.94 MHz/mT
serves as a quick demonstration of the existence of Mu in
the sample, but gives no information about the hyperfine
frequency coo.

At somewhat higher fields in the intermediate-field re-
gion (typically 10—20 mT) we expand the square roots in
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Eq. (3.10) to split the lines coi2 and co23.

2
CO+

p&(t) = 4(1+x ) cos co — t
COO

2
CO++ —,'(1 —x) cos co + -- t
COO

(intermediate field) . (3.12)

This "two-frequency" technique of determining cu0 is
substantially more accurate than with longitudinal-Geld
quenching. Although the relative accuracy of a frequen-
cy determination increases with increasing frequency, the
weakening of the higher-frequency line together with the
limited experimental time resolution (typically 2 ns full
width at half maximum) places an upper limit on the field
at which such an ~o determination can be made.

The concept of statistical noise, i.e., uncertainty arising
from the finite number of muon-decay events recorded, is
important in connection with the transverse-field tech-
nique, since it produces a white background in the
Fourier transform in Eq. (3.9) (Brewer et a/. , 1982; Bur-
khard et ai. , 1984). From the uncorrelated Poisson
statistics in the time channels t; and t we have

N(t, )N(t, )=N(t, )N(t, )+5, ,N(t, ) . (3.14)

It is then a straightforward calculation to find the aver-
age power level in a Fourier spectrum of pure noise:

P =
j
a(noise)

~

[exp(Nhtlr„) —1] .
X A, %orat

(3.15)

In the absence of a precession signal at coA, the successive
partial sums in the expression for a (cok ) [Eq. (3.9)] fall at
points corresponding to a random walk in the complex
a(co) plane. The Nth partial sum gives a(cok), which
thus scatters about the origin with a Gaussian distribu-
tion. The noise peaks in a Fourier power spectrum,
therefore, have an exponential distribution:

The hyperfine frequency is inversely proportional to the
splitting of the two intratriplet precession lines. The
hyperfine frequency A =coo/(2m) and the electronic g
value can be determined (beyond the intermediate-field
approximation) from the measured Mu frequencies and
the diamagnetic muon frequency v„according to

1 ( v12+ v23+ 2vp, ) ( v23 v12 )
2 2

2
'

~23 —~&2

(3.13)

~e ~i2+ ~23+ ~p

a Fourier peak with power PI, as the probability that
none of the X/2 peaks in a Fourier power spectrum of
pure noise- with average noise power P exceeds Pk.

CL(Pk, N, P ) = [1—exp( Pk—/P ) ] (3.17)

Note that the expression for CL(Pk, N, P) given by
Brewer et al. (1982) is only valid for Pk &&P.

The analysis of a transverse-field pSR experiment in-
volves a determination of the precession frequencies con-
tained in the frequency spectrum, their amplitudes, their
linewidths, and their initial phases. This determination
can be made by least-squares fitting of the time histogram
to Eq. (3.7) with p&(t) given by a sum of damped oscilla-
tions:

pf (t) = P ajexp( A, t)cos—(co t +p )

J
(3.18)

Alternatively, one may fit the isolated peaks in the exper-
imental Fourier spectrum to the theoretical line shape for
an exponentially damped oscillation:

ajexp(iyj) 1 exp[—(ico, —A, . )Nbt]
a (co„)=

2Nd, t A J i (co ——coI, )

~
Aa(cok)

~

=P .
(3.19)

Each type of fitting has its advantages and disadvantages.
In Fourier space one need fit only the precession line of
interest, but low, rapidly damped frequencies show up
poorly in a Fourier spectrum, and one is limited in the
choice of theoretical line shapes. In time space, low fre-
quencies are less of a problem, and arbitrary lineshapes
can be used, but a good X (and hence a reliable error es-
timate) is only achievable if all strong precession com-
ponents (and any instrumental distortions) are fitted.

D. The zero-field technique

Certainly the most elegant experimental demonstration
of Mu is the observation of the hyperfine oscillation in
zero applied field at the frequency coo (see Fig. 27). Be-
cause for isotropic Mu states this frequency is high (of
the order of GHz), this "Mu heartbeat" can only be seen
if special precautions are taken to optimize the timing
resolution of the @SR apparatus (Holzschuh and Kiindig,
1984). These include a small-diameter muon beam, fast
scintiHator material, short or nonexistent light guides,
selected photomultiplier tubes and bases, low-loss signal
cables, constant-fraction discriminators, and a
temperature-stabilized environment for the sensitive elec-
tronics.

The eft'ect of a Gaussian time-resolution function with
full width at half maximum (FHWM) 5t on a pSR preces-
sion line with frequency v (Holzschuh, 1983) is an ampli-
tude reduction:

W (P„)=:exp( Pk /P ) . —1

P
(3.16) a,b, /a =exp[ (vrv5t) /(41n2—)] . (3.20)

One can then define a "confidence level" CL(P&, N, P ) of The zero-field technique has been used to determine the
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FIG. 27. A zero-field @SR spectrum of quartz at room temper-
ature. The Mu hyperfine frequency is close to the vacuum value
{~o=2+4.463 GHz). The FWHM time resolution is 5t =110
ps. From Holzschuh et al. (1981b).

temperature and pressure dependence of coo for isotropic
Mu in several semiconductors (Holzschuh, 1983). The
observation of the direct hyperfine transition at several
GHz in Si and Ge implies that the Mu state forms within
100 ps after implantation. The ability to observe very-
high-frequency muon spin oscillations allows one to
study Mu under conditions of rapid damping, since a
large number of oscillations can still be seen before the
signal disappears.

E. The high-transverse-field technique

The zero-field technique discussed above permits very
accurate determinations of the Mu hyperfine frequency.
However, Mu measurements at zero field are only possi-
ble when line broadening from the nuclear hyperfine in-
teraction (NHFI) is small. This requires that there be
few host nuclei with spin or that Mu be moving
sufficiently rapidly to motionally average the NHFI to
zero. The study of Mu in materials with a large concen-
tration of nuclei with spin, e.g., type III-V and type I-VII
semiconducting compounds, requires a different ap-
proach.

The NHFI of Mu is quenched in a sufficiently large ap-
plied field (of the order of 1 T). This quenching results in
a narrowing of the transverse-field precession lines, but
the precession frequencies are then of the order of GHz.
In the high-transverse-field technique (Kiefi, Holzschuh
et al. , 1984), a special low-fringe-field magnet and
counters with high timing resolution are used to observe
GHz Mu precession frequencies in applied fields of ap-
proximately 1 T. The low fringe field is required in order
to allow the operation of the sensitive photomultiplier
tubes with short light guides.

Figure 28 shows a plan of the high-field, high-timing-

FIG. 28. A plan of the high-field, high-time resolution pSR ap-
paratus. From Kiefl, Odermatt et al. (1986).

viq+ V34 ——2 =coo/(2ir) (3.21)

is just the Mu hyperfine frequency. A simultaneous mea-
surement of the free-muon precession frequency v„yields
the g factor for the Mu electron,

Vi 2Vi2V34+ (V34 —Vi2)V
ge = —

gp m (v34 viz 2v )v
(3.22)
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FIG. 29. A @SR frequency spectra taken vnth the high-field,
high-time-resolution apparatus in high-resistivity QaAs at 10 K
with a 1.15-T field applied along the [110]axis. Note the two
Mu lines v» and v34 the Mu* lines v,j{0)(0 is the angle be-
tween the [111]Mu* symmetry axis and the applied field), and
the diamagnetic muon line v +. From Kiefl. et al. (1985).

resolution pSR apparatus of the Zurich group. Note the
massive iron return yoke, the magnetic shielding of the
photomultiplier tubes, and the short light guides. The
magnet has a 2.4-cm gap, a maximum field of 1.2 T, a
homogeneity of 10 over a volume of 2 cm, and a
fringe field at the photomultipliers (10 cm from the mag-
net center) of less than 0.01 mT. The FWHM time reso-
lution of the apparatus is typically 220 ps.

A @SR frequency spectrum of GaAs taken with this
apparatus is shown in Fig. 29. The sum of the two Mu
precession frequencies
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In order to avoid inhomogeneous broadening of the v, 2

and v34 Mu lines, it is advantageous to measure close to
the "magic" field B,s ——7. 1558O [Eq. (2.7)] at which
these frequencies are to first order field independent.

The precession amplitudes of the v&2 and v34 Mu sig-
nals should be equal (see Table IV). In Fig. 29, however,
the higher-frequency Mu line is significantly weaker than
the lower-frequency line. This is a result of the finite-
time resolution of the apparatus, which causes a reduc-
tion of the observed amplitude described by Eq. (3.20).
This eftect can be used to determine the experimental
time resolution:

Qr (FWHM)=2/~[in21n(oi2/o3$)/(+34 vi2)]

(3.23)

'i 1/2
2 KS„(S„+1)

csin g

XS„(S„+1)
1

6 &1+x '

As with the zero-field technique, the high precession fre-
quencies seen at high field allow Mu observations even
under conditions of rapid damping. The real value of the
high-field technique, however, is the quenching of the
NHFI. In Sec. II.A.4 we saw how a NHFI produces a
broadening of the pSR lines. In the high-field limit, the
lines are approximately Gaussian, with second moments
M2 given by Eq. (2.22). Following Kiefl, Gdermatt et al.
(1986), we define a Gaussian linewidth o:

F. The avoided-feveI-crossing technique

It was shown in Sec. II.A.4 that muonium nuclear
hyperfine energy states with equal z components of total
spin angular momentum strongly mix with one another
near the value of the applied field at which their energy
levels show a first-order degeneracy. These "avoided lev-
el crossings" (ALC) produce pronounced minima in

, the nonprecessing component of the muon polar-
ization in a longitudinal-field @SR experiment (Fig. 10).
If the nuclear species and the hyperfine frequency 3 are
known, a determination of the position of an avoided-
level-crossing resonance is equivalent to a determination
of Q, the strength of the nuclear hyperfine interaction
(NHFI). The NHFI strength is in turn related to the
density of the muonium electron at the neighboring nu-
clear site and hence yields important information on the
local structure of the muonium state.

The ALC resonances can in principle be observed us-
ing the standard time-difFerential pSR technique. In this
case, one would look for polarization components oscil-
lating at frequencies comparable to the ALC gap coG.
However, these oscillations will in general be both weak
and slow, requiring a careful experiment with low back-
ground and high statistics. A very elegant method for
searching for the ALC resonances is to look instead for
the decrease in the nonoscillating amplitude with the
time-integral pSR technique (KieA, Kreitzman et al. ,
1986). This avoids the necessity of following the muon
polarization in time and hence of registering individual
muons, thus allowing the experimenter to use the full
muon beam intensity.

As in Sec. III.B we define the time-integral signal s as
the normalized diiference in the forward (F) and back-
ward (R) positron detection rates:

NS„(S„+1)
6

A
(x »1) .

4x

(3.24)

F —E.
s =

F+A I exp( —t/r )p/(t)dt .
0 p (3.26)

The quenching efI'ect of an applied field on the NHFI-
broadened Mu precession lines is obvious from the 8
dependence of o.

For Mu at rest with respect to the nuclear spins, one
thus expects a Gaussian relaxation of the precession fre-
quencies of the form exp( o t ). If, on the oth—er hand,
Mu is moving suSciently rapidly with respect to the
neighboring spins (Mu jump time r, &~o ), the broaden-
ing is "motionally narrowed, " and an exponential damp-
ing exp( iLt) results (Abragam, 1961)—with the rate

A, =20 7c (3.25)

Note that the damping rate (A, ) in the motional narrow-
ing regime has a stronger field dependence than the rate
(o') in the static limit. Hence measurements of the field-

dependent NHFI broadening at several temperatures can
yield, in addition to the NHFI strength 0, the Mu hop-
ping rate 1/7, .

s=A, 1— aCO 7P

1+CO 7p
(3.27)

with the ALC amplitude a and frequency ~ given in Eq.
(2.32). Thus an ALC will produce a resonant dip in the
time-integral signal s with an amplitude

1 —s,„/2, = —,
'

(floor„)

/(1+ coo r„) (3.28)

and a FWHM b,co, =2(coo+. I/r„)' . Note that a
sufFiciently weak NHFI will lead to a slow ALC oscilla-
tion frequency, making the resonant dip in s unobserv-
able.

Measurements with the ALC resonance technique
have been made to date on several muonic radical sys-
tems in liquids (Heming, Roduner et al. , 1986; Kiev',
Kreitzman et al. , 1986) and on the Mu* states in GaP
and GaAs (KieA, Kreitzman et al. , 1986). Results for

With p/(t) given by Eq. (2.32) (i.e., in the absence of dy-
namic efFects) we obtain
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FIG. 30. The field derivative of the avoided-level-crossing sig-
nal from the muonic radical formed by adding Mu to the C6F6
molecule. The four dips are attributable to the four sets of
equivalent fluorine spins. The hyperfine and nuclear hyperfine
interactions are isotropic due to rotational averaging in the
liquid state, From Kiev', Kreitzman et aI. (1986).

p /(t) = g a~exp( —A,, t)cos(co~ t)
J

and hence to a time-integral signal

(3.29)

A,, + I /r„
~ a~2+ ( A,l + I /r„)

(3.30)

Figure 31 shows the effect of an electron spin-Qip rate v
on the time-integral signal in the vicinity of the ALC for
vacuum Mu interacting with a single ' F nucleus with an
isotropic A„=A/(2m)=500 MHz. As the electron Ilip
rate is increased from zero, the resonant dip increases in
width and, aside from a small initial deepening, decreases
in amplitude.

It is also interesting to consider the effect of an irrever-
sible muonium change of state on the ALC resonance.
Because the ALC technique is performed in a large longi-
tudinal field where the muonium states are quenched, a
large fraction of the muon polarization is stationary and
hence will be coherently transferred from one state to the
other. The only requirement for seeing an ALC dip is
that the muon spend a significant fraction of its lifetime
in the ALC resonant state, be it the precursor or the final
state.

C6F6 are shown in Fig. 30.
We consider briefly the effects of muonium dynaInics

on the ALC signal (Heming, Roduner, and Patterson,
1986). By extending the treatment of Sec. II.B.1 to in-
clude the nuclear spins, one can investigate the efFect of a
Nosov-Yakovleva electron spin-Aip rate v on the ALC
dip. For a single spin- —, nucleus, this implies a polariza-
tion vector analogous to Eq. (2.35) with 63 components.
The numerical analysis of the resulting equations of
motion leads to a time-dependent muon polarization of
the form

0
20.6 20.65

10 ~10
20.7

10

1011

20.75

FIG. 31. The calculated efFect of a Nosov-Yakovleva electron
spin Aip with rate v on the avoided-level-crossing signal s. The
system is vacuum Mu interacting with a single ' F spin with an
isotropic NHFI of strength 500 MHz, and the experimental
asymmetry 3, is taken to be 1/3. The decrease and subsequent
increase of the Oat signal level at very high Hip rates is a feature
of the standard Nosov-Yakovleva model that occurs when v be-
cornes comparable to co„ the electron precession frequency.

G. Muon and muoniurn resonance techniques

Many experiments have been performed in which the
time-dependent muon polarization is inAuenced by an ap-
plied oscillating magnetic field CoIB.n et al. (1958) used
the Inuon-decay asymmetry to detect the resonant ab-
sorption of radio-frequency (rf) energy in an early mea-
surement of the muon Inagnetic Inoment. In this experi-
ment a 12-kV ringing pulse was triggered upon detecting
a stopped muon with a rate of 20 events/min. With a
pulsed muon beam, this "muon spin resonance" tech-
nique becomes much more attractive and can be applied
to the study of muons in solids (Kitaoka et al. , 1982), al-
though the instantaneous rf power required is still high
(20 kW).

An interesting variation of muon resonance by Nishi-
yama et al. (1985) allows the study of slow transitions
from a muonium state to a diamagnetic muon state. In
this "decoupling field muon spin resonance" technique,
the muon polarization is held stationary during a time in-
terval At in a longitudinal field su%cient to quench the
precursor muonium state. At the end of this period, a
90 -rf pulse rotates/the final-state diamagnetic muons per-
pendicular to the field. The amplitude of the subsequent
muon precession is then measured as a function of the de-
lay At to determine the transition rate of muonium to di-
amagnetic muons. This technique holds promise for
several semiconducting systems in which a paramagnetic
to diamagnetic transition occurs.

Due to the large magnetic moment of the bound elec-
tron, much less rf power is required if one performs a res-
onance experiment on muonium instead of the diamag-
netic muon. Many muonium rf resonance experiments
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The energy eigenvalues and eigenvectors of &p were

given in Tables II and III:

&p
~

n ) =A'co„~ n ) . (3.32)

have been performed, generally in noble gases, with the
aim of accurately determining the Mu hyperfine frequen-
cy as a test of quantum electrodynamics. Such measure-
ments have used continuous microwave excitation in zero
applied field (Thompson et al. , 1969), at the 1.13-T "Mu
magic field" (Ehrlich et al. , 1972) where the interesting
Mu hyperfine transition frequencies are field independent
[see Eq. (2.7)] and with surface muons (Mariam et al. ,
1982). A clever technique based on multiple microwave
pulses has also been used in zero applied field (Favart
et a/. , 1971). All these Mu resonance techniques detect
the resonance absorption with a time-integral counting
measurement of the forward-backward muon-decay
asymmetry.

It is also interesting to follow the time dependence of
the muon polarization in a muonium resonance experi-
ment. Basically one performs a time-differential pSR ex-
periment of the type described in Secs. III.B or III.C,
while at the same time applying rf or microwave radia-
tion to the sample. 'This technique has been named "dou-
ble electron muon resonance" or simply "DEMUR, " and
its first demonstration was on Mu in quartz (Brown
et al. , 1983). In these experiments, a transverse field of
12.5 mT was applied, and an oscillating 8& field perpen-
dicular to both the static field and the initial muon polar-
ization was applied at resonance with the observable pSR
hyperfine transition &12 o ~23 Resu ting fr q ency
spectra are shown in Fig. 32.

The spectra in Fig. 32 demonstrate a general feature of
DEMUR: if one drives a particular muonium hyperfine
transition at resonance, the corresponding line in the
pSR frequency- spectrum is split into a triplet, while a
pSR transition that shares a single energy level with the
driven transition is split into a doublet. The general
theory of DEMUR based on a perturbation treatment
has been given by Estle and Vanderwater (1983). I
present here an exact treatment due to Meier (1981) for
the case of a circularly polarized Bi field oscillating in

the plane perpendicular to the applied field.
We begin with &p, the unperturbed spin Hamiltonian

for Mu with a static magnetic field along the z direction
[Eq. (2.2)]:

i6coo %co~ A& e&p= cT 'x — cT~ + r~

co„=g„p„Bi /iri, co, = g, p, ii B i lfi . — (3.34)

We now attempt to solve the time-dependent Schrodinger
equation,

i&
~

itj(t) ) =[& +&,(&)]
~
g(&)), (3.35)

(&5 (70 l75 (80

Frequency (MHZ)
FIG. 32. Double electron muon resonance (DEMUR) spectra
for Mu in quartz in a transverse field of 12.48 mT and a B

&
field

of 0.1 mT. The rf field was applied (a) at 167.30 MHz near the
v» transition, (b) at 173.90 MHz midway between the v&2 and
v/3 transitions, and (c) at 1 80.5 I MHz near the v23 transition.
From Brown et ah. (1983).

We now add the effect of a circularly polarized magnetic
field 8, oscillating in the x-y plane with frequency co:

with the Ansatz

~
it(t)) = pc, (t)

~
j) . (3.36)

&i(t)= [(co rz —ceo&o'~ )cos(cot +6)

+(co,r —pi„o~ )sin(cot +6)], (3.33)

We thus obtain a set of coupled differential equations for
the expansion coefficients c(t):.

where
ic =co,c, + —g (J ~

&,(t)
~

k )ck .1

k
(3.37)
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Now making the transformation suggested by Meier, p(t) =Tr[p(t)tr )

c, (t) =exp( i—tot —i6)d, (t),
cz(t) =d2(t),

c3 ( t) =exp(i cot +i5 )d3 ( t )

c4(t) =d4(t),

(3.38)

= g(n ~p(t)~m)(m ~cr~n),
n, m

(3.44)

and since the incoming muon binds spin-up and spin-
down electrons with equal probability, we are dealing
with a mixed state whose density matrix has the form

we obtain a simpler set of equations for the coefficients
d/(t):

p(t)=-,'[ [ q'(t))(@'(t)
[ +

(
@'(t))(g'(t)

( ] . (3.45)

id/ ——g A/kd„.
k

Here the time-independent matrix A, has the form

(3.39) We take as initial states (a) the muon spin along +x and
the electron spin along +z and (b) the muon spin along
+x and the electron spin along —z:

CO
~
—6)

M)2

0

M)4

M)2 M)4

Q)4

co~ M23 0

M23 673 +CO M43

0 M43

(3.40)

~ y (0)) = —[ ~
++ )+

~

—+ )],

~

q'(0) &= —[ ~
+ —&+

~

——&],1

v'2

(3.46)

where the elements M k are given by

M 1 3 =
1 (toe slilg —co&cosg ),

M, 4 ———,
' (co, cosg+ co„sing ),

M23 —T~ ( ISe cosg —copslng )

M43 =
&

( —doe sing —co&cosg ),

(3.41)

and g is the Mu mixing angle from Table II.
We proceed to diagonalize JR (in general, numerically),

g U„'At„, U, =5 A,

k, l

(3.42)

d/(t)= g U/t, exp( iAkt)Uq( —'di(0, ) .
k, l

The muon polarization is computed from

(3.43)

whereby the time-dependent coefficients d (t) are ob-
tained:

thus

c t(0) = —( l, cosg, O, —sing),1

V2

ci(0)= —(O, sing, l, cosg) .1

v'2

(3.47)

It is now a straightforward task to transform the c.(0) to
d (0) for each initial electron state, to insert these into

J
Eq. (3.43) to obtain d (t), to transform back to the c (t),
and finally to evaluate p(t).

To illustrate this computation we investigate the case
of Mu with DEMUR at the resonance co=co,2 in low ap-

plied field (co, &&coo). We furthermore assume a weak B 1

field, implying a significant coupling by the perturbation
only between the states

~

1) and
~

2). This example has
been given by Patterson et al. (1981).

Our assumption of only 1,2 coupling implies that we

can disregard the elements M, 4, M23, and M43 in the ma-

trix (3.40). This makes it easy to diagonalize the matrix
JR, and we find for the coefficients c (t)

c/(t)=exp( iso/t) g Q/k(t—)ck(0), Q(t)=
k

cos(b,cot )

—ie' sin(hoot)

0
0

ie ' sin(b, tot) 0 0

cos(b,cot ) 0 0
0 . 1 0
0 0 1

(3.48)

where, since in low field sing =cosg= 2

Ac@=M)2 —— (3.49)

With the initial conditions

c "(0)= —,—,0, ——,c i(0)= 0, —,1 1 1 1 1 1

+2'2' ' 2 ' '2' V'2'2 (3.50)

the forward component of the muon polarization becomes
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pf ( t ) — [cos(co»t ) +cos(co, 2r +25 ) ]+—
I cos[ (co i2 +2b co )t] +cos[ co i2

—2b co )t] I

+ —,', I cos[(co,2+ 2hco )t +25]+cos[(co,2
—2hco )t +26] I + —,

'
I cos[(co23+ 6 co )t]+cos[(co23 —hen )t] I . (3.51)

Here the polarization components oscillating at the high
frequencies cu&4 and co34 have been omitted.

In their DEMUR experiment, Brown et al. did not
maintain a particular phase relationship between the in-
coming muons and the rf field. Hence one should aver-
age over the phase 6, thus eliminating those terms with 6
from Eq. (3.51). We are left with the five-line spectrum
seen by Brown et al. for co,2 resonance [Fig. 32(a)]. Pat-
terson et al. (1981) have performed an experiment in
which the phase 5 had definite values, resulting in the
phase-dependent amplitudes of the ~,2 satellites predict-
ed by Eq. (3.51). Note that minor errors in the paper by
Patterson et al. (1981) are corrected in the present Eq.
(3.48).

The DEMUR technique has been applied to the study
of the Mu state in silicon (Blazey et a/. , 1986b), and it is
to be expected that this and the other resonance tech-
niques will continue to yield information on muonium
centers in semiconductors. Thiy is particularly true for
the time-integral resonance techniques, which place no
limit on the incoming muon intensity.

H. The muon-decay-blocking technique

The muon-decay-blocking technique is distinct from
the muon-spin-rotation techniques discussed until now in
three important respects. First, it is based on the steering
of the trajectory of the decay positron by the crystal lat-
tice and not on the time evolution of the muon spin po-
larization. Muon-decay blocking would work equally
well with unpolarized muons. Second, while the pSR
techniques provide some degree of indirect information
as to the muon site, e.g., from the symmetry of the
muonium hyperfine interaction, the muon-decay-
blocking technique yields direct information about the
site of the muon in the host crystal. Third, the history of
the muon's interaction with the crystal prior to its decay
is important to preserving phase coherence in pSR but is
irrelevant muon-decay blocking. The positron blocking
pattern depends only on the position of the muon in the
crystal at the instant of decay. A disadvantage of block-
ing or channeling techniques in general is that they are
nonspectroscopic, that is, they do not differentiate be-
tween different electronic states. This drawback can to a
large extent be removed for muon-decay blocking by con-
ducting blocking and pSR experiments on the same sam-
ple under the same conditions. The muon-decay- (and
pion-decay-) blocking techniques have been described by
Patterson (1987). Conventional blocking and channeling
techniques have been reviewed by Gemmel (1974).

In the muon-decay-blocking technique, the angular
distribution of positrons from the clecay of muons im-
planted in a crystal is measured with a high angular reso-

(3.52)

then the continuum approximation is valid. For larger
transverse energies, the distance of closest approach be-
tween the particle and a host ion is so small that a large-
angle collision will result and strongly defIect the particle
from the channel direction. In the expression for V, Z is
the atomic number of the host and d is the distance be-
tween neighboring ions along the row. We consider in
the following discussion the two-dimensional problem of
channeling between atomic planes, and we take the con-
tinuum potential to be harmonic with a maximum height
V(see Fig. 33).

We follow the trajectory of a positron initially at the
midpoint between the atomic planes and traveling with a
velocity v at an angle i/r with respect to them. The per-
pendicular component of the velocity is

Ui —U Sin't/J U 1/I (3.53)

We now make a (relativistic) transformation to a frame of
reference moving with the parallel component of the ve-
locity. In this primed frame, the atomic spacing along
the row is d'=d/y due to the Lorentz contraction,
hence the primed critical transverse potential energy is
y V. Furthermore, the time dilation implies a

lution. A positron traveling approximately parallel to an
atomic row or plane in a crystal will undergo many
correlated collisions with the positively charged ion
cores, thus introducing characteristic features into the
angular distribution. Along a crystal direction in which
the site of the decaying muon is hidden by a crystal rom
or plane, the positron path is "blocked, *' and a minimum
is observed in the distribution. Along a direction in
which the muon site is open, the positron is "channeled, "
and a maximum is observed. Measurements of such dips
and peaks along several axes and planes are compared
with computer-simulated patterns to determine the site
of the muon. This technique is identical in principle to
those used to determine the site of f3-emitting nuclei in
crystals (Gemmel, 1974).

It is instructive to estimate the angular width of a typi-
cal feature in a muon-decay-blocking experiment. In his
treatment of the classical channeling effect, Lindhard
(1965) uses the "continuum" approximation to describe
the potential seen by a positively charged particle travel-
ing at a small angle to a crystal row. Since such a parti-
cle is deAected by correlated collisions with many ions of
the host crystal, the continuum potential is constructed
by averaging the particle-ion interaction energy along the
direction of the row. Lindhard shows that if the kinetic
energy of the particle's motion perpendicular to the row
remains less than the critical value

Rev. Mod. Phys. , Vol. 60, No. 1, January 1988



Bruce D. Patterson: Muonium states in semiconductors

n = = &2myV »1 .
V ma

AE (3.59)

We thus see that

cr
(3.60)

FIG. 33. A schematic diagram that defines the quantities used
in the present discussion of planar channeling.

transformed transverse velocity U ~ =yu~. We assume the
transverse Inotion to be nonrelativistic, and we obtain the
critical angle for channeling by setting the transverse ki-
netic energy equal to y V:

—,'mu~ =—,'my u g„=y V,222=

yielding

(3.54)

2V
(3.55)

For the example of a positron with the average energy of
37 MeV (y =73) moving along the (111)plane in silicon
(Z =14, d =1.57 A), $„=0.2. A muon-decay-
channeling apparatus should have an angular resolution
significantly better than this.

%'e have applied the classical channeling theory to the
positron. To what extent is it valid to ignore the wave-
like properties of the positron and the discreteness of the
energy states in the continuum potential? In addition to
its deflection, due to its wave nature, the positron will be
difFracted by the crystal planes (with a separation of 2a)
at the Bragg angle:

and hence that the condition for ignoring diffraction is
identical to that for ignoring quantum effects. For our
example of a 37-MeV positron channeling along the (111)
plane of silicon (with a taken equal to d), n =55 and the
conditions are well fulfIlled. Note that without the rela-
tivistic mass increase y, n would be 6, and the conditions
would be only marginally met.

We have found the approximate width of the channel-
ing peak arising from positron emission at the center of
the harmonic planar valley in Fig. 33 to be g„. The cal-
culation of the shape of the channeling peak for this po-
tential has been given by Patterson (1980) and is repro-
duced in the upper part of Fig. 34. As indicated, the
channeling profile is the sum of a contribution from the
bound particles, with a transverse kinetic energy less
than V, and a contribution from particles with transverse
energy greater than V. The lower part of Fig. 34 shows
the blocking dip that occurs from positron emission at
the top of the potential ridge in Fig. 33. More realistic
forms for channeling peaks and blocking dips require a
more realistic continuum potential, and, in practice, mul-
tiple scattering effects will round out the sharp features
in Fig. 34. It is generally true, however, that channeling

nneling

dWO
h h

s =stn
4a 4' 4am y U

(3.56)

Diffraction can be neglected if the critical angle is large
compared to the Bragg angle, i.e., if

&2my V »1 .
4a

(3.57)

Under the assumption of a harmonic transverse poten-
tial, the bound positron states will be separated by an en-

)/2
2VAE =f267=

a my
L

(3.58)

The discreteness of these energy states can be ignored if
there is a large number n of such bound states:

cr
FKx. 34. Calcu1ated dift'erential particle detection probabilities
for the case of a channeling peak (top) and blocking dip (bot-
tom) for harmonic planar continuum potentials. From Patter-
son {1980).
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peaks are narrower than blocking dips.
Muon-decay-channeling experiments have been per-

formed on the semiconductors silicon (Patterson et al. ,
1984a) and germanium. Such experiments require the
following components: (1) an intense, low-energy muon
beam, (2) a sample crystal of sufficient area with a mosaic
spread significantly less than g„, (3) an evacuated, mag-
netically shielded positron flight path, and (4) a high-
resolution position-sensitive detector. We now discuss
each of these components and how it has been realized.

An intense muon beam is required duc to the necessity
of obtaining a statistically meaningful number of posi-
trons within the tiny critical solid angle in a reasonable
length of time. Multiple scattering of the decay positron
with electrons in the crystal will lead to dechanneling,
and this limits the muon implantation depth from which
blocking effects can be seen. A small implantation depth
requires the use of surface muons (see Sec. III.A). In the
experiments described below, 2&&10 s ' surface muons
were slowed down by degrader foils and implanted into a
3-inch silicon wafer to an average depth of 14 pm.

High-quality crystals are an obvious requirement of
this technique. This presents no problem for the cases of
silicon and germanium, which can be obtained as
dislocation-free 5-inch-diameter ingots. Although much
worse by comparison, many zincblende materials are
presently available with sufhcient quality over an area of
2 cm

Scattering or deflection of the emitted decay positrons
must be kept well below P„. If cold, the sample must be
free of condensed oil or water, and the positrons cannot
pass a vacuum window or a detector while still in the vi-
clnlty of thc sample. Thc Alght path to thc poslt1on-
sensitive detector must be evacuated, shielded from the
Earth's magnetic field, and su%ciently long to provide
the required angular resolution. In the present experi-
Inents, the sample was at room temperature in a rough-
ing vacuum that was continuous with a 3.4-m positron
Right path. Magnetic shielding reduced the field felt by
the positrons to less than 0.01 mT.

A reasonable position-sensitive detector for a muon-
decay-channeling experiment is a multiwirc proportional
chamber (M&PC) or a drift chamber. The position reso-
lution of a M%'PC is of the order of the signal wire spac-
ing, and that of a drift chamber is determined by the ac-
curacy with which the arrival time of the drifting ions at
a signal wire can be determined (typically 10 pm). In the
present experiment, a MWPC was used with two perpen-
dicular planes of 128 wires, each with a 2-mm wire sepa-
ration.

Figure 35 shows the apparatus used in the present ex-
periments. To avoid degrading the angular resolution by
the finite sample size, the crystals were bent to the form
of spherical caps whose center of curvature coincided
with the center of the MWPC. For details of the ap-
paratus and its performance the reader is referred to Pat-
terson et al. (1984b).

Muon-decay-blocking patterns taken on high-purity

DEGRADER
FOILS

PO

—T4

FIG. 35. A plan of the muon-decay-blocking apparatus used by
Patterson et al. (1984a) showing the degrader foils, the bent
sample wafer, the evacuated positron Aight path, and the
M&PC detectors.

Goat-zone silicon and on silicon containing 20 ppm inter-
stitial oxygen (Czochralski) are shown in Fig. 36. Sam-
ples of' each type of material cut perpendicular to the
[110] and the [11lj axes were investigated at room tem-
perature. The intersecting bands of enhanced and dimin-
ished positron counting rates are the result of planar
channeling and blocking by the indicated crystal planes.
The axial CA'ect can be seen at the intersection of the pla-
nar features. An interpretation of these features, and in
particular their sensitivity to oxygen impurities, will be
given in Sec. V.B. At this point the method of interpret-
ing such muon-decay-blocking data to determine the
muon site will be demonstrated using the Czochralski sil-
icon data.

The site analysis is performed by comparing the exper-
imental planar and axial features with those calculated
for various assumed muon sites until agreement is ob-
tained. Instead of computing the direct process of posi-
tron emission, it is generally easier to treat the fictitious
inverse process of positron injection. Lindhard's "rule of
reversibility" (Lindhard, 1965; Patterson, 1980) states
that the angular dependence of the probability that an in-
jected positron of energy E strikes the muon is the same
as the angular dependence of the probability of detecting
an emitted positron of energy E. What follows is a non-
relativistic treatment. It can be made relativistic by re-
placing the kinetic energy E by the quantity m yU /2.

The method used here is the so-called "analytic mul-
tirow continuum" method described by Picraux (1976).
In this method, the multistring (multiplane) potential
U(x, y) [U(x)j pertinent to the axis (plane) under con-
sideration is first constructed by superposing individual
string or plane continuum potentials in, for example, the
Molie:re approximation (Moliere, 1947; see Gemmel,
1974). Next a muon site is assumed, and its projected po-
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[«o]
l= oat Zone Si

Czoc'era s'Ki Si

sition r„ in the potential is determined (e.g., the small
open circle in Fig. 37).

Next the incident position r of the injected positron is
assumed and the corresponding potential energy U(r) is
evaluated. The total transverse energy of the injected
positron is found by assuming an initial injection angle 1Ii

with respect to the string direction and summing

E~ = U(r)+EQ (3.61)

The assumption is now made that sufhcient transverse
movement of the injected positron occurs on its way into
the crystal that it uniformly samples the area of the chan-
nel that is energetically accessible. The probability that
this positron will strike the muon is thus inversely pro-
portional to the accessible area A (E~ ), hence the striking
probability for this incident angle and this r„, averaged
over all possible initial positron positions r, is

d W(r„, l(i)

dQ A (E~)

with the condition

(3.62)

FIG. 36. Muon-decay-blocking patterns for high-purity (Qoat-
zone) and oxygen-doped (Czochralski) silicon samples. Dark
and light features correspond, respective1y, to enhanced and di-
minished positron detection probability. Each pattern spans an
angular width of approximately 2.5 . The two localized areas of
disturbed counting eSciency seen in the patterns were caused
by dust on the M%'PC wires. No blocking features were ob-
served in the float-zone [111] sample; the arrows mark the
known position of the [111]axis. From Patterson et al. (1984a).

FIG. 37. A schematic multistring continuum potential for the
[110] axis in silicon. The six large circles represent silicon-ion
rows. The small circle represents the projected muon site r„, r
is the assumed initial location of the injected positron [with po-
tential energy U(r) and traveling at an initial angle g with
respect to the [110] axis], E~=U{r)+Eg~ is the total trans-
verse energy of the injected positron, and 3 (E& ) is the
(crosshatched) area within the Ej energy contour.

Ej ) U(r„) . (3.63)

This procedure is repeated for various values of P, and an
average is taken over all the crystallographically
equivalent sites for the muon.

Two details regarding the calculation of the blocking
pattern should be noted. First, the Mohere expression
for the axial string continuum potential is infinite at the
string itself (Moliere, 1947; see Gemmel, 1974). This im-

plies an infinitely wide blocking dip for a muon position
located on such an axial string. To circumvent this prob-
lem in the present calculations, a cutoff distance from the
string was assumed, within which the string potential

. was taken to be constant. For the Moliere potential of
silicon, the cutoff distance was determined to be 0.1 A by
requiring the width of the blocking dip to agree with that
given by the empirical formulas of Barrett (see Gemmel,
1974). Second, the zero-point motion of the muon will

cause a distribution of muon sites and thus inAuence the
blocking pattern. One should account for this, for exam-

ple, by performing an average over a Gaussian distribu-
tion of muon sites. Since this is costly, in the present cal-
culation zero-point motion was accounted for by per-
forming an average over the eight corners of a cube cen-
tered on the equilibrium muon site. It was found that the
orientation of the cube had negligible importance. For
the fit to the Czochralski data presented below, the edge
length of this zero-point motion cube was taken to be 0.5
A.
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Figure 38 presents a comparison of experimental and
theoretical blocking patterns for the Czochralski silicon
data assuming that the muon is at the tetrahedral inter-
stitial site. A displacement of the muon equilibrium posi-
tion by 0.6 A along the [111]axis is sufficient to worsen
the agreement significantly.

A technique has also been developed to use the block-
ing of muons from positive pion decay to determine the
site of the implanted pion {Sigle et al. , 1984). Since the
pion is only 32%%uo heavier than the muon, one would ex-
pect the two particles to behave similarly when implant-
ed into a host. It should be kept in mind, however, that
due to the 84 times shorter lifetime of the pion, a pion-
decay-blocking experiment samples a di8'erent time scale
than a muon-decay experiment. The absence of a pion
spin unfortunately makes a comparison of pion-decay-
blocking results with "+SR"impossible.

IV. THE STOPPED MUON AND ITS IMMEDIATE
ENVIRONMENT

On a microscopic scale, muon implantation is a very
violent process. This fact combined with the high Inobil-

ity of the light Inuon and the short time scale of a pSR
experiment implies that the quantities measured with

pSR may to some extent reAect transient phenomena.
This section addresses the question of the possible
inhuence of the lattice defects and electronic excitation
produced by the stopping muon on its subsequent behav-
ior. The similarity of muonium and hydrogen (Table I)
suggests that these two atoms wi11 behave similarly in a
solid host. Hence the large existing literature on hydro-
gen, in particular imp/anted hydrogen, in semiconductors
is of interest to the pSR physicist. Much of this litera-
ture involves the interaction of hydrogen and lattice-ion

CZ Si, RT tet site

tssoj taboo]

0.9—
0.3

(100)

bb s ~0 m 0*
)0

FIG. 38. A comparison of measured and calculated muon-

decay-blocking patterns for Czochralski silicon under the as-

sumption that the muon occupies the tetrahedral interstitial site

and has a zero-point motion amplitude of 0.5 A. The ampli-

tudes of all the theoretical features have been reduced by a fac-

tor of 10, reAecting the importance of scattering of the positrons

by electrons in the sample. The finite angular resolution of the

apparatus (Patterson et al. , 1984a) has not been taken into ac-

count in this figure.

vacancies, defects that are created during the muon and
proton implantation.

A. The muon stopping process

A general treatment of muon stopping in matter has
been given by Brewer et al. {1975),and Fleming et al.
(1982) have considered the problem by concentrating on
processes in the gas phase. Here we consider the specific
problem of muon stopping in a semiconductor.

The accumulated radiation damage caused by muon
implantation and decay during a pSR experiment is
negligible. For example, in a surface-muon pSR experi-
ment in Si, 4-MeV means with a typical dose of 2&10
cm are implanted and allowed to decay to -40-MeV
positrons. As will be seen, such a muon has a range of
0.07 cm and produces approximately 15 lattice defects.
Data for the defect production rate by electrons (Cahn,
1959) indicate that a decay positron produces approxi-
mately two defects within the muon range. This implies
a total defect concentration produced during an experi-
ment of —5&10" cm . The mobility of Mu in semi-
conductors will be the subject of Sec. V..B, but even as-
suming Mu motion at the adiabatic limit for over-barrier
motion, several hundred ps are required to find defects
with this dilution.

As we shaH see, the process of muon deceleration in
solids lasts approximately 10 ps. This is suSciently rapid
on the time scale of a time-differential pSR experiment
(given by the width of a time bin, typically 1 ns) to con-
sider it instantaneous. It is also too rapid to aHow any
significant loss of the muon polarization during the stop-
ping process. Polarization loss does, however, occur dur-
ing muon stopping in gases, where thermalization is a
much slower process (Fleming et al. , 1982).

Measurements of the (unchanneled) proton range in
crystalline silicon have been performed by Ross and Ter-
reault (1986) at energies down to 0.72 keV, and, using
theoretical arguments supported by comparisons with
such data, empirical models for the electronic and nu-
clear proton stopping power dE/dx have been construct-
ed (Ziegler et al. , 1985). For the case of silicon, the for-
mulas of Ziegler et al. show maxima in the electronic
and nuclear proton stopping powers of 134 and 2.S
keV/pm occurring at proton energies of 80 and 0.4 keV,
respectively, and maxima in the electronic and nuclear
muon stopping powers of 134 and 0.29 keV/pm occur-
ring at muon energies of 8 and 0.4 keV, respectively.
Electronic stopping depends to a good approximation
only on the velocity of the proton or muon and is much
more important than nuclear stopping at aH energies. In
their . book, Ziegler et al. provide a Monte Carlo
FORTRAN program called TRIM85 that makes use of
the electronic stopping power to simulate the implanta-
tion of an ion in a solid. Figure 39 demonstrates the
agreement between the simulated proton range and range
straggling in silicon with the measurements of Ross and
Terr eault.
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b,E,„/E =4m„M/(rn„+M) (4.1)

so barring "subthreshold" etfects (Palmer, 1977) and as-
suming an Ed of 15 eV, a muon whose energy is below
960 eV can create no further vacancies in silicon.

The TRIM85 results are summarized in Table VII.
(No signifIcant change in the distance to the last vacancy
formed by muons in silicon was found when the implan-
tation wa.s followed to a final energy of 5 eV and a
minimum nuclear collision energy transfer of 0.05 eV was
assumed. ) Mean distances between the stopped muon
and its last created vacancy of the same order of magni-
tude have been predicted in several metals by Brice
(1978).

We can compute an effective density of self-created va-
cancies seen by a stopped muon in silicon by taking 24
pm as the radius of a spherical volume per vacancy. This

FIG. 39. The measured (circles} and simulated (crosses) proton
range and its standard deviation in silicon as a function of E~,
the initial proton energy. The measurements are from Ross and
Terreault (1986) on a crystalline sample, and the simulation was
made by the present author using the TRIM85 program of
Ziegler et al. {1985). For the simulation, a final energy of
0.001)&E~, a 0.05-eV minimum transferred energy in a nuclear
scattering event, and a lattice-ion displacement energy Ed of 15
eV were assumed. Each point is an average over 100 simula-
tions.

During the stopping process, a primary lattice-ion va-
cancy is produced by a nuclear scattering event for which
the host-ion recoil energy exceeds the displacement ener-

gy E„. Values of Ed for diamond, Si, and Ge of 50—80,
25, and 14 eV, respectively, have been determined experi-
mentally (see Palmer, 1977). If the recoiling atom is of
suScient energy, ii in turn creates secondary vacancies
(Kinchin and Pease, 19S5). Nuclear scatters with recoil
energies below Ed result in energy loss by phonons.

Vacancy creation according to a modified Kinchin-
Pease model is included in the TRIM85 program. I have
used the program to investigate vacancy production by
hydrogenlike ions in group-IV semiconductors. In each
case, 500 implantations were simulated, and the average
range of the particle, the average number of vacancies
(primary plus secondary) produced per ion, and the aver-
age distance from the stopped implanted ion to the last
created vacancy were calculated. The ion had an initial
energy of 4 MeV (as do surface muons) and was assumed
to be stopped when its energy fell below 4 keV. The dis-
placement energy Ed was taken to be 15 eV in each case,
and only nuclear scattering events with an energy
transfer of at least 5 eV were considered.

If we accept the modeling for the proton by Ziegler

yields approximately 2&&10 cm, a value more than 4
orders of magnitude smaller than the accumulated vacan-
cy density. We conclude that the vacancies created by
the muon during its own deceleration also play no role in
a pSR experiment.

Further results of the simulation of 4 MeV muons into
silicon with TRIM85 are presented in Fig. 40. The upper
section shows a typical muon stopping track, and the
lower two sections show the average distribution of pho-
non and electronic energy loss per implanted muon.
Note that the total time for the muon to come to rest is
approximately 12 ps, a result which is unchanged when
the muon energy is followed down to 5 eV.

Measurements of the neutral fraction of protons pass-
ing through matter and theoretical studies of charge-
changing processes in gases are cited by both Brewer
et al. (1975) and Fleming et al. (1982) as evidence that
the muon undergoes a rapid succession of electron cap-
tures and losses below 35 keV, the energy at which the
muon velocity is comparable to that of the valence elec-
trons of the host. The neutral charge state is believed to
dominate as the energy decreases. It is thus remarkable
that, in their analysis of low-velocity proton stopping

Particle

Diamond
Si
Ge
Si
Si

Mean
range
(pm)

447
733
406
147
94.2

Vacancies
implanted

1on

18.1
16.5
20.0
43.5
68.1

Mean distance
to last vacancy

(pm)

19.3
24.4
9.7
0.13
0.020

TABLE VII. Simulated results for implantation in semiconduc-
tars of protonlike particles with an initial kinetic energy of 4
MeV using the TRIM85 program-of Ziegler et al. (1985).
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tron density at the muon of the order of 5 X 10 cm, or
approximately six times the conduction-electron density
in copper. The instantaneous effects of the muon's ion-
ization can thus be appreciable. Note that this electron
density is also far in excess of that in an electron-hole
liquid (-3&&10' cm ).

The motion of the electrons and holes will ultimately
be governed by their diffusivity D, typically 40 cm s ' in
room-temperature silicon (see Kittel, 1968). A diffusion
equation for the electron density n has the form

00 I I I I

100 200 300 400 500 600 700 800
Depth (p.rn)

data down to 10 keV in silicon and down to 300 eV in
carbon, Mann and Brandt (1981) find no evidence of an
effective proton charge less than one. A proton of energy
300 eV has approximately the same velocity as a 35-eV
muon.

Regardless of where one sets its upper energy limit, the
final phase of the muon thermalization process in matter
is the scene of a substantial amount of "radiation-
induced" chemistry. The terms "hot-atom reactions"
(Brewer et aI. , 1975; Fleming et al. , 1982) and "spur
model" (Arseneau et al. , 1984; Percival et al. , 1984) are
used in the gaseous and liquid states, but no general
theory exists for the solid state. One cannot attempt to
explain the distribution of thermalized muons among the
p+, Mu, and Mu states in a semiconductor without mi-
croscopic models of these states. All that can be done at
present is to point out several radiation-induced effects
that may be relevant.

Can the implanted muon interact with the ionization
from its own deceleration? Consider first the instant of
stopping. A simulation with TRIM85 indicates that an
8-keV muon in silicon (at the peak of its electronic stop-
ping power) that is followed to a final energy of 0.025 eV
has a range of 0.06 pm and a stopping time of 0.12 ps. It
loses only 20 eV to phonons, with the remainder going
into electronic excitation and ionization. The mean ener-

gy lost by a charged particle per direct electron-hole pair
creation event in silicon is estimated by Palmer (1977) to
be 2 eV, implying that approximately seven electron-hole

0
pairs (broken or weakened bonds) per A of muon track
are created at the stopped muon. According to Palmer,
the primary electronic excitation is localized along the
track to within the order of an atomic radius. Distribut-
ing seven electrons uniformly throughout a cylinder of

0
radius 2 A and length one A yields an instantaneous elec-

FIG. 40. Stimulated results of the stopping of 4-MeV muons in
silicon using the TRIM85 program of Ziegler et al. (1985). A
typical stopping track is shown in the top section. Dots
represent nuclear scattering events with a transferred energy
greater than 5 eV, and open circles represent primary and
secondary lattice-ion vacancies. The center and lower sections
show the average phonon and electronic energy-loss distribu-
tions for 500 implantations.

dn /dt =D V' n —n /~ . (4.2)

Assuming for the moment that the recombination rate
1/r may be neglected, we arrive at an expression for
n (r, t):

n (r, t) =X/(4rrDt) exp[ r /(4D—t)], (4.3)

where X is the number of electrons produced at r =0 and
t =0. As we shall see in Sec. V.G.1.b, a doping concen-
tration of 5&&10' electrons cm is required in order to
produce a Mu* relaxation rate in silicon of 1 ps '. Ac-
cording to Eq. (4.3) with % =4000, the electron density
at the muon (r =0) from ionization falls below 5)&10'
cm already within 2 ns after the muon stop. Since this
is short compared to the electron-hole recombination
lifetime in room-temperature silicon, v=20 ps (Haynes
and Hornbeck, 1953), we are justified in neglecting
recombination.

Under these assumptions we conclude that the muon
has no direct, persistent interaction with its ionization
cloud on the time scale of a pSR experiment. This con-
clusion would be invalid if the muon were to remain in or
near an electron-hole droplet. (A droplet with a density
of -3& 10' electrons cm containing 4000 electrons
has a radius of 1500 A. ) Such drops in silicon at 4-K de-
cay, both by electron-hole recombination and by ther-
mionic emission of excitons, with a lifetime of approxi-
mately 150 ns (Hensel et al. , 1977).

The abundant supply of free electrons produced by
ionization can, however, inAuence the initial charge state
of the muon and that of any defect with which the muon
may interact. The ionization may also inhuence the
motion and even the type of lattice defects formed. The
activation energy for vacancy migration in silicon is
known to depend sensitively on the charge state of the
vacancy (Watkins, 1975). There are also several possible
mechanisms by which ionization can accelerate the
motion of defects (see Palmer, 1977). The "Bourgoin"
mechanism (Bourgoin and Corbett, 1975) is one such pos-
sibility that has been much discussed but not yet experi-
mentally observed. It calls for a defect whose position in
the lattice is a strong function of its charge state. Alter-
nating changes of its charge state could then provide an
athermal driving force for motion of the defect.

Palmer (1977) discusses the possibility that electronic
excitation promotes defect production because of weak-
ened bonds or the mutual repulsion of multiply ionized
lattice ions. And it has been suggested by Pooley (1966)
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that in some alkali halides, lattice-ion vacancies (F
centers) can be created by the nonradiative recombina-
tion of electron-hole pairs. It is believed (A. M. Stone-
ham, private communication) that this direct process is
energetically unfeasible in the case of the group-IV semi-
conductors, but it may play a role in the large-gap II-VI
compounds and the marginally stable cuprous halides.
An intriguing possibility is that in the presence of a
muon, electron-hole recombination could produce a
lattice-ion vacancy even in a material like silicon. The
muon could either be the supplier of the missing energy
difference or, through its bonding to the lattice ions in-
volved, it could lower the energy barrier of the vacancy
formation process. An interesting observation in this
respect is the subthreshold production of damage by elec-
tron irradiation in germanium containing hydrogen
(Chen and MacKay, 1968).

How long does the muon require to truly thermalize?
Nothing serious happens when we ask TRIM85 to follow
the muon down to 0.025 eV, but the program was not
designed to treat such low energies. It has been suggest-
ed by Emin (1981) that because of the muon's small mass,
a reasonable picture of a thermalized positive muon in a
solid is that of a self-trapped "small polaron. " Accord-
ing to this model, an energy barrier must be overcome
before a suitable local lattice distortion is established.
This energy barrier could produce a significant "delay to
self-trapping. " The self-trapping process will be ac-
celerated by the presence of impurities and lattice de-
fects, but in a sufficiently perfect host the muon may not
thermalize in its lifetime. A two-component model in
which a fraction of the muons quickly self-trap at impuri-
ties while a non-self-trapped fraction continues to move
ballistically has been proposed to explain the low,
temperature-independent plateau in the muon spin-
relaxation rate in very pure niobium (Hartrnann et al. ,
1983).

The initially disturbed environment of the implanted
muon may also require a significant fraction of a muon
lifetime to come to thermal equilibrium. In spite of their
rapid dispersal, electrons and holes in silicon demon-
strate this by their 20-ps recombination lifetime for the
case of electronic excitations. A related process is the ap-
proach of various defect centers to the equilibrium distri-
bution of charge states dictated by the position of the
Fermi level. Finally, although a defect such as the silicon
self-interstitial in a close Frenkel pair may nominally be
mobile, it may still require a significant amount of time to
move to its final position and annihilate the vacancy.
Many of the phenomena important in @SR may involve
metastable configurations far from equilibrium.
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protonlike particles were given in the last section. Unless
the interstitial is trapped or otherwise immobilized, it
may recombine with the vacancy. It is found that the
production rate of stable vacancies in electron-irradiated
silicon is dramatica11y increased by the presence of boron
traps for the mobile interstitials (Watkins, 1975). Vacan-
cies can exist in a variety of charge states; four different
states have been identified for the vacancy in silicon
(Watkins, 1975).

Above its "annealing" temperature, the vacancy is un-
stable, either because it becomes mobi1e and can move to
the surface or form complexes with other defects or be-
cause the interstitial becomes free to recombine. The an-
nealing behavior of vacancies and related defects in sil-
icon and germanium is shown schematically in Figs. 41
and 42. Once free to migrate, the vacancy in impure sil-
icon may trap at an impurity such as boron, phosphorus,
or oxygen, and these complexes break up at still higher
temperatures (300, 400, and 600 K for B, P, and 0, re-
spectively) (Corbett et al. , 1977). The annealing behavior
of vacancies and vacancy complexes often proceeds at a
rate described by an Arrhenius law. The measured an-
nealing and reorientation rates for defects in silicon are
shown in terms of process half-times in Fig. 43. The va-
cancy in diamond is stable to at least 700 C (Loubser and
van Wyk, 1978). Vacancies in compound semiconductors
are less mobile than in elemental hosts because it is the
next nearest neighbor that must jump into the vacancy in
order for it to move (Watkins, 1973).

A large literature exists on hydrogen (and deuterium)
impurities in semiconductors. Hydrogen is known to
bind to phosphorus, boron (Johnson et al. , 1986), and ox-
ygen (Johnson and Hahn, 1986) impurities in silicon,
thereby "passivating" the otherwise electrically active
donor or acceptor. It is believed that hydrogen may bind
to an interstitial silicon atom in the silicon lat tice
(Kleinhenz et al. , 1979). Further, hydrogen in ultrapure
germanium is known to form tunneling states around
carbon and silicon impurities, in this case activating the
impurities to acceptor states (Hailer et al. , 1980).

B. Lattice-ion vacancies and hydrogen in semiconductors Vl
200 400 600 800

An energetic collision between an incoming implanted
particle and a lattice-ion can eject the ion from its lattice
site to produce a vacancy interstitial or Frenkel pair.
Approximate rates of vacancy production for several

T (K)

FIG. 41. The schematic annealing behavior of vacancies and
vacancy clusters in silicon. From Corbett et al. (1977). The la-
bels for the neutral vacancy and the doubly negative vacancy
should be interchanged (Watkins, 1973).
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FIG. 43. Measured annealing and reorientation half-times for
vacancy complexes in silicon. From Vook (1973).

FICr. 42. The schematic annealing behavior of various defects
in germanium: A, vacancy-oxygen complexes; I„ interstitial-
related defects; E, vacancy-doping-impurity complexes, 0, oxy-
gen complexes. From Bourgoin et al. I,'1981).

But in the large majority of observations, hydrogen in
semiconductors, particularly when implanted, is found to
saturate one or more of the dangling bonds in a vacancy
or an aggregate of vacancies. Hydrogen in such a
configuration is not paramagnetic, implying that an alter-
nate technique to electron paramagnetic resonance, such
as infrared absorption, must be used for its study. Shi
et al. (1982) have published theoretical predictions of the
infrared absorption frequencies for 70 complexes of hy-
drogen with defects and impurities in silicon.

A number of.infrared absorption bands are observed in
proton-implanted silicon (typical dose 6X10' protons
cm at 50—100 keV) that lie close to the Si-H stretch
modes observed in the silane molecule (SiH„) (Picraux
et al. , 1979). These are attributed to various
configurations of hydrogen atoms in vacancy clusters, an
assignment that is supported by the fact that the bands
show a partial annealing corresponding to the divacancy
stage at 570 K. The bands anneal completely only above
1000 K.

Recently the sensitive "deep-level transient spectrosco-
py" (DLTS) technique has permitted the study of im-
planted silicon at a much lower dose (typically 10' pro-
tons cm at 300 keV; Irmscher et al. , 1984). The most
interesting observation is of the so-called E3' electron
trap seen after proton implantation at 80 K. Irmscher
et al. suggest that this defect is a single hydrogen atom at
the vacancy of a close Frenkel pair, and they propose a
charge-state effect to explain the different annealing tem-
peratures seen in n- and p-type silicon (120 and 300 K, re-
spectively).

The saturation of dangling bonds by hydrogen is also
observed by infrared absorption in proton-implanted
GaAs and GaP corresponding to Ga—H modes at As
and P vacancies (Newman and Woodhead, 1980). The
absorption in GaAs anneals out in the temperature re-
gion 200—250 C. No absorption attributable to hydro-
gen was seen in Inp. Similar experiments on the 6H po-
lytype of SiC show a C—H mode from hydrogen at a Si
vacancy which increases in strength upon raising the
sample temperature to 800'C (Choyke and Patrick,
1972). Infrared absorption in unimplanted type-I dia-
monds shows a C—H mode that is interpreted as hydro-
gen on the surface of a submicroscopic cavity or at a
diamond-inclusion interface (Woods and Collins, 1983).
Finally, Hall-effect and conductivity measurements have
revealed the presence of a hydrogen-divacancy center in
high-purity germanium (Hailer et al. , 1977).

Two channeling experiments have been performed that
directly determine the site of implanted deuterium in sil-
icon using the d( He, p) He nuclear reaction. A room-
temperature measurement with a high deuterium implan-
tation dose (3 X 10' cm at 13 keV) yielded a deuterium
site 1.6 A from a silicon ion in the [111j antibonding
direction (Picraux and Vook, 1978). A recent series of
experiments, in which a milder dose of deuterium
(8 X 10' cm at 10 keV) was implanted at 30 K, has
determined the deuterium site as a function of annealing
temperature (Nielsen, 1986). Here it is found that a frac-
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tion of the deuterium occupies the bond-center site and a
fraction the tetrahedral interstitial site. In the tempera-
ture range 30—120 K the bond-center site is preferential-
ly occupied, while in the range 140—400 K the
tetrahedral site is preferred, and the bond-center site
gains in importance again above 400 K. Nielsen suggests
that the 120- and 400-K site changes are associated with
the annealing of mono- and divacancies, respectively (see
Fig. 42). Note that, as in the majority of implanted hy-
drogen and deuterium studies, there is severe radiation
damage in the vicinity of the stopped deuteron; in the
latter study the estimated peak implanted deuterium con-

0
centration is 0.05 atomic%, implying a 20-A mean
deuteron-deuteron distance. This is a tenth of the mean
distance between a deuteron and the last vacancy it creat-
ed (Table VII).

V. MUON EXPERIMENTS IN SEMICONDUCTORS—RESULTS AND DISCUSSION

A. Formation probabilities of muon states
and their limits of stability

A pSR experiment on a semiconductor at low temper-
ature typically shows the existence of three muon states:

the diamagnetic or p+ state and the two paramagnetic
states Mu and Mu*. Field- and orientatiori-dependent
measurements of the various precession frequencies yield
the symmetry and strength of the muonium hyperfine in-
teractions. In general, soine part of the muon polariza-
tion is unobserved, implying the formation of a collective
"missing fraction. " Careful experiments in which few
muons stops in the sample holder and which include a
calibration of the experimental muon-decay asymmetry
(e.g. , by measuring a copper sample in the same experi-
mental geometry) allow a quantitative determination of
the fractions of muons initially in each muon state.

Temperature-dependent measurements yield the limits
of stability of the states. Here transitions from one muon
state to another are often observed; a transition from a
state I to a state II is characterized by an increase in the
relaxation rate of state I with increasing temperature, fol-
lowed by an increase in the amplitude of state II by the
amount lost with the disappearance of state I. After
these basic properties have been determined, more spe-
cialized experiments can be designed to further elucidate
the nature of the various states and their relationship to
one another.

Results of the low-temperature formation probabilities
of muon states in the diamond and zincblende-structure
semiconductors studied to date are listed in Table VIII.

TABLE VIII. Fractions of incoming muons forming the various muon states in undoped diamond and
zincblende semiconductors at low temperatures.

Sample

Diamond
Si
Ge'
p—sic
n —Sn'
GaP"
GaAs"
GaSb'
InP'
InAs'
InSb'
ZnS
ZnSe
Cds
CdTe
CuCl

CuBr'

CuI'

f + (%)

8.1 (3.0)
7.5 (4)

10 (2}
65 (12)

—100
11 {1)
9 (1)

56 (1)
75 (3)

106 (2)
72 (2)
20 (1)
36 (1)
92 (3)
69 (2)
16 (4)

23 (4)

18 (8)

f n (%)

22.7 (8}
36.8 {1.8)

8 (4)

18 (3)
35 (5)

fM. (%)

68.9 (1.0}
61.0 (7.6)
?2 (10)
3o (5}

72 (10)
63 (6)

19 (3)
11 {2)

66 (3)'
9.9 (8)"

66 (5)'
5.8 (8)"

72 (3)

fmissing

O.3 (3.3)
—5.3 (7.8)
10 (11)
5 (19)

—1 (11)
—7 {8)
44 (1)
25 (3)

—6 (2)
28 (2)
61 (3)
53 {2)

8 (3)
36 (2)

8 (5)

5 (6)
10 (9)

'Doring et al. (1984).
Patterson et al. (1986).

'Andrianov et al. (1978b).
Kiev' et al. (1985).

'Schneider (1984).
Kiefi, Odermatt et al. (1986}.
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TABLE IX. Low-temperature hyperfine parameters for anisotropic Mu ( 3 ~~, A~) and isotropic Mu ( A) in diamond and zincblende

semiconductors, the maximum temperatures of their observation, and observed transitions among the muon states. The hyperfine pa-
rameters for the III-V and II-VI compounds refer to 10 K, and the other values are extrapolations to 0 K. The hyperfine frequency of
Mu in vacuum is 4463.302 88 (16}MHz {Mariam et al. , 1982).

Sample

C
Si

Ge
p—sic
GaP
GaAs
ZnS
ZnSe
CUCl

CuBr

CuI

(MHz)'

+ 167.983 (57)"
16.819 {11)

27.269 (13)

219.0 (2)"
217.8 (2)"

A ] {MHz)'

—392.586 (55)b
92.59 (5)

131.037 (34)

79.48 (7)"
87.74 (6)"

A (MHz)

3711 (21)
2006.3 (2.0)'

2359.5 (2)'

2914 {5)"
2883.6 {3)
3547.8 (3)
3456.7 (3)
1334.23 (8)"
1212.3 (1)"'
1403.66 (6)"
1250.9 (2)"'
1670.9 (2)'

Tmax
Mu

& 1000b
165

85

100
100

Tmax

405'
300

120"
& 223

240
300

&10
& 13

60"
& 300II 1

153"
& 300II 1

102'

TransItIons

Mu~Mu*'
Mu ~p+g
Mu —+p+g

(Mu, Mu*) ~q+
p+ ~Mu?'

Mu'~Mu" '

Mu"~&+
Mu'~Mu"'

'Except for C, only the relative signs of A~~ and A~ are known.
From Holzschuh et gl. {1982).

'From Odermatt et al. (1986).
From Blazey et al. (1983).

'From Holzschuh (1983).
From Patterson, Holzschuh, Kiefl, Blazey, and Estle (1984).

IFrom Barsov et al. (1979).
"From Doring et al. (1983).
'From Kudinov et al. (1976}.
'From Patterson et al. (1986).
"From KjeA et gl. (1985).
'From KieA, Odermatt et al. (1986).

For those materials in which muonium states have been
observed, entries in Table IX give the low-temperature
values of the hyperfine parameters of each state and the
maximum temperature of its observation in the highest-
purity sample studied. Also included in Table IX are the
transitions between muon states that have been observed.
Except for a few corrections, Tables VIII and IX are the
same as those of Schneider et al. (1986).

The muon-state fractions given in Table VIII refer to
T & 30 K, with the exception of diamond (300 K), silicon
(p+ and Mu'. 110 K, Mu: 25 K), and a-Sn (77 —300 K).
The entries represent what in my opinion are the most re-
liable values. Other, often conAicting, values for dia-
mond, silicon, and germanium have appeared in the
literature. The diamond values in the table are from a
type-IIa crystal (i.e., & 50 ppm N impurities). Holzschuh
et al. (1982) give results in a IIa powder (grain size 1 —6
pm) at 4.2 K: f„+& 10%, f + ——9.9 (7)%, and

fM„= 18.5 (9)%. These are in good agreement with the
4.2-K results from a type-Ia (-0.1 at.% N) crystal
(Holzschuh et al. , 1982). Spencer et al. (1984) measured
a type-Ia crystal between 80 and 295 K and found

fM„=28 (2)%.
The fractions for silicon given in the table are in ap-

proximate agreement with those cited for p- and n-doped
samples at 78 K by Barsov et al. (1979, 1980). Clawson
et al. (1981) could not detect a diamagnetic muon signal
(f„+& 0.003) in an ultrapure silicon sample below 10 K
with surface muons. The small value offM„= 12% given

by Boekema et al. (1981)and Boekema (1983) is probably
due to the neglect of the amplitude reduction caused by a
finite timing resolution [Eq. (3.20)], as are the small fM„
values of Patterson, Kiindig et al. (1978).

The diamagnetic and Mu fractions given by Kudinov
et al. (1976) for n-type germanium (10' cm dopants)
at 100 K are in approximate agreement with the values in
Table VIII, but the fractions in an undoped germanium
sample at 10 K found by Holzschuh et aI (1979).
[f + ——10 (5)%, fM ~ =25 (10)%, and fM„——35 (5)%]
are not.

B. Site studies with blocking and channeling

As discussed in Sec. III.H the muon-decay-blocking
technique is in principle capable of providing direct in-
formation about the muon's site at the time of its decay.
To date, three semiconducting samples have been investi-
gated at room temperature with this technique:
Czochralski-grown silicon, fIoat-zone silicon, and
Czochralski-grown germanium.

The muon-decay-blocking results for [111]and [110]
wafers of Czochralski and float-zone silicon (Patterson
et al. , 1984a) are shown in'Fig. 36, and as discussed in
Sec. III.H, the Czochralski results indicate muon occupa-
tion of the tetrahedral interstitial site with zero-point

0
motion of 0.5 A amplitude. As we shall see, this site as-
signment cfiFers from that in float-zone material. Since
the principal di6'erence between the two types of silicon
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is the 100 times larger oxygen content of the Czochralski
material (10' cm versus 10' cm; Newman, 1982),
we surmise that the tetrahedral site occupied by the
muon is in the vicinity of an oxygen impurity. Evidence
for the trapping of hydrogen at oxygen impurities in sil-
icon has been found by Qi et aI (1.985) and by Johnson
and Hahn (1986).

Analysis of the sparse Goat-zone silicon data in Fig. 36
yields a diff'erent muon site (Patterson et al. , 1984a). If
one assumes that the muon occupies a site with [111]

0

symmetry, the data indicate a site 0.9 A from a silicon-
ion position in either the bonding or the antibonding
direction. The Si—Si bond length in silicon is 2.35 A,
thus the data are marginally compatible with the bond-

0
center site (1.18 A from a silicon ion), as proposed by
Cox and Symons (1986), Estle et al. (1986), and Claxton
et al. (1986), and as found for implanted deuterium by
Nielsen (1986). The Si—H bond length in the silane mol-
ecule (SiH4) is 1.48 A (note that 2.35 —1.48=0.9). Since
the blocking technique is unable to distinguish between
occupied and unoccupied lattice-ion sites, the Inuon site

0
could also be at the Si—H position 0.9 A from a lattice-
ion vacancy, as proposed by Sahoo et al. (1985) or 0.9 A
from a silicon-ion neighboring a vacancy, close to the site
proposed by Singh et al. (1977). The muon-decay-
blocking data in float-zone silicon are not compatible
with the hexagonal interstitial site (Estle, 1981) or Pi-
craux and Vook's "deuterium site" (Picraux and Vook,
1978; Rodriguez et al. , 1979; Patterson, 1984b), which
are, respectively, 3.5 and 1.6 A from a silicon ion in a
[111]antibonding direction.

Muon-decay-blocking patterns taken at room tempera-
ture in [110], [111], and [100] Czochralski-grown ger-
manium wafers are shown in Fig. 44. They show similar-
ities to the Czochralski silicon data, presumably again
due to tetrahedral muon trapping at an impurity such as
oxygen. An analysis of these germanium data will be

published at a later date.
The room-temperature site assignments made above

are based on a single muon site. Although perhaps
justified at room temperature, where all muonium pSR
signals are rapidly damped and the muon most often de-
cays in a (hopefully) unique daughter state, multiple sites
will certainly play a role at lower temperature. There it
will be necessary to correlate the temperature-dependent
blocking patterns with the known formation probabilities
and lifetimes of the muonium states observed with pSR.
Reliable temperature-dependent muon-decay-blocking
data do not yet exist. Temperature-dependent measure-
ments on Czochralski silicon which showed a deteriora-
tion of the blocking signal at low temperatures (Patterson
et al. , 1984b; Patterson, 1984b) are believed to have been
plagued by condensation of volatiles on the sample sur-
face. It is nonetheless interesting to compare the room-
temperature blocking patterns observed in the semicon-
ductors with low-temperature pSR spectra taken on the
same samples. Such a comparison is shown in Fig. 45,
together with pSR spectra from a high-purity germanium
sample. The applied fields for the pSR spectra were
chosen to optimize the visibility of the Mu and Mu* sig-
nals. Although all samples show the familiar Mu* sig-
nals, a strong reduction in the Mu signal strength is seen
in the Czochralski samples. Also noteworthy is the lack
of a diamagnetic p+ signal in Czochralski silicon (see
Sec. V.G. l.b).

As mentioned in Sec. III.H a technique related to
muon-decay blocking but based on positive pion decay to
a muon has been developed to investigate the pion site in
crystals. One would expect the pion- and muon-decay
experiments to yield very similar results, but there is un-
fortunately as yet no direct overlap between the two tech-
niques where a comparison can be made. Most pion-
decay-blocking experiments have been performed in met-
als, but several results in high-purity germanium and

Si (FZ) Si (CZ) Ge (FZ) Ge (CZ)

Decoy Channeling: G e r rn o n i um
i gl h

„'&P-' -'.

[130) Channeling (300K)

40
p.SR (30K)

40—

[I I 0] [ioo]
x 0
II 4

PL

Mu
R

0.5mT.

30mT

FIG. 44. Room-temperature muon-decay-blocking patterns for
three Czochralski-grown germanium wafers. Dark and light
features indicate, respectively, '

enhanced and diminished posi-
tron counting rates. The height of each pattern corresponds to
2.5 . The patterns have not been corrected for the 45 slant of
the multiwire proportional chamber. The data are from the Zu-
rich group (unpublished}.

100 0 100
Frequency (MHz)

FIG. 45. A comparison of room-temperature [110] muon-
decay-blocking patterns and pSR spectra at 30 K from Czo-
chralski and Goat-zone silicon and germanium. The same sam-
ples were used for both types of experiment.
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GaAs have been published. Two pion investigations of
germanium gave somewhat diA'erent results. In the first
experiment, Sigle et al. (1984) and Maier (1984) found a
sharp central [110] peak at four temperatures between
room temperature and 88 K, which became significantly
broadened at three temperatures between 62 and 22 K.
This was interpreted in terms of pion occupation of the
tetrahedral interstitial site at high temperature and hex-
agonal or bond-center occupation at low temperature. In
a later experiment at 100 K, Flik et al. (1986) found a
strong side lobe on the [110] peak, which merged into a
broad central peak at 200 K.

The e6'ects on the pion site of silicon impurities in ger-
manium and illumination of germanium and GaAs with
visible light have also been investigated. It was found
that adding 10' cm silicon impurities to Ge causes a
side lobe to appear in the [110] muon peak below 40 K,
indicating pion trapping (Maier, 1984). This indicates
very rapid pion diffusion at low temperature [D (T =20
K) & 10 cm s ']. The reader is referred to Sec. V.E for
a comparison with muonium di6'usion rates. Some of
these Si-doped germanium samples have also been stud-
ied with @SR (Doring et al. , 1984). In the illumination
experiment, a change in the pion site with illumination
was observed in germanium at 100 K and in GaAs at
room temperature, presumably due to the eftect of free-
carrier generation on the charge state of pionium (Flik
et al. , 1986). This experiment prompted a pSR test of
the efFects of illumination, which is described in Sec.
V.G-.4.

As mentioned in Sec. IV.B channeling experiments
have also been performed to determine the site of im-
planted deuterium in silicon.

C. Spectroscopy of the isotropic muonlum state

1. The "zincblende series"

o~C

G
M

(9
2 —o~si

GaAs
g

l I

ZnS~

~ZnSe

CuCI (Mu )
CuBr (Mu )

CuBr (Mu )~ ~
CuCI(Mu )

0.2 0.4
I

0.6
I

0.8 1.0
Ionicity

FICr. 46. Measured hyperfine frequencies for the isotropic Mu
state in materials with the diamond or zincblende structure as a
function of the Philips ionicity. From Schneider et al. (1986).

Noteworthy is the scatter of points at zero ionicity (the
group-IV materials) compared to the close agreement
within the III-V, II-VI, and I-VII groups. Also remark-
able is the linear rise in A with increasing ionicity for the
compounds in the same row of the Periodic Table (Ge,
GaAs, and ZnSe), followed by a drastic drop to CuBr.
Two difFerent isotropic Mu states are observed in CuCl
and CuBr. As will be discussed in Sec. V.H a thermally
activated transition occurs in these materials from the
Mu state, which predominates at low temperature, to
the Mu" state, which is the only state seen at high tem-
peratures. Only the low-temperature Mu' state has as yet
been seen in CuI.

The status of theoretical investigations of Mu in semi-
conductors is presented in Sec. VI. It is fair to say that
the Mu hyperfine frequency is quantitatively understood
in diamond and silicon, but in spite of some interesting
speculation (Cox and Symons, 1986), no convincing ex-
planation of the trends in Fig. 46 has as yet been pub-
lished.

The isotropic muonium state has been observed and
the hyperfine frequency 3 =fz~0 measured in a large
number of materials with the diamond and zincblende
structures. In hosts with few nuclei with spin, the
hyperfine frequency can be obtained from the splitting of
the intratriplet Mu precession frequencies [Eq. (3.13)]. A
more accurate measurement of 3 is possible with the
high-transverse-field technique [Eq. (3.21)], and, in a host
with nuclei with spin, this is the only way to observe Mu
precession. Careful experiments in silicon (Bucci et aI.,
1981) and germanium (Balzer et al. , 1981b) have shown
that the Mu hyperfine interactions are isotropic to within
O.OS % and 0.4%, respectively. Balzer et al. (1981b)
have also demonstrated the doping independence of 3 in
Ge.

The Mu hyperfine frequencies measured in the
diamond/zincblende materials are listed in Table IX and
presented in Fig. 46 as a function of the ionicity of the
host, according to the ionicity scale of Philips (1970).

2. The temperature dependence of the hyperfine interaction

The high precision with which the zero-field and high-
transverse-field techniques (Secs. III.D and E) determine
the Mu hyperfine frequency permits studies of the fre-
quency as a function of conditions such as temperature
and hydrostatic pressure. The observation of Mu preces-
sion at GHz frequencies implies that Mu is formed
within a fraction of a precession period, i.e., —100 ps
(Holzschuh et al. , 1981a).

The temperature dependence of A for Mu in germani-
um as measured with the zero-field technique
(Holzschuh, 1983) is shown in Fig. 47. The presence of
phonons causes excited electronic states to be mixed with
the Mu ground state via the orbit-lattice interaction.
This admixture, and hence the change in the hyperfine
interaction, is proportional to the square of the strain
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FIG. 47. The temperature-dependent hyperfine frequency of
Mu in germanium as measured with the zero-field technique.
The curve is a fit of the data to the Debye model (S.1). From
Holzschuh (1983).

where 0 is the Debye temperature of the host. The con-
stant C is a measure of the orbit-lattice interaction and
determines the slope of A (T) in the high-temperature
limit:

dA /dT= —CA (0)/(36), T &&6 . (5.2)

The physical significance of C has been discussed by
Holzschuh (1982) and by Calvo and Orbach (1967). The
curve in Fig. 47 is given by Eq. (5.1) with the fitted values

(Simanek and Orbach, 1966). Under the assumption that
Mu couples to the long-wavelength part of a Debye pho-
non spectrum, the hyperfine frequency should then have
a temperature dependence described by

4

(5.1)

this decrease in A cannot be due to the nonmonotonic
thermal expansion of Si was demonstrated by Holzschuh
(1983) with a room-temperature pSR experiment in sil-
icon under hydrostatic pressure. He saw no significant
change in the Mu hyperfine parameter [1/3
dA/da&, ——0.078(84) A '] up to 1500 bar, a pressure
sufhcient to change the silicon lattice constant a i, by ap-
proximately twice as much as from thermal expansion
between 120 and 300 K.

The explanation offered by Holzschuh for the anoma-
lous temperature dependence of 3 in silicon assumes that
Mu hops among sites at which it experiences slightly
different isotropic hyperfine interactions. At high tem-
peratures, all sites are visited with equal probability, and
an unbiased average over the distribution of hyperfine
frequencies results. But as the temperature is reduced,
the inequivalent sites are populated according to a
Boltzmann distribution, which weights the energetically
preferred sites —those with lower hyperfine frequencies.
Holzschuh developed a correction to the Debye formula
(5.1) assuming two Mu sites with an energy di6'erence
kO' and a difference in hyperfine frequency 5A. The
curve in Fig. 48 is Holzschuh's fit, which gave the values

2 (0)=2006(2) MHz,

8=655(25) K,
C =0.68(5),

8'=55(14) K,
5A =31(3) MHz .

(5.4)

This Debye temperature is in excellent agreement with
the literature value of 625 K (de Launay, 1956). Relaxa-
tion effects of the two-state model will be discussed in
Sec. V.G.I. %'e note here only that the zero-field preces-
sion line remains narrow (A, & 5 ps ') down to at least 25

A (0)=2359.5(2) MHz,

C =0.27(7),

6=273(25) K .

(5.3)

This Debye temperature is in reasonable agreement with
those found calorimetrically for germanium (6=250—
370 K) in the range of temperatures covered by the pSR
experiment (Dolling and Cowley, 1966). An alternative
expression for 3 (T) is considered by Holzschuh (1983),
which assumes that Mu couples predominantly to a sin-

gle phonon mode of frequency v (Doyle and Wolbarst,
1975). Although yielding an equally good fit, the result-
ing value of v~ =3.6(3)X 10' s ' is a factor of 2 smaller
than optical phonon frequencies in germanium.

The temperature dependence of the Mu hyperfine fre-
quency in silicon, also measured with the zero-Geld tech-
nique by Holzschuh (1983), is shown in Fig. 48. The data
above 80 K are again well described by the Debye formu-
la (5.1), but the decrease in A with decreasing tempera-
ture clearly requires a m'odification of the theory. That

O
~ &esO-
C3
IJJ

1960-

1940—

(p.'e ) Si

0 100 200
TEMPERATURE (K)

500

FIG. 48. The temperature-dependent hyperfine frequency of
Mu in silicon as measured with the zero-field technique. The
curve is a fit of the data to the Debye model modified to include
the temperature-dependent occupation of two inequivalent Mu
sites. From Holzschuh {1983).
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K, implying a jump rate among the inequivalent Mu sites
of 1/~, )6A.

Temperature-dependent Mu hyperfine frequencies
have also been observed with the high-transverse-field
technique in GaAs and CsaP (Fig. 49) and in the cuprous
halides (Fig. 50).

3. The electronic g factor

& CuI
~ CuBr
& CuCI

The deviation of the g value (g, ) of the bound electron
in Mu from the vacuum value is a measure of the spin-
orbit interaction and the admixture of 1 ~ 0 states into
the ground-state wave function. An accurate measure-
ment of the Mu precession frequencies in a known mag-
neti. c field can be used to determine g, in low- or high-
applied transverse fields [Eqs. (3.13) and (3.22)]. To date,
the only published g, values for Mu in diamond and zinc-
blende materials are for silicon (Boekema et al. , 1981),
diamond (Holzschuh et al. , 1982), and the cuprous
halides (Kietl, Odermatt et al. , 1986). These values,
along with previously unpublished results for the other
materials that show Mu precession, are presented in
Table X.

The g, determinations in the table made at 20 m T and
below are based on the Mu precession frequencies v, 2 and
v23 [Eq. (3.13)], while those at higher fields are based on
vi2 and v3& [Eq. (3.22)]. The entry "digital" in the table
refers to the use of a linear time scale (time-to-digital
conversion), while "analog" refers to a nonlinear time
scale (time-to-analog plus analog-to-digital conversion).
The integral nonlinearity in the analog mode, typically
10,was corrected using a third-order polynomial fit to
the peaks from a precision time calibrator. The agree-
ment between the two modes for the case of germanium

2.8—

CD

2.7—
CL

~ GaP
~ GaAs

' 0 100 200 300
Tem pe rat ure ( K )

FIGHT. 49. The temperature-dependent hyperfine frequencies of
Mu in GaP and GaAs as measured with the high-transverse-
field technique. From the Zurich group (unpublished).

14~

CL

1.2 '

A
I I

100 200
Temperature (K)

demonstrates the accuracy of this procedure.
A more troublesome erat'ect, however, is noticed when

comparing g, determinations made at low and at high
fields for the case of silicon. A continuous decrease in
the apparent magnitude of g, is seen as the field is de-
creased from 1.1 to 0.1 T. This observation casts doubt
on the accuracy of all high-field g, determinations. The
probable explanation is as follows. In order to use Eq.
(3.13) or (3.22), one must know the applied field, through
the value of v„, to high precision. This diamagnetic p
frequency is generally determined from the same data as
are the Mu frequencies, but due to sources of background
such as the sample holder or cryostat walls, the muons
producing the diamagnetic signal and the Mu signals
may not be at the same place and hence may not see the
same magnetic field. For the case of silicon at 1.1 T, a
value of the external Geld that is 0.5%%ua too high causes
the g, value from Eq. (3.22) to be 1.8%%uo too high. At 0.1

T, the e6'ect of a 0.5% overestimate of the field is a g,
that is 0.5% too low. The small iron-core magnet used in
the high-field measurements produces an inhomogeneous
field that could cause the observed deviations in g, . The
error made at the magic Geld B

g
0 510 T is zero,

since here the Mu precession frequencies are to first-
order field independent. Indeed, measurements near this

FIG. 50. The temperature-dependent hyperfine frequencies of
the Mu states in the cuprous halides as measured with the
high-transverse-field technique. The curves are to guide the
eye. From Kiev', Odernatt et al. (1986).
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TABLE X. Electronic g values (assumed isotropic) for the isotropic Mu state. The errors quoted are
statistical, after a polynomial correction of the nonlinear time scale.

Sample

Free e
Vacuum Mu
Diamond'
Si

GaP
GaAs
ZnS
ZnSe
CuCul': I

II
CuBr'- I

II
CuI' I

0.001-0.02
0.01-0.02
0.01
0.1

0.3
0.8
1.1
0.01
0.01
1.1
1.1
1.1
1.2
1.2
1.2
1.2
1.2
1.2

Analog/Digital

A
A
D
A
A
A
A
D
A
A
A
A
A
A
A
A
A
A

ge

—2.002 319. . .
—2.002 284. . .
—2.0034 (17)
—1.99 (1)
—1.9845 (70)
—1.959 (15)
—1.9926 (47)
—2.0014 (47}
—2 0069 (71)
—1.9996 (38)
—2,0014 {16)
—2.007 (51)
—2.0189 (24)
—1.9981 (46)
—2.0236 (64)
—2.0608 (80)
—2.0694 (72)
—2.0438 {30)
—2.056 (32)
—2.0650 (48)

'Holzschuh et al. (1982).
"Boekema et al. (1981).
'Kiev', Odermatt et al. (1986}.

field show reasonable agreement with the low-field tech-
nique, where a large air-core Helrnholtz coil pair was
used.

A suggestion for future g, measurements would then
be either to perform them with the low-field technique or,
if this is not possible due to the nuclear hyperfine interac-
tion with host spins, to perform a high-field measurement
close to the magic field. At 8 =8, we can rewrite Eq.
(3.22) as

have spin —', , and assuming an isotropic nuclear hyperfine

interaction with four equivalent neighbors, we fit the data
to expression (3.24) [plus a field-independent linewidth
contribution cr( cc )] to obtain Q. This has been done for
all the observed Mu states in the copper halides by Kiev',
Odermatt et al. (1986). The new CxaAs and the previous

me 2 —5 +2+1 —5
$2ge = —gp

P

~34—~&25= (&=&, ).
(5.5)

50—

25-

GaAs: Mu, 10K

cr = K sin g+ cr (co)

K=5520(510) p, s
cr(a))=2.7(1) p, s '

Electronic g values determined in high field for Mu in
6H—SiC will be presented in Sec. V.I.1.

4. The nuclear hyperfine interaction

As discussed in Sec. III.E the nuclear hyperfine in-
teraction broadens the precession lines of Mu. This
broadening can be quenched by a sufticiently large ap-
plied field, and the field-dependent width of the v, 2 or v34
precession line yields an estimate of the nuclear hyperfine
interaction strength Q.

The measured field-dependent linewidth o. is shown for
Mu in GaAs and for the low-temperature Mu state in
CuCl in Figs. 51 and 52. All the nuclei in these two hosts

00
I

—0 O ——

0.5 1.0
B (T)

FIG. 51. The Mu linewidth in high-resistivity GaAs as a func-

tion of applied field. Each point is a weighted average of the
widths of the precession lines v&2 and v34 The curve is a fit as-

suming nuclear hyperfine broadening for static Mu [Eq. (3.24)].
A bending over of the linewidth with decreasing field similar to
that observed is expected to occur 'in the transition region be-

tween the motionally narrowed and the static cases (where

o ~, = 1}.However, the linewidth at high field should then be fit

to the motional narrowing formula (3.25), and this produces an

unphysically large nuclear hyperfine frequency A. From the

Zurich group (unpublished).
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100 teraction, as does motion of Mu. Note that with a
suIIIiciently small value of 0, even slow Mu difFusion puts
us in the motional narrowing regime.

~ 60-

40—

LLj

20-

'0.2 OA 0.6 0.8 1.0
MAGNETIC FIELD (T}

FIG. 52. The linewidth of the low-temperature Mu' center in
CuCl as a function of applied field. The curve is a fit to the
10.5-K data assuming static Mu [Eq. (3.24)]. From Kiefl, Oder-
matt et aI. (1986).

TABLE XI. The nuclear hyperfine interaction (NHFI) strength
and field-independent linewidth for Mu in GaAs (Zurich group,
unpublished) and the cuprous halides (Kiev', Odermatt, et aI.,
1986).

Center
No. and type

of spin

0/2m'
(MHz)

o.( oo )

(ps '3

copper halide results are summarized in Table XI.
With the exception of the Mu' center in CuC1, the nu-

clear hyperfine frequency is always much smaller than
the hyper/inc parameter for the center, justifying the per-
turbation approach. The curves 1n F1gs. 51 and 52 corre-
spond to Eq. (3.24) and hence to a static Mu state; the dy-
namic function (3.25) gives much poorer fits to the GaAs
and cuprous halide (Mu') linewidth data. The Mu" cu-
prous halide data is of insufricient quality to decide be-
tween the static and fast-difFusion cases. An upper limit
for the rate of Mu diffusion in GaAs is derived from the
data of Fig. 51 in Sec. V.E. In view of the very similar
hyperfine frequencies of the Mu states in the cuprous
halides, the 1arge value of A/2m for Mu in CuC1 is strik-
ingly difFerent from that for the other states. Much nar-
rower Mu' precession lines were observed in this sample
at 5,5 K (see Fig. 52), indicating either more rapid
motion or a change in the nuclear hyperfine interaction.

No nuclear hyperfine broadening of the Mu lines is
detected in the elemental semiconductors silicon (with
4.70%%uo Si), germanium (7.76% Ge), and diamond
(1.11%%uo

' C). Dilution of the nuclear spin system de-
creases the strength of the efFective nuclear hyperfine in-

D. Spectroscopy of the anisotropic muonium state

1. The hyperfine interaction and its temperature
dependence

v34+ v12 I AI~ cos ()+ Ai sin 8 (5.6)

Thus high-Geld measurements at several angles are

100 '-
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The hyperfine interaction of the Mu' state difFers from
that of the Mu state in two respects. First, it is
significantly weaker [ ~

Ai(Mu*)
~

/A (Mu) =0.05 in Si].
The Paschen-Back regime, where only the precession
lines v, 2 and v34 are observed, is already reached at ap-
proximately 3 m T. Second, it is anisotropic
(

A
/Ai =0.2 in Si), implying that the precession fre-

quencies depend not only on the strength of the applied
field (Figs. 53 and 54) but also on its direction with
respect to the principal axes of the Mu* hyperfine tensor
(Fig. 55). For an arbitrary direction of the magnetic field,
a pair of precession lines is expected for each distinct
Mu' orientation.

Experimentally, eight Mu' precession lines are seen
with the magnetic field in an arbitrary direction. This
observation and the fact that the lines collapse to two
when the field is directed along the [100] direction (see
Fig. 55) establish that the hyperfine interaction of Mu'
has [111]-axial symmetry.

The hyperfine interaction parameters for Mu* may in
principle be determined as follows. According to Table
II, in suKciently high applied fields, the sum of the two
Mu' precession frequencies is field independent and
given by

GaAs: Mu
CuCl: Mu'

CuCl. Mu"
CuBr: Mu'

CuBr: Mu"
CuI: Mu'

4x-'
2

4x-,'
4x —,

'
4x —,

'
4x —,

'
4x —,

'

10
10.5
10.5
5.5
5.5

10.5

535 (31)
1010 (98)

94 (13)
202 (7)
169 (34)
279 (7)

2.68 (12)
12.3 (8)
0.0 (3.5)
0.24 (73
0.80 (54)
0.72 (10)

FIG. 53. The field-dependent p, + and Mu precession frequen-
cies in silicon. The field was directed along the [111]axis. The
solid line shows the expected dependence of the diamagnetic p+
signal, and the finely and coarsely dashed curves are fits to the
axially symmetric spin Hamiltonian (2.9) for angles between the
field and Mu symmetry axis of 0 and 70.5', respectively. From
Patterson, Hintermann et al. (1978).
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I
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I
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El [T]

FIG. 54. Precession frequencies of Mu* in diamond as a func-

tion of the applied field for two di6'erent field directions. The

curves are fits to the axially symmetric spin Hamiltonian (2.9).
From Kiindig et al. (1980).

sufhcient to determine AII, Aj, and their relative sign.
The absolute signs of the Mu* hyperfine parameters can
only be determined via a dynamic process such as is de-
scribed for diamond in Sec. V.F.

Tabulated values for the Mu* hyperfine parameters are
given in Table IX for the diamond and zincblende hosts
in which it has been observed: diamond, Si, Ge, GaP, and
GaAs. The relative sign between A

II
and A ~ is given

correctly for aH entries, and the absolute signs are given
in the case of diamond. As with the hyperfine frequency
of isotropic Mu, the values scatter for the group-IV ma-
terials, but they lie close to one another for the two
III-V compounds.

VA'th accurate transverse-6eld measurements at
di6'erent crystal orientations, it is possible to determine
the temperature dependence of the Mu* hyper6ne pa-
rameters. This has been done for diamond (Holzschuh et

al., 1982), Si (Blazey et al., 1981), and Ge (Blazey et al.,
1983). The results from all three materials are summa-
rized and small errors are corrected by Blazey et al.
(1983). The results are schematically presented in terms
of the fitted Debye curves [see Eq. {5.1)j in Fig. 56.
Blazey et al. use a "natural" representation of the
hyperfine parameters in terms of 2, =( 2 1+22&)/3 and
&~ =( A

l
—

A i )/3, the isotropic and axial-dipolar com-
ponents of the hyperfine interaction, and they And that
both

~
A,

~

and
~ Az (

decrease with increasing tempera-
ture in aH three hosts. The results of Ats to the Debye
formula (5.1) are shown in Table XII. The agreement be-
tween the fitted and calorimetric Debye temperatures
deteriorates as one moves down the group-IV column of
the Periodic Table. Blazey et al. also give results of
fitting the Mu* hyper6ne parameters to an Einstein mod-
el for the host-phonon spectrum.

206

204

202

67.4

i

200 400 600 800 =:

186

The eIectronic g-factor anisotropy

By 6tting the experimentally determined Mu' preces-
sion frequencies to those predicted by the Harniltonian
(2.9), one can obtain the electronic g value for Mu*. The
first such determination in silicon (Brewer et al., 1973) in-
correctly assumed an isotropic hyperfine interaction
(A~~

——Ai ) for Mu* and yielded g, = —13(3). With the
correct anisotropic hyperfine interaction, the electro'
and muon g values for Mu in silicon were found, respec-

IOO-

—80

&- 60

W PQ

20

I
O
O

+
KX

il
CO

67.2

67.0

66.8

96.6—
96.2

95.8

24.8

25.0

25.2 -~~

I

33.8

-90
1

-60
l

-50 0 50
C(DEGREES)

60 90

FICi. 55. The orientation dependence of the Mu* precession
frequencies in silicon in an applied Geld of 0.383 T. N is the ro-
tation angle of the sample about the [0 1 —1] axis, which in

turn is perpendicular to the applied Geld. The curves are a Gt to
the axially symmetric spin Hamiltonian (2.9). From Patterson,
Hintermann et al. (1978).

e5.0 34.6
0 20 40 60 80 100 &20 140

TEMPERATURE [K]

FICi. 56. Calculated curves from Gts of the Debye model (5.1)
to the temperature-dependent Mu* precession frequencies in di-
amond, silicon, and germanium. From Blazey et aI. (1983).
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TABLE XII. Fitted parameter values for the Debye model description of the temperature-dependent
Mu hyperfine frequencies. From Blazey et al. (1983). The literature values for the calorimetric Debye
temperatures eD(lit) are those cited by de Launay (19S6).

e (K.)
GD (lit) (K)

s (0) {MHz)
Ap {0) (MHz)
C,
Cp

Diamond

1902 (51)
1860
205.730 (41)

—186.856 (26)
0.284 (26)
0.483 (17)

Silicon

425 (66)
625
67.333 (34)

—25.257 (17)
0.353 (136)
0.418 (181)

Germanium

152 (14)
360
96.448 (32)

—34.S89 (12)
0.088 (18)
0.182 (26)

tively, to be —2.2(2) and 2.01(l) (Patterson, Hintermann
et al. , 1978). A similar experiment on Mu in diamond
(Holzschuh et al. , 1982) yielded g, = —1.9932(43) and
g„=2.0016(17). Finally, a DEMUR experiment (see Sec.
III.G) on Mu in silicon gave g, = —2.00(2) (Blazey et
al., 1986b).

The strong anisotropy of the Mu* state prompts one to
ask whether the electronic g factor is also anisotropic. In
the case of an axially symmetric g tensor (presumably
also [111]),the electron Zeeman term of the spin Hamil-
tonian (2.1) is replaced by the expression

-g,l, S, B—(gll-g, )l, (S, )(B ). (5.7)

In principle, the Mu* precession frequencies predicted by
Eq. (5.7) can be fit to those observed and the values of

g~~

and gz determined. This has been attempted for the case
of silicon (Seifert, 1981), with later corrections made by
myself. The experiment was performed at 30 K, at a to-
tal of 14 combinations of applied field and [110]or [111]
crystal orientation in the field range 4—100 mT. Only the
resolved Mu* lines with 8=0 or 35.3' or the orientation-
insensitive lines with 8=90' were analyzed, and the an-
gular deviations from perfect crystal orientation were in-
cluded as fitting parameters. The nonlinear time scale
was corrected using a quartz calibrator. The fitting re-
sults were as follows:

= —0.0330(12) (Ge) . (5.9)

Blazey et al. also quote fitted values of g~ from these
data [gi(Si)= —2. 190(85), gi(Ge) = —1.953(85)], but the
authors state that systematic errors, for example, from
the nonlinear time scale, are probably much larger than
these statistical errors. In their discussion of the mea-
sured anisotropies, they point out that a larger g-factor

defined in Eq. (2.10), where to a very good approximation
the Mu* precession frequencies v&2 are equal, indepen-
dent of the orientation of the Mu* states in the applied
field. This frequency crossing, which can be seen for Si at
approximately 0.2 T in Fig. 5, has allowed magic-field ob-
servations of Mu* in powdered silicon (Boekema et al. ,
1981)and diamond (Holzschuh et al., 1982). Blazey et al.
(1986a) have demonstrated, however, that the crossing is
destroyed by an anisotropy in the electronic g factor and
have used this fact to determine the anisotropy for Mu*
in silicon and germanium.

The Mu* v&2 precession frequencies in Si and Ge are
shown in Fig. 57 near the respective Mu* magic fields.
Note that the frequencies cross for the case of Si but not
for the case of Ge. The detailed analysis of Blazey et al.
yields the g-factor anisotropies

g~~
—gi = —0.0002(8) (Si)

A
II

92.5914(59) MH

A i = 16.787( 14) MHz,

g~ = —1.9918(49),

g~,
—g, = —0.0035(19)

g„=2.003 82( 82),

7 =56.3 for 32 degrees of freedom .

(5.8)

Such experiments are complicated by the fact that in the
high-field regime it is diScult to determine the electronic
g values and the hyperfine parameters independently of
one another. On the other hand, as the field is decreased,
one suffers from nuclear hyperfine broadening, which
damps the precession and may even shift the lines. There
is an applied field, however, where a g-value anisotropy
gI~-gj causes a very noticeable effect on the Mu* preces-
sion frequencies. This is at the Mu* magic field 8',

24

fv 22

21

20

19
C3

18
CL

17

29

28
hl

Z 26

CX

24

0.16 0.17 0.18 0.19 0.20 0.21 0.22

MAGNETIC FIELD (T)

23.
0.26 0.27 0.28 0.29 0.30 0-31

MAGNETIC FIELD (T)

(b)

FIG. 57. The v» Mu precession frequencies in the vicinity of
the Mu* magic fields B*,

~ in (a) silicon and (b) germanium.
The noncrossing of the lines from di6'erently oriented Mu*
centers in the case of Ge demonstrates the anisotropy of the
electronic g value. From Blazey et al. (1986a). Note that these
authors use the opposite sign convention for g, from that used
in this review.
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anisotropy is to be expected in Ge than in Si due to the
larger spin-orbit interaction. An empirical classification
by g factor of defect types in Si has been made by Lee
and Corbett (1973) and extended by Sieverts (1983), but
in the absence of reliable g factors, the anisotropy is not a
decisive quantity for models of Mu*.

3. The nuclear hyperfine interaction

'cn

0.1—
0.86% Ge

34

7.76% Ge

& undoped

o

cm )

cm ')

The Mu* state is immobile, and its weak hyperfine in-
teraction indicates that the paramagnetic electron spends
much of its time away from the muon. One thus expects
a strong nuclear hyperfine interaction that is not motion-
ally averaged (De Renzi et al. , 1981).

Silicon (with 4.70% spin- —,
' Si) and germanium (with

7.76% spin- —,'Ge) are dilute nuclear spin systems.
Some small fraction of the Mu* centers formed will have
a strong nuclear hyperfine interaction with a single host
nucleus, but the majority wiH be quite distant from a spin
and will experience a much reduced interaction. The
efFective strength of the nuclear hyperfine interaction in
these materials will therefore depend on the concentra-
tion of nuclear spins.

With very high statistics, 'broad Mu* precession lines
can be seen in silicon at zero field (Patterson, Hinter-
mann et al., 1978). Blazey et al. (1986b) observed a
strong broadening of the 0=90 Mu lines in applied
fields of 8=1—5 mT. The Lorentian linewidths A, were
fit to the expression

A, =C/B +A, ( oo) . (5.10)

(5.11)

Thus, for a single spin- —,
' neighbor, the fitted value

For reduced field values x =2'+/coo=B(mT)/3. 29 large
compared to one, this is a good approximation to the ex-
pression for the field-dependent linewidth o. given in Eq.
(3.24). To extract a nuclear hyperfine frequency 0 from
these data, it remains only to convert the Lorentzian
width A, to an approximate Gaussian width o. . This can
be done by setting the full widths at half maximum
(FWHM) of the two lineshapes equal:

0.001—
l

10
8 (rnT)

I

100 1000

FIG. 58. Mu* linewidths as a function of the applied magnetic
field in natural germanium (from Weidinger, unpublished) and a
crystal isotopically enriched in the spinless nucleus Ge (from
Estle, Rudaz et al. , 1984). The narrower lines in the enriched
sample establish that the broadening is due to the nuclear
hyperfine interaction. The solid and coarsely dashed curves are
model calculations in which Mu interacts with a single ' Ge
spin with a NHFI of 2.5 MHz (Estle, Rudaz eI; al. , 1984). The
finely dashed curve is to guide the eye.

C=4.94 (34) mT ps ' implies 0/2m=0. 493 (33) MHz,
as entered in Table XIII.

Germanium shows a similar broadening of the Mu'
lines below 50 mT (Balzer et al., 1981a). Proof that this
broadening is due to the nuclear hyperfine interaction is
provided by the comparison of field-dependent Mu*
linewidths in natural Ge and in a crystal isotopically en-
riched in "Ge (with 0.86% Ge) in Fig. 58. An analysis
of this data has been performed by Estle, Rudaz et al.
(1984), using empirical relations from numerical simula-
tions of Mu* in an environment of dilute Ge nuclei (Es-
tle, Warren, and Patterson, 1984). This analysis yielded
the average isotropic nuclear hyperfine interactions listed
in Table XIII. An observation by Balzer et al. (1981a)
that the nuclear hyperfine broadening of the Mu* lines in
Ge is doping dependent is in conAict with the doping in-
dependence seen in Fig. 58.

Numerical simulations of nuclear hyperfine structure

TABLE XIII. The effective nuclear hyperfine interaction strength for Mu .

Host

Si'
Ge (7.76%%uo Ge)
Ge (0.86% Ge)
Gap'
GaAs'

'From Blazey et al. (1986b).
From Estle et al. (1984c).

'From Schneider (1984).

No. and type
of spin assumed

1x 2

1X
2

1x -,
'

1x
~

1x —,
'

4.2
11

11
10
23

0/2m
(MHz)

0.493 (33)
20

2.5
990 (110)

1190 (110)

(co)
(ps-')

0.200 (12)

0.08 (18)
0.56 (12)
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rapidly become unwieldy for a concentrated spin system
such as the III-V or I-VII hosts, hence one must resort to
a perturbation calculation. In the discussion of the nu-
clear hyperfine interaction presented in Sec. II.A.4, the
electron-nuclear interaction was treated as a small per-
tuxbation of the electron-muon hyperfine interaction.
While apparently a good approximation for the isotropic
Mu state, it is probably a poor description of the Mu*
state in a concentrated spin system. A perturbation
theory that treats the hyperfine and nuclear hyperfine in-
teractions on equal footing in the high-field limit has
been developed by Heming, Roduner et al. (1986), but it
too becomes unwieldy if many spins are included.

A simpler approach to the problem of a strong nuclear
hyperfine interaction is to assume that the Mu* electron
interacts with a single spin- —,

' nucleus and to compute an
"eff'ective" nuclear hyperfine interaction for this situa-
tion. We consider the case of a Mu' center with [111]
symmetry axis parallel to the applied field (0=0), and we
"invert" Eq. (3.24) by setting %= 1 (a single muon), re-
placing S„with the muon spin ( —, ), and replacing 0 with
the hyperfine frequency ( coo+ co* ) /2m' =2m

1/2
ln2 X

(coo+co* ) 1 — + A.( oo ) .
8 &1+x'

MU in GaP at 10K

in GaAs at 23K $

'cn

CI
C

0-

0.5
I I

0.6 09
B (Tesla)

a 0

1.2

FIG. 59. Widths of the low-frequency 0=0 Mu* precession
line in GaP and GaAs as a function of the applied field. The
curves are fits to the nuclear hyperfine broadening according to
Eq. (5.12). From Schneider (1984).

The reduced field x' is now given by

(5.12) dimensions cm s ' and obeys an Arrhenius law with ac-
tivation energy E, :B, RQx'=, 80 ——

g p —g pg
(5.13)

E. Motion of the isotropic muonium state

The fact that the Mu* state shows a [111]-symmetric
hyperfine interaction in hosts with cubic symmetry
demonstrates that it does not undergo long-range
diffusion. No such statement can be made, however, for
the isotropic Mu state, and the question of Mu motion
must be addressed using other data.

The motion of hydrogen in silicon and germanium is
describable by a difFusion constant D(T) which has the

where g„and p„are the nuclear g factor and nuclear
magneton, respectively. In Eq. (5.12) we have included
the conversion factor (5.11) between cr and A, as well as a
field-independent contribution A, ( oo ).

This is the method used by Schneider (1984) to analyze
the field-dependent Mu* linewidth in Gap and GaAs.
The width of the v34, 0=0 Mu* line in GaP and GaAs is
shown as a function of applied field in Fig. 59, and the
curves are Schneider's fits to the function (5.12). The fit

results are given in Table XIII. Note that the nuclear
hyperfine frequencies are considerably larger than the
hyperfine frequencies AtI for GaP and GaAs from Table
IX, namely, 219.0 and 217.8 MHz, respectively. The per-
turbation treatment of the hyperfine interaction is thus
justified.

D ( T ) =Do exp( E, /kT ) .— (5.14)

D = 1 /6&, =a ), /32m, . (5.15)

Here it is assumed that Mu jumps between neighboring
tetrahedral interstitial sites in the diamond lattice, irnply-
ing a jump length of 3' /4 times the lattice constant a „.

A lower limit for the jump rate of Mu in silicon was
derived in Sec. V.C.2 from the hopping model for the
anomalous temperature dependence of the hyperfine in-
teraction. In order to produce the observed narrow
zero-fieM precession line at 25 K, the jump rate of Mu
must be greater than the difFerence in hyperfine frequen-

cy between the sites. In the two-state model, this implies
1/~, &5A =3X10 s ' or, using Eq. (5.15), D(T=25
K) & 2.5 X 10 cm s ', as entered in Table XIV.

High-temperature permeation measurements of the
diffusion of hydrogen (van Wieringen and Warmoltz,
1956) and tritium (Ichimiya and Furuichi, 1968), in sil-
icon and of hydrogen in germanium (Frank and Thomas,
1959) are summarized in Table XIV. Note the approxi-
mate agreement of the E, values for hydrogen and triti-
um diffusion in silicon. Formation of an oxide layer may
be responsible for the sma1ler prefactor seen in the triti-
um measurement. Table XIV also includes the (some-
what fantastic) extrapolations of the data for hydrogen in

silicon and germanium to 20 K.
In a simple model in which Mu makes random jumps

of length 1 in three dimensions with a rate I/r„ the
difFusion constant can be written
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TABLE XIV. Diff'usion constants D(T} (or Arrhenius parameters for D(T}=Doexp[ E—, /(kT})) for
hydrogenlike atoms in semiconductors. See text for deviations and references.

Isotope

Hydrogen

Tritium
Hydrogen

Mu
m+

Mu

Mu'
Mu'
Mu'

Host

Si
Ge

Diamond
Si

Ge
Ge

GaAs

CUC1
CuBr
CuI

Temperature
(K.)

1365-1473
20

675-775
1073-1183

20
8-150

25
20
30
80
81
20
20
10
20

10.5
5.5
10.5

D{T) or Do
{cm s ')

9.4X 10-'
10—123

4.2X 10-'
2.8 X 10-'
D =10-"

0.1

D &2.5X10
& 10-4
&10
&10-'

&6X10
D =10

& 10-4
D &7X10-"

&1.5X10 '
4,
'~3

D &3X10
D &6X10
D &8X10

(eV)

0.48

0.56
0.38

0.043

Method

Permeation
Extrapolated
Permeation
Permeation

Extrapolated
Grain surface

Line narrowing
. C doping
0 doping

n irradiation
e irradiation

Si doping
Si doping

Line broadening
Doping

Line broadening
Line broadening
Line broadening

'Do has been computed from the measured diffusion rate at 800'C and the activation energy for
dMusion.

1/r, =8AM„/(knd, „„,a ), ), (5.16)

where it is again assumed that Mu moves among the
tetrahedral interstitial sites, whose concentration in the
diamond lattice is 8/a „.Using Eq. (S.15), we arrive at
a relation between the Mu relaxation rate measured at a
particular temperature and the difFusion constant D( T ):

D(T)=AM„/(4knd f ta„) . (5.17)

Doring et al. (1983) have observed that Mu atoms at 20
K in ultrapure Si-doped germanium find silicon impuri-
ties at a concentration of 10' cm at a rate of 7&10
s '. This result has been verified by Clawson et al.
(1984). Assuming that trapping may occur at any of the
four tetrahedral sites around each impurity, one obtains
from Eqs. (5.16) and (S.17) a Mu jump rate
1/~, =8&& 10' s ' and a diffusion constant D =10 cms, as listed in Table XIV (Doring et al. , 1984). Also in-
cluded in the table is the pion-trapping result from pion-
decay-blocking experiments in some of the same samples
(Maier, 1984; see Sec. V.B).

An analysis similar to that made of Doring's data can

The rate at which Mu reaches impurities or radiation
defects can also be used to estimate D. Consider a trap-
ping model in which Mu diffuses to an impurity or defect
and immediately becomes depolarized. The number of
sites visited by Mu in a time t is approximately t /~„and
the concentration of Mu trapping sites can be taken to be

egect where +deflect is the concentration of impurities
or defects, and k is the number of trap sites per defect.
With these assumptions the Mu relaxation rate A,M„ is re-
lated to the jump rate by

also be made of other experiments. The nonobservance
at 20 K of Mu in silicon doped with ' C (Estle, Blazey et
al., 1984) implies a relaxation rate A,M„exceeding 10
ps '. Attributing this relaxation to trapping at carbon
impurities (10' cm ) leads to a minimum Mu jump rate
of 10' s ' and to the lower limit for D given in Table
XIV. Mu also relaxes with a rate exceeding 10 ps ' in
Czochralski-grown silicon at 30 K (see Fig. 45). If one
attributes this relaxation to trapping at oxygen impurities
(the principal impurity in this material with a concentra-
tion of the order of 10' cm ), one arrives at somewhat
less stringent limits on the Mu jump rate. Doring et aI.
(1984) have also observed an e(Feet of carbon and oxygen
impurities on the Mu relaxation rate in germanium.

As will be discussed in Sec. V.G.4 the irradiation of sil-
icon with neutrons and electrons causes the Mu preces-
sion signals to disappear. Assuming that this disappear-
ance is due to Mu trapping at radiation defects, we can
obtain lower limits for the diffusion constant from these
data. Barsov et al. (1983, 1984a) saw no Mu signal (im-
plying A,M„p 1 ps ') at 80 K in a neutron-irradiated sam-
ple with 10' defects cm . Albert et al. (1985a) found a
Mu relaxation rate greater than 20 ps ' at 81 K after ir-
radiation with 3-MeV electrons at a dose of 6 X 10'
crn . Taking as a defect production rate dX/dx =6
cm ' (Cahn, 1959), we obtain a defect concentration in
the electron-irradiated sample of 4& 10' cm . Again
assuming that Mu jumps among tetrahedral interstitial
sites and that each defect is surrounded by four trapping
sites, we arrive at jump rates 1/~, which are greater than
10' s ' and 6&&10' s ' for the n; and e-irradiation ex-
perirnents, respectively, and the lower limits for D quoted
in Table XIV.
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The presence of hydrogen impurities (approximately
10' cm ) in germanium grown in a hydrogen atmo-
sphere on the amplitude of the diamagnetic p+ preces-
sion signal was reported by Andrianov et al. (1976). In a
later experiment, however, Clawson et aI (.1981) found
no unambiguous effect of hydrogen on the relaxation rate
of Mu in germanium. Evidence for fast diffusion of Mu
below 20 K in high-purity silicon is provided by the ob-
servation by the Zurich group of strong, sample-
dependent Mu relaxation (Felber, 1984; see Sec. V.G. l.a).

Estimates for Mu jump rates can also be made on the
basis of the field quenching of the nuclear hyperfine
broadening. As discussed in Sec. III.E, a jump rate
1/~, &0. narrows a line of width o. and changes the
dependence of the linewidth on applied field from ap-
proximately 8 to 8 " [Eqs. (3.24) and (3.25)]. As dis-
cussed in Sec. V.C.4 low-temperature fits of the Mu pre-
cession linewidth measured with the high-transverse-field
technique for GaAs and the Mu' state in CuCl and CuBr
show 8 dependences, implying static Mu states (see
Figs. 51 and 52). An upper limit for the Mu jump rate
can in this case be obtained from the condition

1/r, & o.—0 ( co ), (5.18)

where o. is the smallest linewidth that is still demon-
strably static. Applying this argument to the GaAs data
in Fig. 51 and the cuprous halide data of' Kiev', Odermatt
et al. (1986) and assuming jumps among both types of
tetrahedral interstitial site with equal probability, we ob-
tain the limits for D in these materials given in Table
XIV. The low diffusion rate for Mu in GaAs is compati-
ble with the observation by the Zurich group (unpub-
lished) that Mu precession at 15 K is not affected by a de-
fect concentration of 1.5&&10' cm produced by neu-
tron irradiation (see Sec. V.G.4). A strong reduction in
the Mu diffusion rate in compounds compared to elemen-
tal hosts would result from the increased intersite dis-
tance if Mu occupation of one of the two types of
tetrahedral sites in the zincblende structure were un-
favorable.

A problem arises when considering the diffusion of Mu
in GaAs that contains impurities. In contrast to a
"high-resistivity" sample, no Mu precession could be ob-
served in a "low-resistivity" sample with a room-
temperature carrier concentration of 4X 10' cm (KieA
et al., 1985). Under the assumption that this represents
the concentration of Mu trapping centers, Eq. (5.17)
leads to a very large diffusion constant ( l. 5 X 10
cm s '; see Table XIV), in strong disagreement with the
upper limit for D obtained from the nuclear hyperfine
quenching. It is unlikely that the carriers themselves
cause Mu relaxation, since Mu' is unaffected by the dop-
ing and since the dopants are not ionized at 20 K, but the
low-resistivity sample may difFer from the high-resistivity
sample in, for example, the amount of boron impurities
introduced during growth. It is also clear that the fit of
the high-resistivity linewidth data to the function (3.24)
leaves much to be desired (see Fig. 51).
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FIG. 60. Mu relaxation rates measured in various diamond
samples. All points were taken in the low-field regime where

v» and v» are not resolved. The measurements in high-purity
IIa material were performed in powder at 0.975 m T by
Holzschuh et al. (1982) and in a crystal at 1.25 mT by Odermatt
et al. (1986). The Ia stones, containing of the order of 1000
ppm nitrogen, were measured at 1 mT by Spencer et al. (1984)
(open squares) and at 0.5 mT by the Zurich group (unpublished)
{solid circle).

An unusual linewidth behavior is also observed for the
Mu' state in CuC1 (Kie(I, Odermatt et al., 1986). The
lines for this state at 10.5 K are much broader than those
for the muonium states in the other cuprous halides, and
a drastic narrowing, due either to motion or to a change
of site, is seen upon cooling to 5.5 K (see Fig. 52).

There is presently some confusion in the literature re-
garding the relaxation rate of the Mu precession signals
in diamond (see Fig. 60). Holzschuh et al. (1982) studied
the temperature dependence of A,M„ in a high-purity
type-IIa powder (containing less than 50 ppm nitrogen)
with grain size of 1 —6 pm. The powder showed a relaxa-
tion rate that increased from 2 ps at 8 K to 4.6 ps ' at
150 K, and no signals could be seen above 150 K. Spenc-
er et al. (1984) used a small type-Ia crystal (of the order
of 1000 ppm nitrogen) and observed a decrease in A,M„
with increasing temperature from 7.2 ps ' at 6 K to 1.8
ps ' at 295 K. Unpublished room-temperature data
from the Zurich group on eight crystals of types Ia and
IIa showed an excellent correlation between the presence
of a strong Mu signal and the absence of nitrogen. In
contrast to the stone of Spencer et a/. , none of the Ia
crystals showed a detectable Mu signal at room tempera-
ture. One of these type-Ia stones was used in an early
study of the Mu-to-Mu* transition (Patterson,
Holzschuh, Kundig, Meier, Odermatt, Sellschop, and
Stemmet, 1984; see Sec. V.F). Finally, A,M„(T) was mea-
sured in one of the IIa stones during the most recent
Mu-to-Mu* transition study (Odermatt et a/. , 1986). In
this high-purity stone the Mu relaxation rate, which rises
to a value of 18 ps ' at 405 K, is clearly associated with
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the Mu-to-Mu transition.
Apparently the low-temperature maximum in XM„seen

by Spencer et al. and the absence of Mu at room temper-
ature found in Zurich are different consequences of the
nitrogen content of type-Ia stones. A possible explana-
tion is that the nitrogen is dispersed in Spencer's stone,
presenting Mu with many shallow traps, which are
quickly found at low temperature but from which Mu
can escape at room temperature. On the other hand, in
the Zurich stones the nitrogen is collected in comp/exes,
forming fewer but deeper traps for Mu. Thus more rapid
Mu motion is required to find the complexes, and the Mu
remains trapped at room temperature.

An intriguing possibility to explain the disappearance
of Mu at 150 K in the type-IIa powder is that Mu is mov-
ing rapidly enough to reach the surface of the grains. It
is known that Mu rapidly reaches the surface of fine SiO2

0
grains (70 A mean diameter) at temperatures as low as 5
K (Kieff, Patterson et al., 1984). The root-mean-square
distance r, , a Mu atom moves in a time t is related to
the diffusion constant D by

r, , =(6Dt )' (5.19)

=12%D.d».t.=' &D (5.20)

where 1 is again the jump distance and vD =ke/h is the
Debye frequency of the host (Seeger, 1984). Assuming
jumps among neighboring tetrahedral sites, and using the
calorimetric Debye temperatures 8 quoted in Table XII,
we arrive at D,d;»„;, values for diamond, si1icon, and
germanium as

We now take t to be I/A, M„and r, , to be the mean dis-
tance to the surface of a powder grain. A reasonable
value for r, , for an irregularly shaped grain of average
diameter 3 pm is 0.3 pm. Holzschuh et al. (1982) found
that A,M„(T ) in the diamond powder could be described
by an Arrhenius law with a frequency factor of 10 s
and. an activation energy E, =43 meV. This implies a
diffusion prefactor for Mu in diamond DO=0. 015 cm
s ' (Table XIV), or, using Eq. (5.15), a jump rate at
infinite temperature of -4)&10' s '. This is high, but
only marginally so.

We conclude from Table XIV that Mu in silicon and
germanium is vastly more mobile at low temperature
than would be expected from the high-temperature hy-
drogen permeation measurements. An estimate for the
maximum rate at which over-barrier difFusion can occur
is the so-called "adiabatic limit"

F. The Mu-to-Mu transition in diamond

(~,|+2~,)/3

A positive A„and hence a positive spin density, would
suggest that Mu* is a distorted version of Mu. A nega-
tive spin density, on the other hand, would result from a
polarization transfer etfect (similar to "core polarization"
in magnetic ions) exerted by an unpaired electron some
distance from the muon. The similarity in the tempera-
ture dependences of the Mu* hyperfine constants for
diff'erent materials (see Fig. 56) makes it plausible that the
sign of 3, is the same in all of them.

Purely spectroscopic observations of the Mu* state, as
described in Sec. V.D. 1, can be used to determine the
relative sign of the anisotropic Mu' hyperfine constants
3

I~

and Az. But a dynamic process is required in order
to perform an absolute sign determination. Such a pro-
cess is fortunately available in diamond, namely, a
thermally activated, irreversible transition from the Mu
state to the Mu state.

A general observation in the diamond and zincblende
materials is that the isotropic Mu state is unstable at
elevated temperatures (see Table IX). In nitrogen-free di-
amonds, Mu is observed up to 40S K. The first observa-
tion of the Mu-to-Mu* transition (Holzschuh et al., 1982)
was in a diamond powder at zero field, where three Mu*
oscillation frequencies are observed, namely, v&2, v&4, and
v34 (see Table II). A strong stephke increase was ob-
served in the amplitude of each of these lines as the tem-
perature was increased, but the increases did not occur at
the same temperature. Points of inAection for a &2, a &4,

and a34 occurred, respectively, at 560 K, 700 K, and 720
K. Just this behavior, namely, an increase in a, 2 fol-
lowed by increases in the other two amplitudes, was pre-
dicted by Meier (1982) assuming a thermally activated
Mu-to-Mu transition in which the electron polarization
is conserved. Using Meier's theory it was possible for
Holzschuh et al. to fit the transition rate A from Mu to
Mu* to an Arrhenius 1aw,

(5.22)

The signs of the hyperfine parameters for a muonium
state reAect the polarization of the bound electron, and
hence are important in characterizing the state. By anal-
ogy with vacuum muonium, the hyperfine parameter of
the isotropic Mu state is certainly positive, corresponding
to a positive electron spin density at the muon. No such
analogy can be made for the anisotropic Mu* state. Here
the spin density at the muon is related to the isotropic
part of the Mu* hyperfine interaction,

r I

9.2&& 10 cm s ' (diamond),

D,d;,b„;,——~ 7.2X 10 cm s ' (Si),
4. 5&&10 cm s ' (Ge) .

(5.21)

A(T) =ql exp( E, /kT), —
with the values (Richner, 1982)

ql = 1.2 (2) X 10' s

E, =0.569 (8) eV (powder) .

(5.23)

(5.24)

Note the similarity of these values for diamond and ger-
manium with those given in Table XIV.

The fact that this law, extrapolated to lower temperature,
did not correspond to the observed Mu disappearance
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rate was later found to be due to Mu trapping at nitrogen
impurities (see Sec. V.E).

Although establishing the existence of a transition, the
zero-field data were not of suScient quality to determine
the sign of A„hence the experiment was repeated with a
single crystal sample in an applied field. In the chosen
experimental geometry, the [110]axis was oriented paral-
lel to the applied field such that two [11 lj Mu" symmetry
axes were at 49=90'. A preliminary experiment on a
nitrogen-containing (type-Ia) diamond was plagued by
strong relaxation e6'ects (Patterson, Holzschuh, Kundig,
Meier, Gdermatt, Sellschop, and Stemmet, 1984). Im-
proved data are now available from a nitrogen-free
(type-IIA) diamond (Odermatt et a/. , 1986). The Mu re-
laxation rate and the amplitudes of the 0=90' Mu' lines
in this stone are shown in Fig. 61. As in ihe powder ex-
periment, with increasing temperature one sees the Mu
relaxation followed by frequency-specific increases in the
Mu* amplitudes.

As discussed in Sec. II.B.3 and illustrated in Fig. 20 a
resonant transfer of muon polarization occurs from the
Mu to the Mu state at applied fields at which the preces-
sion frequencies of Mu and Mu coincide. As seen in the
upper part of Fig. 62 there are coincidences between v&2

of Mu* and v&2 and v23 of Mu at the field values

8+ ——17.2 and S =15.4 mT, respectively. If the elec-
tron spin is conserved during the transition, a resonant
transfer of muon polarization will occur at 8+ or 8
depending on whether the isotropic part of the Mu*
hyper6ne interaction A, is positive or negative, respec-
tively. As the applied field is swept through one or the
other of these values, one thus expects to observe a max-
imum in the a &2

Mu' amplitude. If the electron polariza-
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FKj. 61. The Mu relaxation rate {triangles and leA-hand scale)
in a nitrogen-free (type-IIa) diamond as a function of tempera-
ture in an applied field of 1.25 mT. Also shown are the Mu*
precession amplitudes a» {solid circles) and a34 (open circles)
for centers with the symmetry axis perpendicular to an applied
field of 16.5 mT {right-hand scale). The dot-dashed curve
represents an Arrhenius law for the Mu relaxation rate {plus a
temperature-independent term), and the solid and dashed
curves represent fits to the Mu —+Mu transition model of
Meier {1982). From Odermatt et al. {1986).
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FIG. 62. The resonant transfer of muon polarization from Mu
to Mu* in diamond. The upper section shows the Mu (dot-
dashed curves) and Mu {solid curves) precession frequencies as
a function of applied field and indicates the field values 8 and
8+ at which coincidences occur between the Mu* frequency v»
and the Mu frequencies v» and v». The center and lower sec-
tions show the field-dependent Mu* amplitudes a» {solid cir-
cles, solid curves) and a34 {open circles, dashed curves) at two
diferent temperatures. The resonant polarization transfer at
8 implies that 3„the isotropic part of the Mu* hyperfine in-
teraction, has the opposite sign to that in Mu {i.e., it is nega-
tive}. The dot-dashed curves in the center section show the ex-
pected behavior for a positive 3, . From Odermatt et al. {1986}.

tion is not conserved during the transition, peaks should
occur in the a&2 Mu amplitude at both 8+ and B
The width of the peak(s) retlects the transition rate A
from Mu to Mu', a slower transition produces a nar-
rower peak.

The central and lower parts of Fig. 62 show field-
dependent measurements made on the type-IIa diamond.
A single resonant peak in the a, z Mu* amplitude (solid
circles) is clearly seen, while the amplitude a~4 (open cir-
cles) shows no eftect. The narrower resonance at the
lower temperature indicates a lower transition rate
[A (T=454 K)=46 (5) ps ', A (T=494 K)=142 (12)
ps 'j.

As seen in Figs. 6'1 and 62, there is a prompt fraction
of Mu that is formed at t=0, as well as the indirect
fraction that forms first as Mu. These two fractions must
be added in phase for each of the two Mu* symmetry
axes perpendicular to the applied field. After having
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determined the fractions with global fits to the data, it
was possible to extract a transition rate A from the Mu*
amplitude data of Fig. 61 for the individual temperature
points. These determinations, together with the Mu re-
laxation rate (minus a temperature-independent constant)
and the two values of A from the field-dependent mea-
surements, are shown in an Arrhenius plot in Fig. 63.
The data are nicely consistent, showing that no addition-
al relaxation processes are important. The fitted parame-
ters for the Arrhenius law (S.23),

LP = 1.14 (28 ) X 10' s

E, =0.476 (9) eV (crystal),
(5.25)

10

are slightly difFerent from those from the powder experi-
ment [Eq. (5.24)].

Thus Mu is thermally excited to cross a barrier of ap-
proximately 0.5 eV to form the more stable Mu state,
and the transition occurs without polarization loss by the
bound electron. The prefactor 4 is of the order of an op-
tical phonon frequency (Warren et al., 1967), which is ap-
proximately the highest frequency possible for thermal
motion in a solid. This implies that if Mu succeeds in
crossing the barrier, a single hop brings it to the Mu'
state.

It is clear from Fig. 62 that the resonant peak in the
Mu* amplitude occurs at B, implying a negative sign
for A, . Thus the correct picture of Mu* in diamond, and
by extension in the other diamond and zincblende materi-
als, is that of an approximately diamagnetic center which
is "exchange polarized" by a distant paramagnetic elec™
tron.

G. Muonium dynamics in silicon, germanium,
and gallium arsenide

+collision =~collision~e + (5.26)

where o.„H;„,„is a typical cross section ( —10 ' cm ), U,
is a typical thermal electron velocity [(3 kT/m, )' —10
cms '], and n is the free-carrier density. We expect
such collisions to produce observable efFects when v„»;„„
is of the order of either the muon-decay rate (5 X 10 s ')
or a muonium hyperfine frequency (2X10 s '), and ac-
cording to Eq. (S.26) this will occur at carrier concentra-
tions of approximately 5&10' cm and 2&10' cm
respectively.

The carrier concentration in a semiconductor can be
altered either by doping with electrically active impuri-
ties or by the intrinsic thermal creation of electrons and
holes. Figure 64 shows the intrinsic electron concentra-
tion in silicon and germanium as a function of tempera-
ture, as determined by Morin and Maita (1954a, 1954b).
The rate, of collisions between the muon and intrinsic
electrons becomes comparable to the muon-decay rate in
silicon and germanium at approximately 450 and 320 K,
respectively.

Numerous pSR data exist on the dynamics of muoni-
um states, principally in silicon and germanium. These

Two classes of processes are important for the dynam-
ics of muonium states in semiconductors. These involve
either (a) motion of the muon or (b) interactions of
muonium with free charge carriers. Particular examples
of muon motion have been treated in Secs. V.E (Mu
diffusion) and V.F (change of site in diamond), where it
was shown that typical activation energies for muon
motion range from approximately zero to 500 meV
(0—6000 K). The interaction of muonium with free car-
riers is limited by the muonium-electron collision rate,

O
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10 — np = 5.1
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1/T (10 K )

FICr. 63. An Arrhenius plot of the transition rate A from the
Mu to the Mu state in diamond as determined in three
difFerent ways: o, the observed Mu relaxation rate corrected by
a small temperature-independent term; , temperature-
dependent measurements of the Mu amplitudes; 4, A, widths
of the resonant peaks seen in field-dependent measurements of
the Mu* amplitudes at two difFerent temperatures. The line
corresponds to the Arrhenius parameters in Eq. (5.25). From
the Zurich group (unpublished).
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FIG. 64. Intrinsic carrier concentrations in silicon and ger-
maniurn, expressed as the product of the electron and hole con-
centrations. From measurements by Morin and Maita (1954a,
1954b).
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data are reviewed in this section, which is organized as
follows. A subsection is devoted to each of the materials
Si, Ge, and GaAs, and within each subsect'ion the experi-
mental results are classified as (a) temperature-dependent
efFects in high-purity samples, (b) doping-dependent
eIFects, and (c) longitudinal-field measurements. Experi-
ence has shown that the dynamic quantities measured
with @SR which depend on temperature and doping are
the Mu* relaxation rate k +, the Mu relaxation rate

MU '

A,M„, the diamagnetic p+ amplitude a +, and the p+ re-

laxation rate A, +. The temperature- and doping-

dependent results are presented in this order.
A general observation for high-purity Si, Ge, and

CsaAs is that, with increasing temperature, A, + erst be-
Mu

gins to increase due to a Mu* —+p+ transition, followed
by an increase in XM„ from a Mu —+@+ transition. The
p+ amplitude shows stepwise increases as the corre-
sponding transition rates become sufFiciently large to
prevent muon dephasing. The diamagnetic state itself be-
comes unstable at the highest temperatures measured,
presumably due to repeated "charge exchanges" between
the p+ state and a paramagnetic state. The relaxation
rates of all three states are doping dependent, and even
nominally high-purity material shows sample-dependent
effects. The longitudinal-field quenching of this relaxa-
tion is helpful in determining the causes of the relaxation.

The Anal subsection treats dynamic effects that are in-
duced by applied electric fields, illumination with visible
light, and particle irradiation.

1. Silicon
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FIG. 65. The muon polarization in doped silicon at room tem-
perature compared to that in warm and cold germanium and in
graphite. The measurements were performed by comparing the
forward and backward positron emission rates in transverse ap-
plied fields of zero and 4 mT. The integrated rites were record-
ed starting 0.6 ps after the muon stop during a 1.2-ps time win-
dow. From Feher et al. {1960).

silicon and germanium; the apparent variations in Figs.
65 and 66 are due to changes in the relaxation rates of
these signals. [The observation of a temperature-
dependent Mu* formation probability and of Mu* pre-
cession signals above 165 K in silicon by Boekema et al.
(1981) have not been reproduced in later work (Albert,
1986; the Zurich group, unpublished). ] An overview of

Silicon is the semiconductor that has been most inten-
sively studied with pSR. The first doping- and
temperature-dependent studies of muonium states in sil-
icon were the longitudinal-field quenching experiments of
Feher et al. (1960) and'Eisenstein et al. (1966). Figure
65 shows their time-averaged muon polarization mea-
sured at room temperature. in silicon and at two tempera-
tures in germanium. Note the metallic-like lack of depo-
larization at extreme p and n doping, where the carrier-
muon collision frequency v„»;„.,„ from Eq. (5.26) exceeds
the Mu hyperfine frequency. Note also the sudden
change in the muon polarization that occurs at approxi-
rnately 10' cm n doping (where v„»;„,„ is of the same
order as the muon-decay rate). A more complete picture
from Patterson, Kiindig et al. (1978) (Fig. 66) shows the
observed precession amplitudes of the p+, Mu, and Mu*
fractions at three temperatures. The sudden change in
the room-temperature p+ amplitude with n doping is
again observed.
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a. Effects of temperature

It has been established in numerous experiments that
the amplitudes of the Mu and Mu* states are to a good
approximation temperature and doping independent in

FICx. 66. The muon state formation probabilities in silicon mea-
sured in intermediate-field precession experiments as a function
of temperature and doping (Patterson, Kundig et al. , 1978).
The fractions should be taken as lower limits, since the eff'ects of
signal relaxation and finite time resolution were not accounted
for.
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the temperature-dependent dynamics data in silicon is
presented in Fig. 67, where the relaxation rates for Mu
and Mu, the p+ amplitude, and the p+ relaxation rate
are plotted for high-purity samples as a function of tem-
perature. The data in the figure have been collected from
the sources given in Table XV, and all were taken with
conventional muons, with the exception of the A,

a +, and X + measurements on p-type material with 10'

cm acceptors, for which surface muons were used.
+. The Mu* relaxation rate in silicon measured by

the Zurich group (unpublished) rises sharply as the tem-
perature is increased above 140 K, and no precession is
observed above 165 K, in agreement with Blazey et ah.

(1981) and Albert et al. (1984). Blazey et al. found that
+ is independent of the orientation of the sample.

The Zurich group has fitted A. +(T) for a 13 500-Q cm

sample to an Arrhenius law of the form

Doping (cm 3)

p, 10' (AM„)

n, &2&&10"
p, 5X1011
p, 5X 10"
p, 5~ 10'
n, 1.6~10"

290
10

0.5

200
15
0

42
23.6

Reference

Zurich group (unpublished)

Zurich group (unpublished)

Patterson, Holzschuh, Kiev',
Blazey, and Estle (1984)
Albert et al. (1984)
Blazey et al. (1981)
Holzschuh (1983)
Barsov et al. (1980)
Barsov et al. {1979)

A, ( T ) =4 exp( E, /kT ) +—A,(0), (5.27)

with the values

TABLE XV. References for the transverse-field, high-purity
silicon data in Fig. 67.

0
0
15-

'co
10-

Silicon
I

12o p 1Q cm
11 -3

& n, (2x10 cm
11 -3

& p, 5x10 cm
11 -3o p, 5x1Q cm, Q=0
12 -3

x p, 5 x10 cm
-3

n, 1.6x10 cm

4=9.5 ( 7. 1 ) X 10' s

E, =0.168 (10) eV,

A,(0)=0.041 (15) ps

(5.28)

This activation energy is in disagreement with the 0.11
eV found by Blazey et al., and the Zurich data are incom-
patible with the T law cited by those authors for a Ra-
man process.

A,M„: The relaxation of the isotropic Mu state in high-
purity silicon begins rising above 140 K, and precession
can no longer be observed above 300 K. The 0.5-mT
data of Patterson, Holzschuh et al. (1984) on the 13 500-
Q cm sample is well represented below 290 K by the Ar-
rhenius law (5.27) with the values

0.5-&

Mu

00

X
g ~ px

0 =6.54X10' s-',
E, =0. 114 eV,

A, (0)=0.35 ps

(5.29)
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FIG. 67. Collected data on the temperature-dependent dynam-
ics of muon states in high-purity silicon. The indicated low-
temperature muon state fractions in the a + panel are from

Table Vlj:I. References for the individual data sets are given in
Table XV.

It should be noted that a 0.5-mT room-temperature mea-
surement lay significantly above this curve and that the
linewidth measured at 0.5 mT at 275 K agreed excellent-
ly with that of the direct transition seen with the zero-
field technique.

The Mu relaxation rate in silicon appears to be sample
dependent, even in nominally high-purity samples.
Very-low-temperature data of Bucci et al. (1981) on a
2000-Q cm sample show an increase in A,M„below 10 K,
reaching a value of 4 ps ' at 60 mK, and Patterson,
Holzschuh et al. (1984) found a rate of 1.6 p, s ' in the
temperature range 1.6—4.2 K in a 30000-Qcm sample.
There is also a report in the literature of the sample-
dependent disappearance of triplet Mu signals in ultra-
pure silicon at 4.2 K (Brewer, 1979). These sample-
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dependent low-temperature relaxation rates in silicon
presumably indicate that electrically inactive impurities
are trapping mobile Mu. The apparently extremely rapid
motion of Mu at low temperature in silicon and germani-
um has been documented in Sec. V.E.

The low-temperature Mu relaxation rate in silicon also
depends on the frequency v; of the Mu precession com-
ponent. A comparison of A,M„measured in the same
30000-Q cm sample at 1 mT (where v, 2-v23 14 MHz)
and at zero field (v24-2000 MHz; Holzschuh, 1983)
showed that below 20 K, thc d11cct transltlon v24 1s very
strongly damped, while the intratriplet line remains nar-
row (see Fig. 67). Holzschuh interpreted this frequency-
dependent relaxation in terms of the hopping of Mu
among inequivalent sites with slightly varying, but still
isotropic, hyperfine interactions. In contrast to the direct
transition, the triplet precession is insensitive to such a
variation. As discussed in Sec. V.C.2 such hopping was
also used by Holzschuh to explain the nonmonotonic
temperature dependence of the Mu hyperfine frequency
3 in silicon.

Additional measurements of XM„and 2 have been per-
formed on the 13 500-Q cm and the 30000-0 cm samples
by the Zurich group with the high-transverse-field tech-
nique (Felber, 1984). By varying the field, one could
change the frequencies of the precession lines v, 2 and v34

over a wide range and alter their sensitivity to a variation
of the hyperfine frequency A. Results of the experiment
at 15 K are summarized in Table XVI.

All the A values measured by Felber at 15 K are in ap-
proximate agreement with that found by Holzsc huh
(2009 MHz) at zero field in the 30000-0 cm sample and
are well below the maximum 3 value of 2015 MHz mea-
sured by Holzschuh at 75 K. This implies that the non-
monotonic behavior of A(T) is present in both samples.
Furthermore, ' the 30000-Q cm sample shows the expect-
ed frequency-dependent linewidth: broader lines for a
higher sensitivity of the precession frequency to a varia-
tion in 2 [i.e., A, ,2 decreases and A, 34 increases with in-

creasing field; see the discussion of the Mu jump model of

Celio (1985) in Sec. II.B.2]. What is surprising in
Felber's data, however, are the much narrower lines ob-
served in the 13 500-sample at all fields. This again
points to sample-dependent trapping of Mu at low tem-
perature in silicon, and it demonstrates that- the non-
monotonic A(T) dependence and the low-temperature
Mu relaxation seen in silicon have diferent origins.

a +. The amplitude of the diamagnetic muon signal

a + in silicon increases from a value of 10% or less at
low temperature to Virtually 100% at 700 K (see Fig.
67). This increase occurs in two distinct steps, one near
200 K and a second near 500 K, associated with polariza-
tion transfers from the disappearing Mu* and Mu states,
respectively. This is obvious from the correlation of the
a + steps with the increases in XM + and XM„on the one

p Mu

hand, and from the agreement between the size of the
steps and the fraction of the polarization originally ap-
pearing as Mu' and Mu on the other hand (note the indi-
cated fractions in Fig. 67).

There appear to be significant differences in the form
of a +(T) from one experiment to another. For the case
of the 200-K Mu* —+@+ step, this may reAect the strong
doping dependence of the Mu* relaxation rate, which
will be discussed in the following section, or it may
reflect the fact that the experiments were performed at
different applied fields. The 500-K Mu~p+ step is
difFicult to measure accurately due to the simu'ltaneous
increase in the muon relaxation rate.

The 500-K step in a +(T) has been fit to a model in

which Mu makes a transition to the p+ state at a rate
given by an Arrhenius law (Cxordeev et al., 1978). Gor-
deev et al. fit their data for an n-type silicon sample,
1.6X 10' cm [identical to that of Barsov et al. (1979)
in Fig. 67] to Eq. (2.52), assuming a negligible spin-fiip
rate v and a modified Arrhenius law for A, and obtained
an activation energy of E, =0.18 eV. (I have performed
the same analysis of their data and have obtained
E, =0.39 eV.) This is not in good agreement with the ac-
tivation energy of 0.114 eV obtained from AM„(T) in sil-

TABLE XVI. High-transverse-field measurements of the Mu hyperfine frequency 3 and precession
linewidth X in two high-purity silicon samples. From Felber (1984).

Si sample
(ohm cm)

30000

30 000

13 500

13 500

0.1

0.5

0.1

0.5

Mu
line

&34

&34

Frequency
(MHz)

686.774 (56)
1321.28 (48)

863.73 (10)
1142.23 (14)

701.076 (47)
1307.14 (8)

865.131 (65)
1143.20 (7)

2008.05 (48)

2005.96 (17)

2008.22 (15)

2008.33 (10)

(ps-')

3.67 (36)
20.7 (3 ~ 0)

5.50 (63)
8.69 (89)

0.92 (30)
1.91 (48)

0.85 (41)
1.08 (45)
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icon [Eq. (5.29)]. Such a Mu~p+ transition should pro-
duce a measurable shift of the initial phase y of the muon
precession signal, and evidence of such a shift at 380 K
has been mentioned by Barsov et al. (1980). No ar-
rhenius analysis has yet been done of the increase of a +
associated with the Mu* —+@+ transition in silicon.

A, +.. In high-purity silicon, the relaxation rate A, + of
P P

the diamagnetic muon signal is negligible below 400 K
(see Fig. 67). [The observation of a p+ component in
mildly doped (5.3X10' cm ) p-type silicon that re-
laxed with a rate of 30 ps ' at 77 K and 0.44 T cited by
Johnson (1976) and Brewer et al. (1975), has not been
reproduced. ] The rate A, + increases sharply above 400

K, implying that the p+ state becomes unstable. Note
that 400 K is the temperature at which the collision rate
defined in Eq. (5.26) between the muon and intrinsic car-
riers is of the order of the muon-decay rate.

Effects of dopI/7g

10-

5—

12
Q 2x10 crn

12
X 7&10 CITl

14 -3
~ Bx10 cm

10—

0,,
1 0'-ar

x px
I
I

0.5-,g
OX 3(~ ~ 4

0.0„,
-"-

20-

X
0

.O ~X

(D

10-

0-
0

QOX X XO
I

100 200 500
T (K)

I

400 500

FIG. 68. Data on the dynamics of muon states in n-doped sil-
icon at 0.9 T. From the Zurich group (unpublished). The indi-
cated low-temperature muon state fractions in the a + panel

are from Table VIII.

The eftects on the muonium states of doping silicon
with phosphorous donors (n-type doping) are summa-

n- doped Silicon

(~) (Q) (XI

rized in Fig. 68. These are unpublished data of the Zu-
rich group taken using conventional muons with the
high-transverse-Geld technique at an applied field of 0.9
T. The relaxation rates of all three muon states increase
with n doping.

A,M, . The effect of n and p doping on the Mu* relaxa-
tion rate in silicon has been intensively studied at the
magic field (8', ) by Albert et al. (1984, 1985b), and
these results are reproduced in Figs. 69 and 70. In both
sets of data, two contributions to A, ~ are seen, one pro-Mu
portional to the free-carrier concentration n (solid
curves) and the other an activated intrinsic process
(dashed curves) also seen in high-purity samples. The
proportionality of k + to carrier concentration belowMu

140 K is most dramatic in the p-type data of Fig. 70,
where acceptors with diQ'erent ionization energies were
used. The authors conclude that the doping-dependent
contribution li, + (doping) follows the laws

r

n2X10 cm s ' (n-typ )e,

n 2X 10 cm s ' (p-type),
, (doping)= '

(5.30)

and they ascribe this contribution either to the scattering
of carriers on Mu' or to a change of charge state result-
ing from the capture by Mu* of a carrier. Note that
these rates are of the order of the carrier-muon collision

~ 100
C)

CL

I 'f

S i (n- type)
8=0.2 T

l
'I

l

I
I
I

~

~
I

a
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FIG. 69. Doping and temperature-dependent Mu* relaxation
rates in n-doped silicon measured at the magic field 8*,

~ =0.2
T. The solid curves show the relation A, ~=n2X10 cm

s ', and the dashed curve indicates an intrinsic process. From
Albert et al. (1984).
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FIG. 70. Doping- and temperature-dependent Mu relaxation
rates in silicon doped with different acceptors measured at the
magic field B*,~=0.2 T. The solid curves show the relation

——n 2 & 10 cm' s ', and the dashed curve indicates
Mu

an intrinsic process. From Albert et al. (1985b).

frequency (v„»;„,„——n10 cm s ') estimated in Eq.
(5.26).

A transverse-field study (with conventional
muons at 1 mT) of the relaxation of isotropic Mu in n-

type silicon is shown in Fig. 71 (Weidinger et a/. , 1983).
Noteworthy are (a) the temperature-independent but
doping-dependent plateaus in A,M„below 90 K, (b) the ap-
proximately doping-independent rise in A,M„above 200 K,
and (c) the doping- and temperature-dependent regions at
intermediate temperatures.

Low-temperature plateaus similar to these have been
observed in doped germanium (see Sec. V.G.2.b) by
Weidinger et al. (1981) and tentatively explained in
terms of an exchange interaction of Mu with neutral,

paramagnetic dopant atoms. This mechanism cannot ex-
plain the plateaus in doped silicon (nor, by extrapolation,
in doped germanium) for the following reasons.

(a) Such an exchange interaction should be quenched
by an applied field of the order of 50 mT. But measure-
ments in transverse fields up to 0.1 T by Albert (1986)
and up to 1.1 T by the Zurich group (unpublished) show
no significant change in A,M„.

(b) The plateau values of A,M„are not uniquely deter-
mined by the phosphorous dopant concentration, as can

FICi. 71. Doping- and temperature-dependent Mu relaxation
rates in n-doped silicon at 1 mT. From Weidinger et al. (1983).

be seen from a comparison of the Zurich measurements
(Fig. 68) with those of Weidinger et al. (Fig. 71).

(c) As seen in Fig. 69, the phosphorous donors in sil-
icon are completely ionized at 50 K, whereas the A.M„pla-
teau extends to 90 K.

In the following section longitudinal-field measure-
ments by Weidinger et al. (1983) will be discussed which
demonstrate that a dephasing mechanism is responsible
for the plateaus and not a spin-flip process. Transverse-
field pSR measurements by Hoekema et al. (1981) on
some of the same samples as in Fig. 68 indicate that the
Mu relaxation rate at 20 K in n- and p-doped silicon is
proportional to n ', with a 2.5 times higher rate in the
n-doped material (Boekema, 1983). Albert (1986), on the
other hand, finds no significant difference between the n-

and p-doping dependences of XM„at 10 K, and he sees an
n dependence of A, M„ in n-type silicon at 140 K. All
these observations are compatible with a model in which
Mu relaxes at low temperature due to trapping at impuri-
ties. Such trapping would be in accordance with the high
Mu diffusion rates discussed in Sec. V.E and the sample-
dependent relaxation effects discussed in Sec. V.G.1.a.

a +. It is clear from Fig. 68 that moderate phos-

phorous doping causes no dramatic change in the tem-
perature dependence of the diamagnetic amplitude a +.

X +.. Figure 68 also shows that weak n doping of sil-

icon has no marked effec on the relaxation rate k + of
the diamagnetic signal, except perhaps to produce a
small maximum around 200 K, the temperature at which
the amplitude a + of this signal begins to increase. Such

a peak is also seen in the n-type data of Barsov et al.
(1980) in Fig. 67. A strong efFect is seen, however, upon
doping to a phosphorous concentration of 3&10' . This
produces a k + of approximately 10 ps ' for ternpera-

tures above 230 K, implying that sufficient n doping also
makes the p+ state unstable, perhaps in a similar fashion
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c. Longitudinal-field experiments

Several studies of the longitudinal relaxation rate A,
~~

in
n-doped silicon as a function of the applied longitudinal
field are summarized in Fig. 73. The sample with 10'

2 ~10
Float Zone Si

T =38K
8=30mT

2~10
Czochralski Si

T=19K
8=30mT

Mu

0

T=290K
B=10mT

60
10

A

0

T=300K
B=10mT

0 I L

0
0"

60 0
Frequency (MHz)

60

FIG. 72. Transverse-field @SR spectra in float-zone and
Czochralski-grown silicon. The approximately 10' -cm oxy-
gen impurities in the Czochralski sample have no effect on
Mu*, but destroy entirely the p+ signal (as well as the Mu
signal —see Fig. 45). From the Zurich group (unpublished).

to the thermally excited carriers in undoped silicon.
Note that the muonium-electron collision rate (5.26) at a
doping of 3&10' cm is in approximate agreement
with the p+ relaxation rate (10ps ').

It is the failure to account for this doping-dependent
p+ relaxation which is responsible for the decreased am-
plitude of the p signal in the n-doping region in the ear-
ly experiments of Feher er Q5. (1960) (Fig. 65) and Patter-
son, Kiindig et al. (1978) (Fig. 66). The same samples
were used in Fig. 68 and by Patterson, Kundig et al.
(1978).

The comparison of @SR spectra in Goat-zone and
Czochralski-grown silicon presented in Sec. V.B showed
that the presence of the 10' -cm oxygen impurities in
the Czochralski material caused -the disappearance of the
Mu signals. This was interpreted in Sec. V.E in terms of
trapping of rapidly moving Mu. It was also shown that
oxygen destroyed the diamagnetic p+ signal at 30 K
whi1e leaving the Mu* signals unchanged. The compar-
ison between Goat-zone and Czochralski silicon is extend-
ed to room temperature in Fig. 72. Note that not only is
the p+ signaI absent in Czochralski silicon at low tem-
perature, it is also missing at room temperature. Ap-
parently the presence of dilute oxygen impurities inhibits
the Mu ~p+ transition seen in Goat-zone material. Ex-
arnination of the pSR time histograms from roorn-
temperature Czochralski runs reveals a IM+ signal that de-
cays with an extremely rapid, sample-dependent rate of
the order of 30 ps '. The implication of this admittedly
sparse data is that the intrinsic Mu relaxation discussed
above is due to a transition to a mobile p+ state, which
subsequently traps at the oxygen impurities.

n —doped Silicon

I[ II,

1
1
t

\

1

0 0.001 0.01
B„(T)

~~ ) ..I).l I
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~ n, 10 cm, 295K

I
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FIG, 73. Collected longitudinal-field relaxation studies in n-
doped silicon. The sample with 1.6)&10' crn doping was
studied by Barsov et al. (1980), and that with 10' cm was
studied by Ivanter et al. (19'78). The dashed curve shows k~~(8~~ )
for Mu* (8=70.5 ) undergoing Nosov- Yakovleva spin flips at a
rate v= 10 ps ', and the solid curve is for Mu with v=5 ps
Background relaxation rates of 1 ps ' have been assumed in
both cases.

cm doping was studied by Ivanter et al. (1978), and
that with 1.6&(10' cm was studied by Barsov et al.
(1980).

At 78 and 204 K, Barsov et al. find a A,
I~

that is
quenched by an applied field of 20 mT, indicating that it
arises from the relaxation of the Mu' state (see Fig. 23).
This is confirmed by their simultaneous observation of a
rise in the polarization a~~. In this experiment the crystal
was oriented with the [111]axis parallel to the field. The
dashed curve in Fig. 73 shows my calculation of A, ~~(Bi )

assuming Nosov- Yakovleva spin Hips of a Mu* state with
symmetry axis at 8=70.5 to the applied field. The spin-
Aip rate is v= 10 ps ', and an additive background relax-
ation rate A, ~~(oo)=1 p, s ', presumably from Mu, is as-
sumed. The low-field data are poorly accounted for by
this curve, perhaps because of the drop in the amplitude
of the relaxing component (see Fig. 23). For comparison,
the transverse-field relaxation rate A, at 78 K expected

Mu

for this doping from the relation of Albert et al. [Eq.
(5.30)] is 3.2 ps '. At 204 K the "intrinsic" Mu* relaxa-
tion has raised A, , in excess of 100 ps (see Fig. 69).
Barsov et al. And no longitudinal relaxation in the n-type
sample at room temperature, either because v exceeds the
Mu* hyperfine frequency or because Mu* makes a very
rapid change of state to p+. Finally, Barsov et al. fail to
find longitudinal relaxation in a p-type sample with
5&&10' dopants cm at any temperature, presumably
due to the lower rate of Mu' relaxation [see Eq. (5.30)].

The more strongly doped sample of Ivanter et al.
shows a faster longitudinal relaxation at room tempera-
ture, which quenches only above 0.2 T. Recall that the
room-temperature transverse-field A, + rate is also greater
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FIG. 74. Collected longitudinal- and transverse-field relaxation
studies in silicon. References for the various data sets are given

in Table XVII.

in an n-doped sample than in undoped material (see Fig.
68). The solid curve in Fig. 73 is my calculation of the
Nosov-Yakovleva A, ~~(Si ) assuming Mu electron spin flips
with a rate v=5 ps '. The background relaxation rate
A,

~~(
ca ) was again taken to be 1 ps, but in this case it is

unexplained. Ivanter et a/. find that the amp/itude of the
longitudinal relaxing component is also field dependent.
Instead of invoking spin Aipping, they propose a model
involving transitions among three distinct muonium
states to explain this observation:

Mu'~MO —+p+ .
A' A

(5.31)

A fit of the amplitude data to this model yields 2 '=1580
(80) MHz, A'=7100 ps ', and A=0. 69 ps ', assuming
negligible spin Gipping in either state.

A comparison in silicon of the temperature-dependent
transverse-Geld relaxation rates A,M„and X + and the

longitudinal-field rate A,
II

is presented in Fig. 74. Refer-
ences for the data shown are given in Table XVII. The

XII measurements were all performed at 20 mT, a field
sufhcient to quench a spin-Aip relaxation of the Mu* state
but one that leaves that of the Mu state unatfected (see
Fig. 23). Two points are noteworthy.

(1) The Nosov-Yakovleva theory predicts a ratio of ap-
proximately 2/3 between A,

II
and A,M„ if slow electron spin

Qips are the principal cause of relaxation. For
v ((cue ((Noj

(5.32)

=A,„=4 /(4 )p+ II
(5.33)

(see Table V). But it is unlikely that this is the p+ signal
seen in warm silicon for two reasons. First, the Nosov-
Yakovleva theory cannot explain the gradual rise in a +

with temperature. Second, Eq. (5.33) predicts a A, + rate

that decreases with increasing spin-Aip rate v, and it is
dificult to explain a decrease of v with increasing tern-
perature. An alternative explanation is ofFered by the
charge exchange model of Ivanter and Smilga (197la,
1971b; see Sec. II.B.2), in which repeated changes of state
occur between Mu and a diamagnetic p+ state. It ap-
pears possible to find thermally activated rates for elec-
tron capture and loss that not only can account for the
simultaneous rise in A, + and a + but also can explain the

P P
observed rise in A,

I~

(W. Qdermatt, private communica-
tion).

(A, »+ A, » ) /2 =3v/2 = 3A, i/2

(see Table V). A ratio of 2/3 between k~~ and A, M„ is
indeed found in the temperature range 140-220 K, indi-
cating that Nosov-Yakovleva spin Gipping of the Mu
electron is responsible for the relaxation at these temper-
atures (Weidinger et al. , 1983). As for the 140-K
transverse-field A,M„rate, Albert (1986) finds that A,

~~

in n

type silicon follows an n ' doping dependence at 69, 140,
and 273 K. But the low-temperature A,M„plateau in n-

type silicon does not appear in A, II, implying that here the
relaxation is due to dephasing, perhaps by impurity trap-
ping, and not to spin Aips. Further evidence for this con-
clusion was presented in the previous section. By the
same argument, dephasing also causes the rise in A,M„
above 220 K.

(2) Above 400 K, only a p+ signal is seen in
transverse-field experiments in silicon, and the damping
rate A, + and amplitude a + of this signal both increase

P P
with increasing temperature (see Fig. 67). The Nosov-
Yakovleva theory predicts a signal at the diamagnetic p+
frequency for Mu which is undergoing very rapid spin
fiips (v&&coo). Under these circumstances, the predicted
relaxation rates are

TABLE XVII. References for the longitudinal- and trans-
verse-Geld measurements or silicon presented in Fig. 74.

2. Germanium

Doping
(cm ')

p, 5&10'

n, 1.6~10'

n, 10"

Measurement 8 (mT)

20
42

20
23.6
20

I

Reference

Barsov et al. (1980)
Barsov et a$. (1980)
Barsov et al. (1980)
Cxordeev et al. (1978)
Albert (1986)
Weidinger et al. (1983)

In general, germanium presents a similar picture of
muonium dynamics to that of silicon. Two important
difFerences between the two hosts should be noted, how-
ever: (a) germanium shows a much smaller Mu* forma-
tion probability than does silicon. (b) Whereas the Mu
and Mu* precession signals in silicon disappear at two
well-separated temperatures (165 and 300 K, respective-
ly), both states disappear at approximately 110 K in
high-purity germanium.
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a. Effects of temperature Qerrngniurn

Representative measurements of the temperature-

in Fig. 75 for high-purity germanium, and the references
or the data are given in Table XVIII. As in the case of

silicon, both muonium states disappear with increasing
temperature, and their polarizations reappear in the di-
amagnetic p+ state. At still higher temperatures, the p+
state again shows an increased relaxation rate.

: Thhe three measurements of the Mu* relaxation

rate A. & T& in h'& in high-purity germanium are in agreement

(Weidinger et al., 1981; Blazey et al., 1983; Doring et al.,
1983&. 1&. 8 azey et al. have analyzed their data in terms of
an Arrhenius law and find an activation energy of 26
meV, compared to the values of 168 and 110 meV for

~ ~,( T) m sthcon. No agreement was possible with a T
law typical for a Raman process. These authors also
found no significant dependence of k + on the crystal
orientation.

As in the case of silicon, the relaxation rate of
thy isotropic Mu state A,M„ in high-purity germanium
also shows a monotonic rise with increasing temperature.
Weidinger et al. (1981) have determined an activation
energy of 12 (3) meV from the doping-independent rise in
A,M„above 50 K. Also as for silicon, a zero-field study
(Holzschuh, 1983) showed an increased relaxation rate of
the direct hyperftne transition [10 (4) p, s

' at 4.2 K]
which is not observed for the intratriplet transitions [Pat-
terson, Holzschuh et al., (1984) measured less than 0.35
ps ' at this temperature]. This indicates that germani-
um shows a similar low-temperature Mu trapping behav-
ior to that observed in silicon.

a +. Except for a small step reported by Doring et al.
(1984) between 5 and 20 K, the diamagnetic amplitude
a + in germanium changes only in the temperature range

150—300 K from less than 15% to virtually 100%. That
this rise is associated with a Mu —+@+ transition is most
elegantly demonstrated by the measurements of the ini-
tial phase y of the p+ precession signal by Kudinov et al.
(1975, 1976; see Figs. 76 and 19). In their analysis of

a + as functions of field, these authors assumed a
Mu —+@+ transition that proceeds at the rate A and

o (1.5x10 crn
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FIG. 75. C llo ected data on the temperature-dependent dynam-
ics of muon states in high-purity germanium. The indicated
low-temperature muon state fractions in the a + panel are from

Table VIII. References for the individual data sets are given in
Table XVIII.

Doping (crn ) Reference

TABLE XVIII. References for the transverse-field, high-purity

germanium data in Fig. 75.
10

B,(t T)

(1 5X10 (~ )

(1.5X10 {A,

~ 4X 10'

q, 2.2X10"
1014

: 10" (.,-)
n, 10'4 (A, +)

300-400
6

200
6
5
5

12

%'eidinger et al. (1981)
Weidinger et al. (1981)
Blazey et al. {1983)
Doring et al. (1983)
Andrianov et al. (1969)
Andrianov et al. (1978a)
Kudinov et al. {1977)

FIG. 76. The shift in the initial phase y of the diamagnetic p+
signal due to the Mu~p+ transition in n-type germanium with

14 —310 cm donors: measurements taken at A, 177 K H 187 K'
1~, 98 K. The curves are fits to the expression for the residual

XI
polarization [Eq. (2.52)], and the fit results are given i T bl

X. From Kudinov et al. (1976). The convention used in this
review implies the reversed sign for y.
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Nosov-Yakovleva spin Gipping of the Mu electron at a
rate v [Eq. (2.52)]. Their results for an n-type sample
with 10'"-cm donors are given in Table XIX. The
quantity a(0) is the fraction of muons that promptly
forms Mu. The approximate constancy of the ratio v/A
implies that the Mu~p+ transition and the Mu electron
spin fiip have a common cause.

These results and those from the temperature-
dependent residual polarization a + at higher tempera-

ture are displayed in the modified Arrhenius plot of A in
Fig. 77. The slope of the line, assuming a transition rate
A( T ) of the form

A( T)= T'~ 4' exp( E, /k—T), (5.34)

gives an activation energy E, =184(7) meV, which is
much larger than the 12(3) meV determined by Weid-
inger et al. (1981) from AM„(T). The factor T'~ in the
modified Arrhenius law (5.34) arises from the assumption
of a frequency factor proportional to the thermal velocity
of Mu.

The a +(T) behavior observed by Andrianov et al.

(1969) in a p-type sample with 10' cm acceptors is
quite different from that observed in the high-purity and
n-type material (see Fig. 75).

k +. The increase in the p+ relaxation rate with tem-
P

perature in germanium (Fig. 75) is reminiscent of that
observed in silicon, but the maximum relaxation rate
reached is approximately 2 orders of magnitude smaller.

h Effects of doping

: The relaxation rate of Mu* in germanium is in-

creased by the presence of electrically active impurities
(Weidinger et a/. , 1981; see Fig. 78). The similarity be-
tween A, ,(T) for the p- and n-type doped samples is
reasonable in view of the proportionality found in silicon
between k + and carrier concentration and the similar

binding energies of the Ga and Sb impurities in germani-
um (10.8 and 9.6 meV, respectively). A report that Mu*
is observed to lower applied fields in a doped sample than
in an undoped one (Balzer et al. , 1981a) is not supported
by later measurements (see Fig. 58). Doring et al. (1984)
have found that Mu* is unaffected by up to 10' cm
electrically inactiUe impurities in Ge.

The dependence on doping of the Mu relaxation
rate XM„has also been investigated by %eidinger et al.
(1981; see Fig. 79). As in silicon, doping causes the ap-
pearance of a low-temperature plateau in A,M„(T) which
is presumably due to the trapping of mobile Mu by the
impurities (see the discussion of the analogous effect for
silicon in Sec. V.G. l.b). Studies of A,M„ in Ga- and Sb-
doped samples by Weidinger et al. show an approximate
n dependence at 4.3 K and an n dependence at 30
K. Apparently Sb is a more e%cient trap than Ga, since
the n-type rate is consistently a factor of 30 higher than
the p-type rate. Above 50 K, a doping-independent rise

Ge:(lt e )+

~ ~

Ji

I

I"
~ ~

f
ji

doped (10'~cm 3)

FIG. 77. The temperature-dependent rate A=1/r for the
Mu —+@+ transition in weakly n-type germanium (10' -cm
donors). The points below 200 K were obtained from analyses
of the 6eld-dependent phase and residual p+ polarization,
where A and the spin-fIip rate v could be independently deter-
mined. Above 200 K, only the residual polarization a +(T)
was used, and the ratio v/A was Axed to the low-temperature
value. The factor T' arises from the assumption of an Ar-
rhenius frequency factor proportional to the thermal velocity of
Mu. From Andrianov et al. {1978a).
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80

FIG. 78. The temperature-dependent Mu* relaxation rate in
doped and undoped germanium at 0.3—0.4 T. The open and
solid circles correspond to Ga and Sb dopants, respectively.
From Weidinger et al. (1981).
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FIG. 79. The temperature-dependent Mu relaxation rate in
doped and undoped germanium measured at 6 mT. From
%'eidinger et al. (1981}.

in A,M„with temperature is observed, as in the case of sil-
icon above 200 K. Measurements of A, M„ in very weakly
doped germanium by Doring et al. (1983) show only a
marginally larger damping rate in n samples than in p
samples. These authors further find that at 20 K the
presence in ultrapure germanium of electrically inactive
Si impurities causes a Mu~p+ transition at a rate ap-
proximately proportional to [Si] . The rate of this
transition, as evidenced by the initial phase of the residu-
al p+ precession signal, is approximately temperature in-
dependent in the temperature range 4-180 K. In con-
trast to the thermally activated Mu~p+ transition dis-
cussed below, the Mu relaxation rate and the Mu~p+
transition rates agree in the Si-doped samples, implying
that spin Aipping of the Mu electron is negligible (Doring
et a/. , 1984). These authors also noted that oxygen and
carbon impurities increase the A,M„rate in germanium.

a +.. The study by Andrianov et al. (1978a) of the

temperature, Geld, and n-doping dependences of the arn-
plitude a + and initial phase y of the diamagnetic muon

signal in germanium culminated a series of papers on the
subject (Andrianov et al. , 1969; Kudinov et a/. , 1975,
1976). In my opinion, this work is the most convincing
argument for the existence of a Nosov-Yakovleva elec-
tron spin-Aip process. The temperature-dependent
Mu —+p+ transition rate found by Andrianov et al.
(1978a) in a weakly doped sample was shown in Fig. 77.
Figure 80 shows their measurements of a + (T) in sam-

ples with various n dopings, and the curves are 6ts to the
data of Ivanter and Smilga's expression for the residual
polarization in a Mu~p+ transiti. on, including an elec-
tron spin-ilip rate v in the parent state [Eq. (2.52)].

An interesting aspect of the data in Fig. 80 is the

doping-dependent shoulder at 200 K. At 5 mT and in
the absence of electron spin Aips, Eq. (2.52) predicts the
appearance of a shoulder at the value a + ——50%. As
mentioned above, the analysis by Kudinov et al. (1976)
of the field-dependent initial phase and amplitude of the
p+ signal demonstrated that the ratio v/A is approxi-
mately temperature independent (see Table XIX). The

TABLE XIX. The Mu~p+ transition (A) and electron spin-
Aip (v) rates and the prompt p+ fraction a{0) in germanium
with 10' cm donors from field-dependent measurements of
the p+ phase y and amplitude a +. From Kudinov et al.
(1976).

(K)

161
177
187
198

A

(ps ')

59 (10)
140 (40)
340 {50)
715 (255}

0.7 (2)
0.6 (2)
1-1 (2)
1.2 (2)

a(0)
(%)

12 (2)
13 (2)
13 (2)
15 (3)

ZOO

FIG. 80. Temperature-dependent measurements of the residual
diamagnetic JM,

+ precession amplitude in six germanium samples
of different n dopings. The samples 1 —6 had dopant concentra-
tion of (1) 10'; (2) 1.5&&10'; (3) 1.5&10'; (4) 1.5)&10'; (5)
1.8&&10", and {6) 2&(10' cm '. The applied magnetic field
was 5 mT. The curves are fits to Eq. (2.52), and the results are
given in Table XX. From Andrianov et al. (1978a).
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TABLE XX. Results of fitting the residual p+ polarization amplitude to a Mu —+p+ transition in n-

doped Ge. The modified Arrhenius law (5.34) was assumed. From Andrianov et al. (1978a).

n doping
(cm )

1014

1.5X10"
1.5X10"
1.5 ~ 10"

2.5 (1.1)&(10'
1.1 (4) X10"
2.1 {1.4}~10"
1.4 (7)~1012

E,
(e&)

0.184 (7)
0.166 (5)
0, 170 (20)
0.173 (8)

0.9 (2)
1.5 (4)
2.0 (5)
4.5 {1.2)

13 (1)
7 (1)
5 {1)
5 (1)

assumption of a constant v/A has the e6'ect of lowering
the shoulder in a +(T) below the 50% level, in agree-

P
ment with the data of Fig. 80. The results of fitting these
data to Eq. (5.34) for the Mu —+@+ transition rate A(T)
are given in Table XX. The ratio v/A increases and the
prompt p+ fraction a(0) decreases with increasing dop-
ing. A possible alternative explanation for the low shoul-
ders in a +(T) would be to assign them to a Mu*~p+
transition. One would still need, however, rapid electron
spin Aips to explain the lack of a Mu —+p+ shoulder at
a + =50%.

The heavy doping of samples 5 and 6 in Fig. 80 puts
them in the "metallic" regime, where the collision rate of
Mu with free carriers is large compared to the Mu
hyperfine frequency.

A striking efFect of hydrogen impurities on the a + ( T)
curve in p-type germanium has been observed by Andri-
anov et al. (1976). A crystal pulled from the melt in a
hydrogen atmosphere contained approximately 10'
cm hydrogen, and it showed a p+ amplitude which
remained at approximately 20% up to 300 K and then
rose sharply to 100% at 350 K. An n-type sample with
the same carrier concentration (10' cm ) yielded a nor-
mal a + (T). Investigations of ultrapure germanium crys-

tals grown in various atmospheres by Clawson et al.
(1981)showed no eff'ect of hydrogen.

A, +. The temperature-dependent relaxation rate A, +P p

of the diamagnetic signal is shown for n-type germanium
samples in Fig. 81 (Kudinov et al. , 1977). Note that A, +
saturates at a value much smaller than the maximum
values seen in silicon and that increased doping moves
the increase in A, + to higher temperatures.

c. Longitudinal-field experiments

Curves corresponding to these isotropic A values are la-
beled *'Mu" in Fig. 82. Since the small A values are rem-

20,

I

& 10-

255K
267K

In the only study of the longitudinal-field relaxation
rate A,

~~

in germanium published to date, Gurevich et al.
(1975) observed the behavior shown in Fig. 82 in a sam-
ple of unspecified doping. The amplitude of the relaxing
component was constant at approximately 70%, indicat-
ing that Mu is involved, but a fit to the Nosov- Yakovleva
theory gave A values far smaller than that of Mu in ger-
manium (2359.5 MHz):

233 K: A =240(20) MHz, v=1.0(2) X 10' s
(5.35)

267 K: A =154(2) MHz, v=2. 2(1)X10' s

I

0.1 0.2 0.5
B~~ (T)

0.4 0.5

I

ZDD

FIG. 81. The relaxation rate A, + of the diamagnetic signal in

n-type germanium as a function of temperature. The samples
1 —3 contained dopant concentrations of (1) 10'; {2) 1.5)&10";
and (3) 1.5&10' cm . The applied Geld was 12 mT. From
Kudinov et al. {1977).

FIT+. 82. The longitudinal-field relaxation rates measured in a
germanium sample of unspecified doping and orientation as a
function of temperature and applied field. The curves are best
fits to the Nosov- Yakovleva theory for relaxation by a
(temperature-dependent) electron spin-Hip rate (1) of an isotro-
pic muonium state with a fitted (temperature-dependent)
hyperfine interaction (Mu) and (2) of the Mu* state seen in ger-
IIIRllllllll with Rll RssuIIlcd [100] cl ystRl orlcIltat1011. DatR RIld
Mu fits from Gurevich et al. (1.975).
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iniscelit of Mu* ( A
~(

——27. 72 MHZ, Ai ——131.04 MHZ), I
attempted to fit these data to spin-Hipped Mu*. My best
fits for the two temperatures are also shown in Fig. 82,
and they correspond to the [100] axis parallel to the field
and to spin-Hip rates at 233 and 267 K of 2.8&10 s
and 4.8 &(10 s ', respectively. Needless to say, the Mu*
fits are very bad. The fit results in Eq. (5.35) were ob-
tained under the assumption that v&~2m'. The oppo-
site assumption, v«2m A, led to Mu A values of 3300
(760) MHz and 7010(360) MHz at 233 and 267 K, respec-
tively (Ciurevich et al. , 1975), which are also less than
satisfying. Since these temperatures are in the midst of
the rise in a +(T) (see Fig. 75), account should be taken

of the Mu —+@+ transition, but according to Ivanter and
Smilga (1968b) this will only add a constant to A,

~~

equal to
the transition rate A.

3. Gallium arsenide

15-
'co

10-

0 high resistivity
16

& 4x/Q cm
12

& P, 2x10 cm

The limited amount of transverse-field data presently
available on muonium dynamics in gallium arsenide is
summarized in Fig, 83. The data from the p-type sample

GaAs
20

with 2X10' cm acceptors was taken by Barsov et al.
(1985) in an applied field of 28 mT, and the other two
samples were investigated by the Zurich group (unpub-
lished) with the high-transverse-field technique at 1.1 T.
The strong nuclear hyperfine interactions experienced by
Mu and Mu* make a large applied field necessary for
muonium precession studies.

The trends presented by Fig. 83 should by now be fa-
miliar. The Mu* signals show a relaxation rate that in-
creases with increasing temperature until the signals are
lost at 150 K. Above this texnperature the diamagnetic
muon amplitude increases in response to a Mu*~p+
transition. The Mu state disappears due to an increasing
relaxation rate above 300 K, and above 450 K the muon
amplitude increases again due to a Mu~p+ transition.
Finally, above 500 K the diamagnetic p+ signal becomes
unstable.

The high-field Mu precession signals were not observed
in the low-resistivity sample (4X10' cm dopants),
presumably due to impurity trapping, but the diamagnet-
ic and Mu* signals were equally strong in the high- and
low-resistivity material (Kiev' et al. , 1985).

A preliminary longitudinal-field study of GaAs has
been performed by Barsov et al. (1984b), in which
quenching experiments confirmed the presence of Mu* at
96 K and of Mu at 350 K.

I

4. Effects of electric fields, illumination, and radiation
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FIG. 83. Collected data on the temperature-dependent dynam-
ics of muon states in CsaAs. The indicated low-temperature
muon state fractions in the a + panel are from Table VIII. The

"high-resistivity" and 4&10' cm doped samples were mea-
sured at 1.1 T by the Zurich group (unpublished), and the
2X10' cm p-doped data were taken at 28 mT by Barsov
et al. (1985).

a. Elecfric fields andillumination

The precedent for searching for effects of an applied
electric field on the muon polarization in a solid is an ex-
periment by Ivanov et al. (1962), in which a pulsed field
was applied to emulsion plates. A reduction in the
muon-decay asymmetry by a factor of 2.7 (1.4) was ob-
served for a field of 240 kV cm ', and the authors inter-
preted the effect in terms of the incorporation of Mu in a
molecule.

The Zurich group (unpublished) has made two at-
tempts to observe the effect of an electric field on muoni-
urn states, both using surface muons and both unsuccess-
ful. In the first experiment we tried to shift the position
of Mu* in diamond or to alter its electronic structure
with a field of 160 kV cm '. The electric field was ap-
plied along the [ill] direction of a type-Ia diamond at
room temperature, and the applied-Inagnetic field was 27
mT along the [—1 2 —1] direction. Upon turning the
electric field on and off, no change could be detected in
the upper 0=0 frequency at a level of 0.02%. Isotropic
Mu was not detected in this experiment due to the pres-
ence of nitrogen impurities.

In the second experiment, muons were stopped in a sil-
icon surface barrier detector at room temperature. The
hope was to decrease the relaxation rate of Mu or Mu*
by the removal of free carriers in a depleted layer. With
no applied field a rapidly damped Mu signal was observed
at 0.5 mT and no Mu* precession was seen at 290 mT, as
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expected for a high-purity sample (Mu* precession is
normally not observed above 165 K). By applying 220 V
to the detector we generated a depleted layer which ex-
tended throughout most of the volume of the silicon
wafer. No change in the Mu precession was observed
with the field applied, and Mu' remained unobservable.

Prompted by the results from pion-decay blocking
which indicate a change of pion site upon illumination
with visible light in germanium and GaAs (Flik et al. ,
1986), the Zurich group (Simmler, 1986) attempted to ob-
serve the efFect of illumination-generated free carriers on
the muonium precession signals in cold germanium. De-
graded surface muons were used to ensure that the
stopped muons were within the difFusion depth of the
created carriers. Light from a 150-W halogen bulb with
reflector was carried via a fiber-optics guide into an inter-
nally rejecting sample chamber mounted in a gas-Aow
cryostat. We estimate that 0.1 Wcm fell on the sam-
ple. The light passed through an infrared filter and was
pulsed with a mechanical chopper, and muon-decay
events with and without light were routed into separate
histograms. The efFect of light on the pion-decay-
blocking spectra in germanium was most pronounced at
100 K, although a strong efFect was also observed at 50 K
(K. Maier, private communication). With typically
1 —4)& 10 good decay events, we saw no efFect of light on
the p+, Mu, or Mu' signals either at 25 K or at 70 K.
Moreover, an experiment at 25 K in silicon showed no
efFect for any of the three states. We have no explanation
for the discrepancy between the pion-decay blocking and
these pSR results.

b. Irradiation

The most detailed investigations of the efFect of parti-
cle irradiation on muonium states in a semiconductor are
of electron-irradiated silicon (Albert et al. , 1983, 1985a;
Albert, 1986; Westhauser et al. , 1986). Several impor-
tant results of these studies are summarized in Figs. 84
and 85.

A lightly doped sample of silicon shows Mu precession
in a low-temperature transverse-field pSR experiment.
Irradiation with 3-MeV electrons produces radiation de-
fects, principally vacancies and interstitials, which then
may migrate to form defect clusters and defect-impurity
complexes. Such irradiation also destroys the Mu preces-
sion signal, presumably due to trapping of the mobile
Mu. Figure 84 shows the recovery of the Mu signal, as
evidenced by the reduction of its relaxation rate A, M„,
with increasing annealing temperature Tz. The @SR
measurements were all performed at 81 K. The recovery
of A,M„appears to be correlated with the annealing of
phosphorous-vacancy pairs at around 400 K (see Fig. 43)
and of oxygen-vacancy pairs at around 600 K in n- and
p-type materials, respectively, as indicated by the shaded
areas in Fig. 84.

Whereas electron irradiation of silicon degrades the
Mu signal, it tends to enhance the Mu* signal. As seen in

20

Si
irrad

15.

5.

0 400 800
T,(K)

]2pp unirr

Sec. V.G.1.b, Mu is normally not observed in strongly
doped material at 81 K. Upon irradiation, however, nar-
row Mu* lines are observed, and only upon annealing do
the lines broaden and finally disappear (see Fig. 85). The
explanation of this efFect is that the radiation defects also
act as traps for free carriers. Since at 81 K the Mu* re-
laxation rate A, + is proportional to the carrier concen-
tration [see Eq. (5.30)], the irradiation narrows the Mu*
lines. Again the recovery of the (broad) Mu" lines ap-
pears to be correlated with the P-V and 0-V annealing
stages (shaded areas in Fig. 85). The weakly doped sam-
ple in Fig. 85 shows no Mu* line broadening upon an-
nealing, since too few carriers were present in the unirra-
diated sample to cause relaxation.

A particularly interesting observation of Mu* dynam-
ics in irradiated silicon was made by Albert (1986). In an
n-type sample with 5 & 10' cm dopants, Mu' was
made visible by 3-MeV electron irradiation to a dose of
6)&10' cm . @SR measurements were then made at

FICr. 84. The relaxation rate A,M„of isotropic Mu in electron-
irradiated silicon as a function of the annealing temperature
T&. The open and closed circles refer, respectively, to initially
p-type and n-type samples, each with 10' cm dopant concen-

- tration. Each sample was irradiated with 3-MeV electrons to a
dose of 6)&10' electrons cm . The annealing time was 10
min, and the pSR measurements were performed with surface
muons at 81 K in a Geld of 11.4 mT. Before irradiation, both
samples showed long-lived Mu signals I', the point labeled
"unirr. "). These were destroyed upon irradiation due to trap-
ping at radiation defects, and the figure shows the recovery of
the relaxation rate with annealing. From Albert et al. (1985a).
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FIG. 85. The Mu* relaxation rate in three samples of electron-
irradiated silicon as a function of annealing temperature T&.
The electron energy was 3 MeV, the annealing time was 10 min,
and the measurements were made with surface muons at 81 K
in a field of 11.4 mT. The dopant concentrations and electron
doses for the three samples used: 0, 5)& 10' phosphorous cm
and 6& 10' electrons cm; o, 10' boron cm and 10' elec-
trons crn; , 10' boron cm and 6)&10' electrons cm
Before irradiation, only the weakly doped p-type sample showed
Mu* (the point labeled "unirr. "), and after irradiation all
showed narrow Mu hnes due to the trapping of free carriers at
radiation defects. The increase in A, + with T& in the strongly

Mu

doped samples is coupled to the release of carriers from the an-
nealed traps. From Albert et al. (1985a).

various temperatures, and it was found that the Mu* re-
laxation rate increased above 150 K, just as it does in un-

do@ed samples, due to the doping-independent "intrinsic"
process seen in Fig. 69. This observation implies that the
removal of free carriers by radiation defect trapping has
no effect on the intrinsic Mu* relaxation process, sup-
porting the view advanced in Sec. V.G.I.b that the relax-
ation involves a change of muon site.

In an investigation by Westhauser et al. (1986), irradi-
ated silicon was used to test the theory that Mu* is a
vacancy-associated center by presenting the incoming
muons with "preformed" vacancies. The @SR measure-
ments were performed at 15 K with surface muons in p-
type material with 10' boron cm . In an applied field
of 10 mT, no change in the Mu* amplitude was seen
upon electron irradiation (with 3-MeV electrons to a dose
of 10' cm and the sample kept below 90 K). Howev-
er, an enhancement of the low-frequency Mu* precession
line (8=90 ) was seen in the irradiated sample in the vi-
cinity of 3 mT, the field at which the Mu and Mu pre-

cession frequencies coincide. Like the single-crystal dia-
mond experiment at high temperature described in Sec.
V.F, this implies that a Mu —+Mu* transition occurs in
the irradiated silicon at 15 K. The resonant polarization
transfer disappeared after a 10-min anneal at 298 K. An-
nealing at 298 K removes, among other defects, monova-
cancies and vacancy-boron pairs, but leaves the vacancy-
oxygen complexes. Westhauser et al. conclude that the
Mu~Mu* transition is promoted by radiation defects,
and it is either the decrease in their number or the remo-
val of a particular defect type that is responsible for the
absence of a transition after annealing.

A study of neutron-irradiated silicon by Barsov et al.
(1983, 1984a) yielded effects similar to those produced by
electron irradiation. A p-type sample (5 && 10' cm ac-
ceptors) was irradiated with fast neutrons to defect con-
centrations of 2 X 10', 10', and 10' cm, and
longitudinal- and transverse-field pSR experiments were
performed with conventional muons. No inAuence of ir-
radiation was found on the diamagnetic precession signal
or the longitudinal polarization (at B~~

——25 mT) in the
temperature range 80—370 K, nor on the Mu signals at
80 K. At all three irradiation doses, however, the Mu
signals at 80 K were absent. Annealing (at an unspecified
temperature) restored the Mu precession. Their observa-
tion of an unchanged longitudinal polarization a~~ is con-
sistent with a picture in which the transverse-Geld Mu
precession is dephased by trapping at radiation defects.
The immobile Mu state in this chemi. cally pure sample
is not affected by the defects.

The opposite efFect has been observed by the Zurich
group (Schwab, 1986) in GaAs irradiated with fast neu-
trons. In this study, several 4-cm pieces of high-
resistivity material were exposed to neutrons of energy
0.8 —1.6 MeV to a dose of 8&&10' cm . Such a dose
creates approximately 1.5)& 10' cm antisite defects
(As replacing Ga) and Ga-ion vacancies (Goltzene et al. ,
1984). As shown in the high-transverse-field @SRspectra
in Fig. 86, this time the irradiation leaves the Mu signals
unchanged but destroys the Mu state by transferring its
polarization to the diamagnetic p+. Annealing at 400' C,
the temperature at which the Ga-ion vacancy anneals,
has no effect, but a 600'-C anneal, which anneals the an-
tisite defect (Weber and Schneider, 1983), restores the
Mu* signals and reduces the p+ amplitude to approxi-
mately its unirradiated value. A possible explanation is
as follows. The mobility of Mu is insufBcient in GaAs to
permit trapping at the defects (this is supported by the
nuclear hyperfine broadening seen at low applied fields,
see Sec. V.E). The antisite defect is a double donor
(Weber and Schneider, 1983), which could inhibit the for-
mation of Mu* by restricting the supply of electrons
available to the stopping muon.

H. Muonium dynamics in the cupreus halides

As a class of muonium hosts, the cuprous halides are
special in several respects. The group-I-VII compounds
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FIG. 86. High-transverse-field frequency spectra for high-
resistivity GaAs samples taken at 1.1 T with the [110] crystal
axis parallel to the field. The neutron irradiation leaves the v»
and v34 Mu signals unafI'ected, but the v» and v3& Mu* signals
{for centers with 0=35.3' and 90') disappear with irradiation to
reappear in the form of a stronger diamagnetic p+ signal. An-
nealing at 600 C restores the unirradiated situation. From the
Zurich group.
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FIG. 87. Muonium dynamics i.n the cuprous halides. At the
left are the precession amplitudes for the Mur and Muii states
At the right are the relaxation rates of the Mu states. The solid
and dashed curves in the amplitude plots for Mu' and Mu" are
the results of fits of the amplitudes to the transition model of
Meier (1982},as are the solid curves in the Mu' relaxation rate
plots. The dashed curves in the Mu" relaxation rate plots are
fits to an Arrhenius law. From KieA, Odermatt et al. (1986).

CuC1, Cuar, and CuI are the most ionic of all materials
with the zincblende structure. They are close to the criti-
cal ionicity for tetrahedrally coordinated compounds,
and upon heating they show a phase transition to the
wurtzite structure (Schwab and Goltzene, 1982). They
are also special as regards the properties of implanted
muons. As can be seen in Fig. 46 and Table IX, two iso-
tropic muonium states, a low-temperature state Mu' and
a high-temperature state Mu, are observed in CuC1 and
Cuar. Only the Mu state has as yet been observed in
CuI. The isotropic hyperfine frequencies of a11 the Mu
states are very similar and much smaller than would be
expected from the high host ionicity. Indeed, they are by
far the smallest observed in any diamond or zincblende
material. All observations of Mu' and Mu' have been
made using the high-transverse-field technique.

Several properties of the Mu' and Mu" states in CuCl,
CuBr, and CuI have been presented in earlier sections:
the temperature dependence of their hyperfine constants,
their electronic g factors, and their nuclear hyperfine in-
teractions in Sec. V.C, and upper limits for their diffusion
rates in Sec. V.E. A comprehensive description of the
properties of the muonium states in these three materials
has been published by Kieil, Odermatt et al. (1986).

The dynamics of these states is summarized in Fig. 87.
At temperatures below 60 K, predominantly the Mu'
state is formed, together with a small fraction of Mu '.
%'ith increasing temperature, the relaxation rate of Mu'
increases until the state becomes invisible above 60 K in
CuC1, 153 K in Cuar, and 102 K in CuI. At still higher
temperatures in CuC1 and Cuar, the Mu' state grows in
amplitude until it accounts for the entire Mu' amplitude
lost. At still higher temperatures, the relaxation rate of

the Mu state grows.
Fits of the Mu' amplitude data in Fig. 87 have been

made to the transition model of Meier (1982) under the
assumption of a transition from Mu to Mu" with a rate
A(T) given by the Arrhenius law of Eq. (5.23). The ftt re-
sults are (Kiev', Odermatt et al. , 1986)

4 =1.330(100)X10 s ', E, =0.115(9) eV (CuCl),

(5.36)

4'= l. 195(107)&& 10 s ', E,' =0.103(9) eV (CuBr) .

The Mu' relaxation rates predicted by Eq. (5.36) are
lower than those observed (see Fig. 87). The Mu" relaxa-
tion rates were fit to the same Arrhenius law plus a
temperature-independent term. The resulting parameters
are

4' =6.0(1.2) )& 10 s ', E,"=0.045(4) eV (CuCl),

(5.37)

4"=4.8(2.2) && 10 s ', E,' =0.038(9) eV (CuBr) .

Note that the values (5.36) and (5.37) are very similar for
the tv o hosts.

In unpublished results of the Zurich group (Schwab,
1986), clear evidence of a Mu"-to-p+ transition is ob-
served in CuCl. The Mu" state disappears above 450 K,
following which the diamagnetic p+ fraction rises in
strength, reaching 100% at approximately 700 K. There
is no significant discontinuity in the p+ signal strength
when passing the transition to the wurtzite structure in
CuCI at 680 K nor upon melting at 695 K. In contrast to
the rise in the p+ relaxation rate observed at high tem-
peratures in Si and GaAs, I, + in CuC1 remains constant

Rev. Mod. Phys. , Vol. 60, No. t, January 1988



Bruce D. Patterson: Muonium states in semiconductors

at approximately 1.8 ps ' between 500 and 750 K. Nei-
ther Cuar nor CuI has yet been studied above room tem-
perature.

l. Miscellaneous semiconductors

6-H SiC, Bl c

510 K

1T

1. Silicon carbide

Silicon carbide exists in a vast number of polytypes.
Of principal interest to us here are the zincblende or
P—SiC form and the common hexagonal 6H—SiC or
n—SiC form. The present status of studies of muonium
states in SiC has recently been summarized by Patterson
et al. (1986).

It is difficult to obtain P—SiC in crystalline form. In
an experiment by the Zurich group, a sample in the form
of glassy, bright yellow grains obtained from the Philips
Corporation, Holland, was investigated at 22 K with the
transverse-field technique in applied fields between 1.25
and 30 mT. A strong, unsplit Mu signal (v, z and vz3)
was seen at the lowest field, but as the field was increased,
the amplitude of the signal decreased until it was no
longer visible above 5 mT. A strong dependence of the
initial phase of the Mu signal on field was also observed.
A plausible interpretation of the data is that a p+-to-Mu
transition occurs at a rate of approximately 10 s ' at 22
K. No Mu precession in P-SiC was observed at room
temperature, and no Mu* precession was seen at 22 K in
a high-statistics run at zero field.

The hexagonal 6H form of SiC has a variety of intersti-
tial sites not found in the zincblende structure. And
indeed, in a high-transverse-field experiment on a mosaic
of oriented crystals, two muonium states, Mu and Mu,
were observed at 310 K, and three states, Mu ", Mu ',
and Mu, were observed at 20 K (see Fig. 88). The
hyperfine parameters and electronic g factors for these
states are given in Table XXI. Due to a calculation er-
ror, the g factors given by Patterson et al. (1986) are all a
factor of 1.003 73 too large.

The precession data are in qualitative agreement with
an earlier result from Andrianov et al. (1978b) using
longitudinal-field quenching. From the hyperfine param-
eters in Table XXI it is reasonable to assume that with
increasing temperature the Mu state disappears and
that the Mu ' state becomes the Mu state. All the pre-
cession data in the table were taken with the applied field
perpendicular to the hexagonal axis. One wouId expect
muonium in a hexagonal crysta1 to be anisotropic, as it is
in quartz (Brewer et al. , 1979). But a measurement at
310 K with a tilted sample showed no significant anisot-
ropy in the hyperfine frequency of Mu or Mu .

All three Mu states appear to be undamped at 20 K,
but the Mu and Mu signals at room temperature show
relaxation rates of the order of 5 ps '. Measurements of
the 6H—SiC crystal mosaic at room temperature in a
standard surface-muon @SR apparatus gave values of the
tota1 Mu, diamagnetic p+, and missing fractions of 56
(13)%, 11 (2)%, and 33 (13)%,respectively.

It is interesting to note that the Mu hyperfine frequen-

1.0-

0.5.

1.21.0 1.6 1.8 2.0
Frequency (GHz)

FIG. 88. High-transverse-field frequency spectra taken on an
oriented mosaic of 6H—SiC crystals with surface muons.
From Patterson et al. (1986}.

TABLE XXI. Hyperfine frequencies A and electronic g values
g, for the isotropic Mu states in 6H—SiC. From Patterson
et al. (1986).

Temperature
(K)

20

310

300

Mu state

Mu""
Mu"'
Mu
Mu
Mu

a~l quenching

2767.85 (16}
2797.32 (40)
3005.73 (20}
2748.35 (42)
2989.69 {52)
3030 (220)'

ge

2.0042 (19)
2.0050 (51)
2.0015 (22)
1.9996 (71)
1.9953 (75)

'From Andrianov et al. (1978b}.

cies in diamond and silicon (3711 and 2006 MHz) bracket
the values in 6H—SiC. No precession frequencies attri-
butable to a Mu*-like state are seen in 6H—SiC. The ob-
servation of C—H stretching frequencies in the lumines-
cence of proton-implanted 6H—SiC has been interpreted
in terms of saturation by hydrogen of a dangling bond in
a Si vacancy (Patrick and Choyke, 1973). The existence
of a muonium state in SiC with hyperfine parameters
similar to those for Mu in diamond or silicon would
have lent strong support to a vacancy model for Mu*.
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2. Materials with no muonium centers

The alternatives to paramagnetic muonium signals are
a large diamagnetic p signal or a large "missing frac-
tion" of the muon polarization. A diamagnetic p+ state
can represent either (a) a positively charged muon state
such as a free p+ that has failed to bind an electron, or a
singly ionized muonium center such as Mu*+; (b) a nega-
tively charged muon state with an extra electron such as
Mu; or (c) a paramagnetic muonium state in which the
electron is electively decoupled from the muon, for ex-
ample, by rapid electron spin fIipping in the Nosov-
Yakovleva model (see Sec. II.B.1). A large missing frac-
tion implies the formation of an unobserved paramagnet-
ic state, since only the coupling of the muon to an un-
paired electron can depolarize the muon rapidly on the
time scale of its lifetime. The failure to observe coherent
precession of the paramagnetic state may be due to many
causes (see Sec. II.B). An intermediate case between a
1arge diamagnetic signal and a large missing fraction is
the observation of a rapidly damped p+ signal. Rapid
p+ relaxation has been observed above 450 K in Si,
above 300 K in Ge (see Sec. V.G), and above 200 K in
tellurium (Gurevich et al. , 1979). Like the missing frac-
tion, this relaxation must involve the formation of a
paramagnetic state.

The low-temperature formation probabilities of muon
states in the diamond and zincblende materials were
presented in Table VIII. The materials in which experi-
ments show no muonium precession are n—Sn, GaSb,
InP, InAs, InSb, CdS, and CdTe. Those with a large p+
signal ( & 80%%uo) at low temperature are a—Sn, InAs, and
CdS. In addition, a single-crystal sample of the (I,III)-VI
chalcoginide AgoaSe2, whose structure is a generaliza-
tion of the zincb1ende structure, showed a large p+ signal
at 15 K [f + ——82 (12)%%uo, f;„;„s=18 (12)%] in a high-

transverse-field experiment at 1.1 T (unpublished result
of the Zurich group). The materials in Table VIII with a
large missing fraction ( ~ 20%) are GaSb, InP, InSb, ZnS,
ZnSe, and CdTe.

The presence of Mu* precession in GaAs and GaP and
its absence in InP has a perhaps interesting parallel in the
proton and deuteron implantation experiments of New-
man and Woodhead (1980). Whereas the implanted
GaAs and 0aP samples show Ga—H and Ga—D
stretching modes in their infrared absorption spectra,
presumably from hydrogen trapped at an anion vacancy,
no analogous In-related modes are seen in InP.

mation on the site of the muon in the lattice, and this is
still quite incomplete. In this section a brief review of
theoretical calculations of the muonium or hydrogen sites
in semiconductor hosts is presented. The results of these
calculations are summarized in Table XXII, and the sites
involved are defined in Fig. 89, which shows a [110]pro-
jection of the silicon lattice.

The channeling determination of the position of im-
planted deuterium in silicon by Picraux and Vook (1978)
yielded the "D" site, 1.6 A from a silicon ion in the [111]
antibonding direction. More recent experiments by Niel-
sen (1986) with a smaller dose of implanted deuterium
showed simultaneous occupation of the tetrahedral ("T")
and bond-center ("BC")sites, with predominantly bond
center occupation below approximately 130 K and above
approximately 430 K, and a preference for the
tetrahedral site in the intermediate temperature region.
The muon-decay-blocking experiments by Patterson
et al. (1984a) indicated tetrahedral occupation, presum-
ably next to an oxygen impurity, in Czochralski silicon

0
and were compatible with a site on the [111]axis, 0.9 A
from a lattice site, in high-purity Goat-zone material.
This Goat-zone result can be interpreted in terms of the
four di6'erent si.tes, two of them near a vacancy, labeled
"Ch" in Fig. 89. Note that one of these agrees well with
the formation of a Si—H-like bond ("SiH") near a vacan-
cy. Patterson (1984b), formulated an argument based on
incomplete blocking data in favor of the 0 site for Mu*,
but this model was retracted when more data becaroe
available (see the Note Added in Proof to this reference).

Using the extended Huckel technique, Singh et al.
(1977) treated several silicon clusters with dangling bonds
at the surface and with unperturbed ion positions. In
both a 30-ion and a 38-ion cluster, they found a stable hy-
drogen position at the tetrahedral site. In a 35-ion clus-
ter with a vacancy, they discovered that hydrogen sits in

0

a dangling bond 0.8 A from an ion that neighbors the va-

MU Sites in Silicon

gAB

Vl. DISCUSSION OF THEORETICAL MODELS

A. Mu, Mu', and hydrogen sites

Ch Ch ~ t)11j+Og-,
VAC

Ch
Si

Before any reasonably detailed mode1 of the muonium
states in semiconductors can be formulated, the sites of
the states in the host lattice must be determined or as-
sumed. Until now, only the channeling a.nd blocking
techniques have produced any direct, experimental infor-

FIG. 89. A [110] projection of silicon showing the muonium
sites indicated by channeling and blocking experiments and pre-
dicted by various theoretical investigations. The open circles
represent candidates for the isotropic Mu state, and the crosses
are candidates for anisotropic Mu*.

Rev. Mod. Phys. , Vol. 60, No. 1, January 1988



Bruce D. Patterson: Muonium states in semiconductors 143

TABLE XXII. Experimental and theoretical site determinations of muonium in silicon, diamond, and germanium.

Site

Silicon
D

T
Near AB,BC,

or vacancy
T

BC
T

near vacancy
D
0
M
T

Near vacancy

CS(I),CS(II)
T

BC

Technique

Channeling

e+ blocking

e+ blocking
Channeling
Channeling
Huckel cluster
Huckel cluster
Pseudopotential
Electronic arguments
MNDO cluster
CNDO cluster
UHF cluster

Tight binding
Chemical arguments
UHF cluster
PRDDO cluster

Remarks

Radiation damage (?)

0 trapping (?)

(ccCh'j9)

Tetrahedral interstitial site
Bond center

Single bond {"S")

Between 2 "C" sites
Mu unbound
Mu++, single bond (Si—H)

Acceptor site
Tunneling states

Reference

Picraux and Vook (1978),
Patterson (1984b)
Patterson et al. (1984a)

Patterson et al. (1984a)
Nielsen {1986}
Nielsen (1986}
Singh et al. (1977)
Singh et al. (1977}
Rodriguez et al. (1979)
Estle (1981)
Corbett et al. (1983)
Mainwood and Stoneham (1984)
Sahoo et al. (1985),
Estreicher and Marynick (1986a)
Johnson et al. (1986)
Cox and Symons (1986)
Sahoo et al. (1986a)
Estle et aI. {1986)

Diamond
H
T

T
H

Near H
Near vacancy
Near vacancy

CS(I),CS(II)
BC

Electronic arguments
UHF cluster

INDO, MINDO clusters
UHF cluster
CNDO cluster
INDO cluster
UHF cluster

Chemical arguments
PRDDO cluster

Mu++
Mu unbound
C—H
Mu++, triple bond

Tunneling states

Estle {1981)
Sahoo et aI. (1983),
Estreicher et al. (1985}
Patterson (1984a)
Sahoo et al. (1984)
Mainwood and Stoneham {1984)
Patterson (1984a)
Sahoo et al. (1985),
Estreicher and Marynick (1986a)
Cox and Symons (1986)
Estle et al. (1986)

Germanium
H

CS(I),CS(II)
Near vacancy

Electronic arguments
Chemical arguments
UHF cluster

Tunneling states
Mu++, single bond

Estle (1981)
Cox and Symons (1986)
Sahoo et al. (1986b)

cancy (the "S"site in Fig. 89). In all cases they obtained
a hydrogen level that was either within or close to the
edge of the energy gap, and they made predictions of the
hydrogen vibrational frequencies.

Rodriguez et al. (1979) used a pseudopotential method
without consideration of lattice relaxation and found a
stable hydrogen site in silicon very close to the D site of
Picraux and Vook. Johnson et al. (1986) performed an
empirical tight-binding calculation of hydrogen in pure
silicon, in which they also obtained an energy minimum
at the D site. The resulting center was predicted to be an
acceptor. Estle (1981) presented an argument based on
general electronic considerations in favor of the hexago-
nal site ("H") for Mu* and the tetrahedral site for Mu in
all the group-IV semiconductors.

With the "modified neglect of diatomic overlap"
(MNDG) approach, Corbett et al. (1983) considered a
14-ion silicon cluster with 20 surface hydrogen atoms and

found a stable hydrogen position at the so-called "M"
site. This site is midway between two neighboring "C"
sites, which are in turn at the centers of rhombuses
formed by three silicon atoms and a tetrahedral site. The
barrier for di6'usion away from this site was found to be
0.3 eV, in fair agreement with the high-temperature
dift'usion data of van Wieringen and Warmoltz (1956)
(E, =0.48 eV). In a cluster with 16 silicon ions plus a
vacancy and 36 hydrogen atoms, they found that hydro-
gen saturates a dangling bond near the vacancy.

A first-principles calculation of the site and electronic
structure of muonium in the 10 carbon+ 16 hydrogen
atom cluster shown in Fig. 90 was performed by Sahoo
et al. (1983) for hydrogen in diamond. They employed
an unrestricted Hartree-Fock (UHF) self-consistent-field
approach, and for muonium sites on the [111]symmetry
axis, they found an energy minimum at the tetrahedral
site (see Fig. 91). Relaxation of the carbon atom posi-
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FIG. 90. The 10 carbon + 16 hydrogen cluster used by Sahoo
et al. (1983) for their unrestricted Hartree-Fock (UHF) calcula-
tion of interstitial Mu. The 1ettered circles are the carbon
atoms, and the muonium atom was moved along the dashed
line. From Sahoo et al. (1983).

Aatter tetrahedral energy minimum was found.
The UHF results of Sahoo et al. (1983) in a diamond

are well reproduced by my INDO (intermediate neglect
of differential overlap) and MINDO (modified intermedi-
ate neglect of differential overlap) calculations of the
same 10 carbon + 16 hydrogen cluster (Patterson, 1984a;
see Fig. 92). The INDO and MINDO programs have
been described by Pople and Beveridge (1970) and by
Bischof (1976), respectively. Both employ empirical con-
stants that have been adjusted to reproduce the positions
of atomic energy levels, in the case of INDO, and molec-
ular heats of formation, in the case of MINDO. In both
calculations, the C—H distance was set to the 1.09 A
typical of hydrocarbons. With INDO, I fixed the posi-
tions of the carbon ions, while with MINDO the carbon
ions, but not the surface hydrogen atoms, were allowed
to adjust their positions. With the muonium at the hex-
agonal position, MINDO yielded a 1% increase in the
C—C bond length of the hexagon.

Mainwood and Stoneham (1984) used the complete
neglect of differential overlap (CNDO) technique to com-
pute the energy profile of muonium in diamond and sil-
icon using the 30-atom cluster shown in Fig.. 93. The
dangling bonds of the cluster were saturated not with hy-

tions was not taken into account. The sensitivity of the
energy profiles obtained to the C—H bond distance used
for the surface hydrogens, as well as the eA'ect of increas-
ing the cluster size, was investigated by Estreicher et ah.

(1985) using both the UHF method and that of partial re-
tention of diatomic difFerential overlap (PRDDO).
PRDDO was used with diamond clusters of up to 30 car-
bon+ 40 hydrogen atoms, and results have also been
published on the lattice relaxation around Mu at the
tetrahedral and hexagonal interstitial sites (Estreicher
and Marynick, 1986b). A UHF calculation similar to
that performed in diamond was recently made by Sahoo
et al. (1986a) for the case of silicon, where a somewhat
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FICi. 91. The calculated [111]energy profile (curve peaking at
the hexagonal site &) and the fractional spin density [equal to
A jA {vacuum)] from a UHF calculation of the 10 C+ 16 H

'
cluster of Fig. 90. The experimental value of 8/3 (vacuum)
for Mu in diamond is 0.832. From Sahoo et al. (1983).

FICx. 92. The [111]energy profile and isotropic hyperfine fre-
quency (relative to vacuum) for the 10 C + 16 H diamond clus-
ter calculated using INDO on a rigid cluster (solid curves) and
MINDO on a flexible cluster (dashed curves). The dashed line
labeled pSR represents the measured value of A /A (vacuum) in
diamond of 0.832. From Patterson (1984a).
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FIG. 93. The 30-atom cluster used byb Mainwood and Stone-
r their CNDO calculations of Mu in diamond andham (1984) for t eir

tin s ' host-ion orbit-silicon. The small dots represent terminating sp os -'

als From Mainwood and Stoneham (1984).

found a pronounced energy minimum at the gthe hexa onal
site, with a secondary minimum 0.4 A from t e
tetrahedral site toward a neighboring carbon ion.

My attempt to explain Mu was pto lace a neutral
muonium atom near a vacancy

'
in the very small 4 car-

b + 12 hydrogen diamond cluster shown in Fig. 95
a n idPatterson, 1984a). Using the INDO program, a rigi

cluster, an ad C—H bond distance of 1.09 A, I found the
[111] rofile shown in the figure, whic simp y
demonstrates the tendency of muonium to form a
bond. A slightly lower energy results from moving t e
muonium 0.15 A oF of the [ill] axis from the C—H

eller distortion.bond site, a consequence of a Jahn-Te ler is or
'

More sophisticated UHF calculations o t e
atom + 12 hydrogen vacancy cluster were presented for
diamond and silicon (Sahoo et al. 19 5) and later ex-
tended to germanium (Sahoo et al. , 1986b) by the very

SUNY roup. They again chose their muonium
defect to be doubly positively charged (to avoi e
Jahn-Teller efFect), and as in my neutral calculation, they
found energy minima along the

~ ' ~

111 axis on each side of
the vacancy see ig.F' 96). For silicon and germanium,
the minimum c ose o1 t the single lattice ion neighboring

, h but with "partial atoms, i.e., singlesp
host or ita s.b' l The result in diamond was a very a po-
tential sur ace wif ith minima near the hexagona si e.
silicon, they obtained the profile shown in Fig. , wi

h dral site. They further notedminimum at the tetra e ra
into account, t ehthat, when lattice relaxation is taken into

nal Si—Si bonds stretch by 1% of a lattice spacinghexagonal Si—i on s s
xa onal site falls Virtu-pd th otential barrier at the hexagona s'

ally to zero. eir conTh
'

elusion is that Mu is unbou

As a candidate for Mu', Sahoo et a$.
the result of ma ing ef k' th muonium defect center doubly

d
'

their 10 carbon+ 16 hydrogenpositively charge in ei
the(F' 90). Using the UHF method, t eyatom cluster ( ig.
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FICx. 94. The energy profiles calculated with Ci h CNDO for Mu in
silicon using the cluster shown in Fig. 93. From Mainwood and
Stoneham. (1984).

F&Cx. 95. The [111]energy profile and isotropic hyperfine fre-
uenc A (relative to the value for vacuum Mu) calculated for

the diamond vacancy cluster indicate . — in
'

f uon which forms a hydrocarbon —H bond to asition o a muo
n "charm. " indicates thecai" onb ion neighboring the vacancy, an "c ann. in ica

bloc kinmuon site posi ions't'ons determined using muon-decay
'

g
ashed line(Patterson et a ., a scal. 1984a) (scaled from silicon). The dashed ine

indicates the experimentally determined value or u in ia-
tterson (1984a).mond [A, /A (vacuum)= —0.0461]. From Pa ers
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FICx. 96. The [111] energy profiles and hyperfine constants
A, = A and A~ =B calculated for a doubly positively charged
muonium defect in, the 4 host-atom + 12 hydrogen-vacancy
cluster using the UHF technique. The vacancy position is
defined as zero, and a single host atom neighboring the vacancy
is to the right. From Sahoo et al. (1986b).

(6.1)

Mu approaching a silicon lattice ion will fasten to the an-
tibonding side and will partially disrupt the Si—Si bond.
It is as if the reaction (6.1) is prevented from going to
completion by the constraints imposed by the lattice.
Having established the antibonding site as a candidate
[remember that similar sites were found in the calcula-
tions of Rodriguez et al. (1979) and Johnson et al.

the vacancy is the deepest, while "Mu++" in diamond
prefers the minimum closer to three lattice-ion neigh-
bors. Several comments on these calculations have been
made by Estreicher and Marynick (1986a).

Novel models for Mu and Mu* in aH semiconductors
were recently proposed by Cox and Symons (1986) based
on chemical considerations. For isotropic Mu they ar-
gued that by analogy with the chemical reaction

H'+(CH&)sSi —Si(CHs)3~H —Si(CH3)3+ Si(CH, )3,

(1986)], Cox and Symons go on to propose two possible
modes of rapid local tunneling, the result of which is an
isotropic averaging of the hyperfine interaction. The tun-
neling mode that I have labeled "CS(I)" in Fig. 89 in-
volves motion among the four antibonding sites sur-
rounding a tetrahedral interstitial site, and in the
"CS(II)" mode, motion occurs about a lattice ion. Cox
and Symons argued that in the III-V and II-VI com-
pounds, antibonding sites surrounding the anions mill be
preferred, but suggest cation preference in the cuprous
halides. The two isotropic Mu states observed in CuCl
and Cuar were tentatively ascribed to the CS(I) and
CS(II) (around the Cu ion) tunneling modes.

In the same publication, Cox and Symons (1986) sug-
gested that Mu* occupies the bond-center site in the
group-IV materials and a site slightly displaced from the
bond center in the III-V materials. Preliminary calcula-
tions by Estle et al. (1986) supported this site assignment
in diamond and silicon. These authors used PRDDO on
a diamond cluster with 36 C+ 36 H atoms and an
unspecified silicon cluster. By allowing the two nearest-
neighbor ions to relax, they found dramatic reductions in
the energy of muonium at the bond center, leading to a
stable site. The relaxation was large: the resulting

0
muon-neighbor distances were 1.09 and 1.59 A in dia-
mond and silicon, respectively, implying a 41% (35%) in-
crease in the C—C (Si—Si) distance.

During the final stages of the writing of this review, a
calculation by Claxton et al. (1986) was published which
lent strong support to the bond-center site for Mu* and
which directly treated the Mu —+Mu* transition observed
in diamond (see Sec. V.F). Like Sahoo et al. (1983), these
authors performed UHF calculations of the 10 C + 16 H
diamond cluster in Fig. 90 using the bulk diamond C—C
distance and the hydrocarbon C—H bond length. Unlike
the previous investigators, however, Claxton et al.
moved the muonium atom from the tetrahedral site to a
neighboring bond-center site and allowed the C—C bond
to stretch (see Fig. 97). Their energy profiles for difFerent
C—C distances, shown in Fig. 98, demonstrate that Mu
at the T site and Mu* at the BC site can be simultaneous-
ly stable. The equilibrium C—C distance is increased by
the Mu* by 39%. The Mu —+Mu' barrier height from
the figure is approximately 2.2 eV [compared with the ex-
perimental values of 0.476 and 0.569 eV in Eqs. (5.24)
and (5.25)].

The evidence for extremely fast Mu motion at low tern-
peratures presented in Sec. V.E contrasts strongly with
the high-temperature permeability study of van %'ier-
ingen and Warmoltz (1956), which yielded an activation
for hydrogen di6'usion in silicon of 0.48 eV. Theorists
disagree on the possibility of rapid or athermal Mu
motion at low temperature. The hydrogen vibration fre-
quencies predicted by Singh et al. (1977) indicate a local-
ized state in silicon, as do the deep potential wells found
by Rodriguez et al. (1979) and Corbett er rd (1983) in.
silicon and by Sahoo et al. (1983), Estreicher and Maryn-
ick (1986b), Claxton et al. (1986), and myself in diamond.
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On the other hand, the CNDO calculations of Mainwood
and Stoneham (1984) show low or nonexistent barriers
for Mu motion in silicon and diamond.

B. The electronic structure of isotropic Mu

The theoretical attempts to account for the observed
hyperfine frequency 2 of Mu in semiconductors are sum-
marized in Table XXIII. All of the entries refer to the
vicinity of the tetrahedral interstitial site. The theoreti-
cal predictions are to be compared with the experimental
values cited at the top of the table.

The cavity model of Reiss (1956) and Kaus (1958) de-
scribes the electric potential near a point charge by the
r-dependent dielectric function

e(r) =R col[(R r)e—o+v j r &R

=co r ~R, (6.2)

FIG. 97. The 10 C+ 16 H diamond cluster used in the UHF
calculations of Claxton et al. (1986). The muonium atom was
moved along the weakly dashed line, and the two carbon atoms
forming the bond-center site were allowed to relax their posi-
tions. From Claxton et al. (1986).
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FIG. 98. The "tetrahedral to bond-center" energy profiles cal-
culated for the diamond cluster in Fig. 97 using the UHF tech-
nique. The curves (a)-(e) refer to difterent extensions of the
C—C bond: (a) 0.0 A; (b) 0.1 A; (c) 0.2 A; (d) 0.4 A; (e) 0.6 A.
From Claxton et al. (1986).

where c.o is the bulk dielectric constant and R is a "cavity
radius. " Wang and Kittel (1973) found that by choosing
the cavity radius equal to that of an interstitial sphere at
the tetrahedral site in a lattice of touching hard spheres
and by assuming an r-independent electron mass equal to
its free value, they could account for the trend, if not the
exact values, of A in silicon and germanium. Their plot
of A /A(vacuum) as a function of the cavity radius R is
shown in Fig. 99. Holzschuh et al. (1982) verified these
results, but, upon extending the calculations to diamond,
found an A value in diamond smaller than that for both
silicon and germanium, in disagreement with experiment
(see Table XXIII).

Wang and Kittel (1973) also suggested an alternative
dielectric function approach in which e(r) was derived
from the wave-vector-dependent dielectric function ob-

. tained from the band structure of the host material.
With the free-electron mass, they found encouraging
agreement with experiment for silicon and germanium.
Later work by Varisov (1982) and Holzschuh et al.
(1982) verified these results, but the latter authors again
found that the trend to diamond is incorrect. The simul-
taneous use of a dielectric function and the free-electron
mass has been criticized by Pantelides (1979).

Using the self-consistent charge extended Huckel pro-
cedure on a cluster of 30 host ions, Coker et al. (1978)
obtained strong reductions in the hyperfine frequency at
Mu in silicon and germanium, but the A values again fol-
lowed an incorrect trend.

The question of why Mu forms a deep donor was ad-
dressed in the work of Pickett et al. (1979), Altarelli and
Hsu (1979), and Resca and Resta (1980). The self-
consistent pseudopotential calculation by Pickett et al.
was based on a supercell of one hydrogen atom and 54
germanium ions. They found that the eftect of intra-
atomic correlation is to produce a singly occupied deep
donor state in the valence band of germanium. A con-
tour plot of the total valence "pseudocharge" density is
shown in Fig. 100. Atarelli and Hsu, on the other hand,
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TABLE XXIII. Calculations of the electronic structure of isotropic Mu at the tetrahedral interstitial site in diamond, silicon, and
germanium.

Host

C
Si
Ge
Si

C
Si

C
Si
Ge
Ge
Si,Ge

Si,Ge

C,Si,Ge

Si
Si

C
Si
C,Si,Ge
C

A (MHz)

3711 (2)
2006.3 (2.0)
2359.5 (2)

(3736, 3722)

(3838, 3820)

1871
(1906, 1915)
(2026, 2038)
(1910, 759)

(2022, 2133)
(2127, 2236)
(2173, 781)
(1700, 509)

3303
2856

Deep donor
Interstitial

Deep dorior
Position-independent

Deep donor
490-3750

3347

2900
1812

(3790, 3750)
Hyperdeep level

Tunnel states
4900

Method

Experiment
Experiment
Experiment

Cavity model

Cavity model

Cavity model
Dielectric functions
Dielectric functions
Dielectric functions
Dielectric functions
Dielectric functions
Dielectf Ic functions
Dielectric functions

Huckel cluster
Huckel cluster

Self-consistent supercell

Intervalley mixing

Intervalley mixing
Density functional,
zero-point motion

UHF cluster, motional average

UHF cluster, motional average
LCAO Green's function, static

INDO, MINDO clusters
Multiple scattering cluster

Chemical arguments
UHF cluster

Reference

Sec. V.A
Sec. V.A
Sec. V.A
Wang and Kittel (1973),
Holzschuh et al. (1982)
Wang and Kittel (1973),
Holzschuh et ah. (1982)
Holzschuh et al. (1982)
Wang and Kittel (1973)
Varisov (1982)
Holzschuh et aI. (1982)
Wang and Kittel (1973)
Varisov (1982)
Holzschuh et ah. (1982)
Holzschuh et al. (1982)
Coker et al. (1978)
Coker et al. (1978)
Pickett et al. (1979)

Altarelli and Hsu (1979)

Resca and Resta (1980)

Manninen and Meier (1982)
Sahoo et al. (1983),
Estreicher et aI. (1985)
Sahoo et al. (1986a)
Katayama- Yoshida
and Shindo (1983)
Patterson (1984a)
Assali and Leite (1985)
Cox and Symons (1986)
Claxton et al. (1986)

attributed the formation of a deep donor in silicon and
germanium to the valley-orbit interaction of the distinct
conduction-band minima, an e8'ect, they stated, that is
only of importance for interstitial impurities like Mu.
Resca and Resta found that the valley-orbit interaction
causes a deep level for a screened point-charge potential,
regardless of its location in the host lattice.

Until 1982, little or no mention was. made of,the eA'ect

of the zero-point motion of Mu on its hyperfine frequen-
cy. Manninen and Meier (1982) used the density-
functional formalism, the host pseudopotential, and an
approximate dielectric function to obtain a screened
pseudopotential that was a function of the Mu site in the
lattice. The spin density at the muon was then computed
self-consistently. They obtained very small hyperfine fre-
quencies [A /A(vacuum) =0.1] for Mu at rest at the
tetrahedral interstitial site in diamond, silicon, and ger-
manium. The assumption of zero-point motion of Ciauss-
ian width 1 —1.5 atomic units, however, led to rnotionally
averaged hyperfine frequencies comparable with experi-
ment (see Fig. 101).

Instead of an increase in 2 with Mu motion, the unre-

stricted Hartree-Fock self-consistent-field calculation by
Sahoo et al. (1983) of the 10 C+ 16 H diamond cluster
showed a decrease. Their [111]energy profile is shown in
Fig. 91 along with the normalized spin density at the
muon. Whereas Mu at rest at the tetrahedral energy
minimum yields 3 / 2 (vacuum) =0.90, the inclusion of
zero-point motion decreases this to 0.75, compared with
the experimental value of 0.832. Preliminary results for a
silicon cluster gave a rnotiona11y averaged A value some-
what larger than experiment (Sahoo et al. , 1986a). My
(nonmotionally averaged) results for the same diamond
cluster (Fig. 92) are 0.849 and 0.840 for the INDO and
MINDO calculations, respectively.

The local spin-density-functional formalism combined
with the linear combination of atomic orbitals and
Green's function method was used by Katayama- Yoshida
and Shindo (1983) to compute the electronic structure of
Mu at the tetrahedral site in silicon. The change in the
number of states below a given energy E for the isotropic
A, representation caused by the presence of the muon is
shown in Fig. 102. Note the important changes at ener-
gies far below the valence-band edge. The reduced
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FlG. 99. Reduced hyperfine frequencies for Mu in silicon and
germanium, as a function of the cavity radius R, calculated us-

ing cavity models for the position-dependent dielectric constant
[Eq. (6.2)]. The labels m aud m (r) refer, respectively, to calcu-
lations in which the bound-electron mass was taken to be the
free mass for all radii and taken to be the free mass within the
cavity and the bulk effective mass m outside. The touching-
sphere cavity radii dH and dT for the hexagonal and tetrahedral
sites are indicated. From %'ang and Kittel (1973).

hyperfine frequency A /A(vacuum) =0.406 found assum-
ing that the muon is at rest is in good agreement with the
experimental value (0.449).

A "hyperdeep" atomic-like 1s level was also found by
Assali and I.cite (1985) for hydrogen at the tetrahedral
site in silicon. These authors used the %"atson-sphere
terminated molecular cluster model in the framework of
the self-consistent-field multiple-scattering J theory.
Qualitative chemical arguments for the dependence of A
on the host in elemental and compound semiconductors
are given by Cox and Symons (1986). The hyperftne fre-
quency found for tetrahedral Mu at rest in diamond by
Claxton er al. (1986) exceeds the vacuum value, but
motional averaging will cause a decrease (see Fig. 103).

C. The electronic structure of anisotropic Mu

Many models have been suggested for the anisotropic
Mu state in semiconductors (see Table XXIV).. At the
time of its discovery, Mu' was believed to be an isotropic

FIG. 100. A {110}cross section of a 54 Ge + 1 Mu supercell
showing the total valence "pseudocharge" density. From Pick-
ett et al. (1979).

state with a very large electronic g value, and it was pro-
posed that a tumbling excitonic molecule (p, + e e h+ )

or an excited state of Mu was involved (Brewer et al. ,
1973). These models are incompatible with the relatively
large Mu' hyperfine interaction and with the observation
in diamond that Mu* is more stable than Mu.

The hexagonal interstitial site (Belousov et al. , 1978a,
1978b, 1981; Estle, 1981) would have the correct [111]
symmetry for Mu'. Sahoo et al. (1984) found an energy
minimum at the hexagonal site for a doubly positively
charged muonium defect using the UHF method on the
10 C+ 16 H diamond cluster of Fig. 90. The resulting
values for A, and Az were —3.5 and 32.0 MHz, i.e.,
much smaller in magnitude than the experimental values
(see Table XXIV). A doubly charged hexagonal cluster
with 6 C+ 12 H produced the values —10.3 and 35.0
MHz. No neutral cluster calculation has yielded a stable
muon position at the hexagonal site. Furthermore, al-
though a "pancake-shaped" electronic cloud at such a
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FIG. 101. The reduced hyperfine frequency for Mu in diamond,
silicon, and germanium as calculated by Manninen and Meier
with the density-functional formalism as a function of the
Gaussian width o of the Mu zero-point motion. The experi-
mentally determined reduced hyperfine frequencies are 0.832,
D.449, and 0.529 for diamond, silicon, and germanium, respec-
tively. From Manninen and Meier (1982).

site would give a [111J-symmetric hyperfine interaction,
wou]. d require A, & 0 and A& (O, in disagreement with

experiment (see Sec. V.F).
Estle (1984) mentions the possibility that Mu* in sti-

icon is a [111J-oriented molecule consisting of muonium
bound to an interstitial silicon atom. It is known that in
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FIG. 102. The change in the number of states below a given en-
ergy E for the isotropic A

&
representation caused by the pres-

ence of the muon at the tetrahedral site in silicon. From
Katayama- Yoshida and Shindo (1983).
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0.0

FIG. 103. The "tetrahedral to bond-center" energy profiles and
isotropic hyperfine parameter calculated with the UHF tech-
nique for the diamond cluster shown in Fig. 97. The solid
curves refer to zero extension of the C—C bond, and the

0dashed curves correspond to an extension by 0.68 A. The
hyperfine parameter scale refers to the equivalent coupling in
Gauss for a proton [=hA/(g, pa)Xg~pz/g„p„= 2 XO 1211
G/MHz]. The experimental values in these units for Mu (vacu-
um), Mu (diamond), and Mu* (diamond) are 540.5, 449.4, and—24.91 G, respectively. From Claxton et aI. (1986}.

a radiation environment such interstitial atoms are
mobile at 4.2 K. This model has received little attention
to date.

The fina1 two Mu' models I shall mention now appear
to be the major contenders. These are the vacancy mod-
el, in which muonium either finds or creates a host-ion
vacancy and satisfies one or more of the dangling bonds,
and the bond-center model, in which muonium inserts it-
self between two neighboring host ions.

The Mu* hyperfine parameters in GaP and GaAS
agree to within 10% (see Table IX). This close similarity
has been cited by Kiev' et al. (1985) in support of a model
in which muonium occupies a phosphorous or arsenic-
ion vacancy and hence experiences the same nearest-
neighbor environment in both matenals.

My INDO calculation (Patterson, 1984a) of the dia-
mond vacancy cluster in Fig. 95 shows good agreement
with the experimental A, value for rnuonium which
forms a C—H bond in the vacancy (see also Table
XXIV). The anisotropic interaction A was not evalu-
ated in detail, but a crude point dipole model gave a posi-
tive value. As noted in the previous section, the energy
minimum found in this calculation is slightly displaced
from the [111J axis, hence rapid motion about the six
equivalent sites is required in order to produce the ob-
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TABLE XXIV. Theoretical calculations of the electronic structure of anisotropic Mu in diamond, silicon, and germanium.

Host

C
Si
Ge
C

Si

Ge

C,Si,Ge
C
Si
C

A, '
(MHz)

—205.730 (41)
—67.333 (34)
—96.448 (23)
(—3.5, —10.3)

—661
—250

—70

&0
—800

(0
—320

Ap"
(MHz)

186.856 (26)
25.257 (17)
34.589 (12)

(32.0, 35.0)
727
)0
69.5

12.5

~0
)0
&0

Method (site)

Experiment
Experiment
Experiment

UHF cluster (Mu++, H)
UHF cluster (BC, unstable)

INDO cluster (C—H near vacancy
off [1 1 1])

UHF cluster (Mu++,
near vacancy)

UHF cluster (Mu++,
near vacancy)

UHF cluster (Mu++,
near vacancy)

Chemical arguments (BC)
PRDDO cluster (BC)
PRDDO cluster (BC)

UHF cluster (BC)

Reference

Sec. V.A
Sec. V.A
Sec. V.A
Sahoo et ah. (1984)
Sahoo et al. (1986b)
Patterson (1984a)

Sahoo et aI. (1985),
Estreicher and Marynick (1986a)
Sahoo et al. (1985),
Estreicher and Marynick (1986a)

Sahoo et al. (1986b)
Cox and Symons (1986)
Estle et aI. (1986)
Estle et al. {1986)
Claxton et al. (1986)

The relative sign between A, and A~ is known from experiment, as are the absolute signs for C. The absolute signs for Si and Ge are
assumed to be the same as for C.

served [111]symmetric hyperfine interaction.
Sahoo et al. (1985, 1986b) used the same type of clus-

ter for UHF calculations of muonium-vacancy centers in
diamond, silicon, and germanium. In these calculations,
however, they avoided the problem of the Jahn-Teller
distortion by making the cluster doubly positively
charged. The values for A, and A as a function of
muon position are shown for the three hosts in Fig. 96.
The values are somewhat smaller in magnitude than ex-
periment, but the signs and the trend of A, are correctly
reproduced (see Table XXIV).

The first suggestion that Mu* could represent a muoni-
um state situated at the center of a Si—Si bond was made
by A. M. Portis (private communication) soon after the
discovery of Mu'. His argument was that a positive
muon should be attracted to the concentration of nega-
tive charge in the bond. An alternative picture is that of
Barsov et aL (1979, 1980), in which the muon breaks a
Si—Si bond and forms a Si—Mu* bond. Symons (1984)
ofFered chemical arguments for the bond-center model
for Mu* in silicon and germanium and proposed that
Mu in diamond is at a C—N bond between carbon and
a substitutional nitrogen impurity. A possible test of the
latter hypothesis would be to look for the ' N nuclear
hyperfine interaction. More detailed chemical arguments
on the hyperfine interaction expected at the bond-center
site in elemental and compound semiconductors ap-
peared in the work of Cox and Symons (1986).

Several cluster calculations of bond-centered Mu* have
now appeared. Sahoo et al. (1986b) found an unstable
site using the UHF technique on an unrelaxed diamond
cluster and hyperfine parameters that have the correct
signs but are substantially larger than experiment (see
Table XXIV). Stoneham (1984) found that CNDO calcu-

lations of relaxed diamond and silicon clusters failed to
show a stable bond-center site. Like the unstable site of
Sahoo et aI., the stable bond-center sites found by Estle
et al. (1986) using PRDDO on strongly relaxed diamond
and silicon clusters also have the correct signs for the
hyperfine parameters. Finally, the recent UHF calcula-
tion of Claxton et al. (1986) found an isotropic hyperfine
parameter for Mu in the center of a stretched bond
which has the correct sign and approximately the correct
magnitude (see Fig. 103).

Estle, Rudaz et al. (1984) produced what they called a
"crude" but quite model-independent picture of Mu' in
germanium from their analysis of the nuclear hyperfine
broadening of the Mu* lines in natural and isotopically
enriched samples. Assuming that the electronic wave
function of Mu is primarily made up of sp atomic or-
bitals of the host ions, they found that the Mu* electron
is distributed among approximately 10 host ions, each
with 6% of the spin density, and 50 ions, each with
0.8%.

The vacancy-related models for Mu* draw support
from the observations of vacancy-associated hydrogen
states, the similarity of the hyperfine constants in CxaAs
and Gap, and the results of cluster calculations. Further
support of these models can be found in several correla-
tions between the temperatures of vacancy annealing and
Mu* disappearance. Vacancies become unstable in sil-
icon between 130 and 180 K (Frank, 1975), which corre-
lates well with the disappearance of Mu in this material
above 165 K. In germanium, vacancies disappear above
65 K in unperturbed material and above 27 K when car-
riers are created with band-gap light (Bourgoin et al. ,
1981), in approximate agreement with the disappearance
of Mu* above 85 K in pure germanium and above 20 K
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in doped samples (Fig. 78). Finally, vacancies in dia-
mond are stable up to at least 700'C (I.oubser and van
Wyk, 1978), as is Mu*.

As discussed in Sec. IV.A the principal problem with
vacancy-related models for Mu* is the source of the va-
cancy. Vacancies are unstable in silicon and germanium
at room temperature, and, even assuming motion of Mu
at the adiabatic limit, its trapping rate at vacancies, both
accumulated from previous muons and produced by the
stopping muon itself, is much smaller than the muon-
decay rate. A possib1e way out is the ionization-
enhanced vacancy production mentioned in Sec. IV.A.

Intrinsic-defect models for Mu* such as the bond-
center model are supported by the observation of a
thermally activated Mu —+Mu* transition in diamond.
As discussed in Sec. V.F the large Arrhenius frequency
factor found for the transition rate A(T) indicates that
Mu requires only a single hop in order to form Mu*. A
time-consuming search for preexisting vacancies is ruled
out.

The interesting observation has been recently made by
J. U. Andersen (private communication) that with
su5cient nearest-neighbor relaxation, the bond-center
site for Mu* begins to resemble a vacancy-related model
for Mu* with an interstitia1 host ion nearby. This "close
Frenkel pair" model for Mu* is reminiscent of the E3'
electron trap seen with DLTS upon proton irradiation of
sihcon (Irmscher et al. , 1984; see Sec. IV.B) and may
warrant further consideration.

Vtl. CONCLUSlONS

The central problem in investigations of muonium in
semiconductors is stiH to construct realistic microscopic
models of the three states p+, Mu, and Mu* and to relate
them to the states pertinent to hydrogen.

Existing spin Hamiltonians adequately describe the
spectroscopy of these states. What is still needed here is
an eScient, accurate method of simulating the nuclear
hyperfine interaction of a muonium state with many ine-
quivalent nuclear spins. Moreover, the dynamics of
muonium in semiconductors is reasonably well treated
with existing theories of depolarization and interstate
transitions. A very convenient calculation method has
turned out to be the jump model of Celio, which can in-
clude the effects of Nosov-Yakovleva electron spin Hips,
persistent modulation of the hyperfine interaction, and ir-
reversible changes of state, both with and without conser-
vation of the electron spin polarization.

The transverse-field pSR technique is and will remain
the preferred method for studying muonium states, by
virtue of its simplicity and the spectroscopic information
it supplies. The somewhat more involved high-field,
high-time-resolution variation of this technique allows
the experimenter to quench the nuclear hyperfine interac-
tion and hence to study systems with concentrated nu-

clear spins. The quenching of relaxation with the time-
di8'erential longitudinal-field technique should be able to

deliver important information on the processes responsi-
ble for relaxation. The limited contribution made by this
method to date is probably due to the lack of coordinated
experiments which identify the relaxing state with
transverse-field pSR and which determine the cause of
the relaxation with longitudinal-field quenching.

As the intensity of polarized muon beams increases,
the time-integral techniques, which place no restriction
on the number of muons simultaneously present in the
sample, will gain in importance. These include time-
integral radio-frequency and microwave resonance tech-
niques and the new avoided-level-crossing technique.
The sensitivity of these methods to the nuclear hyperfine
interaction mill hopefully permit them to make definite
statements about the local geometry of the Mu and Mu'
sites. Still more direct site information for aII the muon
states (including the "missing fractions") is potentially
accessible with the muon-decay-blocking technique, par-
ticularly when it is used in conjunction with transverse-
field pSR at various sample temperatures. Like the
time-integral pSR techniques, muon-decay blocking
places no limit on the muon beam intensity.

The muon-stopping process in a semiconductor is very
complex, particularly in the important radiation chemis-
try regime. It is established, I believe, that the effects on
the muon polarization of pre-formed vacancies from the
muon implantation, both .those from the accumulated
muon dose and those created during the deceleration of a
particular muon, are negligible. What happens, however,
in the ionization cloud surrounding the stopped muon,
both at t =0 and during the muon lifetime, is not at all
clear. It is probably the @SR experiments themselves
that will yield the most information on this complex in-

terplay of processes.
%'e turn now to the experimental results obtained to

date on muon states in semiconductors. The muon- and
pion-decay-blocking data are at present inadequate and
somewhat contradictory. The two pion-decay experi-
ments in germanium yielded different [110] channeling
patterns, and the muon-decay experiments in germanium
and silicon were complicated by impurity trapping.
More muon-decay-blocking studies are required to eluci-
date the sites of the three observed states and that of any
missing fraction. These should be performed as a func-
tion of temperature in both high-purity and weH-

characterized doped samples in conjunction with
transverse-field pSR.

The existing measurements of the electronic g factors
for Mu and Mu* can certainly be improved upon, but
there is apparently little theoretical motivation for such

improvements.
It is well established that isotropic Mu is extremely

mobile at low temperature in silicon and germanium. In
view of the vastly slower motion of hydrogen, it is chal-
lenging for theorists to explain this mobility, which is
perhaps due to a "delay to self-trapping. " Future experi-
ments in these materials could search for macroscopic
diffusion to the surface of powder grains or thin films.
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The situation in diamond is unclear due to conAicting,
sample-dependent results. Little is known about Mu
motion in the compound semiconductors, but there are
already interesting disrepancies. In GaAs, the apparent
rapid motion inferred from the trapping in low-resistivity
material convicts with the slow motion inferred from
both the nuclear hyperfine linewidth and the failure to
find neutron-induced defects. Also intriguing is the ap-
parent sudden onset of rapid difFusion of the Mu' center
in CuC1 below 10.5 K.

The thermally activated transition from Mu to Mu* in
diamond is now well documented, both in terms of the
disappearance of Mu and the appearance of Mu . The
transition has allowed a determination of the sign of the
hyperfine parameters' of Mu'. The isotropic part 3, is
negative, and the anisotropic pari A is positive, indicat-
ing that indirect polarization transfer is active. The ob-
servation of a Mu —+Mu* transition also in irradiated sil-
icon raises the question of the fate of Mu in semiconduc-
tors in general; does it, on its way to the p+ state, inter-
mittently form Mu'?

Muonium dynamics in Si, Ge, and GaAs is clearly
complex, but happily similar. In high-purity samples at
1ow temperature, the three states Mu*, Mu, and p+ are
formed. As the temperature is increased, Mu' first
disappears, to reappear as p+, followed by a therma11y
activated Mu~p+ transition. Each of these transitions
makes itself apparent in a stepwise increase in the p+
amplitude. Two features of the transitions are unclear.
The first is the discrepancy in the activation energies for
muonium disappearance and p+ appearance, and the
second, perhaps related point, is the cause of the electron
spin Gipping that accompanies the transition. In all three
materials, the p+ state becomes unstable at the highest
temperatures investigated, presumably due to repeated
charge exchange with a paramagnetic state. Experiments
at still higher temperatures are ca11ed for.

Doping Si, Ge, and GaAs generally increases the relax-
ation rates of Mu and Mu*. Sample-dependent efFects,
even in nominally high-purity material, indicate that
mobile Mu traps at impurities at 1ow temperatures. The
immobile Mu state, on the other hand, is relaxed by spin
collisions with the free carriers introduced by doping.
The striking onset of room-temperature relaxation of the
p+ state with n doping in silicon is not understood, nor is
the observation that doping moves the increase in A, + in

p
germanium to higher temperatures. In oxygen-doped sil-
icon, the absence at all temperatures of a )M+ signal indi-
cates that the p+ state to which Mu' jumps is highly
mobile and can find the dilute oxygen impurities. The ex-
isting longitudinal-field quenching data in silicon and
germanium present a puzzle whose solution requires
measurements at more temperatures in conjunction with
transverse-field work.

A1though electric-field and optical-illumination experi-
ments appear to be a dead end, investigations of electron-
and neutron-irradiated samples are both interesting and
informative. Irradiation defects in silicon serve as trap-

ping centers for mobile Mu. The failure of these pre-
formed vacancies to increase the initial Mu* amplitude in
electron-irradiated silicon argues against the vacancy
model for this state. But the observation upon irradia-
tion of a Mu~Mu' transition at 20 K indicates that
Mu* formation is promoted by lattice disorder. The
trapping of free electrons by radiation defects efFectively
transforms n-doped silicon into high-purity material, as
far as the relaxation of Mu at higher temperature is con-
cerned. Although neutron irradiation has the same efFect
as electron irradiation in silicon, it has the opposite efFect
in GaAs, namely, of killing Mu* and leaving Mu un-
changed.

We consider now the other zincblende materials. The
two isotropic Mu states in the cuprous halides are an
unexpected mystery. Luckily their low hyperfine fre-
quencies will permit detailed studies with the avoided-
level-crossing technique. Further study of the interesting
material P—SiC should be made on a high-quality single
crystal. The large missing fractions seen in many III-V
and II-VI compounds indicate still undiscovered
paramagnetic muonium states, and the large p+ fractions
seen in others invite site studies with muon-decay block-
ing and perhaps measurements of a paramagnetic or di-
amagnetic shift in the p+ frequency.

The progress made in the theoretical understanding of
muonium states in semiconductors in the last four years,
particularly with the molecular cluster approaches, is
very gratifying. It is fair to say that the isotropic Mu
state at 1ow temperature in diamond and silicon, if it
indeed occupies the tetrahedral interstitial site, is quite
well understood. The changes in hyperfine frequency as
one raises the temperature and as one moves to germani-
um and the compounds still need to be addressed. The
very rapid motion of Mu at low temperature also requires
a theor etlcal explanation.

The path to understanding the Mu state has under-
gone many twists and turns since it began 14 years ago,
and the long list of proposed models is a testament to the
imagination of those involved. Two candidates are now
clearly in the lead: the vacancy-associated model and the
band-centered model. Speaking for the vacancy model
are (1) the vacancy-associated hydrogen states seen with
infrared absorption in elemental and compound semicon-
ductors, (2) the similarities between the Mu* hyperfine
parameters in CxaP and GaAs, (3) the good agreement be-
tween the observed and calculated Mu hyperfine fre-
quencies for this model, and (4) the correlations between
the vacancy annealing temperatures and the tempera-
tures at which Mu' disappears. Speaking against vacan-
cy association are (1) the unavailability of pre-formed va-
cancies in sufhcient concentration, (2) the failure of elec-
tron irradiation to increase the initial Mu amplitude,
and (3) the ability in diamond of Mu to change into a
Mu* state in a single overbarrier jump. The bond-
centered model overcomes a11 of the objections to the va-
cancy model, although the theoretical stability of the site
may still be questioned by some groups. The recent

Rev. Mod. Phys. , Vol. 60, No. 1, January 1988



154 Bruce D. Patterson: Muonium states in semiconductors

bond-centered molecular cluster calculations are very
convincing, but the severe stretching of the bond calls for
a treatment of the relaxation of more distant neighbors
using larger clusters. I find the compromise solution ap-
pealing in which a bond becomes so elongated that one is
really dealing with a close Frenkel pair. In the end it will
probably be the avoided-level-crossing and muon-decay-
blocking experimenters who will have the last say.

Finally, one should address the question "What have
muons taught us about hydrogen in particular and about
defects in general in semiconductors~" The electronic
similarity of muonium and hydrogen argues strongly that
an implanted muon and an implanted proton should
behave at least qualitatively similarly. This implies the
the exi.stence of isotropic H and anisotropic H*, perhaps
with difFerent rates of interconversion and motion, but
with basically the same structure as Mu and Mu*. In the
theoretical calculations made for these states to date, lit-
tle consideration if any has been taken of the muon mass.
Why then do not electron spin resonance studies of pro-
ton irradiated silicon show these paramagnetic states?

As we have seen, both Mu and Mu* are unstable at
elevated temperatures. In order to have any chance of
success, an ESR search for hydrogen states must be per-
formed on samples irradiated and kept at low tempera-
ture. A more severe restriction, however, involves the
time scale of the experiments. A pSR experiment only
tells us what occurs during the first few microseconds fol-
lowing the muon implantation. It may be impossible to
construct an ESR experiment which collects enough sig-
nal strength soon enough after the proton implantation
without requiring excessive levels of radiation damage.
The absence of observable paramagnetic hydrogen states
has an interesting parallel in the observed tendency of
Mu and Mu* to decay to the diamagnetic p+ state.

Further parallels cannot presently be drawn between
muonium and hydrogen states in semiconductors, be-
cause too little is known about hydrogen. More hearten-
ing are the unexpected features which the study of these
muonium states have contributed to the field of defects in
semiconductors in general. The most significant of these,
in my opinion, are the following: (1) the strong reduction
in the electron spin density at the nucleus of an isotropic
hydrogenlike impurity (isotropic Mu) upon introducing it
into a semiconductor host, and the systematic depen-
dence of the spin density on the host ionicity, (2) the
motion of such a center through the host at a jump rate
approximately equal to the Debye frequency, and (3) the
simultaneous existence of a second, strongly anisotropic
paramagnetic center (Mu*) possibly representing a hy-
drogenlike atom in a highly distorted bond-center envi-
ronment.
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