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This paper is based on a series of eleven lectures that were presented at a workshop on The Physics of the
Quark-Gluon Plasma held at Hua-Zhong Normal University in wuhan, People's Republic of China, in Sep-
tember 1983. The lectures were updated for publication in November 1985. They cover perturbation
theory of the plasma at high temperature, as well as the nonperturbative methods and results of lattice
gauge theory computations. Physical models of the confinement-deconfinement phase transition and the
modes of chiral symmetry breaking are presented. The possibility that a quark-gluon plasma might be pro-
duced in ultrarelativistic nuclear collisions is briefly discussed in the introductory lecture.
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I. AN INTRODUCTION TO THE PHYSICS
OF THE QUARK-GLUON PLASMA
AND HOW IT MIGHT BE PRODUCED
IN HADRONIC COLLISIONS

The simplest systems studied in physics are those con-
sisting of one, two, or infinite numbers of particles. The
symmetries and dynamics of particle interactions may
simply manifest themselves in systems such as an isolated
electron, a hydrogen atom, or an Ising spin system. The
dynamics of the motion of an isolated electron probes the
Lorentz and translation invariance of the vacuum, and is
manifest in conservation laws which describe the
electron's motion. The nonexistence of isolated quarks in
the vacuum is the most compelling evidence for the con-
fining nature of the theory which describes strong interac-
tions, quantum chromodynamics (QCD). In two-particle
systems such as the hydrogen atom, the dynamics of par-
ticle interactions are isolated and may be simply studied.
In multiparticle systems such as are described by Ising
models and their ilk, the symmetries of particle interac-
tions may arise in the phase structure of the systems as
symmetries are broken or realized. In the Ising model,
the magnetization-demagnetization phase transition re-
flects a realization or a spontaneous breaking of the rota-
tional invariance of spin-spin interactions. For infinite
particle systems the dynamics simplifies since it may be

studied by powerful statistical mechanical methods. The
dynamics of few particle systems containing three or
more particles but not infinite numbers of particles, are
intrinsically complicated and extracting the fundamental
particle symmetries and dynamics is difficult.

Much progress in understanding strong interaction
physics has arisen from studying systems which are ap-
proximately composed of two particles. For example, in a
high-energy electron positron collision, a high-energy
quark-antiquark pair is formed. The quark-antiquark
pair form a pair of very-high-energy jets as they travel in
opposite directions to detectors. As this happens, further
high-energy jets might be formed when the quark-
antiquark pair emits gluons or quark-antiquark pairs with
high transverse momentum relative to the jet axis. If the
energy is however high enough, it is a good approxima-
tion to ignore the subsequent emission of these jets, and
secondary jet emissions may be computed in an expansion
in the number of jets. The complications of the hadronic
final state, when the quarks and gluons are converted into
hadrons, is miraculously irrelevant for the computation of
certain physical observables which characterize the jets.

The simplicity of jet formation in electron positron an-
nihilation arises from the asymptotic freedom of strong
interactions. At high energies, or short distances, the
strong interactions become weak. Since strong interac-
tions change particle number, the creation of particles is
suppressed at high energies and short distances. This fact
allows for a systematic expansion in powers of the strong
interaction coupling constant when computing the proper-
ties of jets. This is essentially an expansion in the number
of jets. Of course, as the quark-antiquark pair initially
produced in the co11ision separate to larger distances, the
strong interactions become strong and multiparticle de-
grees of freedom become important. A remarkable
feature of QCD is that in this hadronization process,
where quarks and gluons are converted into ordinary
colorless hadronic particles, certain physical observables
which characterize the jets are unmodified.

The fact that strong interactions (when the interactions
are truly strong) are intimately tied to multiparticle
dynamics seems to be an inevitable consequence of the
particle number nonconserving nature of the strong in-
teractions. Even the ground-state vacuum of quantum
chromodynamics is a state consisting of an infinite num-
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ber of virtual quarks, antiquarks, and gluons. Statistical
mechanics techniques seem ideally suited for analyzing
such systems.

These considerations demonstrate the dual nature of
QCD studies. One goal of such studies is to verify that
QCD in fact describes strong interaction processes. For
this purpose, studies of few particle systems should be
adequate. Another goal is to study the dynamics of QCD
when interactions are truly strong. These studies may
lead to fundamental understanding of the nature of con-
finement, that is, the nonexistence of isolated colored par-
ticles in nature, and the nature of chiral symmetry break-
ing, that is why the proton is so massive compared to the
pion, or put another way, how the quarks which initially
are to a good approximation massless in the dynamical
equations which describe QCD acquire effective masses
through interactions.

Since the study of strong interaction dynamics
demands the study of multiparticle systems, we should
ask what are the simplest multiparticle systems to study.
The vacuum or ground state of QCD is perhaps the sim-
plest such system, but suffers from having no adjustable
parameter which might allow for simplification of the
properties of the vacuum for certain ranges of such an ad-
justable parameter. It is also difficult to imagine carrying
out nontrivial experiments on the vacuum in order to
probe the dynamics of QCD.

The simplest set of systems characterized by a minimal
set of adjustable parameters are finite temperature and
baryon number density hadronic systems. Two parame-
ters characterize these systems, the temperature T and the
baryon number density p~. Baryon number density is the
number of baryons minus antibaryons per unit volume.
Baryon number is conserved by the strong, weak, and
electromagnetic interactions. In the limit that T—+0 and

pz —+0, these systems reduce to the vacuum. Another re-
markable fact is that the method of computation of the
spectrum and propagation of single particle excitations of
these systems is in close parallel with the method of com-
putations for the vacuum.

To have a reasonable range of parameters to probe the
structure of QCD it is necessary to have very high energy
density hadronic systems. High energy density hadronic
matter might be composed of bound states of quarks and
gluons in ordinary hadrons, or might be an unconfined
plasma of quarks and gluons. Such high energy density
hadronic matter occurs in a variety of physically interest-
ing situations. Cold, baryon-rich hadronic matter of al™
most infinite extent occurs in the cores of neutron stars,
and baryon number densities of maybe 10—20 times that
of ordinary nuclear matter. Since the natural time scale
for interactions in strongly interacting systems is the time
it takes light to travel a Fermi, 10 sec, and since neu-
tron stars have macroscopic lifetimes, the cores of neu-
tron stars almost certainly contain matter which is in lo-
cal thermal equilibrium and may be well described using
equilibrium thermodynamics (Collins and Perry, 1975;
Baym and Chin, 1976; Chapline and Nauenberg, 1976;
Kisslinger and Morley, 1976a, 1976b, 1976c; Brecher,

1977; Freedman and McLerran, 1977a, 1977b, 1977c,
1978; Baluni, 1978a, 1978b, Fechner and Joss, 1978).

Another example of a high energy density system is
provided by the big bang. In the big bang energy densities
may have existed up to those where at least quantum
gravity becomes important, p'--10 times that of nu-
clear matter. When'the energy density was that of ordi-
nary nuclear matter, the Universe was expanding with a
typical time scale of t-10 sec. Since this is orders of
magnitude larger than the natural time scale for strong
interactions, the Universe was probably in local thermal
equilibrium.

Another place where hot, baryon-rich matter might be
produced is in ultrarelativistic heavy ion collisions (Bjork-
en, 1976, 1983; Shuryak, 1978, 1980; Shuryak and Zhirov
1978a, 1978b; Anishetty, Koehler, and McLerran, 1980;
McLerran, 1981; Kajantie and McLerran, 1982, 1983).
The result of such a collision is shown in Fig. 1. Here the
two Lorentz contracted nuclei have passed through one
another leaving hot hadronic matter in their wake. In the
region of the Lorentz contracted nuclei, hot, baryon-rich
matter presumably exists. The conjecture that the two
nuclei pass through one another at very high energies will
be explained later in this review. This situation is much
different than that at very low energies where the nuclei
are almost impenetrable, and a simple derivation of the
picture shown in Fig. 1 is a consequence of the Lorentz
time dilation of hadronic interactions of ultrarelativistic
particles (Bjorken, 1976). Reasonable estimates of the en-

ergy densities achieved in these collisions are 10—1000
times that of ordinary nuclear matter (Anishetty,
Koehler, and McLerran, 1980; Bjorken, 1983; Gyulassy
and Matsui, 1984; Kerman, Matsui, and Svetitsky, 198S;
McLerran and Toimela, 1985). Detailed computations of
the expansion of such matter give times which are from
an order of magnitude to 3 orders of magnitude larger
than the typical scattering time for particles in such an
environment (McLerran, 1984; Pratt, 1984; Danielowicz
and Gyulassy, 1985; Hosoya and Kajantie, 1985; Kataja,
McLerran, Ruuskanen, and von Gersdorff, 198S). Be-
cause this time is large compared to the natural scattering
time, but not gigantic, such systems are probably to a fair
approximation in local thermal equilibrium but nonequili-
brium processes will also be important for the dynamics.

Quark-gluon matter may occur naturally in other cir-
cumstances. As has been suggested by Witten, there is no
compelling evidence that ordinary nuclear matter is abso-
lutely stable relative to quark matter (Witten, 1984). If
nuclear matter was stable relative to quark matter with

FIG. 1. An ultrarelativistic nucleus-nucleus collision viewed in
the center of mass frame. The two Lorentz contracted nuclei
have passes through one another leaving hot, dense matter in
their wake.
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the same flavor quantum numbers, but unstable with
respect to quark matter with other flavor, then it could
only decay to exotic quark matter by weak processes. In
fact, detailed computations strongly suggest that the fla-
vor composition of the most stable state of quark rnatter
contains roughly equal amounts of strange, up, and down
quarks (Freedman and McLerran, 1978). If .we assume
that the state with the sam. e baryon number as any nu-
cleus which is composed of strange quark matter is multi-

ply strange, then ordinary nuclei can decay into strange
matter only by multiple weak processes. This seems to be
true in explicit computations (Farhi and Jaffe, 1984). Or-
dinary nuclei may therefore be metastable with lifetimes
orders of magnitude longer than the lifetime of the
universe.

If strange matter were present in small amounts in or-
dinary matter, we might think that it mould devour ordi-
nary matter converting it into strange matter. This does
not seem to be the case, since strange matter has a
Coulomb barrier at its surface which repels ordinary
charged nuclei. Even at stellar temperatures, a sizable
contamination of strange matter does not destabilize ordi-
nary matter (Witten, 1984).

Strange matter also has the remarkable property that it
maintains itself at nuclear matter density up to the mac-
roscopic sizes. This is a consequence of the addition of
strange quarks which tend to make the baryonic corn
ponent of strange matter approximately electrically neu-
tral. Ordinary nuclei fission past some critical size be-
cause of repulsive, long-range Coulomb forces. Such
forces would not destabilize a strange matter droplet until
its size was larger than the Bohr orbit of electrons around
the droplet. Since orbiting electrons are trapped within
the droplet, the system electrically neutralizes itself and
does not fission (Witten, 1984).

Strange matter may exist in macroscopic size droplets,
and might be detected by mass spectroscopy or other
techniques (Farhi and Jaffe, 1985). It was originally sug-
gested that strange matter might explain the dark matter
problem of cosmology, but this seems not so likely upon
more detailed study (Appelgate and Hogan, 1985). It has
also been suggested that neutron stars might be entirely
composed of strange quark matter (Witten, 1984; Baym,
Jaffe, Kolb, McLerran, and Walker, 1985; Shaw, Benford,
and Silverman, 1985).

The desc'ription of hadronic matter by QCD is ade-
quate for energy densities less than those for which heavy
8' and Z bosons form an important component of the
matter. Electromagnetic effects must be included and are
more important than strong interactions for describing
dynamics at energy densities less than those of nuclear
matter. Strong interactions are not so important at these
low densities since hadrons are well separated and strong
interactions are short range. At extremely high energy
densities, p-10 times that of nuclear matter, parti-
cles with the degrees of freedom associated with grand
unification, and eventually even quantum gravity, may
play a dominant role. At any energy density at which
new degrees of freedom play an important role, a variety

TABI.E I. Energy densities and new degrees of freedom.

E (CJev/F )

10-'
.1

1010
1062

1078

Degrees of freedom

Electron-positron pairs, photons
I eptons, photons, quarks, gluons
The above plus Z, 8; and Higgs bosons
The above plus the superheavy particles of

grand unified theories
The above plus the completely unknown

of phase changes may take place. Such energy densities
are shown in Table I. We shall be interested in matter in
the range of energy densities 10' ~&p) 1 GeV/F, where
QCD adequately and simply describes matter. (At these
densities, particles which only interact electromagnetically
contribute to the dynamics, but play a trivial role since
their interactions are unimportant. )

There are several values of the energy density for which
the dynamics of hadronic matter is quite different. At
energy densities which are very large or very small com-
pared to some natural scale, we might expect the dynam-
ics of the matter to simplify. At energy densities close to
some natural scale we might expect that the dynamics
would be complicated, but perhaps more interesting than
in the asymptotic regimes. At energy densities close to a
natural scale, a variety of phase transitions might occur
which involve dramatic changes in the properties of ha-
dronic matter, and their existence might reflect sym-
metries of the QCD interactions (Collins and Perry, 1975;
Kisslinger and Morley, 1976a, 1976b, 1976c; Freedman
and McLerran, 1977a, 1977b, 1977c; Chin, 1978; Kapus-
ta, 1978; Polyakov, 1978; Shuryak, 1979a, 1979b, 1980,
1981; Susskind, 1979; Pisarski, 1982, 1984; Pisarski and
Wilczek, 1984).

The natural density scale for QCD is the energy density
at which hadrons begin to overlap. At this energy density
scale, the quark and gluon degrees of freedom become im-
portant for the description of the matter. This energy
density scale should be of the order of the energy density
of matter inside a proton which is p-I GeV/( —,m.R )

-500 MeV/F, where we have used R as the rms charge
radius of the proton, R -0.8 F. This is reasonably close
to the estimate of p-A~+ -200 MeV/F, with AM+ -200
MeV as the dimensional scale parameter typical of QCD.
This energy density is also not large compared to the en-

ergy density of nuclear matter, p-150 MeV/F, which to
the accuracy of these order of magnitude estimates is the
same as that of the natural scale for hadronic matter.
There are of course large uncertainties in this crude order
of magnitude estimate. Reasonable variations of the
value of the parameter R in the estimate of the energy
density inside a proton give an order of magnitude uncer-
tainty in the value of this scale. Uncertainties in current
lattice Monte Carlo estimates of the energy densities for
which there may be phase transitions in QCD are perhaps
a factor of 20 (Engels, Karsch, Montvay, and Satz, 1981,
1982; Kajantie, Montonen, and Pietarinen, 1981; Kuti,
Polonyi, and Szlachanyi, 1981; McLerran and Svetitsky,
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1981a, 1981b; Engels, Karsch, and Satz, 1982; Kogut,
Stone, %'yld, Gibbs, Shigemitsu, Shankar, and Sinclair,
1982, 1983a, 1983b; Montvay and Pietarinen, 1982a,
1982b; Celik, Engels, and Satz, 1983a, 1983b; Fucito and
Svetitsky, 1983; Kogut, Matsuoka, Stone, %'yld, Shenkar,
Shigemitsu, and Sinclair, 1983; Fucito, Rebbi, and Solo-
mon, 1984, 1985; Fucito and Solomon, 1984, 1985; Gavai,
Lev, and Petersson, 1984a, 1984b; Nakamura, 1984;
Christ and Terrano, 1985; Fucito, Kinney, and Solomon,
1985; Gavai and Karsch, 1985; Gottlieb, Kuti, Toussaint,
Kennedy, Meyer, Pendleton, and Sugar, 1985; Kennedy,
Kuti, Meyer, and Pendleton, 1985).

At energy densities which are very large compared to
this natural scale, hadronic matter is a plasma of quarks
and gluons unconfined into hadrons (Collins and Perry,
1975; Freedman and McLerran, 1977a, 1977b, 1977c;
Baluni, 1978a, 1978b; Chin, 1978; Kap usta, 1978;
Shuryak, 1980). At such very high energy densities, the
average separation between the constituents of the gluon
plasma may become d «1 F. The strength of the QCD
interactions between these closely packed quarks and
gluons is weak due to asymptotic freedom, since QCD in-
teractions become weak at short distances. Of course,
there may be some long-range interactions which are not
shielded in the plasma and for such long-range interac-
tions the strength is not small (Linde, 1980; Appelquist
and Pisarski, 1981; Gross, Pisarski, and Yaffe, 1981; De-
Grand and Touissaint, 1982; d'Hoker, 1982; DeTar,
1985). Such long-range interactions do not however signi-
ficantly affect the bulk properties of the plasma, but
might significantly alter long-distance correlations be-
tween particles in the plasma. Since the interactions
which affect the average bulk properties of the plasma are
weak, they provide small corrections to the kinetic ener-
gies of the quarks and gluons when bulk quantities such
as the energy density and the pressure are computed. Ha-
dronic matter therefore becomes an ideal gas at very high
energy densities.

At extremely low energy densities, hadronic matter is
composed of widely separated hadrons. Since the range
of strong interactions is finite, these widely separated had-
rons will, on the average, interact weakly. Hadronic
matter becomes an ideal hadron gas at these low energy
densities.

The properties of hadronic matter simplify at very high
and very low energy densities, when hadronic matter be-
comes an ideal gas. The degrees of freedom of these ideal
gasses are of course quite different. For a zero baryon
number density system, the low temperature system is a
pion gas with 3 degrees of freedom. At very high tem-
peratures there are colored spin- —, quarks and antiquarks
with three colors corresponding to 12 degrees of freedom
plus eight colored helicity 1 gluons corresponding to 16
degrees of freedom. For intermediate energy densities,
hadronic matter is interpolating between these degrees of
freedom.

In the limit that the number of colors becomes infinite,
the change in the number of degrees of freedom becomes
infinite (Thorn, 1981). The bulk properties of the system

are therefore order parameters for the confinement-
deconfinement transition. Viewed from the hadronic
world, it takes an infinite amount of energy to achieve a
quark-gluon plasma. This situation is much the same as
that envisaged by Hagedorn where there is a limiting had-
ron temperature (Pisarski, 1984). The essential difference
is that for a finite number of colors, the change is finite,
and the Hagedorn limiting temperature provides an ap-
proximate description of the physics near the deconfine-
ment temperature. Insofar as the large-N limit is valid,
we expect the change in the properties of hadronic matter
to be significant across the confinement-deconfinement
transition, even if there is strictly speaking no phase tran-
sition.

At intermediate interpolating energy densities phase
transitions may occur. As the quarks and gluons become
liberated from hadrons, a confinement-deconfinement
phase transition might arise. Also a chiral symmetry res-
toration phase transition might take place. The existence
of phase transitions is often associated with a spontaneous
realization or breakdown of a symmetry. Chiral symme-
try is a symmetry of the QCD interactions for massless
up- and down-quark masses. Since these quarks have
small but finite masses, such a symmetry is only approxi-
mate. If the chiral phase transition is first order, the in-
troduction of small up- and down-quark masses should
not remove the phase transition since the system changes
discontinuously across a first-order transition, and a small
continuous change should only slightly modify the magni-
tude of this discontinuity.

The confinement-deconfinement phase transition may
be shown to arise as a consequence of a symmetry for
QCD as it describes gluons, and ignores quarks (Po-
lyakov, 1978; Susskind, 1979; Kuti, Polonyi, and
Szlachanyi, 1981; McLerran and Svetitsky, 1981a, 1981b).
Confinement arises as a consequence of symmetry realiza-
tion, and deconfinement as a consequence of symmetry
breaking. For QCD this phase transition is first order,
and insofar as the effects of quarks are small, this phase
transition might remain when quarks are properly ac-
counted for (Weiss, 1981, 1982; Polonyi and Szlachanyi,
1982; Svetitsky and Yaffe, 1982a, 1982b).

To probe the gluon plasma (in the absence of dynamical
quarks), heavy test quarks may be inserted into the plas-
ma. The free energy of these test quarks may be found by
computing the expectation values of spatially local opera-
tors l.(r). It is possible to show that the free energy of an
isolated test quark at the position r is (Polyakov, 1978;
McLerran and Svetitsky, 1981a, 198lb)

r

0 confinement,

finite deconfinement .

The operator I. is an order parameter since its expectation
value is zero in the confined phase, where the free energy
of an isolated test quark is infinite. In the deconfined
phase, the free energy is finite.

The operator i. may be shown to be analogous to the
spin variable of a Z3 spin system. In this analogy, the
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temperature of the Z3 spin system is (Svetitsky and
Yaffe, 1982a, 1982b)

Teff g (1.2)

where g is the QCD coupling strength. The effective
temperature depends on the physical temperature since g
depends upon T. Recall that at high temperatures, the
coupling strength decreases due to asymptotic freedom.
Equation (2) predicts that as the physical temperature in-
creases, the effective temperature decreases and vice versa.

The operator L is analogous to spin variable. For a
theory with N 1 gl—uons (N=3 for QCD) the QCD
equations of motion are invariant under a global transfor-
mation which flips L,:

L(r)~e "' L(r), (1.3)

where j is an integer. This Z3 spin flip symmetry, which
we shall call the center symmetry, guarantees that
(L ) =0 if the symmetry is realized.

At very high effective temperatures of the Z3 spin sys-
tem, the spin system should be disordered, (L ) =0, and
the system confines. As the effective temperature de-
creases, there may be a critical temperature, for which the
spin system orders, (L )&0, and the system deconfines.
It can be shown that if the effective spin system exhibits a
first-order phase transition, then this will also be true for
the QCD finite temperature theory (Svetitsky and Yaffe,
1982a, 1982b). For Z3 spin systems, corresponding to
QCD, the phase transition is predicted to be first order.
Since effective temperature and physical temperature are
inversely correlated, low physical temperatures corre-
spond to symmetry restoration and confinement, while
high physical temperatures correspond to symmetry
breaking and deconfinement.

This picture of the confinement-deconfinement phase
transition for a gluon plasma may be studied using lattice
Monte Carlo methods (Wilson, 1974; Creutz, Jacobs, and
Rebbi, 1979a, 1979b; Creutz, 1980a, 1980b). The lattici-
zation starts by discretizing space-time in a finite four
volume, and physical quantities are extracted in the zero
lattice spacing infinite three volume limit. The fourth
length of the four volume may be shown to be @=1/T.
Using a discretization of coordinates is a familiar tech-
nique for solving partial differential equations and is of
great use for numerically solving QCD. The phase struc-
ture at finite temperature arises in the zero lattice spacing,
infinite three volume limit as the length of the fourth di-
mension of the box, 1/T, is varied. This length might be
varied by changing the coupling since temperature and
coupling are related through asymptotic freedom.

Once QCD is discretized and placed on a four-
dimensional lattice, it may be studied by lattice Monte
Carlo simulation techniques. These techniques are entire-
ly analogous to the techniques applied to study spin sys-
tems such as the Ising model. Various gluon field config-
urations which give contributions to the partition func-
tion may be selectively sampled by an algorithm which
finds those contributions which dominate the sum over
configurations. The error in this selective sam. pling is ap-

FIG. 2. I. as a function of T for a first order,
second order, ———,phase transition.

and a

proximately the inverse square root of the independently
sampled gluon field configurations.

Hypothetical results of a Monte Carlo simulation of
(L ) are shown in Fig. 2. For N=3, corresponding to
QCD, there is a sharp break at the critical temperature
corresponding to a first-order phase transition, and actual
Monte Carlo computations yield curves for (L ) similar
to that shown. The specific heat and energy density as a
function of temperature have also been computed. At
high temperatures, these quantities approach ideal gas
values. The energy density jumps rapidly at T„and a
first-order phase transition is strongly indicated. The la-
tent heat of this phase transition appears to be 1—2
GeV/F, with uncertainties of undetermined magnitude
arising from the small size of lattices used in the compu-
tations, but which might be as large as an order of magni-
tude. The critical temperature is determined to be
T, -200 MeV with uncertainty of perhaps a factor of 2.

When dynamical quarks are included in finite tempera-
ture QCD computations, the confinement-deconfinement
transition might disappear (Banks and Ukawa, 1983; De-
Grand and DeTar, 1983; Hasenfratz, Karsch, and
Stametescu, 1983). To understand how this might hap-
pen, consider the free energy of an isolated test quark. In
a system with dynamical quarks, this free energy is al-
ways finite since the test quark may always form finite
energy bound states with the dynamical quarks. The
operator I. is no longer an order parameter, since it al-
ways has a finite expectation value. In the analogy with a
spin system, the dynamical quarks are analogous to an
external magnetic field since their presence guarantees
that the magnetization (L ) is always finite. Since the ef-
fects of dynamical quarks disappear as the quark mass be-
comes infinite, the external magnetic field goes to zero in
this limit.

In spin systems such as the Ising model, the presence of
an external magnetic field of arbitrarily small strength
can destroy the magnetization phase transition. The case
for QCD is somewhat more complicated since in the ab-
sence of dynamical quarks, the confinement-deconfine-
ment phase transition is first order, where for the Ising
model the phase transition in the absence of an external

magnetic field is second order. A first-order phase transi-
tion involves a discontinuous change in the properties of a
system, and a small perturbation may only continuously
deform this change. Only if the effects of quarks become
sufficiently large may the phase transition be removed.
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We therefore conclude that if the quark masses are suffi-
ciently small and if there are a sufficiently large number
of quark flavors, then the phase transition might be re-
moved.

These arguments are complicated by the possibility of a
chiral symmetry restoration phase transition (Pisarski,
1982; Goldberg, 1983; Pisarski and Wilczek, 1984).
Chiral symmetry is a symmetry of the QCD equations of
motion when the up- and down-quark masses are taken to
zero. (This symmetry might be enlarged by taking the
strange quark mass as zero, which is a fair approxima-
tion. ) The chiral symmetry appropriate to this limit is
only approximate in nature since the up- and down-quark
masses are small but finite. If chiral symmetry was exact,
either all baryons would be massless, or for every massive
baryon there would be a partner which would be degen-
erate in mass. The meson masses would be uncon-
strained. The spectrum of states realized in nature has
large mass baryons which do not occur in parity doublets,
and the pion has a small mass. This situation corre-
sponds to chiral symmetry breaking. When a symmetry
such as chiral symmetry is broken, Goldstone's theorem
guarantees that there must be a massless scalar particle,
here corresponding to the pion. The finite pion mass is
presumably a consequence of the finite quark masses in
the QCD equations of motion.

A simple model for chiral symmetry breaking is the o.

model where a spin zero, even parity, and even charge
conjugation cr meson condenses in the vacuum and in-
duces chiral symmetry breaking. In QCD, this o meson
is presumably a bound quark-antiquark pair. As quarks
and gluons begin to become deconfined from hadrons, the
o mesons become ionized. Since fermions do not con-
dense by themselves, and since there are no longer any 0.

mesons to condense, chiral symmetry breaking may end.
Since chiral symmetry breaking generates dynamical

masses for baryons such as quarks, and since the strength
of the effective magnetic field which might destroy the
confinement-deconfinement phase transition increases
with decreasing quark mass, the confinement-
deconfinement phase transition and the chiral phase tran-
sition are intimately related. The chiral phase transition
for three flavors of massless quarks may be studied using
effective chiral interactions, and is almost certainly first
order (Goldberg, 1983; Pisarski and Wilczek, 1984). As
the up, down, and strange quarks acquire small but finite
masses, this first-order phase transition should not disap-
pear. Since the strange quark mass is perhaps not so
small, this argument is somewhat soft, but even for two
massless flavors, which should be a very good approxima-
tion, there are arguments that- the chiral phase transition
is first order (Pisarski and Wilczek, 1984).

A possible phase diagram for the chiral and confine-
ment phase transitions is shown in Fig. 3. The upper and
bottom horizontal axis are the temperature while the vert-
ical axis is e 1™.This latter variable approaches 1 for
infinite mass quarks, and approaches 0 for zero mass
quarks. The upper T axis therefore corresponds to a
theory in the absence of dynamical quarks. Along this

{b)

FIG. 3. Hypothetical phase diagrams in the T, e ', plane.
In (a), the chiral, deconfined world is not isolated from the
chiral symmetry broken, deconfined world. In (b), these worlds
are separated by a phase boundary.

axis there is a first-order phase transition. As the mass
decreases from infinity, a line of first-order phase transi-
tions may evolve in the T, e ' plane. This line might
terminate in a first-order phase transition as shown in
Fig. 3(a) or it might evolve all the way to zero T as in
Fig. 3(b). Along the bottom T axis, the quark mass is
zero. There should be a chiral phase transition along this
axis which may be first or higher order. If the phase
transition is first order as is assumed in Fig. 3, then the
chiral transition evolves into the T, e ' plane. This
line might either terminate somewhere in this plane, as is
assumed in Fig. 3(a), or it might join on to the upper axis.
The most elegant possibility is that the line emanating
from the deconfinement transition joins the chiral transi-
tion. In this sense, the confinement-deconfinement phase
transition and the chiral phase transition would be identi-
fied. There are of course many more phase diagrams than
are illustrated in Fig. 3, and the actual diagram realized in
nature is not yet known. It is also important to recognize
that although quark masses may be varied in a theory, in
nature masses are fixed, and the issue of whether or not
there are true phase transitions in QCD is whether or not
for some fixed values of masses, the first-order phase lines
are crossed while varying the temperature T.

Numerical Monte Carlo simulations of lattice gauge
theories are still in a very primitive state, and knowledge
of the phase diagram for QCD is very scant. Early at-
tempts to include fermions concluded that there was a
first-order confinement-deconfinement phase transition
which could be identified with a chiral transition (Kogut,
Stone, Wyld, Gibbs, Shigemitsu, Shankar, and Sinclair,
1982, 1983a, 1983b; Celik, Engels, and Satz, 1983a,
1983b; Kogut, Matsuoka, Stone, Wyld, Shankar, Shigem-
itsu, and Sinclair, 1983). These so-called quenched ap-
proximations were then improved to include fermions in
an expansion in inverse powers of the fermion masses.
Such hopping parameter computations seemed to indicate
that the confinement-deconfinement transition disap-
peared at a large value of the quark mass (DeGrand and
DeTar, 1983; Hasenfratz, Karsch, and Stametescu, 1983).
Newer computations using pseudofermion techniques or
microcanonical ensembles indicate that the phase transi-
tion may persist to zero mass, or at least, if the phase
transition is removed, the change in the properties of the
quark-gluon plasma is very sharp at a temperature which
may be regarded as a remnant temperature of the
confinement-deconfinement temperature (Fucito, Rebbi,
and Solomon, 1984, 1985; Fucito and Solomon, 1984,
1985; Ciavai, Lev, and Petersson, 1984a, 1984b; Fucito,
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Kinney, and Solomon, 1985; Gavai and Karsch, 1985;
Kogut, Polonyi, Wyld, and Sinclair, 1985a, 1985b, 198Sc,
1985d). There is no time to review these methods here,
except to note that computations involving fermions are
improving very rapidly and an answer to questions about
the QCD phase diagram may soon be available.

In spite of all the theoretical understanding of the prop-
erties of hadronic rnatter which has developed in the last
few years, almost no experimental data exist which might
probe its properties. Such data might provide a striking
confirmation of ideas about confinement and chiral sym-
metry breaking. The production and study of new forms
of matter is also of intrinsic scientific interest, and may
enlighten conjectures about neutron star structure and the
early Universe.

There is a good possibility that new forms of matter
might be produced and studied in the collisions of ultrare-
lativistic nuclei (Anishetty, Koehler, and McLerran, 1980;
Shuryak, 1980; McLerran, 1981; Kajantie and McLerran,
1982, 1983; Bjorken, 1983). Such a collision is visualized
in Fig. 4 in the context of the inside-outside cascade
model of hadron interactions, a picture which we shall
soon motivate (Bjorken, 1976). This model describes
known features of hadronic collisions, is true in field
theory computations of cascade development, and is a
consequence of Lorentz invariance and the limited trans-
verse momentum of particles produced in hadronic col-
lisions.

In Fig. 4(a) the two nuclei approach one another with
energy E~~ per nucleon. The two nuclei are Lorentz con-
tracted to a thickness M —1 F. This limiting thickness,
M &&R/EcM, where R is the nuclear radius and EcM is
measured in GeV, arises because the nucleons couple to
low longitudinal momentum degrees of freedom,
4p"-200 MeV, and the uncertainty principle guarantees
fuzziness on a scale M —1/hp". These low longitudinal
momentum degrees of freedom are the mesons which are
produced with small momentum in the collisions of had-
rons with high center of mass energy. The nucleon de-

(a) rnatter
formation

;matter~
,formed:

'
y undisturbed virtual

nuclear matter

nuclear fragmentation

cooled matter

(c)
FIG. 4. Ultrarelativistic nuclear collisions in the center of mass
frame. (a) Approach. {b) Passage through one another. (c)
Cooling.

grees of freedom, that is the portion of the nuclear wave
function which carries baryon number, is Lorentz con-
tracted to a size bx -R /&CM.

As the two nuclei pass through one another, Fig. 4(b),
the low momentum meson degrees of freedom interact
and a hot hadronic matter distribution forms. Meson de-
grees of freedom with higher longitudinal momentum
take longer to interact, and Lorentz time dilation slows
matter formation. As time proceeds, this higher longitu-
dinal momentum matter forms at

cr p /I x (1.4)

where we assume mesons have large p" and travel with
velocities close to that of light, and rn is a typical hadron-
ic momentum scale, m -200 MeV.

In the rest frame of the newly formed matter, we are
implicitly assuming there is a formation time ht-1 F/c.
This is a natural time scale for hadronic interactions.
This formation zone is at x -ct-p "/m in the center of
mass frame and is a distance b,x —1/p" from the nuclei.
This formation zone gets closer and closer to the nucleons
as time evolves until at t -R/E'cM the nucleons them-
selves begin to fragment. The matter formed in these nu-
clear fragmentation regions is baryon rich whereas the
matter in the central region was primarily composed of
mesons.

A consequence of the inside-outside cascade model is a
correlation between space-time and longitudinal momen-
tum. This correlation may provide a powerful analytical
framework for ultrarelativistic nuclear collisions. For
particles produced at x =t=O, if the particles propagate
freely and do not interact, their velocity is U=x/t. The
rapidity of a particle is

y =—ln „=—ln „=y„,1 E+p" I t+x"
2 E+p" 2 I; —x" (1.5)

where we have used U"=p"/E, and have defined the
space-time rapidity as the ratio of logarithms involving
x" and t. Equation (1.5) is more general than is true for
free particles. In general for a fluid expanding with per'-
fect fluid hydrodynamic equations with boundary condi-
tions that at early times Eq. (1.5) is valid, then Eq. (1.5) is
valid for all times. Another useful variable is the proper
time measured in a frame which has the same longitudi-
nal velocity as that of a particle. This time is

Uii2)i/z (rz xii2)i/2 (1.6)

The consequences of Lorentz time dilation in particle
production are most dramatic in the Landau-
Pomeranchuk-Migdal effect for electromagnetic cascade
development (Kasahara, 1983). In electromagnetic cas-
cades, the cascade multiplies by electrons, positrons, or
photons passing by nuclei and in the strong electric field
of the nuclei, the photons pair produce electron-positrons
pairs, and the electrons or positrons bremsstrahlung. The
natural time scale for the pair production is roughly of
the order of the time it takes light to travel the Compton
wavelength of the electron scaled by an inverse power of
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the fine-structure constant. The fine-structure constant
appears because in the limit of zero electromagnetic cou-
pling, it is not possible for photons to produce electron
positron pairs. This time is about 10 cm/c.

In the cascade, this natural time is dilated by the
Lorentz y factor of the particles participating in the cas-
cade development. If this dilated time becomes large
compared to the time it takes electromagnetic particles to
pass nuclei, and further cascade, the cascade will become
inhibited. The particles are still forming while subsequent
scatterings are taking place. For emulsions, a typical in-
teraction length might be a tenth of a centimeter, corre-
sponding to 100 TeV before the Landau-Pomeranchuk-
Migdal effect becomes appreciable (Kasahara, 1983). If
this natural time becomes so large that pairs are just be-
ginning to form as an electromagnetic particle passes
through an apparatus, then the apparatus becomes trans-
parent to the high-energy electromagnetic radiation. This
occurs at an energy of the order of 10 TeV. At 10 TeV,
neutron stars become transparent to electromagnetic radi-
ation.

In nucleus-nucleus collisions, the hadronic counterpart
of the Landau-Pomeranchuk-Migdal effect explains limit-
ing transparency. The nuclei pass through one another
for the same reasons that at very high energies electrons
pass through detectors with little cascading. Correlations
between space-time and momentum space develop as a
consequence of this mechanism.

The inside-outside cascade model of hadronic interac-
tions describes hadronic interactions such as hadron-
hadron, hadron-nucleus, and nucleus-nucleus collisions.
Why are nucleus-nucleus collisions better suited to pro-
ducing a quark-gluon plasma than are ordinary hadron
collisions? The most obvious reason is that in nucleus-
nucleus collisions, the average multiplicity of produced
particles is higher than for hadron-hadron collisions, and
higher energy densities result on the average. Another is
that nuclei are of large spatial extent, and in order to pro-
duce a well-thermalized matter distribution, the particles
produced in the collisions must rescatter, so that the large
spatial size enables the produced particles to rescatter
several times before being emitted from the collision re-
gion. Yet another reason is that with the large average
multiplicities of nucleus-nucleus collisions, the statistical
fluctuations are smaller, and collective phenomenon may
be easier to observe. These collective effects, which may
be consequences of processes such as nucleation of ha-
dronic matter in a supercooled quark-gluon plasma, may
be crucial for arguing that a quark-gluon plasma has been
produced in the collision.

On the other hand, fluctuations in hadron-hadron col-
lisions Inight also produce a quark-gluon plasma. In very
high multiplicity hadron-hadron collisions, very high en-

ergy density regions may be produced. The energy densi-
ty might be so high that even when the system is in a rela-
tively large spatial volume, there may be sufficiently large
energy densities to maintain a plasma.

If the space-time volume is sufficiently large that hy-
drodynamics may be used to describe a collision, the

description greatly simplifies. Hydrodynamic equations
require knowledge of the state of the matter at some time,
and the equation of state of the matter. Monte Carlo
simulations may soon provide good equations of state for
hadronic matter, and the equation of state is already well
understood with semiquantitative models. The initial
conditions are semiquantitatively predicted by the inside-
outside cascade model, and the final state of the matter
may be experimentally measured. The evolution of the
matter at intermediate times appears to be computable, a
situation which is much advanced relative to our
knowledge of hadron-hadron collisions.

Assuming an initial formation time for the hadronic
matter produced in a nucleus-nucleus collision, and know-
ing the final-state distribution of the matter, the hydro-
dynamic equations may be integrated backward in time to
determine the initial energy density (Gyulassy and
Matsui, 1984). There are several experimental measure-
ments of the final-state hadron distribution in nucleus-
nucleus collisions provided by the JACEE cosmic ray ex-
periment (Burnett et a/. , 1983). Extrapolating their re-
sults to the head on collisions of uranium, the energy den-
sity is

5 GeV/F
2

Vo
(1.7)

where v.o is the initial formation time, measured in units
of Fermi. This result depends on the isentropic nature of
the hydrodynamic expansion, and not on the details of the
equation of state. Theoretical estimates of the formation
time ~0 vary, but the range of reasonable values is prob-
ably 0.2 & vo & 1 F/c. The corresponding range of energy
densities is 5—100 GeV/F . This is 50—1000 times the
energy density of nuclear matter and is probably suffi-
cient to produce a quark-gluon plasma.

There are of course great uncertainties in this prognos-
tication. Is the inside-outside cascade picture truly ap-
plicable at the energies appropriate to the JACEE experi-
ments? Are nonequilibrium effects not included in the
hydrodynamic analysis important'? Are the few results of
the JACEE analysis typical of nucleus-nucleus collisions?
These questions are difficult to assess without accelerator
experiments.

There is of course a pressing question about the signals
of a quark-gluon plasma if produced in a nucleus-nucleus
collision. There have been many suggestions. Metastable
droplets of quark-gluon matter might produce long-lived
droplets of dense matter (Lee and Wick, 1974; Bjorken
and McLerran, 1979; Kerman and Chin, 1979; Lattes,
Fujimoto, and Hasegawa, 1980; Mann and Primakoff,
1980; Halzen and Liu, 1982a, 1982b; Cleymans,
Dechantsreiter, and Halzen, 1983; Klosinski, 1983; Wit-
ten, 1984) or might be short-lived and detonate explosive-
ly (van Hove, 1983, 1985; Gyulassy, Kajantie, Kurkki-
Suonio, and McLerran, 1984; Bialas and Peschanski,
1985). Large-scale density fluctuations, like steam bub-
bles in boiling water, might form as the matter nonexplo-
sively cools, or as the plasma is formed from hadronic
matter (van Hove, 1983; Gyulassy, Kajantie, Kurkki-
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II. THERMODYNAMICS OF A SCALAR
FIELD THEORY

The thermodynamical properties of a system governed
by a Hamiltonian H may be abstracted from knowledge
of the thermodynamical potential (Landau and Lifschitz,
1958)

n(P, i )=—1/PVln Tre-i'H+i'~". (2.1)

The average number densities associated with conserved
charges may be found by differentiating the potential
with respect to the chemical potentials, p, which are con-
jugate to the charges N,

Suonio, and McLerran, 1984). Leptons and photons
might probe the plasma in the hot early stages of its ex-
istence (Feinberg, 1976; Cleymans, 1978; Shuryak, 1978;
Domokos and Goldman, 1981; Kajantie and Miettinen,
1981, 1982; Domokos, 1983; Cleymans and Philippe,
1984; Cleymans and Vanderzande, 1984; McLerran and
Toimela, 1984; Hwa and Kajantie, 1985; Siemans and
Chin, 1985). Strange particle production might be copi-
ous and there might be abundant A production in the
fragmentation region (Bir6, Lukacs, Zimanyi, and Barz,
1982; Rafelski and Muller, 1982; Redlich, 1984; Glenden-
ning and Rafelski, 1985; Hilf and Redlich, 1985; Kapusta
and Mekjian, 1985). The existence of a plasma may also
show up in a correlation between transverse momentum
and multiplicity (Shuryak and Zhirov, 1978a, 1978b; van
Hove, 1982; Kapusta, McLerran, and Pratt von Gers-
dorff, 1985). These signals for plasma production are ex-
tremely speculative, and experimental data is needed to
channel speculation into quantitative science.

In the remainder of this review, we shall no longer ad-
dress the speculative issue of how a quark-gluon plasma
might be produced in ultrarelativistic nuclear collisions.
We shall instead review the mathematical techniques, and
the results of application of such techniques, which are
needed to study the properties of a quark-gluon plasma at
finite temperature and density. We shall begin by review-

ing the derivation of the path integral representation for
the thermodynamic potentia1. The next two sections
derive this path integral representation for free scalar
meson and free fermion theories. In the fourth section,
QED and QCD are studied. Confinement and the center
symmetry are the subject of Sec. V, where the Wilson line
representation for the free energy of an ensemble of static
quarks is derived. Chiral symmetry and its restoration
are discussed in the sixth section. Lattice methods for
studying finite temperature field theory are presented in
Sec. VII, and Sec. IX presents a discussion of recent re-
sults. Section VIII presents a discussion on the order of
the confinement-deconfinement phase transition. Section
X is a review of perturbation theory results, and finally in
Sec. XI, models of the confinement-deconfinement phase
transition are presented.

The average energy density is similarly found by dif-
ferentiating with respect to p; and the inverse tempera-
ture p,

=—(a/ap —1/pp. a/ap)Q(p, IJ, ) .1

V
(2.3)

The simplest example of a thermal system described by
a field theory is provided by the thermodynamics of a
scalar field. The Hamiltonian for this theory is

H= J d'xI —,'II'(x, t)+ —,'[VC(x, r)]'

+ ,' m @—(x,t)+ V[4(x,t)]I, (2.4)

where the scalar field 4 and its conjugate momentum II
satisfy the equal time commutation relations

[4(x,t ), II(x', t )]= i5 (x—x') .

The scalar field + solves the equation of motion

( O+—m')4 +5V/M =0 .

(2 5)

(2.6)

This equation of motion is derived from variation of
the action

S= dx —, 4 + —,m p+VN . 27

The metric in all of these equations is Minkowskian
with the convention

g00 1 gal (2.8)

Later we shall deal with Euclidean metric actions, but
we shall see that these actions arise from carefully deriv-
ing a Feynman path integral representation for the ther-
modynamic potential using the fields defined in Min-
kowski space (Feynman and Hibbs, 1965).

A Feynman path integral representation for the ther-
modynamical potential arises upon evaluating the trace of
Eq. (2.1) by inserting complete sets of intermediate states.
For the scalar field theory we shall take the chemical po-
tential p =0. The thermodynamical potential evaluated in
basis states which are eigenstates of the field operator N
becomes

e = Jd@(@~e ~@) (2.9)

The integration measure d@ is a product of integra-
tions over the fields @ at all spatial coordinates x defined
on some fixed time surface. This product is best defined
on a finite spatial grid (lattice), since the product then in-
volves a finite product over a finite number of spatial
coordinates and is mathematically well defined.

The representation is not simple to evaluate since the
Hamiltonian does not have simple properties when it
operates on the eigenstates of W. Also the operator e
is not a simple operator. To proceed we use the trick of
Feynman and write

i, =(x, )/v= a/aI, —n—(p, i ) .1
(2.2)

X N
PH Q PH/N— Q (1— (2.10)
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where

e=p/n, (2.11)

and the limit X—+ao is to be taken after the product is

evaluated.
The product of Eq. (2.10) may be simply represented by

inserting states which alternate between eigenstates of the
field operators @and II,

(2.12)

The overlap of states & II
l

0&& is

& II
l
@& = 1/2m exp i f d x II(x)@(x) (2.13)

The product over the index j in Eq. (2.12) may be
represented as a product of integrals evaluated at different
times by making the identification

E=dt, t =JE=JP/N,
so that the path integral becomes

Tre ~ = f [dIId@]exp —f dtd x

(2.14)

X (A (II,@)—ilies&) . (2.15)

Notice that the field N is periodic in the interval
0&t &p. This periodicity follows from the trace of Eq.
(2.1). The momenta II are not required to be periodic.
The measure of integration [dIId@] involves a product
over all spatial coordinates and time coordinates. A fac-
tor of 1/2m is included for each II integration.

The physical interpretation of the Euclidean time vari-
able which is an argument of both H and @ is somewhat
obscure. It has been introduced bemuse the operator
e ~ which appears in the expression may be interpreted
as a time translation operator for imaginary time. This is
plausible since e" is the time translation operator for or-
dinary time. The transformation'from Minkowski space,
corresponding to real time, to Euclidean space, corre-
sponding to imaginary time, arises since taking t~it in
scalar products such as x&x~ effectively converts the
metric tensor from Minkowski to Euclidean. Insofar as
e ~ translates in imaginary time, the states which con-
tribute to the partition function are propagated through
imaginary time by an amount P. These states propagate
into themselves by virtue of the trace condition. Since the
scalar field @ labels these states, 4& must propagate into
itself when propagated an imaginary, Euclidean time of p.

The imaginary Euclidean time must not be confused
with real Minkowski time. Real Minkowski time transla-
tions are generated by e" and may operate on the fields
which label the states which contribute to the partition
function. Such time translations generate the real time
response of a thermal system. The theory of this real
time response is an immensely interesting and rich study.
Of particular interest in this study is the theory of single-
particle excitations, a theory which closely parallels the
theory of single-particle excitations in the vacuum.

Tre-t' =f [de]e-'( )

where S is the Euclidean action,

S[@]=f d x[—,'(M&) + —,'m @ + V(4)] .

(2.16)

(2.17)

The measure of integration in Eq. (2.17) is a product of
dC&'s and factors arising from the integrations over the
H's,

(2.18)

In the previous derivation we have been painstakingly
careful to maintain the proper measure factors in the
functional integrations. This is necessary since the ther-
modynamical potential depends in part upon these fac-
tors. The ideal gas contribution might be improperly
computed without taking into account these measure fac-
tors. In many applications, it is however possible to
sidestep these measure complications by formulating
measurable quantities in terms of thermal expectation
values. Thermal expectation values do not depend upon
the measure since in the quantity

&O&=Tre t'~O/Tre f'~, --(2.19)

where 0 is any operator, the measure factors involving H
cancel between numerator and denominator. The contri-
bution to the thermodynamical potential arising from in-'

teractions does not depend on these factors since

l

Another interesting application of real time response
theory is to the computation of the partition function.
The partition function may be computed by real Min-
kowski time methods rather than by the imaginary time
Euclidean methods which are presented here. The Min-
kowski computation is complicated, and to obtain correct
results, the derivation of the Minkowski space formula-
tion must be carefully deduced from the Euclidean for-
mulation. For lack of time, I shall not attempt to present
the theory of real time response, or the Minkowski space
method for computing the partition function in these lec-
tures.

The final simplification in the path integral representa-
tion for the thermodynamic potential comes from per-
forming the integrations over the momentum II. These
integrations are easily done since they all are Gaussian.
The effect of these integrations is to replace the momen-
turn dependent terms in the path integral by —4, so that
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e '"'=f [de]e-' f [de]e "' ' (2.20) tential is

where

So[@]=f d"x[—,'(8@) + —,'m 4& ] . (2.21)

The ideal gas contribution does depend on these mea-
sure factors, and we shall now derive the ideal gas contri-
bution to the thermodynamical potential.

The ideal gas contribution may be derived using fami-
liar standard arguments (Bernard, 1974). This involves
inserting multiparticle momentum space eigenstates in the
trace of Eq. (2.1). Since the occupation number of any
eigenstate is an arbitrary integer n, and the probability of
occupation of any state is e P, the thermodynamical po-

'I

Q= —1/PVlnll& g e
n=0

=1/P f d k/(2n) ln(1 —e ~ ) . (2.22)

@(x,t)= f d k/(2m) e'"'"N(k, t) .

The functional integral of Eq. (2.17) becomes

(2.23)

An alternative derivation involves directly evaluating
the functional integral representation for the thermo-
dynamical potential. This is easily done after Fourier
transforming the fields

Tre ~ =f Q [dC&J/(2m') ' ]exp ——,
' g f d k/(2m. ) [(4J—4~, ) /E +sE~@J~] . (2.24)

The final integration over 4&& yields

Q= —1/PVln Tre

f d k/(2m) ln2sinh(PE/2),

and the thermodynamical potential becomes

Q= —f d k/(2~) ln(1 —e ~ )
1

(2.26)

+ —, f d k/(2m)E. (2.27)

This product of integrals is simply a product of func-
tional integrals for elementary harmonic oscillators. If
the end points in time are constr ainted by periodic
boundary conditions, +~——C1, we find the integral for
each oscillator corresponding to momentum k as

I= [cE/sinh(PE)]'~

X exp( —[4& &E[cosh(pE) —1]/sinh(pE) I ) . (2.25)

I

carefully subtracting the divergent thermodynamical po-
tential of the vacuum.

III. FREE FERMION FIELD THEORY

The analysis of fermion field theories is complicated by
the anticommuting nature of fermion fields. This nature
results in a functional integral over anticommuting c
numbers. Such anticommuting c numbers satisfy the
algebra

[g(x, t), r/(y, t)]= [r/(x, t), r)t(y, t)]=0 . (3.1)

As shall soon be seen, the periodic boundary conditions
in Euclidean time which arose for boson fields reappear
here as antiperiodic boundary conditions. To understand
these facts we must carefully analyze Eq. (2.1) using fer-
mion "coherent states. "

The Hamiltonian is assumed to be a function of fer-
mion fields g(x, t ) and P (x, t ) which satisfy the equal
time anticommutation relations

This result agrees with the result of the direct analysis
of Eq. (2.24) using elementary thermodynamics, except
for the temperature independent contribution of

[P (x, t), pe(y, t)]=0,
[P (x, t), g (y, t)]=6 p5' '(x —y) .

(3.2)

Q"-=—' f d'k/(2 )'E . (2.28)

This is the free energy of the vacuum and is divergent.
It must be subtracted from the thermodynarnical potential
in order to obtain a finite result. This is sensible for phys-
ical systems since measurements are only made for the
difference of pressures and energies of the system + vac-
uum and system (ignoring the effects of gravity). Since
this divergence is of order A in an ultraviolet cutoff A,
the computation of the thermodynamic potential must be
carried out with great care. The finite contribution must
be carefully isolated from the divergent contribution, and
a sloppy job of carrying out this isolation will give in-
correct results. The perturbative methods which we dis-
cuss in Sec. X are somewhat involved by the necessity. of

i In I )=II„($ (x, t)) '
i 0), (3.3)

where
~
0) is the state of zero occupation number for all

x. The notation In I refers to the set of all occupation
numbers n~(x)

Implicit in this discussion is the latticization of space-

The anticommuting c numbers anticommute with these
operators. These operators may be interpreted as creation
and annihilation operators for fermions at the position x
with spinor index a. The occupation numbers for these
fermions are 0 and 1. This labeling of states is perhaps
best defined if space is discretized on a spatial lattice.
The occupation number basis states are labeled by a set of
occupation numbers n (x) and may be written as
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time. We are sidestepping subtle issues associated with
the latticization of fermions in this discussion. We shall
discuss the latticization in more detail in following sec-
tions, where the latticization may be put on a more solid
footing. For now, we ignore rigor, and assume that the
fermion operators may somehow be properly defined on a
grid of space-time points, and that the naive continuum
limit exists for the thermodynamic potential.

A particular ordering for the product over coordinates
must be chosen for this state since changing the ordering
of field operators which appear in the product may
change the phase of the state. Notice that the field opera-
tor g (x, t) operates on

I InI & and decreases n (x) by one
unit if n (x)= 1, or sets the state to zero if n (x)=0.
The phase of the state may change depending upon the
occupation of other sites and the ordering chosen in Eq.
(3). When g (x,t) operates it increases the occupation
number n~(x) by one unit unless n (x)=1. The phase
may also change.

The thermodynamical potential may be evaluated in
these basis states as

Tre tH=2(„)&tnj Ie ~~I fnj& . (3.4)

This occupation basis representation for Eq. (1.1) does
not give a simple representation. To find a simple repre-
sentation, fermion "coherent states" may be introduced
(Halpern, Jevicki, and Senjanovic, 1977; Soper, 1978).
These states are labeled by the anticommuting e numbers
described above. The states are

(3.5)

where
I
0& is the zero occupation number state. We have

suppressed the time index on the fields in this equation
I

since the time may be chosen as t=0 in order to con-
struct these states.

We now study the properties of the "coherent states" of
Eq. (3.5). This study is facilitated by studying coherent
states at one position and with one spinor index. The gen-
eralization of these results to a multisite, spinor indexed
state is straightforward and obvious. A single site, single
indexed state and its conjugate are

IX&=e z~ Io&, (3.7)

&XtI &0Ie
—@x (3.8)

We shall use these states in complete sums over inter-
mediate states. To do this a completeness relation is used

I=f dxdxte~~ Ix&&xt
I

. (3.9)

To verify this completeness relation, we use the rules of
Grassmann variable integration. These rules are

f dx= f dx'=o,

f dxx= f dx'x'=1 .

(3.10)

(3.11)

The integration in the completeness relation of Eq. (3.9)
is computed by expanding the exponential in the integral
and the exponentials in the definitions of the "coherent
states"

f dX dXe ~ Ix&&xt
I

=fdX dX(1+XX )

x(I0& —XI»)
(3.12)

o
I

—&1Ix')=
I
o&&o I+ I

1

The thermodynamical potential may be represented in
terms of these states as

The integration measure is a product over all spatial
positions and spinor indices

&(.) & In I I
e ~

I f n I & =&(.
) f [dn][dn'][de][dn '1 & v'

I
e ~

I n &e""e""
& In l I n & & n

'
I t n l &

I

f [dn'][dn]&~'I m&
~ --f(~' ~)

(3.13)

[dgt][dry]=il„~dry (x)dip (x) .

Now recall that

&n IX&&x In&=&n Io&&oIn&

+xx'&n
I

1&&1In &,

(3.14)

(3.15) Tre ~ =f [dolt][dg]& rjt
I
e t'~I g& . — (3.19)

=f( —q, g)e"" (3.18)

which may be proved by expanding f in a Taylor's series,
using g =0, and the rules of Grassman integration, we fi-
nally obtain

so that

&n IX&&x tnI&= &
—xtIn&&n Ix& . (3.16)

The thermodynamical potential becomes

Tre t'~=X(„) f [drIt][dpi][dqt][de]

+ & +t
I
e 13H

I + &e gg e g g—

Notice that the left ket vector in this expression involves
and not g . We shall soon see that this fact implies

antiperiodic boundary conditions on fermion fields in the
soon to be derived functional integral representation for
the thermodynamical potential.

To derive this representation we must use the following
properties of fermion "coherent states:"

@ I IvI &=n
I [nI&, (3.20)

Upon using the identity (3.21)
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These states are used to construct a functional integral
representation after the operator e ~ is written as a
product

(3.22)

where

(3.23)

and the limit X~ ao is to be taken. The product in Eq.
(3.22) may be evaluated using the completeness relation of
Eq. (3.12). We shall now drop the notation j q J and leave
it as implicit that the state is labeled by values of q at all
spatial coordinates:

N

II [dnj~l[dnJ ] & nN—
I

e '
I n)v

j=1

(3.24)

The overlap of states & g; I qj ) is

&gtlrl, )=e (3.25)

S= f'dt f d'x g(x, t)( —ty. a+m)q(x, t),
we obtain

(3.34)

E=dt, t =j c, =j 13IX . (3.26)

The product over the index j may be represented as a
product over integrals at different times by making the
identifications

Tre ~ =f [dPdf]e

The field conjugate to f is g and g is

4=4 r)(t
0

(3.35)

(3.36)

Assuming that H is linear in @and 1t, that is

H =f d x d y 1()t(x)O(x,y)g(y) (3.27)

with a Minkowski y matrix. The product in the integra-
tion measure. when written in this manner simply means

[dfdg]=lid/ dP . (3.37)
we may use the identity

(3.28)

For a free Dirac particle this is true since

H =f d x Pt(x)y ( i y V +—m )g(x) . (3.29)

This representation may be put in a more familiar form
upon identifying

(3.31)

where g and g are "classical" Grassmann fields. We
find

Tre ~ =f [dPt][drab]

xexp —f dt f d3x[A (Pt, P) P"P]—

A little algebra yields the functional integral represen-
tation for the partition function as

Tre ~ =f [dgt][dq]

Xexp —f dt f d'x[A (re, ri) rite]—
L

(3.30)

The fermion fields satisfy antiperiodic boundary condi-
tions

1((x,P) = —g(x, O),
(3.38)

P (x,P) = —gt(x, O) .

These antiperiodic boundary conditions are different
from the periodic boundary conditions derived in the pre-
vious review for the scalar field. Their origin, like the
periodic boundary conditions for the scalar field, are in
the trace for the definition of the partition function. The
minus sign arises because of the peculiar commutation re-
lations of the scalar products given by Eq. (3.16). This re-
lation follows from the anticommuting nature of fermion
fields.

This functional integral is most easily evaluated by
Fourier transforming to momentum space. The time
Fourier transform involves a . sum while the spatial
Fourier transform involves a continuous integral. The
functional integral for the thermodynamical potential be-
comes a product over ordinary Cxrassmann integrals as

Tre t)H=II gt(p)df(p)e gt(s)ro(r u+~)P(z).
p ~p

e«»y {y.p+~ j

p ~p

Upon identifying the Euclidean y matrix as

0 ~ 0
7E ~3 M

(3.32)

(3.33)

2»{p~+m ~)=HO e
p ~p

=exp +21n(p +m )

p

and introducing the Euclidean action for the Dirac field
as

=exp 2VQ f d p/(2m) ln(p +m )

p0
(3.39)
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The momentum p which occurs in this sum is a sum
over

p =2'(j+1/2)/P (3.40)

which arises as a consequence of the antiperiodic bound-
ary conditions on the fermion fields.

The sum which results from this integration is diver-
gent, but the divergence gives a temperature-independent
contribution to the thermodynamical potential and is
therefore a part of the unphysical vacuum energy. The
sum is easily evaluated for the temperature-dependent
pieces, with the result

0= —4/p f d p/(2m. ) ln(l+e p ) . (3.41)

This result is the same which results from directly in-
serting momentum space eigenstates into Eq. (2.1) (Ber-
nard, 1974),

(4.2)

The metric is Euclidean in these equations. This theory
is easily quantized in the axial gauge

=0. (4.3)

theory. We shall consider QED in some detail in this sec-
tion, and shall generalize the results we find to more com-
plicated gauge theories such as QCD. The results of this
analysis are easily generalized to non-Abelian gauge
theories with scalar fields and spontaneous symmetry
breaking such as GUT's.

To understand the problems which arise when gauge
theories are studied, we consider the thermodynamics of a
photon field. The action for the photon system is

S=f dt f d x ,F&„F"—",

where

0= —4/Pll~ln(1+e ~ )

= —4/p f d p/(2m) ln(1+e ~ ) . (3.42)
The Hamiltonian for this theory is

8=—,
' f d x(E +B ) . (4.4)

—PP Q T —PH+PPx

This corresponds to adding

(3.43)

to the Hamiltonian, and results in the modified Euclidean
action

The results of the preceding paragraphs are easily gen-
eralized to the case where there is a chemical potential
corresponding to a finite fermion number density. The
partition function is

Since the Gauss's law constraint

V E=O (4.5)

has the solution

(4.6)

(4'.7)

the Hamiltonian may be expressed entirely in terms of the
independent dynamical fields Ez and 8 as

H= —,
' fdx[E+B+V E(—8) V E].

S=f dt f d'x g( iy 'd ip—y +m—)f . (3.44)
These independent fields satisfy the equal-time commu-

tation relations:

A direct analysis which parallels that described in de-
tail above gives

II= —2/p f d p/(2') [ln(1+e ~' "')

+ln(1+e P' +I')] . (3.45)

The contributions corresponding to positive and negative
values of p arise from particles and antiparticles.

IV. GAUGE THEORIES: QED AND QCD

The thermodynamics of gauge theories such as QED
and QCD are slightly more complicated than that of
theories such as scalar field theory or free fermion field

[E~(x,t),EJj (y, t )]= [A j (x, t), A~~(y, t)]

=0,
[Ez(x, t), AJj (y, t)]=5t/5' '(x y) . — (4.8)

The equations of motion for this system follow from Eqs.
(4.7) and (4.8) together with the Gauss's law constraint
when Hamilton's equations are computed.

The thermodynamics of this system is that of a free
scalar boson with two degrees of freedom. The thermo-
dynamic potential is

e ~ =2/P f d p/(2m) ln(1 —e ~ ); (4.9)

This result arises from the functional integral representa-
tion:

P
e ~ = f [dE~dA~]exp —f dt f d x[A (E~,A~)+iE~ Ag]

The Gauss's law constraint may be explicitly used to rewrite Eq. (4.10) as

P
e ~ =f [dEdAdA ]5(A )exp —f dt f d x[—,'(E +B )+iE A+iA V E)

(4.10)

(4.11)
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—p&Q ~ —1 ~ —tr ln( —Cl } (4.13)

To verify this result, recall that a Gaussian functional
integral of the form f [dC&]e where 0 is any opera-
tor may be evaluated in a basis where the operator 0 is
diagonal. In this basis, the functional integral factorizes
into a product of functional integrals, II;f [dC&;]e
where A,; are the eigenvalues of 0 and @; are the eigen-
functions of O. This functional integral is, up to a nor-
malization constant, the product of the inverse square
roots of the eigenvalues of O. The Gaussian functional
integral is therefore, up to a normalization constant,
det ' O. The normalization constant for this functional
integral may be shown to be independent of the tempera-
ture. For the functional integral Eq. (4.12), there are in-
tegrations over two independent boson fields and each is
of the form f [d@]e ' ' and the result of Eq. (4.13)
follows directly.

The thermodynamical potential for this system follows
from using Eq. (4.13). Inserting a complete set of
momentum eigenstates of the operator —CI which satisfy
periodic boundary conditions in imaginary time, and per-
forming the summation the discrete frequencies which
arise from the Fourier series which arises for the imagi-
nary time variable, we find, up to a temperature-
independent constant,

0=2/P f d p/(2') ln(1 —e ~ ) . (4.14)

The steps in this computation follow closely the more
detailed derivation presented in Sec. II, and the details are
left to the reader. Notice that this contribution to the
thermodynamic potential is a factor of 2 larger than that
for a system of a single free scalar meson. This is a result
which is believable on physical grounds since the thermo-
dynamics of a photon gas involves a degeneracy factor
arising from two helicity degrees of freedom.

A problem arises if we consider the photon gas in
Feynman gauge (Bernard, 1974). The Euclidean 'action
for electrodynamics in this gauge is

S=—, f dt f d x A~ — Ap . (4.15)
0

Proceeding naively, the path integral representation for
the thermodynamical potential is

e =f [dA]e " =det —Cl (4.16)

and we arrive at the wrong conclusion that the thermo-
dynarnics of the photon field involves four degrees of
freedom.

The problem with this Feynman gauge analysis is that
the formula given by Eq. (4.16) is simply incorrect. The
proper result arises from carefully quantizing the theory,
writing the Hamiltonian path integral, and then deriving
the action path integral by integrating out the electric

The integrations over E may be performed to obtain

e ~~ =f [dA]5(A')e (4.12)

and the functional integral may be evaluated to find

may be transformed in Eq. (4.11) by making the change
of variables

(4.18)

This change of variables corresponds to a change of
gauge. To obtain a proper expression, the Jacobian of the
variable transformation

J=det5A '~/5A" (4.19)

must be included.
To derive an expression which is valid in an arbitrary

gauge, we first express the gauge condition as a constraint
of the form (Faddeev and Popov, 1967)

F(A)=0 . (4.20)

If we write the functional integral for the partition func-
tion as

e ~ = f [dA]5(F(A))e (4.21)

we obtain a result which reduces to Eq. (4.11) in axial
gauge. Unfortunately this expression is not gauge-
invariant. To obtain a gauge-invariant expression we
must include a factor which cancels the Jacobian of a
change of variables corresponding to a gauge transforma-
tion. Such a factor modifies Eq. (4.21) to (Faddeev a'nd

Popov, 1967)

e ~ = f [dA]det5F/5A5(F)e (4.22)

The functional differentiation in this expression is that
with respect to a gauge transformation generated by A.
For axial gauge this factor is

det5F/5A =detB3 (4.23)

and gives a contribution only to the vacuum energy of the
theory since

r

detB3 ——exp pV f d p/(2m) lnp3 (4.24)

Since the expression of Eq. (4.22) is gauge invariant, we
may write down an expression which corresponds to
Feynman gauge. We let the gauge condition be

(4.25)

so that

e ~ = f [dA ]det5F/5A5(BA f )e (") . (4.26—)

Since a gauge transformation induces

A~A+RA

the factor det5E/5A is

(4.27)

fields. This was what was done for axial gauge and the
path integral of Eq. (4.11) is a correct result.

The representation of Eq. (4.11) may be generalized to
an arbitrary gauge such as Feynman gauge. To do this,
notice that the gauge condition

(4.17)
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det5F/5A =det —CI . (4.28) A&+a&w. +gf'.b, A)A, . (4.39)

—1/(2a2) —5 l A] (4.29)

Moreover, the integral given by Eq. (4.26) is independent
of f and integrating over f gives only a contribution to
the vacuum energy, so that we can compute the finite
temperature contribution to Q as

e ~ = f [dA][df]det —D5(BA f)—

The fact that this determinant depends upon the gluon
field means that the presence of this Faddeev-Popov
determinant will modify the Feynman rules of the theory
(Faddeev and Popov, 1967).

The Faddeev-Popov determinant may be recast as an
integral over anticommuting e number pseudofermion
fields using the identity

The integral over f yields

e ~ = f [dA]det —Cle ( ) —f (c)A) /2cc .

For a= 1, the Feynman gauge functional is reproduced
except for an extra factor of det — . Performing the in-
tegrations over the photon field gives

detM= f [da)][de]e™~.
The partition function becomes

e P =f [dA][de][dco]e

f [dA][d
—][d ]e

—s[A] BM—cq

(4.40)

(4.41)

0= —1/p V ln( det —CI det — )

= 1/PVln det— (4.31)

a result which corresponds to the correct number of de-
grees of freedom. The purpose of the "Faddeev-Popov"
determinant is solely to cancel unphysical degrees of free-
dom and produce a thermodynamical potential with two
degrees of freedom.

The results of the preceding paragraphs are easily gen-
eralized to the case of a Yang-Mills gas of gluons. The
action for this theory is

S=—, f dt f d xF,""(x)F„'„(x), (4.32)

where

F~"(x)=a~A: aA,'+gf.—b, At,'A, . (4.33)

Manipulations which parallel those for a photon gas yield
a functional integral for the partition function as

e ~ = f [dA]det5F/5A5(F)e (4.34)

det5F/6A =detM,

where

(4.3S)

M' = U5' +gf' 'd"A'—
p (4.36)

This fact follows from performing an infinitesimal ver-
sion of the gauge transformation

—i dI' —gA,"H~U(A) id" gA,"—H U—(A) (4.37)

U(~) tv A

This infinitesimal transformation is

Since the steps in this derivation closely follow those out-
lined above, the derivation of this result is left as an exer-
cise. The essential difference between a photon and a
gluon gas as far as gauge fixing is concerned is that the
determinant in Eq. (4.23) depends upon the gluon field
strength, at least for gauges such as Feynman gauge. In
fact, for Feynman gauge this determinant is

Since the determinant arose from variations of functions
which satisfy periodic boundary conditions, the pseudo-
fermion fields satisfy periodic conditions

co(x,P) =Fr(x, O), co(x,P) =co(x,O) . (4.42)

This is necessary since the determinant which arises from
the integration over the fermion fields must generate
Bose-Einstein distribution functions, and this is generated
from the determinant of an operator satisfying periodic
boundary conditions.

In later sections we shall consider the perturbative ex-
pansion of the Yang-Mills thermodynamical potential. In
this expansion, the pseudofermions ghost fields will play
an essential role.

The essential difference between QCD and QED is that
in the properly defined functional integral for the thermo-
dynamic potential, appropriate to a fixed gauge, ghost
fields appear, which form a representation for the deter-
minant which was necessary to make the result for the
thermodynamical potential gauge independent. Such a
representation for the determinant might also have been
introduced for QED, since a determinant appeared there
also. In QED, however, this determinant would be trivial
and would not depend upon the photon field. In QCD,
the determinant depends upon the gluon field and may
not be directly evaluated in closed form. Ii may only be
represented by a ghost functional integral which may be
systematically evaluated in a weak coupling expansion in
powers of g. The nontrivial nature of the determinant in
QCD arises from the interweaving of gauge invariance
and gluon self-interactions. In QED, even when charged
fermions are included, no ghost fields appear. This is a
consequence of the trivial nature of gauge transforma-
tions of fermion fields. The measure of functional in-
tegration for fermion fields is gauge invariant, and, most
important, the fermion fields are unconstrained by all
used gauge-fixing conditions. The same applies to Yang-
Mills theories when fermions are included. Fermions do
not affect the Faddeev-Popov ghost fields introduced to
properly implement a functional integral representation
for the thermodynamic potential in a fixed gauge.
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V. CONFINEMENT AND THE CENTER SYMMETRY

The conjecture that hadronic matter at finite baryon
number density and temperature might radically change
its properties and perhaps undergo a series of phase tran-
sitions at sufficiently high energy densities has its origins
in extremely simple pictures of hadrons as composites of
quarks and gluons. At some energy density, hadrons will
on the average overlap with nearby hadrons. The quarks
are no longer confined to individual hadrons and may be-
gin to freely wander unconfined through hadronic matter.
This effect might be signaled as a true phase change in
the system or, at least, as a drastic change in the proper-
ties of the hadronic matter. As a consequence of these
changes in hadronic matter, a variety of other dramatic
changes, perhaps phase changes such as chiral symmetry
restoration, may take place. The energy density where
these changes may take place should be of the order of
that inside a proton

MP=
4/3m r 3

(5.1)

where M is the proton mass and r is the proton radius
which is taken here as the rms charge-radius. This energy
is only a few times that of nuclear matter,

p&M =150 MeV/F (5.2)

These dramatic changes in the properties of hadronic
matter might occur in the cores of neutron stars,
p.-10—20 p&~, in ultrarelativistic heavy ion collisions,
p-10—200 p&~, and almost certainly occurred in the ear-
ly Universe.

Examples of dramatic changes which might take place
other than that of deconfinement are restoration of chiral
symmetry and, at low temperatures and high baryon
number density, superconductivity (Frautschi, 1980; Bai-
lin and Love, 1981a, 1981b, 1982). Chiral symmetry is a
symmetry of the QCD equations of motion which if real-
ized would require either that all baryons be massless or
occur in parity doublets. This symmetry is broken at zero
temperature and baryon number density. The pion be-
comes massless as a consequence of this symmetry break-
ing. Such a symmetry might become restored at an ener-

gy roughly that given by Eq. (5.1). At small tempera-
tures, liberated quarks in high density rnatter might bind
into a variety of Cooper pairs to produce a superconduc-
tor or superfluid.

At energy densities far above the energy of these rapid
changes in the properties of hadronic matter, hadronic
matter very probably becomes an almost ideal gas of
quarks and gluons (Collins and Perry, 1975). This conjec-
ture follows from the asymptotic freedom of QCD. At
short distances, the effective strength of quark-gluon in-
teractions is weak. At high energy densities, quarks and
gluons interact most often at short distances, and the ef-
fect of these "weak" interactions should be small com-
pared to the effects of free particle propagation. This
should be true for the free energy which measures the

bulk properties of quark-gluon matter. There may be
small nonperturbative contributions arising from long-
distance interactions, but the dominant effects should be
those of an ideal gas (Linde, 1980; Billoire, Lazarides, and
Schafi, 1981; Cxross, Pisarski, and Yaffe, 1981; Kajantie
and Kapusta, 1982; Kalashnikov, 1984a, 1984b). Some
quantities may, of course, be sensitive to nonperturbative
effects, for example, the long-distance behavior of correla-
tions (Appelquist and Pisarski, 1981; d'Hoker, 1982; De-
Tar, 1985).

In later sections we shall return to the issue of asymp-
totic freedom and the perturbation theory of the quark-
gluon plasma. The remainder of this section review is a
discussion of the confinement-deconfiriement "phase tran-
sition" (Polyakov, 1978; Susskind, 1979; Engels, Karsch,
Montvay, and Satz, 1981, 1982; Kuti, Polonyi, and
Schlanyi, 1981; McLerran and Svetitsky, 198la, 1981b).
The words "phase transition" are in quotation marks be-
cause there may not be a true phase transition in the sys-
tem in the statistical mechanical sense that there are
discontinuities in the thermodynamical potential or its
derivatives. The dramatic change in the properties of ha-
dronic matter which are expected for high energy density
hadronic matter will in the remainder of this review be
sloppily referred to as a phase transition for lack of a
better phrase. The chiral phase transition will be
described in the next section.

The confinement-deconfinement phase transition is
clearly illustrated in an SU(X) Yang-Mills theory without
dynamical quarks. For such a theory, this phase transi-
tion is a transition in the strict statistical mechanical
sense. The word dynamical quark means a quark which
interacts with the gluons and contributes to the thermo-
dynamical potential. We shall allow the introduction of
nondynamical static test quarks which probe the dynam-
ics of the gluon matter, but these probes are not allowed
to affect the gluon dynamics.

A static test quark placed in the vacuum of such a
Yang-Mills system has infinite energy and is confined. In
very high energy density hadronic matter, this quark is
not confined and has finite free energy. The
confinement-deconfinement phase transition occurs when
this free energy becomes finite. The free energy differ-
ence of a system with a dynamical quark at position r and
a system with no dynamical quark will soon be shown to
be given as a thermal expectation value of a spatially local
operator L(r) (Polyakov, 1978; McLerran and Svetitsky,
1981b)

(5.3)

The operator I. is an order parameter for a
confinement-deconfinement phase transition since

( L ) =0-- - confinement,
(5.4)

( L )&0-- -- deconfinement .

At low energy densities, (I. ) should be zero for a finite
temperature range 0 & T & T, and is finite for T)T, .
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When dynamical fermions are included in the grand
canonical ensemble of a Yang-Mills theory, the free ener-

gy of an isolated static test quark is no longer a useful pa-
rameter to characterize confinement (Fradkin and Shan-
kar, 1979). Light dynamical fermions may form a bound
state with this test quark and the free energy is finite
(Banks and Ukawa, 1983; DeCrrand and DeTar, 1983;
Hasenfratz, Karsch, and Stamestescu, 1983). The order
parameter (L ) is finite for all temperatures, and there is
no longer a yes-no signal for a phase transition. Several

possibilities arise as a consequence of this fact. There
might be some discontinuity in (L ) or its derivatives and
this might signal a phase transition. There may be anoth-
er as yet undiscovered order parameter which character-
izes a transition. Finally, as suggested by strong coupling
lattice gauge theory results, there may be no phase transi-
tion. VVe shall discuss these possibilities in more detail
later in this section.

To more fully understand the dynamics of confine-
ment, we shall study the operator I. in more detail. To
compute the free energy of a configuration of static
quark s and antiquarks, we introduce the operators

g, (r;, t ) and g, ( r;, t ) which create and annihilate static
quarks of color a at position r and time t, along with
their charge conjugate fields g' and g' for antiquarks.
These fields satisfy the equal-time anticommutation rela-
tion

[1/iB, r—A (r;, t)]P(r;,t)=0
so that

(5.6)

g(r, t) = T exp i f dt'r A (r, t) g(r, O) . (5.7)

The symbol T in this expression denotes time-ordered ex-
ponential.

The operators g and P' may be employed to obtain an
expression for the free energy of a configuration of N~
quarks and X- antiquarks. This is given by

(5.8)

with the summation indicated over all states ~s) with
heavy quarks at r~, . . . rN and heavy antiquarks at
r&, . . .r, . The factors of N are to cancel the degeneracy

factors on the summation introduced by the color labels
of the static quarks. Introducing the quark fields gives
this free energy as

(5.5)

with all other equal-time anticommutators set to zero.
The quark fields obey the static time evolution equation

-IF' N
e ' =1/(N) ' X, (s'

~

X, bf, , (r),0) . . t/ra~ (r~, O)gb, (r),0) . Qb„(r~„O)e
q

Xpb (r~. , O) . .
Qb, (r~, O)g, (rb, O) . . ((', (ri, O)

~

s'),
q q

(5.9)

where now the sum is over all states
~

s') with no heavy quarks. Since e ~ generates Euclidean time translations, i.e.,

e~ O(t)e ~ =O(t +P) (5.10)

for any operator O(t), Eq. (5.9) becomes

I Fm N
$&(P)fi(0) ' ' ' f~ (P)P~ (0)g)(P)g( (0). . . g~ (P)gb (0)

~

s') .
q q

(5.11)

Using Eq. (5.7) and its charge conjugate, together with
Eq. (5.5), and introducing the Wilson line as

L(r)=1 N/trTe xp i f dt's A (r, t) (5.12)

the free energy is

IF@ N
e ' '=(L(r&) . L(rz )L(r& ). . . L(r, )) .

q
N'

q

(5.13)

The free energy of an isolated test quark is given by

e '=(L(r)) .
—PF

As argued above, (L ) =0 in the deconfined phase of
QCD. This fact implies a singular long-distance potential
for a quark antiquark pair. The free energy of such a pair
is given by

e ' ' =(L(r&)Lt(r2)) . (5.15)

If
~
r, —r2

~

is large, this expectation value clusters into

lim e ' ' =(L(0))
~r) —r2~ oo

(5.16)

In the confined phase, (L ) =0, and the long-distance po-
tential is singular. Assuming exponential falloff in corre-
lations of Wilson lines at large separations gives a linear
quark-antiquark potential.

The issue of the existence of a confinement-
deconfinement phase transition may be reformulated as
the issue of whether a global, dynamical ZN symmetry of
gluon interactions is broken or realized. This global sym-
metry is an invariance of the finite temperature QCD ac-
tion under gauge transformations which have periodic
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logarithmic time derivatives at t =0 and t =P, and are
periodic up to an element of the center of the gauge
group,

U(r, P) =CN U(r, O), (5.17)

U '(r, /3)d/dtU(r, t) ~, p= U '(r, O)d/dtU(r, t) ~,

(5.18)

and the center element is

2mij /N (5.19)

Under such a transformation

L(r) 2mij/NL(r) (5.20)

The periodic boundary conditions on the gluon fields are
maintained by this transformation.

The elements of the center of a group are those ele-
ments which commute with all the elements of the group.
Since all the elements of an SU( jV) gauge group have unit
determinant, and may be represented by %&X matrices,
the most general center element is e 'j . The essential
ingredient which ensures that the transformations of Eqs.
(5.17)—(5.19) are symmetries of the Yang-Mills action is
the fact that a center element commutes with all the ele-
ments of the group. This fact allows the gauge transfor-
mations of these equations to maintain the periodic
boundary conditions on the gluon fields. These periodic
boundary conditions arise as a consequence of the trace in
the definition of the thermodynamic potential. - The fact
that Eqs. (5.17)—(5.19) are gauge transformations is suffi-
cient for the action to be invariant under such a transfor-
mation. This discrete symmetry of the Yang-Mills action
plus boundary conditions will have dramatic conse-
quences, but a detailed physical picture of the dynamical
origin of the symmetry is unknown.

If this symmetry is dynamically realized, the free ener-

gy of any X-ality nonsinglet configuration of quarks and
gluons is divergent since

—2mij(N —N )
e qe~e q qe q q (5.21)

implies either

(5.22)

(5.23)

where I is some integer. If this symmetry is spontaneous-
ly broken, X-ality nonsinglet configurations of quarks
may have finite free energy.

The expectation value of the Wilson line will tend to an
element of the center of the gauge group at high enough
temperatures, since the gluon field configurations will
tend to gauge transformations of zero field strength. Put
another way, the free energy of an isolated quark becomes
small, so long as an ultraviolet cutoff is imposed or self-
energies are removed, so that I.~l. The ZN symmetry

allows all possible values so that in the deconfined phase,
/L ) becomes frozen into one of the center elements.

Nathan Weiss proposed that the confinement-
deconfinement transition might be understood as a con-
densation of ZN domains as measured by L (Weiss, 1981,
1982). In different domains, (L ) is close to different ele-
ments of the center. The confined phase of QCD corre-
sponds to a condensate of domains, and (,L ) =0. In the
deconfiped phase, the system is in one domain and
(L )~O.

This scenario of Weiss has been elaborated and
developed by Svetitsky and Yaffe, who provide plausible
arguments for the order of the confinement-
deconfinement phase transition in SU(X) non-Abelian
gauge theories (Svetitsky and Yaffe, 1982a, 1982b). Their
argument proceeds by postulating that all the degrees of
freedom of an SU(X) gauge theory may be integrated out
of the functional integral for the thermodynamic poten-
tial except for those degrees of freedom corresponding to
a Wilson line. The result of this integration yields a
three-dimensional gauge theory with enough degrees of
freedom to properly describe confinement-deconfinement
phase transitions, and with the coupling constant replaced
as g~g(T). Since the path integral representation for
this theory is of the form

Z& spin values

—H(Z&spins) /g( T)
e (5.24)

the system of interest is the same universality class as a
three-dimensional classical spin system with a ZN sym-
metry and effective temperature

T,tt g(T) . —— (5.25)

The origin of this relation arises in the path integral
representation for the thermodynamical potential. This
path integral involves a sum over gluon field configura-
tions, weighted by an exponential of the action S. The
strength of this action is proportional to 1/g, so that if
the fields are all rescaled by 1/g, the sum is weighted by

g/ 2
S/g . The sum over fields weighted by e s may be
interpreted as a partition function for a classical field
theory with temperature 1/g . It is plausible that this ef-
fective temperature for the classical field theory becomes
temperature dependent when the high-frequency contribu-
tions to the sum over fields is carried out. The tempera-
ture dependence is a consequence of regulating singulari-
ties in the sum over these high-frequency contributions,
and may be demonstrated by renormalization-group argu-
ments. The physical origin of this temperature depen-
dence is that the effective interaction strength which con-
trols the sum should depend upon temperature since as
the temperature varies, the average separation between the
constituents of the thermal system varies. High tempera-
ture corresponds to small separation and weak coupling,
and low temperture corresponds to large separation and
stronger coupling.

Since the Wilson line is a spin variable, the question of
confinement or deconfinement is equivalent to whether
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the system is demagnetized or magnetized. At high effec-
tive temperatures we expect confinement and at low effec-
tive temperatures we expect deconfinement. Since asymp-
totic freedom requires that physical temperatures increase
as effective temperatures decrease, we have the proper
phenomenology of the confinement-deconfinement phase
transition.

For SU(2) Yang-Mills theories, the three-dimensional
spin system is the Ising model, which has a second-order
phase transition. The corresponding system for SU(3) is
the three-state Potts model which has a first-order phase
transition. The predictions of this crude model are in ac-
cord with results of Monte Carlo simulations of the prop-
erties of finite temperature SU(X) gauge theories, results
which will be studied in later sections (Bartholomew,
Hochberg, Damberg, and Gross, 1983; Celik, Engels, and
Satz, 1983a, 1983b; Fucito and Svetitsky, 1983; Kogut,
Matsuoka, Stone, Wyld, Shankar, Shigemitsu, and Sin-
clair, 1983; Gross, 1984; Gross and Wheater, 1984).

When fermions in the fundamental representation of
the gauge group are introduced into an SU(X) gauge
theory, the action becomes

~ =~glue+~quarks ~

where

(5.26)

Sq„„k,——I dt I d'x g(x) —.8 —r.A+I g(x) (5.27)

the center symmetry is explicitly broken. Under a Z~
gauge transformation

P(r, P)~U(r, P)g(r, P) =C$ U(r, O)g(r, P)

= —CP U(r, 0)g(r, 0) (5.28)

and the antiperiodic boundary conditions on the fermion
fields are not maintained. This symmetry breaking may
be thought of as arising from an effective magnetic field
which breaks the symmetry (Banks and Ukawa, 1983; De-
Grand and DeTar, 1983; Hasenfratz, Karsch, and
Stametescu, 1983). Since large mass fermions should
have little effect on the dynamics at temperatures much
below the fermion mass scale, we can imagine that the
m~ao limit corresponds to 8~0. We will see how this
works more explicitly when finite temperature Yang-Mills
theories are formulated on the lattice and effective three-
dimensional systems are considered as models of finite
temperature and baryon density theories.

Since an arbitrarily small external magnetic field des-
troys the magnetization transition in the Ising model, we
expect that fermions may destroy the confinement-
deconfinement transition in SU(2) Yang-Mills theory.
The reason that this occurs is that the magnetization is no
longer an order parameter, and there is no longer any
characteristic difference between what were once the mag-
netized and unmagnetized phases. There should still be
rapid changes in the properties of the Ising system near
the Curie temperature so long as the magnetic field is
small.

The situation is much more complicated for the SU(3)
theory. Since the phase transition is first order, a small
perturbation will not remove the transition. Almost cer-
tainly for sufficiently large numbers of zero mass fer-
mions the phase transition disappears. For the masses of
fermions in QCD the situation is not clear, and much
work on this issue will be done over the next few years
which will hopefully clarify the problem. The difficulty
is of course that including fermions in Monte Carlo com-
putations is very difficult, and progress may therefore be
slow. We shall discuss state of the art results concerning
the nature of the transition from a confined world of had-
rons to a quark-gluon plasma in Sec. IX.

Vl. CHIRAL SYMMETRY

The chiral symmetry phase transition involves the res-
toration of a symmetry of the QCD equations of motion
in the limit that the up and down quarks have zero mass
(Lee and Wick, 1974; Shuryak, 1981; Pisarski, 1982;
Goldberg, 1983; Pisarski and Wilcek, 1984). Since the up-
and down-quark masses are small but finite, chiral sym-
metry is only an approximate symmetry of QCD. These
quark masses are however very small, so that the massless
quark approximation should be very good. In fact if the
chiral symmetry phase transition is first order, such a
transition should continue to exist if small masses for
quarks are added to the QCD action. Another additional
chiral symmetry arises if the strange quark is taken as
massless. Since the strange quark mass is not so small,
such a symmetry may have violations of reasonable mag-
nitud. In most of what follows for the discussion of
chiral symmetry breaking, we shall ignore all flavors of
quarks except up and down. This simplifies the discus-
sion, and most of our discussion is directly generalized to
the cases where additional flavors are included. We shall
have some comments about including the effects of
strangeness in the last part of this section.

Unbroken chiral symmetry would have as its conse-
quence the masslessness of all baryons without parity
doubled partners. Since there is not a parity doubled
partner of the proton and the proton is not massless,
chiral symmetry must be broken. Since we shall soon see
that chiral symmetry is a continuous global symmetry,
the breaking of chiral symmetry must be accompanied by
the appearance of a massless Goldstone boson. We shall
soon prove this statement and its corollary at finite tem-
perature. This Goldstone boson is taken to be the pion,
and the small value of the pion mass compared to typical
meson masses such as that of the p is explained.

At some temperature or baryon number density, chiral
symmetry might be restored. The baryons would presum-
ably become parity doubled or massless, and the pions
massive. These comments about mass deserve some com-
ment since the concept of a mass does not really apply to
systems which are not I.orentz invariant. %'hat we mean
by massless can be carefully formulated by studying real-
time response functions. A real-time response function
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for an operator O(t) is given by the correlation function

6( t) = (O(t)O(0) )

and ~t is the generator of flavor isospin rotations. The
electromagnetic, quark flavor, axial U(1), and axial-vector
quark flavor currents,

PH—&tH

Tre-~~ (6.1) (6.6)

(6.7)
Since the operator 0 creates states with quantum num-
bers of 0 added on to those of the states on which it
operates, we shall say that it creates excitations with the
quantum numbers of 0, and mean by this expression pre-
cisely what is stated above. The real-time response func-
tion describes the propagation in time of disturbances
with the quantum numbers of 0 when a thermal system
is perturbed a small amount from thermal equilibrium.
By masslessness, we shall simply mean that there exists a
zero frequency disturbance. This might be observed ex-
perimentally by Fourier analyzing the response of a
thermal system to small perturbations which induce per-
turbations of appropriate quantum numbers. At zero
temperature, only the vacuum state contributes to the par-
tition function, and the intermediate states which contri-
bute to. the real-time response function truly have the
quantum numbers of O. The existence of a zero frequen-
cy excitation is equivalent to the existence of a massless
particle with the quantum numbers of 0.

In the presence of a medium, it is not at all clear that
the restoration of chiral symmetry implies the existence of
massless fermions. Strictly it only implies the vanishing
of %%, the fermion condensate. In many models this also
implies the existence of massless fermions. The lack of
Lorentz covariance of propagators in a medium does not
allow one to conclude that quarks are effectively massless
as a consequence of the vanishing of %%. In perturbation
theory, the finite temperature quark propagator does in
fact have a mass gap, although it is vanishingly small in
the limit that the coupling goes to zero. This statement is
true for the chirally symmetric phase of the theory, and
the proper formulation of the restoration of chiral sym-
metry, even in the perturbative phase, has not yet been
carried out in my opinion.

The experimental study of a chiral symmetry phase
transition might be very fruitful since it is straightfoward
to experimentally measure the masses and widths of
resonant states. These masses and widths may be greatly
affected by the restoration of chiral symmetry.

Chiral U(2) flavor symmetry is an invariance of the
massless QCD action under combined y and flavor phase
rotations. The full U(2) &(U(2) symmetries of U(2) flavor
rotations and chiral U(2) flavor rotations correspond to
the invariance of the massless QCD action under the rota-
tions

(6.2)

(6.3)

(6.4)

(6.5)

where g is a quark field with isospin indices suppressed

(6.8)

(6.9)

(6.12)

(6.13)

The axial U(1) current, Eq. (6.7) is anomalous, however,
and quantum corrections to the action give (Adler, 1969;
Bell and Jackiw, 1969; Callan, Dashen, and Cxross, 1976;
't Hooft, 1976; Jackiw and Rebbi, 1976)

P 1 Pv

8m

where
+@V ~ pVCOO'g

NO'

(6.14)

(6.15)

The chiral U(1) appears to be broken, but the situation
is not quite so simple. The contribution to the right-hand
side of Eq. (6.14) is the divergence of a current. This
current might be added to the left-hand side of Eq. (6.14)
to define a conserved axial U(1) current. The problem
with this procedure is that this current is gauge variant.
We might think that this would provide no difficulty
when we considered the charge corresponding to this
current since gauge transformations which approach iden-
tity at spatial infinity might not affect the charge. The
spectrum of states would possess a chiral U(l) symmetry.
This does not however happen since gauge transforma-
tions which wind as they approach spatial infinity may
change the charge. The symmetry of these big gauge
transformations might break dynamically, and the chiral
U(1) might again be a symmetry of states. The fact that
this symmetry cannot be broken follows from 't Hooft's
explicit computation of the effects of instantons (Callan,
Dashen, and Cxross, 1976; 't Hooft, 1976; Jackiw and Reb-
bi, 1976). Instantons are classical finite action field con-
tributions to the classical field equations and contribute to
the thermodynamical potential. Instantons and their ilk
provide the only known mechanism for breaking chiral
U(1). Since the effect of instantons is exponentially weak

]/ 2
in weak coupling, e '~g, we might expect chiral U(1) to
be a good approximate symmetry of QCD at high tem-
peratures and density where the coupling g is small.

To illustrate the effects of the symmetries of Eqs.
(6.2)—(6.5) imagine an approximation for QCD for which
all these symmetries are exact. This approximation might
be QCD to all orders in perturbation theory ignoring the

are formally conserved as a consequence of Eqs.
(6.2)—(6.5),

B„J"=0, (6.10)

(6.11)
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effects of instantons, or perhaps requiring that all Feyn-
man graphs which contribute to an anomaly for the U(1)
current are ignored. Such an approximation for weak
coupling might be very good since, at least for instantons,
we expect effects of strength e

In this approximation, the mutually commuting
charges and Casimirs associated with Q, Qs, Q„and Qs,
label states. To classify these states consider the charge
algebra

[Q Qs]=[Q Q]=[Q Qsl=[Qs Q]=[Qs Qsl=O

the proton and neutron are

~ p ) =1/v 2(
~
3,3; —,, —,;0,0)

+ ~3, —3;0,0; —,—, )),
~

n ) =1/v 2(
~

3,3; —,, ——,;0,0)

+ ~3, —3;0,0; —, , ——, )) .

(6.24)

(6.25)

This state is clearly an isodoublet by the rules for addition
of angular momentum

(6.16)
Q=Q++Q (6.26)

[ Ql QJ l elJkQk

[Qs, Qsj] iE jkQk

[Q QSJ] = ~ EjkQsk

(6.17)

(6.18)

(6.19)

q'-=
2 (q+qs), (6.21)

(6.22)

This algebra decomposes into U(1) X U(1) X SU(2)
XSU(2) under the change of variables

Q =
z (Q+Qs)

and the states are labeled by q, q5, q+— , and q,—.
The quantities q, q5, q

+—
, and q,

—have simple physical
+ + + +interpretations. Let N„, N-„—,Nd—,and Nd

—be the num-
ber of positive (+ ) chirality (helicity) quarks of flavor
up, anti-up, down, and anti-down. These variables solve

As a consequence of Eqs. (6.24) and (6.25), massive nu-
cleons are parity doubled. This follows by multiplying
Eqs. (6.24) and (6.25) by either Qs or Qs„and is a conse-
quence of either a chiral U(1) or chiral SU(2) symmetry.
This doubling theorem is however evaded for massless nu-
cleons. For massless nucleons, states may never be la-
beled in a rest frame and nucleons always have nonzero
spatial momentum. Parity eigenstates always involve
linear combinations of helicity eigenstates and plane
waves of opposite momentum. For an undoubled nu-
cleon, there are two such linear combinations. Multipli-
cation by Qs or Qs, interchanges these linear combina-
tions but does not imply an intrinsically doubled spec-
trum.

The next simplest state is a pion. The m+ is composed
of a u quark and a d antiquark, so that the m+ is in the
( —,', —, ) representation of SU(2)XSU(2). The odd parity
pion wave functions are

(6.23)

The Casimirs q
—+ which label representations of Q+

may be inferred from the maximum and minimum values
of q+ in any multiplet.

The simplest state labeled by these charge operators is
the vacuum which has vanishing q, q5, q+, and q,—.The
next simplest states are those whose spatial wave function
is independent of the interchange of valence quarks. Our
basic assumption in characterizing simple states is that if
one quark has a definite helicity, the remaining valence
quarks have the same helicity. In order to have particle
states of definite parity, we shall have to take simple
linear combinations of these states since parity takes
Qs+~ —Qs and Qs~~—Qs. Notice that in the rest frame
of a nucleon or a meson that momentum conservation
demands that at least one valence quark has momentum
opposite to the remaining quarks. The spin of such a
state is clearly not just the sum of the helicities of the
constituents. [Such an argument as this is useful to illus-
trate parity doubling and to abstract the SU(2) chiral
quantum numbers of the hadrons. The actual structure is
somewhat more complicated, and a proper treatment
would start with bag model wave functions, and the vari-
ous contributions as chiral eigenstates might be abstract-
ed.]

A nucleon is a state of 2 up and Il down or 1 up and 2
down quarks. Labeling states by

~ q, qs;q+, q,+;q,q, ),

) =1/~2(
~

0,2; —,, ——,';—,——, )

(6.27)

(6.28)

~

w ) =1/2(
~

0,2; —,—,; —,, ——, )

+ /0, 2; —,, ——,; —,, —, )
1 1 1 1

(6.29)

(6.30)

A parity doublet, o', ~', of this o.,~ system is produced
by multiplying

~

o ) and
~

m ) by Qs. The set of parity
doubled states and the symmetries which connect them
are shown in Table I.

The complicated structure for the ~ arises since the m is
an I = 1 linear combination of a uu and a dd pair.

If we perform a chiral SU(2) transformation on
~

rr+)—
by multiplying by any component of Qs, we either pro-
duce zero or some multiple of a 0+ isoscalar state, cr,
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Needless to say, this spectrum bears little resemblance
to reality. Some modification of this unrealistic spectrum
arises as a consequence of a breakdown of chiral U(1) in-
variance. This breakdown is signaled by the anomaly in
the axial U(1) current. This breaking will split the cr,n.
quartet from the o', m' quartet.

At finite energy density in hadronic matter, the effects
of instantons, which are presumably responsible for driv-
ing this symmetry breaking, decrease rapidly as the ener-

gy density increases, since the coupling g becomes smaller
and therefore e ' rapidly decreases. If the o.,m and
cr', n' multiplets existed in matter as bound states up to
relatively weak coupling, their mass splitting would rapid-
ly disappear as the temperature increased. In any case,
the spectrum of these states should approach one another
as the energy density increases. This might be tested by
computing

b, + ———,
' (I+P)Q5 . (6.31)

The parity operator is I' and Qs is the chiral U(1) charge
operator.

Even with a breakdown of chiral U(1), the spectrum of
Table II is still unrealistic, since the o. and the m are de-
generate in mass. This spectrum becomes more realistic
after a dynamical breakdown of chiral SU(2).

If we take

The spectrum of states is no longer rotationally invari-
ant since the Hilbert space of states generated by the mag-
net when magnetized along any fixed axis of magnetiza-
tion is orthogonal to the Hilbert space corresponding to
any other size. The analogous situation for chiral SU(2)
breaking is that the states which are chiral rotations of
the states in a Hilbert space of fixed chiral properties

i

s') =e' '[s)
are orthogonal. The expectation value

g(a)=(e' ')

(6.37)

(6.38)

is therefore dual to cr in the sense that g(a)&0 in the
chirally symmetric phase and is zero in the broken phase
for all a&0.

analogous to the spontaneous breakdown of rotational in-
variance and magnetization in spin systems. If chiral
symmetry was unbroken, o,p and m could not have expec-
tation values since these operators rotate into one another
under chiral transformations. In a magnet, rotational in-
variance is broken by the spontaneous generation of an
expectation value for a spin operator

(6.36)

aop=~flavorsA' i (6.32)

as a quantum operator which creates a o. meson, the
breakdown of chiral SU(2) is signaled by a condensation
of these mesons

o = (o,p)~0 . (6.33)

satisfies

(6.35)

In high temperature and density hadronic matter, pion
condensation might occur and (m. ) might become
nonzero.

The generation of expectation values for o.,„and e is

TABLE II. Spectrum of states in a U(2) &U(2) chirally sym
metric world. Qq mixes vr, o with ~', o.', and X with X'. Qq
mixes m with ~,m' with o', and %with X'.

Parity

—1

+1
+1
—1

Particle

CT

7T'

0

Since the vacuum is taken to be isospin symmetric, the
pion is assumed not to condense, so that

(6.34)

VII. QCD AT FINITE TEMPERATURE
AND DENSITY ON THE LATTICE: QED
AND QCD WITHOUT FERMIONS

The use of lattice gauge theory techniques has revolu-
tionized the study of nonperturbative aspects of field
theories (Wilson, 1974). In the last few years, computer
Monte Carlo studies have revealed many interesting as-
pects of theories such as QCD, and even provide hope for
a precise quantitative comparison of computations with
experimental data on hadronic spectrum (Creutz, Jacobs,
and Rebbi, 1979a, 1979b; Creutz, 1980a, 1980b). Studies
of QCD at finite temperature have revealed phase transi-
tions and have made qualitative predictions for the prop-
erties of matter at high energy density (Engels, Karsch,
Montvay, and Satz, 1981, 1982; Kuti, Polonyi, and
Schlanyi, 1981;McLerran and Svetitsky, 1981a, 1981b).

In this section we first shall study QED without fer-
mions on the lattice. In the continuum limit, this theory
describes free photons. This limit is presumably relevant
on the lattice for excitations with wavelengths long com-
pared to the lattice spacing. Photons with short wave-
lengths however interact in a manner described by a non-
polynomial Lagrangian which we shall soon derive. This
study is of course aimed to the more complicated problem
of latticizing QCD, a problem which will be elaborated on
later in the section.

This section always will concern Euclidean field
theories. These theories are appropriate for studying ther-
modynamics. The study of real-time Minkowski process-
es involves analytically continuing computations of Eu-
clidean correlation functions, and is in most cases beyond
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the realm of current technology. This analytic continua-
tion is nevertheless simple to implement in principle, and
perhaps a description of real-time processes is possible in
the not too distant future.

The derivation of a latticized QED uses Stoke's law.
Let S be a two-dimensional surface element and dS„an
infinitesimal surface element embedded in this surface.
Let (tI dl& be a line integral around the edge of this two-
dimensional surface. Stoke's law is

dl. A = dx A "(x)+dy A~(x +dx x )

—dx A "(x+dyy) —dy A~(x) . (7 4)

dl' A =dx dy F"~=dS& F" (7.5)

If the infinitesimal surface element is small on a scale
over which the vector potential varies, the vector potential
may be expanded in a Taylor's series so that

fsdz„AI'= fsdS„F"",
where

(7.1) To proceed to a construction of a gauge invariant La-
grangian, consider the quantity

(7.2)

To derive this result, we consider an infinitesimal sur-
face element in the x-y plane:

(x)= 1

plaquettes P from
x of size a

r

1 —exp i fdlA

(7.6)

S""~S"~=( . ~ dy =dx dy .
tIX

The line integral in Eq. (7.1) is

(7.3)
The sum over plaquettes is a sum over the 12 distinct

orthogonal oriented surfaces of size a whose lower left-
hand corner originates at the point x. The sum explicitly

X =I, ~ dy+I I dy+yz+xz+«+Iy+«p»que«es .
plaquettes ax (iX

(7.7)

Changing the orientation of the arrows changes the sign of dh A. In the limit that the lattice spacing is smaH compared
to the scale of variation of the vector potential, Stoke's law gives

W(x)= [6—cos(a E ) —cos(a E~)—cos(a E, ) —cos(a B„)—cos(a 8~) —cos(a 8, )]a4

(E2+Q2) (7.8)

which is the QED continuum Euclidean action.
To gain contact with the Euclidean QED action of Wilson, we observe that upon rescaling the fields

(7.9)

the QED continuum Lagrangian is

W(x) =
2 [E (x)+8 (x)]

2g

Equations (7.6)—(7.8) may be used to motivate a latticized generalization of Eq. (7.10) as

(7.10)

S= f d"x W(x) —&

sites x plaquettes P
1 —exp i fdl.A (7.11)

Tile lattice spaclIlg 1IIlpllclt ill Eq. (7.1 1) IIlay be 1eInoved by 1escallllg

A —+A/a . (7.12)

Now the field variables in Eq. (7.11) appear only as e'" ' ' where x is a lattice site. These variables link the lattice sites x
and x +ae ", and are therefore called links. Without loss of generality, the field variables A "(x) may be chosen to lie in
the range

—m. (A (~.
For the continuum fields this range is effectively infinite since for the continuum analog of Eq. (7.13), we have

—m/a (A (m/a .

The gauge invariance of this theory is easily demonstrated. Consider the transformation

(7.13)

(7.14)
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e =eiA I (x) iA(x+e&) iAI'(x) —iA(x)e e (7.15)

This transformation is the analog of the continuum transformation

A "(x)=A "(x)+a"A(x) .

Using Eq. (7.15) we have

(7.16)

e' f dx. A =e ' (x)e '" (x+dx )e'" (x+dx )e'

iA(x) —iA~(x) —iA(x+dx~) iA(x+dx~). . . iA "(x) —i (x) i
S„g

and the Lagrangian is gauge invariant.
This theory is quantized by the Euclidean path integral

Z= f [dA]e [ 1

(7.17)

(7.18)

On the lattice, this integral is well defined and finite. The measure factors which we were so careful to compute in the
first reviews are not considered here since we may always compute the thermodynamical potential as expectation values
of operators for which these measure factors cancel

[dA]F [A]e —s[w)

f [dA]e —s[ )
(7.19)

Correlation functions are of course already in this form. When the continuum limit is abstracted and Feynman graphs
are computed, it is convenient to fix a gauge. A path integral of the type described in Sec. II will then result. Measure
factors may be inserted to obtain conventional forms for the path integral for these integrals.

The latticization of QCD in the absence of fermions proceeds in much the same way as QED. We begin by consider-
ing the path-ordered exponential

Xf
T(P)=Pe s f dl„r A", (7.20)

Xi

where I' denotes an arbitrary path. The matrices ~ are generators of the gauge group in the fundamental representation
of the gauge group. This ordering is defined by breaking T(P) into arbitrarily small elements and ordering these ele-
ments along the path. Under the gauge transformation

since

[1+igv"A"(x)dx&]e " '"'- —U(x)a&U '(x)+ U(x)igr A"(x)dx U '(x)-e"" (x)dx&,

—a —g~A U(x) —a —gr. A U- (x)
1 1 —1

i P P

the path-ordered phase transforms as
X X

Pe' f dl&r A" +U(xf)Pe' f— dl„r A" U '(x;) .
i

To see this we use the identity that under a gauge transformation of an infinitesimal path-ordered phase

e i7"A(x+dxI ) 'g ' (x ~p —i1"A(x) ir A(x+dx&)e e

(7.21)

(7.22)

(7.23)

e "—1+ig~ A "dx„=—U(x)a&U '(x)+igU(x)~ A"(x)dx„U '(x) . (7.24)

Since an arbitrary path-ordered phase is a product over these infinitesimal phases, we have the result of Eq. (7.22).
Notice that the trace of the path-ordered phase around a closed path is gauge invariant.

Now consider the trace of the path-ordered phase around an infinitesimal closed path. We shall assume that this path
is small enough that the fields A "(x) may be expanded in a Taylor s series. Since in the end we shall relate the computa-
tion of this gauge-invariant phase to another gauge-invariant quantity, it is convenient to do the evaluation in a gauge
where the vector potential vanishes somewhere along the path,

A "(x(0))=0 (7.25)

and to a good approximation

A "(x)=(x —x (0) )"a„A~(x)
I = (o) ~ (7.26)
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Expanding the loop integral
r

trPexp ig f dl„r A" =trP 1+ig f dl„r Ai'+i g f dl„r A" f dl, r A'+O(S ) (7.27)

where S is the surface area of the loop. Since

trr =0,
trr'r'= 5'b,

the path orderings are of no consequence and we obtain

trP exp ig f dl„r A" =tr(1 —,'r FP—Fi,dS„,dS ),

(7.28)

(7.29)

(7.30)

where dS& is the surface element in the plane of the loop. Summing over all orthogonal surface elements of both orien-
tations which emanate from the point x gives

1S=
2 xxxztr 1 —exp ig dl&w AI' (7.31)

In particular, on a lattice notice that a typical plaquette which contributes to this sum over plaquettes is

&g ~c ~z . AP —rg~ A (x) —sg7..AI (x+dx ) ig7..A~(x+dxl ) ig~. A&(x)e e (7.32)

Recall that the action for QCD is

S=
2 f d xFpF"',

4g 2

where

(7.33)

F." =a~A."+a'A."+f.b. At,'A: . (7.34)

This expression is what appears in the action in the gauge
specified by Eq. (7.25). Since the action is gauge invari-
ant, the result is valid in any gauge. Notice that fields
have been rescaled as

A~A/g . (7.35)

Ui'(x)=e" "'"'= (7.36)

As inverse link is represented as

UP —1( )
i ~ Ai'(x)— .

The lattice action is represented in terms of these links as

After this rescaling, link variables are introduced as
phases which connect lattice sites:

tial volume is taken to infinity. At any value of the gauge
coupling the lattice spacing may be determined by corn-

puting a physical dimensional quantity in terms of the
only scale in the theory, the lattice spacing. The continu-
um limit is obtained by fixing the value of this dimension-
al physical quantity and adjusting the coupling strength
so that the lattice spacing becomes smaller. In the limit
of very small lattice spacing, all physical quantities
should tend to a fixed limit, and the relationships between
these quantities define the content of the theory. Rela-
tionships between correlation functions may be derived as
the lattice spacing varies, and these relations, along with
the dependence of the coupling upon lattice spacing, con-
stitute the renormalization-group equations. In QCD the
coupling goes to zero in a computable way as a conse-
quence of asymptotic freedom.

The lattice spacings which have been used in our
analysis have been chosen to be symmetric in space and
time. We could have chosen asymmetric space-time lat-
tice spacings. This is useful in some applications, and
may be carried out by techniques similar to those outlined
in the previous sections.

S= X Xptr[1 —U' '(x)U" '(x+dx )
1

g

X U (x+dx")U"(x)] . (7.38)
Vill. CONSIDERATIONS ON THE ORDER
OF THE CONFINEMENT-DECONFINEMENT
PHASE TRANSITION

This form of the lattice action is not unique, since the
link variables may be constructed from arbitrary dimen-
sional representation generators of the gauge group. In
our construction we have chosen to employ the funda-
mental representation. This choice presumably makes no
difference to the continuum theory, and has been the ob-
ject of much study.

To study thermodynamics on the lattice, the length of
the time direction of the lattice must be chosen to be fi-
nite since this length is the inverse temperature. The spa-

The study of the confinement-deconfinernent phase
transition may either be carried out by Monte Carlo simu-
lation methods, or by analytic methods which build in
much but not all of the structure of a finite temperature
gauge theory into simple model analog computations.
Monte Carlo studies are the subject of the next section.
These studies are severely limited by finite lattice size ef-
fects, and the lack of any satisfactory method for includ-
ing fermions in present day computations. Analytic
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methods have the ability to sometimes draw firm con-
clusions about the nature of phase transitions, but are un-
able to draw quantitative conclusions about the numerical
size of various effects. In this section we shall use analyt-
ic models to study the nature of the confinement-
deconfinement phase transition. We shall argue that in
SU(3) Yang-Mills theory without fermions, the phase
transition is first order. %'e shall also argue that for suf-
ficiently small quark masses and sufficiently large num-
bers of quark flavors, the confinement-deconfinement
transition disappears, and there is no phase separation be-
tween the quark-gluon plasma and ordinary hadronic
matter. There may be drastic qualitative changes, similar

—pvn dU —sI U] (8.1)

where the action is

to the qualitative differences between a gas and a liquid. I
shall comment on the physical significance of this result.

I begin by considering SU(N) Yang-Mills theory in the
absence of fermions. The theory will be placed on a lat-
tice with %, sites in the time direction and N, sites in the
space direction. The lattice spacings are taken as asym-
metric with a, in the time direction and a, in the space
direction. The path-integral representation for the ther-
modynamical potential is

s, [U]=
sites

X +.' X
space-time ~ space-space
plaquettes plaquettes

1 —exp i f dl&r A" (8.2)

To gain some qualitative insight into the phase struc-
ture of this theory, we approximate this theory by a
theory with one site in the time direction, X,= 1

(DeGrand and DeTar, 1983). Since

P=N, a, (8.3)

gives the inverse temperature, the lattice spacing in the
time direction is taken to be small and T—+ ao. This limit
is strictly valid only for very high temperatures, but the
qualitative results which result apply to the SU( N)
Yang-Mills theory at all temperatures. This result may be
shown in the more general treatment of Svetitsky and
Yaffe (1982a, 1982b). In this limit the spatial plaquettes
decouple in Eq. (8.2) and the timelike plaquettes are
strongly coupled.

The contributions to the timelike plaquettes are large
unless the timelike links are close to elements of the
center of SU(N),

0(x ) =e 2mij /N =ZJ (8.4)

Since the center element commutes with all elements of
the group, the action becomes

SG[U]= g (1—Z„Z -) . (8.5)2 a~ sites, e,.

This is the action for a Z(N) spin system in three spa-
tial dimensions. It has been derived assuming high tem-
perature, but even for finite values of T this theory may
be shown to faithfully represent the phase structure of the
finite temperature SU(N) theory in the sense that if the
Z(N) spin system has a first-order phase transition, the
SU(N) theory also has one. This result was first derived
by Svetitsky and Yaffe (1982a, 1982b) and is a conse-
quence of universality.

To extract the consequences of the phase structure of
the Z(N) spin system for the SU(N) theory, we recall
that the physical temperature of the SU(N) gauge theory
may be varied by varying the size of the lattice spacing in

the time direction. To do this, the coupling g may be
varied. If the value of g is decreased, the distance scales
at which the theory is being probed decrease as a conse-
quence of asymptotic freedom. Put another way, if a
physical length is held constant then as the lattice spacing
is decreased so must the lattice spacing be decreased.
This fact is a consequence of the lattice renormaHzation
group equations. In this analogy, decreasing g corre-
sponds to increasing temperature, and the effective tem-
perature

2
Teff g (8.6)

decreases. The effective Z(N) spin system orders at large
physical temperatures and disorders at low physical tem-
peratures.

The Z(2) spin system is the Ising model which has a
second-order phase transition. The Z(3) system is the
three-state Pott's model, and has a first-order phase tran-
sition. We therefore conclude that the confinement-
deconfinement phase transition for SU(3) Yang-Mills
theory in the absence of ferrnions is first order. A
second-order transition for the SU(2) theory is suggested.
These conclusions are verified by explicit Monte Carlo
computations.

Since these analytic results may also be derived by
Monte Carlo methods, their immediate utility is not so
great as when the effect of fermions is considered. Very
little is known about the effects of fermions on the
confinement-deconfinement phase transition from Monte
Carlo studies. Analytic methods provide useful insight
into this murky subject.

The introduction of fermions into a lattice gauge theory
is complicated since a naive latticization leads to spurious
fermionic states or to explicit chiral symmetry breaking
even in the massless fermion limit. I shall not go into a
detailed presentation of the various methods of latticizing
fermions and their virtues and evils. A discussion of lat-
tice fermions is included in the lecture notes for the Arc-
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tic School of Physics, 1982, by DeTar (1983). The fer-
mions we shall use in our analysis are those first intro-
duced by Wilson (1974). Their virtue is that they include
no spurious unphysical states in the zero mass limit, and
in the naive continuum limit the Lagrangian for the fer-
mions reduces to that for continuum fermions. The con-
tinuum limit for quantities such as gtP or the axial vector
current must be taken carefully by point splitting the
operators which occur in these expressions. When this is
done, the correct anomaly structure of the theory is repro-
duced. These fermions are perhaps not the best to use for
studying the chiral symmetry structure of the theory at fi-
nite temperature on the lattice since chiral symmetry is
explicitly broken by these fermions for zero mass fer-
mions except in the continuum limit. Gnly in this limit
may chiral symmetry breaking be studied, and the study
is no doubt complicated. Since I am interested only in the
confinement-deconfinement phase transition of the
theory, I hope that a mutilation of the chiral properties of
the theory will not alter the qualitative nature of the con-
clusions of my analysis. Studies using other types of fer-
mions would certainly be useful. We shall use in the re-
view that analysis in the next section using fermions
which maintain chiral symmetry have been used in Monte
Carlo computations in the so called quenched approxima-
tion.

The Wilson fermion contribution to the QCD action is

where

—Pvn f [dU] eff( (8.11)

S,ff[U]=SG[U] —TrlnM [U] (8.12)

and where the matrix M[U] is notation for the matrix
which appears in the fermion contribution to the action

SF X„Q——„M„~(U)f~ . (8.13)

In the limit a, ~O, appropriate for N, = 1, the fermion
action simplifies to

SF——X„[Q Q„—x'[ $„(1+yp) U„pf„

(8.14)

The fermionic effective action may be easily computed to
be

TrlnM[U]=hp+h&X ReU„p

This mass is the bare mass of the theory, and when in-
teractions are included, the bare mass will approach infin-
ity so that the physical mass remains finite.

The path integral for the thermodynamical potential is

e ~ = f [dUdgdg]e

The integrations over the fermion fields may be per-
formed to give

SF= g
sites

6a, 2a,
M+

as a,

—X; tt„U„;(1+y;)g, ;+c.c.

= 41n(1+2m)(1 —2~+4m )

+4 ln
(1+2m ) X ReU p.

1 —2K+4K

For small values of the hopping parameter

(8.15)

Q„Up(1+yp)g, - +c.c. . (8.7)
t

Some of the terms in this expression vanish in the naive
continuum limit. In the naive massless fermion limit,
these terms are not chiraHy invariant. The presence of
these terms prevents the appearance of unphysical Inodes
of fermion propagation in the massless limit. Following
DeGrand and DeTar, this action is rewritten as
(DeGrand and DeTar, 1983)

TrlnM[U]=24m. X ReU~p . (8.16)

For the case of N flavors of quarks, this result is modi-
fied to

Tr 1nlW [U] =24NF ~X„ReU„p . (8.17)

The contribution of hp does not affect the phase structure
of the theory. The contribution h~ does affect the phase
structure since this term generates an effective external
magnetic field. For small values of this magnetic field we
have

„„[P„+.,-( +y;) „,.&„,. + . .]
S

aX„[g„,; (1+—yp)U & +c.c.] . (8.8)

6Ka g

coshP?gapa, = 4K + 1— 4a.(1—6a.a, /a, ) .

(8.9)

The overall scale of the action has been redefined in this
expression by a rescaling of the fermion fields. The hop-
ping parameter is K in this expression. The bare fermion
mass mp is defined as the lowest momentum excitation of
the noninteracting theory for large %, and is

—mOa&
K 2e (8.18)

and the magnetic field vanishes as the bare quark mass
goes to infinity.

For SU(2) Yang-Mills theory these arguments suggest
that the confinement-deconfinement phase transition
disappears for any value of the quark mass since an arbi-
trarily small external magnetic field destroys a phase
transition in the Ising model. This may be seen by con-
sidering the effect of an. external magnetic field on the ef-
fective potential for the Ising model. In Fig. 5 the free
energy is plotted as a function of magnetization for tem-
peratures above, Fig. 5(a), and below the magnetization
transition, Fig. 5(b). The magnetization may be generated
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T
(o)

(b)

FIG. 5. The free energy as a function of magnetization above,
(a), and below, (b), the magnetization transition.

by applying an external magnetic field. At the critical
temperature the system must decide to settle in to one of
the degenerate minimum. This decision depends delicate-
ly on the initial conditions, and nonanalytically in the
thermodynamical potential results.

In Fig. 6 the free energy versus magnetization is plotted
for the Ising model in an external magnetic field. Figure
6(a) is below the transition temperature and Fig. 6(b) is
above the transition temperature. Since the minima are
no longer degenerate above the temperature at which
these local minima first appear, no nonanalyticity is gen-
erated, and no phase transition arises. There may be
metastable states of the spin system which appear as a
remnant of the phase transition which appeared in the ab-
sence of an external magnetic field.

The situation for SU(3) Yang-Mills theory is slightly
more complicated. The confinement-deconfinement tran-
sition in the absence of fermions is first order. The intro-
duction of very heavy mass quarks should not remove this
transition. A first-order transition involves a discontinu-
ous change in the states which give a contribution to the
thermodynamical potential, and the introduction of a
small perturbation may generate a small change in the
magnitude of'the discontinuous jump, in, for example, the
energy density of the two different phases, but should not
completely remove this discontinuity. Below some criti-
cal mass for a sufficiently large number flavors, the
confinement-deconfinement transition may disappear.
Studies of the three-state Pott's model in an external mag-
netic field indicate that this may very well happen for a
finite critical value of the quark mass.

The confinement-deconfinement phase transition in the
presence of fermions may appear as shown in Figs. 7(a)
and 7(b). In Fig. 7(a) the possibility that the
confinement-deconfinement transition disappears at a fi-
nite value of the quark mass is shown. This phase dia-
gram is reminiscent of gas-liquid phase diagrams. The
quark-gluon plasma and hadronic matter would be quali-

FIG. 7. Possible phase diagrams for QCD in the T, e
plane.

tatively different aspects of the same phase of matter. In
Fig. 7(b), the confinement-deconfinement transition is as-
sumed to be reduced to a second-order transition at zero
renormalized quark mass. In this scenario, the plasma
and hadronic matter are different phases. Notice that in
these plots, the renormalized masses are plotted. The
analysis of the Z(X) spin models and their implications
for the continuum theory are complicated since the mass
which appears in the spin model is a bare quark mass.
This mass goes to infinity in the continuum limit, and the
external magnetic field goes to zero. The extrapolation to
the continuum limit is complicated especially in the Z(3)
case. Even in the Z(2) case, the argument that the
confinement-deconfinement transition disappears is not
rigorous because of this technical complication. Because
of this complication, either of the two possibilities shown
in Fig. 7 are allowed.

These phase diagrams may be more complicated if the
possibility of a chiral symmetry phase transition is al-
lowed for. If the chiral symmetry phase transition is
second order, the possibilities in Figs. 8(a)—8(c) are al-
lowed. Notice that in Fig. 8(c), the second-order transi-
tion at m =0 may be interpreted as either a chiral sym-
metry restoration transition or as a deconfihement-
confinement transition.

If the chiral symmetry restoration transition is first or-
der, the introduction of small quark masses will not re-
move the transition. Several interesting phase diagrams
are shown in Figs. 9(a)—9(d). These possibilities do not
exhaust all the possible diagrams, and the reader is invited
to draw the complete set. The point I want to make here
is that the structure of the confinement-deconfinement
phase transition and its interweaving with chiral symme-
try restoration is far from understood, and there is much
room for developing qualitative understanding.

The reason that there is not necessarily a confinement-

(b)

(a)

FIR. 6. The free energy as a function of magnetization in an
external magnetic field above, (a), and below, (b), the transition
temperature of the theory with no external magnetic field.

FIG. 8. Possible phase diagrams for QCD in the T, e I™
plane allowing for the possibility of a second-order chiral sym-
metry restoration phase transition.
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pute are expectation values of operators such as

f [dU]e ( )0(U)
&0) = f [dU]e ~'U' (9 1)

(c)
FICx. 9. Possible phase diagrams allowing for a first-order
chiral symmetry restoring transition.

deconfinement phase transition in the presence of fer-
mions has its origins in a simple physical argument due to
Fradkin and Shankar (1979). If a static test quark is in-
serted into a thermal ensemble, it may immediately form
a bound state with a dynamical light mass quark. Its free
energy is finite for all values of the temperatures regard-
less of whether quarks are permanently bound as hadrons
or are quasifree in a plasma. A possible definition of an
order parameter might be to compute the free energy of a
thermal system in the presence of a single extra quark
(DeTar and McLerran, 1983; Meyer, 1984). This free en-

ergy is always divergent, however. In the confined phase
it is obviously divergent, but in the deconfined phase it
diverges due to the impossibility of isolating such a
quark, that is, no such states contribute to the partition
function because of Debye screening. At zero tempera-
ture, such an order parameter does characterize confine-
ment, since confinement means the absence of states
without triality zero. At finite temperature, thermal fluc-
tuations make such a definition impossible.

IX. MONTE CARLO SIMULATION RESULTS

The study of phase transitions in gauge theories and the
nonperturbative aspects of gauge theories in general have
been revolutionized by lattice gauge theory techniques. In
particular, Monte Carlo evaluations of the path integral
representation for correlation functions and the thermo-
dynamic potential have given a first qualitative and semi-
quantitative glimpse at nonperturbative aspects of gauge
theories.

I shall begin by reviewing what is known about finite
temperature QCD in the absence of fermions. The
methods and qualitative and semiquantitative results of
studies of such theories will be presented. The next sub-
ject I will present is the results of computations with fer-
mions.

I shaH first consider a theory which is a Yang-Mills
theory 1n the absence of fermions on a lattice of size
Ã, X%, and that the lattice spacings are a, in the time
direction and a, in the space direction. I shall assume
that a, =a, unless otherwise stated. The action for such a
theory has been discussed several times in the previous
section. Typically, the quantities which we wish to com-

—51/12111'
48m-

—24~
exp 11' (9.2)

Quantities such as the thermodynamical potential may
always be expressed in this form, and it is this form
which may be simulated by Monte Carlo techniques. The
basic idea of a Monte Carlo simulation is to perform the
integration in Eq. (9.1) by choosing field configurations
which give a dominant contribution. Such a selection in-
volves statistical sampling of those field configurations
which dominate the path integral. Since even a modest
lattice of 3000 lattice sites involves 3000 integrations,
such a statistical evaluation of the path integral provides
the only practical method of evaluation.

The evaluation of Eq. (9.1) proceeds by initially assign-
ing arbitrary values to the links corresponding an X, &X,
lattice. These links might be chosen randomly or might
aH be chosen as U =1. Starting from this configuration,
new configurations are chosen which contribute to Eq.
(9.1) by statistically sampling new values of links at each
Lattice site with a weight of e . An iteration of the
lattice is completed when each link on the lattice has been
sampled and given the opportunity to change. Depending
on the quantity computed, a few hundred to sometimes
tens of thousand iterations must be performed.

To compute physical dimensionful quantities, a dimen-
sionful quantity must be computed to set the size scale of
lattice spacings in the theory. For example, the coeffi-
cient of the linear potential in charmonium might be
computed. For any fixed value of the coupling g, this
would specify the value of the lattice spacing, and the
values of all other dimensionful quantities would be deter-
mined. Now suppose that another value of g is chosen.
If this value of g corresponds to another value of the lat-
tice spacing and if for both these values the physical
quantities considered involve computations on a size large
compared to a lattice spacing and small compared to the
lattice size, the results should agree. This fact is a non-
trivial consequence of the renormalizability, or cutoff in-
dependence of the theory. Moreover, the lattice spacing
and coupling are related by the renormalization-group
equations, equations which express the 1nvariance of the
theory under combined reparametrizations of the cou-
pling and lattice spacing. In theories such as QCD, the
limit of small lattice spacing corresponds to small cou-
pling and the relation between lattice spacing and cou-
pling are computable in perturbation theory. For exam-
ple, the short-distance quark-quark potential might be
computed with an ultraviolet cutoff corresponding to the
inverse lattice spacing. This computation generates a di-
mensionful parameter AL which characterizes this in-
teraction, and the renormalization-group equations re-

quiree
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(There is some arbitrariness in the scale factor which
characterizes this relationship. The scale factor chosen
here corresponds to the conventional definition of AL and
must be related by direct computation to the string ten-
sion or A~& which characterizes perturbative computa-
tions. ) With the lattice spacing determined, physical
quantities such as the temperature may be computed.
Notice that the renormalization may be performed at zero
temperature on a symmetric lattice X, . Physical quanti-
ties at finite temperature will automatically be finite in
the continuum limit when such a zero temperature renor-
malization is performed.

The first quantities which were computed in finite tem-
perature QCD were the free energy of an isolated static
test quark, and the energy density of gluonic matter
(Engels, Karsch, Montvay, and Satz, 1981, 1982; Kajan-
tie, Montonen, and Pietarinen, 1981; Kuti, Polonyi, and
Szlachanyi, 1981; McLerran and Svetitsky, 1981a, 1981b;
Montvay and Pietarinen, 1982a, 1982b). The first compu-
tations were for SU(2) Yang-Mills theory. The exponen-
tial of the negative of the free energy of an isolated quark
is an order parameter, and has zero value in the confined
phase and is finite in the deconfined phase. These com-
putations clearly showed a magnetization of the Wilson
line which determines this free energy. A curve such as
that shown in Fig. 10 results from this computation.

Notice that the quantity (I.) is plotted versus 1/g
and not versus the temperature. To convert the bottom
axis to temperature, the renormalization-group equations
must be used. This is straightforward, and qualitatively
similar curves arise when written in terms of temperature.
The overall scale factor is difficult to compute for SU(2)
Yang-Mills theory, since there are no naturally occurring
scales on which to meter a theory which does not corre-
spond to nature. For SU(3) Yang-Mills theory, a similar
curve results, except that the curve shows a much sharper
jump at the critical value of g, and there is evidence of
hysteresis in the neighborhood of the transition. This is
shown in Fig. 11.

In the early SU(2) computations, the confinement-
deconfinement temperature was expressed in terms of the
string tension determined by measuring the long-distance
linear potential. On small lattices, measuring this long-
distance potential is difficult, but nevertheless, the early
results showed that the results had the proper behavior as
the lattice spacing becomes smaller to be interpreted as a
continuum result. If the string temperature of the SU(2)
theory is taken as the value appropriate for SU(3), then
the deconfinement temperature is 200 MeV.

For SU(3) Yang-Mills theory, the situation is much

I /g

FIG. 10. The expectation value of the Wilson line for SU(2)
Yang-Mills theory.

FIG. 11. The expectation value of the Wilson line for SU(3)
Yang-Mills theory.

more complicated. While early measurements of the
string tension and the deconfinement temperature showed
evidence of scaling in the proper way to be appropriate
for the continuum limit, computations on larger lattices
showed that this scaling was violated, and the results on
small lattices were fortuitous and perhaps numerically
wrong. Although the qualitative results from small lat-
tices showed a phase transition, the quantitative results
were unreliable. If one naively expressed the deconfine-
ment temperature in terms of a string tension, the result
was remarkably fairly independent of lattice size and
spacing, and was 200 MeV with error bars, due to sys-
tematic uncertainties associated with not knowing the
continuum limit, of + 200 MeV and —100 MeV. This
numerical result is certainly less accurate than the order
of magnitude estimates presented in the Introduction
(Gutbrod, Hasenfratz, Kunszt, and Marinari, 1983;
Hamber, Marinari, Parisi, and Rebbi, 1983).

Due to recent computations on very large lattices, it has
finally been possible to verify that the deconfinement tem-
perature has the appropriate scaling behavior -for the con-
tinuum limit (Christ and Terrano, 1985; Gottlieb, Kuti,
Toussaint, Kennedy, Meyer, Pendleton, and Sugar, 1985).
In these computations, the deconfinement temperature is
determined from measuring the free energy of an isolated
quark, and finding when it is finite. The temperature, on
dimensional grounds can only be a function of the form

T(g(a) )= =c f(g (a) ) . —1 1

X,a a

The validity of the continuum limit requires that

T/AL ——const,

(9.3)

(9 4)

where the constant is a numerical factor which is deter-
rnined by Monte Carlo simulation. The function f(g(a)),
is up to a constant therefore given by Eq. (9.2). To a fair
approximation, f -exp(x/g ). In Fig. 12, Eq (9.4) is v. er-
ified by the computations of Gottlieb et al. The scaling
limit sets in for 6/g &6.15. This computation required
computation on lattices as large as 10 &(14. In Fig. 13
the results of Christ and Terrano are shown for lattices of
comparable size. No results are yet available for the
string tension, so that a reliable number for the deconfine-
ment temperature may be extracted.

The hysteresis of the Wilson line in the neighborhood
of the confinement-deconfinement phase transition of
SU(3) Yang-Mills theory shows that the phase transition
is first order. This may be done by trying to find a tem-
perature at which the lattice system is metastable in one
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of the two phases for arbitrarily long numbers of Monte
Carlo iterations. The phase which the system is in is
determined by the initial conditions. In this situation, the
Wilson line will be frozen into different values depending
on which phase the system is in. Below and above the
critical temperature, the system will stabilize in one phase
or the other. The existence of long time scale metastabili-
ty is convincing of a first-order phase transition (Engels,
Karsch, and Satz, 1982; Fucito and Svetitsky, 1983; Ko-
gut, Matsuoka, Stone, Wyld, Shankar, Shigemitsu, and
Sinclair, 1983).

The energy of gluonic matter has been computed using
Monte Carlo methods (Engels, Karsch, Montvay, and
Satz, 1981, 1982). This quantity may be abstracted from

FIG. 13. 1/X, vs 6/g from Christ and Terrano.

the path integral for the thermodynamical potential by
differentiating with respect to the temperature. This dif-
ferentiation is best carried out with asymmetric lattice
spacings, and in the end taking the symmetric limit. The
energy density is

1 BlnZ
V 8

1 8 lnZ

N, N, a,
(9 &)

which may be explicitly evaluated, and after considerable
straightforward algebra becomes

2X
3 2X,X, a,a, g space-space

plaquettes

a,
1 —exp i J dl rA. p +

space-time
plaquettes

1 —exp i dl&~ 3p (9.6)

Before presenting the results of the Monte Carlo simu-
lations, it is useful to review the results expected. At high
energy densities, the energy density should approach that
of an ideal gas of gluons:

3~ /15 SU(2),/T4
8~ /15 SU(3) .

(9.7)

At low temperatures the energy density is that of a dilute
glueball gas. In the dilute gas limit, the glueballs should
be noninteracting. The energy exponentially approaches
zero as T approaches zero, and the slope of this exponen-
tial determines the glueball mass.

The energy density of gluonic matter as computed by
lattice Monte Carlo methods are presented for SU(2), Fig.
14(a), and SU(3), Fig. 14(b), gauge theories. At high tem-
peratures, the energy density approaches a constant. Due
to finite lattice size effects, this constant value is a factor
of 2 different from the predicted value for an ideal gluon
gas. The problem is that the lattices considered in the nu-

merical analysis are just too small to extrapolate to infi-
nite volume. It is true however that the result obtained is
appropriate for an ideal gluon gas on a finite size lattice
of the size considered. This factor of 2 uncertainty pro-
vides some measure of the systematic uncertainties in-
herent in present day lattice Monte Carlo simulations.
The lattices are too small and the lattice spacings are too
big.

At low temperatures, the energy density rapidly ap-
proaches zero, corresponding to an ideal glueball gas. At

O
0)

(a) (b)

FIG. 14. The eriergy density as a function of temperature for
SU(2), (a), and SU(3), (b), Yang-Mills theory.
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some critical temperature, the energy changes rapidly
from a small value to the asymptotic ideal gas limit. For
SU(2), the transition appears continuous, but the specific
heat

c ap
BT

(9.8)

can be reexpressed as

dUdetG ' UU U, G U e
(0)= f [dU]detG '[U]e ( )

(9.10)

where 6 [U] is a fermion Green's function in the external
field due to the gluon link U. (G[U) is the inverse of the
matrix M corresponding to fermion propagation as iritro-
duced in the preceding section. ) This fact follows from
the bilinear nature of the fermion action, so that all in-
tegrals involving fermions are Gaussian and are trivial to
compute.

The determinant in Eq. (9.10) may be expanding in
powers of U, and a Feynman graph expansion in
fermion-antifermion closed loops results. In the limit of
large N for SU(%) gauge theories, these contributions are
suppressed, and a good approximation is to ignore the
determinant, that is, set it to 1. This approximation is
gauge invariant for finite X, and is called the quenched
approximation. Its utility is not that it is necessarily a

FIG. 15. The specific heat for SU(2) Yang-Mills theory.

seems to be singular, as shown in Fig. 15.
The jump for SU(3) appears to be discontinuous, corre-

sponding to a first-order transition. The magnitude of
this jump is the latent heat of the transition. Various esti-
mates of this latent heat give 5p-0. 3—1 GeV/F, assum-
ing T„„f;„,,„t——200 MeV. Since this result depends
upon T«„r,„, ,„, as T, a factor of 2 change in this pa-
rametrization changes the latent heat by a factor of 16.
As a verification of the first order of the phase transition,
the metastability may be observed in the value of the ener-

gy density as well as that of the Wilson line at the critical
temperature.

The next step in these computations is to include the ef-
fects of fermions. Recall that effects of fermions could
always be treated in the path integral by directly integrat-
ing out the fermion fields. In particular, any path in-
tegral of the form

f [dUdgdg]O(U, Q, Q)e(o)= (9.9)f [dUdgdg]e

good approximation. Recall that the fermion determinant
was responsible for removing the, confinement-
deconfinement transition for sufficiently small quark
mass, and the determinant may be essential in some com-
putations. The utility of the quenched approximation is
that it is the simplest method of computing effects of fer-
mions at present (Kogut, Stone, Wyld, Gibbs, Shigemut-
su, and Sinclair, 1982, 1983a, 1983b; Kogut, Matsuoka,
Stone, Wyld, Shankar, Shigemutsu, and Sinclair, 1983).
Other more systematic methods have been recently
developed. Among these methods are the hopping param-
eter expansion, which is a systematic expansion of the fer-
mion determinant and the microcanonical ensemble
method. I shall not describe these techniques in this pa-
per, but shall only quote results.

When fermions are included in the quenched approxi-
mation, the temperature of the confinement-decon-
finement temperature is unaltered and the Wilson line is a
good order parameter. Since the fermions do not generate
loops, they do not enter the relationship between lattice
spacing and AI . Also since fermions only appear
through expectation values, they do not affect the deter-
mination of the coupling for which the Wilson line mag-
netizes. The temperature of deconfinement is therefore
independent of the presence of fermions in the quenched
approximation.

The energy density of hadronic matter may be comput-
ed in the quenched approximation. The curves which re-
sult are qualitatively similar to those appropriate for
gluonic matter, and are not presented here. The numeri-
cal value of the latent heat for SU(3) QCD becomes
5p=1 —2 GeV/F for T«„r«m, „,——200 MeV.

Perhaps the most interesting application is to the study
of chiral symmetry breaking. Kogut et al. have intro-
duced fermions which maintain an exact continuous
chiral invariance on the lattice. Such a method may not
be applied for a single fermion flavor, since it may be
shown that unless there are a sufficiently large number of
degenerate zero mass fermions, the fermion action expli-
citly breaks chiral invariance. The fermions of Kogut
et al. are perhaps not so useful for quantitatively charac-
terizing QCD as they are for probing qualitative aspects
of the theory.

An interesting question which may be addressed is
whether there is a relationship between the chiral symme-
try restoration phase transition and the confinement-
deconfinement transition. For quarks, which transform
in the fundamental representation of the color gauge
group, quenched computations suggest that these transi-
tions occur at the same value of the temperature, for
SU(3) Yang-Mills theory where there is a first-order phase
transition. For SU(2) the data shows that there is a slight
difference in temperature. For adjoint representation fer-
mion, the transitions take place at different temperatures.

Chiral symmetry breaking is presumably generated by a
meson condensation. The results in the quenched approx-
imation may be easily understood in this context. At the
confinement-deconfinement transition, fermion-anti-
fermion pairs which bind together to form mesons may
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become ionized. These ionized quark-antiquark pairs for
whatever reasons do not condense in the vacuum, and
chiral symmetry is restored. For ferrnions in higher rep-
resentations of the color group, fermion-antifermion pairs
are more tightly bound into mesons, and at the
confinement-deconfinement transition are not fully ion-
ized.

Some words of caution are required concerning the
quenched approximation and the study of chiral symme-

try breaking. The parameter Pg is not strictly speaking
an order parameter in the quenched approximation. Re-
call that U(1) chiral symmetry is explicitly broken by the
axial-vector anomaly, and dynamically realized by instan-
tons. Since instantons contribute at all temperatures, and
since the fermions do not communicate with each other in
the quenched approximation and behave as independent
flavor chiral fermions, gg is always nonzero. In fact, the
one instanton contribution to gf gives a divergent value,
and gg only becomes finite due to a zero in the fermion
determinant. The claim of Kogut et a/. is that instantons
and their ilk only give small contributions to gg and their
computations show that other larger dynamical effects
generate symmetry breaking.

Several computations have recently tried to go beyond
the quenched approximation to study the confinement-
deconfinement transition (Fucito, Rebbi, and Solomon,
1984, 1985; Fucito and Solomon, 1984, 1985; Gavai, Lev,
and Petersson, 1984a, 1984b; Fucito, Kinney, and Solo-
mon, 1985; Gavai and Karsch, 1985; Kogut, Polonyi,
Wyld, and Sinclair, 1985a, 1985b, 1985c). As discussed in
the last lecture, for some critical value of the bare fermion
mass, the transition might disappear. Early computations
suggested that this might indeed be the case. In crude ap-
proximations for Z(3) theories by DeGrand and DeTar,
and for SU(3) by Hasenfratz, Karsch, and Stametescu, it
was suggested that the transition was smoothed away for
a fermion mass of m =0.5—1 GeV. These early compu-
tations were soon put in doubt by more systematic fer-
mion methods. At present, whether or not the
confinement-deconfinement phase transition goes away,
even for massless fermions is still controversial. Fucito
and colleagues claim there is evidence for metastability
and the transition is first order for SU(3) with three light
mass fermions. Gavai and collaborators, using very simi-
lar methods claim that this is not so. Kogut and colla-
borators, using different techniques make no claim for
SU(3) and four flavors.

This situation is very difficult to resolve. All parties
agree that whether or not the transition is first order or
not, the transition is very sharp, and for many issues,
whether or not the transition is first order or very sharp is
a dry academic issue. This point is illustrated by compar-
ing the data for the energy density, gP, and Wilson line
for the various groups, Figs. 16(a)—16(d). The transition
is indeed very sharp, so sharp that the finite lattice spac-
ing may be too crude to address this problem. Larger lat-
tices may smooth out or sharpen the transition somewhat,
and the answer to the question of the order of the transi-
tion for the continuum limit is far away.

The transition temperature is not known for theories
with fermions. This will presumably involve large-scale
computations of the scope done for the SU(3) theory
without fermions, and presumably involves several orders
of magnitude more computing time.

The issue of whether the chiral transition and the con-
finement transition are the same has now a tentative
answer. In the computations of Fucito and colleagues, it
has been shown that there is a sharp transition in the M, T
plane which joins M=ao to M =0. In the M =0 limit
the transition is the chiral transition, and at M = oo it is
the confinement-deconfinement transition. Fucito and
colleagues claim the transition is first order, and this is
controversial, but it seems that it is at least sharp. The re-
sults of Fucito and colleagues on this issue are summa-
rized in Fig. 17.

Although the numerical studies of the confinement-
deconfinement transition and chiral symmetry restoration
are not definite, it appears that at least there is a sharp
qualitative transition between different regimes at well-
defined temperatures. Probably the situation is more
comphcated than these first computations indicate. There
might be several transitions, and peculiar behavior for
various ratios of quark masses. The conclusion to this
section must await more definite numerical studies. One
issue it would be nice to clarify is how the transition tem-
perature depends on the presence of quarks. When
quarks are introduced does the temperature increase or
decrease.

X. PERTURBATlON THEORY OF THE QUARK-GLUON
PI ASMA AT FINITE TEMPERATURE
AND BARYON NUMBER DENSITY

At very high energy densities, hadronic matter becomes
an almost ideal gas of quarks and gluons (Collins and Per-
ry, 1975; Kisslinger and Morley, 1976a, 1976b, 1976c;
Freedman and McLerran, 1977a, 1977b, 1977c, 1977d;
Baluni, 1978a, 1978b). In these circumstances, the effects
of particle interactions are small, and to some order in
perturbation theory are computable by methods involving
weak coupling expansions. To illustrate the perturbative
methods which may be used to compute the thermo-
dynarnic potential, I shall review and outline the results
and methods which are employed to compute to first or-
der in n, . Many of the computational techniques dis-
cussed here were originally applied to relativistic field
theory at finite temperature by Weinberg and by Dolan
and Jackiw (Dolan and Jackiw, 1974; Weinberg, 1974).
The details of this computation are contained in the excel-
lent paper by Kapusta, a paper which should be studied to
gain a real flavor for the techniques used in these compu-
tations (Kapusta, 1978). I shall review the problem of the
plasmon effect, and the necessity of using nonperturbative
methods when going beyond first order in a, in evaluat-
ing the thermodynamic potential. The results at zero
temperature and finite baryon number density to second
order in cz, are also reviewed. The method of renormali-
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5.7
e ~ = f [dAdgdgdcodco]e

The action in this expression is a sum of terms

(10.1)

zation group improving the weak coupling expansions by
replacing the expansion by an expansion in a temperature
and baryon number density dependent coupling which ap-
proaches zero at high energy densities is discussed. Non-
perturbative. effects such as instantons are brtetty men-
tioned. The breakdown of perturbation theory for the
thermodynamical at order a, for finite temperature ac-
cording to the arguments of Linde, and Gross, Pisarski,
and Yaffe is presented (Linde, 1980; Gross, Pisarski, and
Yaffe, 1981; Kajantie and Kapusta, 1981; Kalashnikov,
1984a, 1984b). Since the literature on the subject matter
of this review is large, this review must be viewed as a
summary of the existing literature, which must be con-
sulted for details of the results which are discussed.

The perturbation theory of the quark-gluon plasma be-
gins with the path integral representation for the thermo-
dynamic potential

FIG. 17. The phase diagram of QCD in the m, T plane, from
the works of Fucito et al. The line is the position where the
system sharply changes its properties.

S=SG+SF +ST

arising from the gluon fields A",

(10.2)
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(10.3)

where

F~ =a~A: a.—A. +gpf.„At,'A; .

from the fermion fields g and g,

(10.4)

SF= f dt f d X'I/J.
1, p 0

l pJ
—l' +m I 5~p

S,= f dt f d'x ,'F—~F„„+ (a„A~/
0 2~0

trivial renormalization must be performed. The expres-
sion given by Eq. (10.10) yields a nonzero thermodynamic
potential for the vacuum, corresponding to the limit
p~ ao, @~0. This nonzero term is divergent in the limit
that an ultraviolet cutoff, A, approaches infinity. The or-
der of this divergence is A . This divergent term is not of
physical consequence, however, since only pressure differ-
ences (P = —Q) between physical systems and the vacu-
um are physically measurable. Without loss of physical
import, we may define the renormalized thermodynamical
potential as

g—prep A . g),a (10.5) Q (P,p)=Q(P, p) li—m Q(P,p) .
P~ co ~p —+0

(10.11)

and from the ghost fields B and co,
13

S b
——f dt d' 8",(8„5,b g f,b, A—„') (10.6)

The action we have have written down is appropriate
for generalized Landau gauge with gauge fixing parame-
ter r0. This action is written in Euclidean space with
metric

The y matrices are Euclidean and satisfy the anticommu-
tation relations

Ir",r I = —2g"". (10.8)

[H,r ]=if,b, r, . (10.9)

The bare quark mass is m0 and the bare coupling is g0,
and both of these quantities will be taken as cutoff-
dependent singular quantities in order that the resulting
thermodynamical potential be finite. The fields 3, B, and
co satisfy periodic boundary conditions while the fermion
fields P and P satisfy antiperiodic boundary conditions.

The derivation of this form for the functional integral
and the problem of ghosts has been discussed in previous
sections. In particular, the delicate mechanics of properly
extracting the ideal gas contribution to the thermodynam-
ic potential has been discussed in detail, and we shall con-
centrate here on the computations of corrections to the
thermodynamical potential due to particle interactions.
These contributions are given by

Qt(P, p)=Q(P, p) —Q(P,p) is,

f [dA dPdgdcodcoje
=1/PVln f [dA dPdgdcodcoje ~g p

(10.10)

Notice that in this ratio delicate factors such as the tem-
perature dependence of the measure cancel.

To properly derive the thermodynamic potential, a

The quark color indices, a, run over 1 —X, while the
gluon color indices, a, run over % —1~1. The quark
flavor indices, i, run from 1~Nb. , where NF is the num-
ber of quark flavors. The matrices w are the generators of
the color gauge group,

This renormalized thermodynamic potential satisfies a
renormalization-group equation. This renormalization-
group equation follows from the invariance of Eq. (10.11)
under the following rescalings of the numerator of the ar-
gument of the logarithm in Eq. (10.10). These rescalings
are

A ~Z, '"A, y, y~Z, '"q,y,
B io Z 2' coco, m m +Z2 '5m,

I"0~Z3I, gP ~Z ) Z3 g
—3/2

(10.12)

Q(g p, m p,p, P, Zg ) =Q(g p, m p,p, P,Z~ ) . (10.13)

The two sets of wave function renormalization constants,
Zz and Zz, correspond to two alternative choices for
wave function renormalization. The prescriptions A and
B both render the theory finite.

The two different prescriptions 3 and 8 are in general
parametrized by different dimensionful scale parameters
pz and pz. These scale parameters may correspond to a

The invariance of Eq. (10.11) is guaranteed if Z~, Z2, Z3,
Z2, and 6m are temperature and density independent.

The parameters I, r, and g in Eqs. (10.12) are the re-
normalized fermion masses, gauge fixing parameter, and
coupling. A variety of mechanisms are discussed in the
literature for invoking renormalization schemes to define
Z j Z2 Z3 Z2 and 5m so that m, I, and g and invariant
Green's functions of the zero temperature and density
theory are ultraviolet finite. I shall not discuss these
prescriptions in detail here. I shall merely note that mak-
ing finite the zero temperature and density Green's func-
tions with a choice of wave function renormalization con-
stants and a mass shift also makes finite the finite tem-
perature and density Green's functions for the same pa-
rameters. This result is a consequence of the fact that at
short distances, the quarks and gluons propagate as if
there were no finite density and temperature ensemble of
quarks and gluons with which to interact. Over these dis-
tances, the quarks and gluons propagate as they would at
zero temperature and density. Since the ultraviolet infini-
ties arise from singular short-distance propagation, the fi-
nite temperature and density theory should be cutoff in-

dependent.
The invariance of Q under the transformations of Eqs.

(10.12) leads to a renormalization-group equation:
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momentum for which the strength of quark-antiquark po-
tential is at some field value, or may correspond to some
other fixing of a measurable dimensionful quantity. In
terms of pz and p~ the renormalization-group equation,
Eq. (10.13), is

a k b

6 b k k
lg + (» -l)

ab
k

Q(go, mo p P p~)=Q(go mo p P p~) . (10.14)
igp f b k

The choice of an appropriate value of pz or pz is
essential to facilitate the perturbative expansion for Q in
terms of g. %'hen the thermodynamic potential is ex-
pressed as an expansion in g, logarithms of p/pz or pz p
typically occur. These logarithms would invalidate the
perturbation expansion for large p or small p. These
singular logarithms may be removed from the perturba-
tion expansion, however, by choosing p~ -(yp +5T )'
where y and 5 are constants of order one. The parameters
y and 5 are generally chosen by prescriptions which
should render high order perturbative contributions small.

This choice of pz converts the perturbative expansion
into an expansion in a density and temperature dependent
coupling constant;

(10.15)

C, a j,P
p a= gp y

Pbr y i q
ig f (g (r-q) + g (k-r) + g (q-k) }0 abc fly n ns y yn (3

P,b,q

S,d, s ad«bc ng 6y ny 6B
2 + f f (g g — g g )0 ( abc edc n6 py ny 6I3

+ f f (g g — g g )acc edb n6 (ly ng 6y

-1 for each closed ghost or fermion loop

0 2 emk
8

2m (n+ —)
l
2

8

n = . --2, -1,0, 1,2, -. gluons, ghosts

fermions

Integrals are over
3 , summations all over n.d k

(2m)

FIG. 18. The Feynman rules in a general covariant gauge.

The Gell-Mann —Low equation which determines g's
dependence on pz follows from Eq. (10.12):

(10.16)

This equation may be evaluated self-consistently in per-
turbation theory when g is small. The integration con-
stant for the equation is the dimensionful A parameter of
QCD. The result of solving this equation to lowest order
in perturbation theory is, with n, =g /4m,

~, (p~) =
(11%—2N~)ln(p~ /A)

(10.17)

The problem of handling mass renormalization has
been brieAy discussed in the literature, and I shall not ex-
plore it here. In most applications, sufficient accuracy is
obtained by using fixed current algebra masses for the
quarks

m„-md -0, m, -0.1—0.3 GeV . (10.18)

The periurbative. expansion for Ql may be directly ob-
tained from the functional integral representation of Eq.
(10.1) by expansion in powers of g. This expansion gen-
erates the sum of aH connected vacuum graphs in terms
of bare propagators and vertices. The Feynman rules for
computing these graphs in covariant gauges are illustrated
in Fig. 18.

These rules differ from the ordinary Feynman rules by
the Euclidean metric and y matrices, the factor of i py in
the fermion propagators, and the frequency sum in k .
The Euclidean metric is a consequence of the fact that the
thermodynamic potential is the imaginary time generali-
zation of the ground-state expectation value of e" which
governs the Minkowski space theory. The factor i'py'
rises from the factor of p-N in the grand canonical en-

semble. The frequency sums arise from the finite Eu-
clidean time periodic or antiperiodic boundary conditions
which are imposed on the fields.

The Feynman graphs which appear in lowest order in
perturbation theory are shown in Fig. 19. The fermion
mass renormaHzation is represented by the second dia-
gram. The overall sign and weight of these diagrams are
not derived by any simple rule. They may be obtained
directly from Eq. (10.1), or may be extracted by using
I.egendre transforms and effective potentials.

The individual diagrams which contribute to Fig. 19
are divergent as A" in the limit that the ultraviolet cutoff
approaches infinity. After subtracting the unphysical
vacuum pressure and performing a fermion mass renor-
malization, these graphs are ultraviolet finite.

The situation in three loops and higher order is much
more comphcated. Coupling constant and wave-function
renormalizations must be carried out at these orders. The
prescriptions for introducing and carrying out these re-
normalizations follow from the scalings of Eq. (10.10). A
practical method for renormalizing QI is to express QI in
terms of renormalized propagators and vertices. This
method of calculation is the analog of the skeleton graph
expansion of the Schwinger-Dyson equations for the
propagators and vertices. A closed-form expression for
QI has been obtained in QED, but only a computational
algorithm has been developed for QCD.

In practice, a convenient way of regulating the pertur-
bation for QI is to continue dimensionality. This con-

I + ) ) ~ ~~P P ~00

FIG. 19. The Feynman graphs which make a lowest-order con-
tribution to the thermodynamic potential.
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tinuation not only successfully regulates the ultraviolet
divergences, but also regulates complicated overlapping
infrared divergences which first appear at three-loop or-
der.

The ideal gas contributions to the thermodynamic po-
tential have been discussed in previous lectures. These
contributions are represented in Fig. 20. For quarks we
have

which is easily evaluated for massless quarks as

Q(%= NNI—;/6(7nT/3. 0+@"/2m ) . (10.20)

The gluon and ghost contribution to the thermodynam-
ic potential shown in Fig. 20 is

Q(= —2N, T g f [ln(l+e ' '
)

(2rr)'

+ln(1+e ' ' )] (10 19)

G+o = aTr In

FICz. 20. A representation for the ideal gas contribution to the
thermodynamic potential.

d
Qso 2(N, ——l)T J— ln(1 —e &le I )

(2~)

n /45—(N, 1)T— (10.21)

The evaluation of the two-loop diagrams shown in Fig.
19 is more involved. A straightforward contour integral
evaluation is discussed by Kapusta. The result of this
evaluation for the quarks is

F 3 l d d '
1Q)=a, vr(N, 1) g —1/3T J + J [N'(p)N'(p')+2]

(2~)' E'(p) (2~)' (2rr)' &'(p)E'(p')

N'+(p)N'+(p')+N' (p)N' (p')

(E'(p) —& (p'))' —(p —p')'

N'+ (p)N' (p')+N' (p)N+ (p')
+

(E'(p) +E'(p ') )'—(p+ p')'

The Fermi-Boltzmann distribution functions are

j 1

13(E( ) )
s &+~ (10.23)

I

mass shell and are weighted with the Fermi-Boltzmann
distribution functions N'+ for quarks and antiquarks,
respectively, and by

and

N =N++N (10.24)

P P

P

P

P P P

P

This contribution may be thought of as arising from
the phase integrals over the Feynman amplitudes shown
in Fig. 21. The external lines on these diagrams are on

M(q) = 1

1 —e-~~& I

(10.25)

the Bose-Einstein distribution function for gluons. All
color and spin indices are summed over.

This reduction to phase-space integrals over Feynman
amplitudes is very general. An advantage of this repre-
sentation is that ultraviolet divergences manifest in Q and
proportional to A, A, A, and A explicitly disappear.
The divergences which remain are the standard diver-
gences of the scattering amplitude and are easily renor-
malized away. A disadvantage is that in three loops and
higher orders in perturbation theory, spurious infrared
divergences are introduced by this representation.

For massless quarks, the phase-space integrals in Eq.
(10.22) are easily carried out with the result

FICx. 21. A phase-space integral representation over scattering
amplitudes representation for the thermodynamical potential.

Q)=(N, —1)a,N~ISvr( 5n. T /18+ T IJ,

+)L(, /2m2) . (10.26)

The two-loop gluon contribution to the thermodynamic
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Q)=n. /36a, T N, (N, 1)—. (10.27)

potential may be evaluated in analogy to that of the
quarks with the result

p p

p p!I

p

p
ll

To illustrate some of the treacheries of the phase-space
integral representation, I shall discuss the three-loop con-
tribution to the zero temperature potential appropriate for
zero mass quarks. These contributions are shown in the
vacuum graphs in Fig. 22. As vacuum graphs, only the
graph of Fig. 22(a) represents a contribution which is in-
frared divergent. This divergence is associated with the
well-known plasma oscillation, and we shall soon discuss
the source and removal of its singular contribution.

Spurious infrared divergences are however introduced
when the remaining vacuum graphs are converted into
phase-space integrals over Feynman amplitudes. For ex-
ample when the graph of Fig. 22(d) is converted into the
sum of the two phase-space integrals over Feynman am-
plitudes shown in Fig. 23, both resulting integrals are in-
frared divergent in four dimensions. In 4+ e dimensions,
c & 0, these integrals are however both finite. The evalua-
tion of these integrals is easily carried out in 4+ E dimen-
sions, and the cancellation- of the infrared divergences
may be explicitly performed. This procedure is also vi-
able for the evaluation of the graph represented by Fig.
22(c).

The diagram of Fig. 22(b) presents another hazard.
When it is converted to the sum of phase-space integrals
represented by Fig. 24, a mass shell divergence appears.

The intermediate fermion line in the three-body scatter-
ing shown in Fig. 24 is on mass shell. This divergence is
an artifact of the phase-space integrals over Feynman am-
plitudes representation. When the phase-space integral
representation is derived from the vacuum graph repre-
sentation, a double pole at p =0 must be evaluated. The
residue of this pole is finite.

The zero temperature result for the residue of this dou-
ble pole however yields an incorrect result for this dia-
gram. There are finite corrections associated with taking

FICs. 23. The phase-space integral over scattering amplitude
representation for Fig. 22(d).

the zero-temperature temperature limit. These correc-
tions terms are discussed by Freedman and McLerran and
by Baluni, and only arise when vacuum diagrams have
double or higher order poles (Freedman and McLerran,
1977a, 1977b, 1977c; Baluni, 1978a, 1978b).

The lessons which should be learned from this three-
loop calculation are (1) at a minimum, all phase-space in-
tegrals over Feynman amplitudes which contribute to a
single vacuum graph must be summed before an infrared
finite result may be expected and (2) mass shell singulari-
ties should be treated as arising from poles of second or-
der or higher in vacuum graphs. Finite contributions will
arise in taking the zero temperature limit which are not
correctly obtained ab initio at zero temperature.

The diagram of Fig. 22(a) possesses a bona fide infrared
divergence. This divergence is generated by an improper
treatment of the plasmon effect. The plasmon effect is
manifest in the screening of the interaction of two static
charge densities when the charge densities are immersed
in the plasma. This screening converts the Coulomb po-
tential into a Yukawa potential

1/r ~e ""/r, (10.28)

where p is the plasmon mass. In perturbatiori theory the
plasmon mass p is of order g. If we expand the potential
of Eq. (10.28) as a series in g, infrared divergences will be
introduced when integrals are evaluated over this poten-
tial. These divergences are spurious and are the result of
a naive perturbative analysis.

The way to resolve this difficulty is well known (Gell-
Mann and Brueckner, 1957; Akhiezer and Peletminski,
1960). In momentum space, the longitudinal components
of the static gluon propagator are

1/q ~1/(q +p ) (10.29)

(4) when proper account is taken of the plasmon effect. In
general, the propagator may be treated so as to account
for the plasmon effect by summing the diagrams shown
in Fig. 25.

In this figure the difference between the gluon polariza-
tion at finite temperature and that at zero temperature
and density is AH. The plasmon contribution to the ther-
modynamic potential is properly accounted for by sum-
ming the ring diagrams of Fig. 26. %'hen these contribu-

Q (4) P P
1

P P
+ +

P P ' P P

P P P
+p P

FKs. 22. The three-loop contributions to the thermodynamic
potential.

FIG. 24. The phase-space integral over scattering amplitude
representation for Fig. 22(b).
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FICx. 25. The contributions to the gluon propagator which give
the plasmon effect.

tions are subtracted from Fig. 22(a), the remainder is in-
frared finite.

At finite temperature, the situation is slightly more
complicated than that. at zero temperature. At finite tem-
perature, propagating gluons make contributions to the
thermodynamic potential. The transverse modes of prop-
agating gluons acquire a mass but the longitudinal modes
do not. This situation is the exact opposite to that for the
static propagator where the longitudinal propagator ac-
quires a mass but the transverse does not. This difference
is reflected in a different dependence of the plasma contri-
bution to the thermodynamic potential at zero tempera-
ture, a, lna„and at finite temperature, a, . The method
for handling the effect at finite temperature involves sum-
ming the bubble graphs.

A question arises as to whether at any order in pertur-
bation theory, intractable infrared divergences arise which
render a further perturbation expansion useless (Linde,
1980; Gross, Pisarski, and Yaffe, 1981). This issue may
be addressed at finite temperature. To isolate the most
singular infrared contribution to the thermodynamic po-
tential, we study vacuum graphs with the Matsubara fre-
quency, q, set to zero for at least one propagator for each
loop in the graph. The expansion parameter for these
graphs is TJ'+' where p is the number of loops in the
graph, which i.s effectively ari expansion in a dimensionful
coupling constant T. For p =4, the dimension of the re-
sulting three-dimensional loop integration must be that of
inverse Inass. For the massless gluon propagators which
appear in the naive perturbation expansion, this mass can
only be generated by an infrared divergence. A mass
might be however generated for the gluons and the result-
ing perturbation expansion would be rendered finite. The
expansion is then of the form o;, T +'m ~+, where m is
the lightest mass scale in the problem. For p ~ 3 this in-
frared effect may be ignored since the infrared integra-
tions are finite. At p =3, corresponding to order a„ the
critical order in perturbation theory where infrared effects
are crucial is reached. If the mass is m &a, T, then a
weak coupling, although nonperturbative expansion is
possible. No mass is however generated for the transverse
components of the static transverse gluon propagator and
the longitudinal dynamical propagator until at least order

FIG. 26. The contribution of the plasma oscillation to the ther-
modynamic potential.

(10.30)

and the contribution to the functional integral of Eq.
(10.1) is of order

$/ 2
(10.31)

The effects of instantons are therefore naively smaller
than the effects of any contribution of finite order in per-
turbation theory. The effects of instantons have been
elegantly computed in the article of Gross, Pisarski, and
Yaffe, and I shall not consider their computations in de-
tail here except to note that for any value of temperature
for which the effects of instantons may be reliably com-
puted, their size is numerically extremely small (Shuryak,
1979a, 1979b; Chemtob, 1981; Gross, Pisarski, and Yaffe,
1981). This might not be the case for quantities other
than the thermodynamical potential. The computation
for finite temperature is interesting since temperature pro-
vides a natural infrared cutoff, and instantons make in-
frared finite contributions to the thermodynamical poten-
tial.

XI. THEORETICAL AND PHENOMENOLOGICAL
MODELS

The study of phase transitions in QCD is far from a
trivial task. We have seen that a great deal of progress
has been made in understanding the fundamental dynam-
ics of such phase transitions, and quantitative progress is
also being made using lattice Monte Carlo methods. At
present, some insight must also be gleaned from
phenomenological models. Historically, such models gave
qualitative insight into the nature of confinement-
deconfinement transitions. With the recent advances
based on lattice computations, such models may be re-
fined to give an even finer insight into the nature of con-
finement. The problem of chiral symmetry breaking
must at present be attacked by such models since there is

o.„corresponding to m =a, T. This has been shown to be
a general consequence of gauge invariance by Gross,
Pisarski, and Yaffe. The thermodynamical is therefore
not computable at order a, and higher in perturbation
theory. As a consequence of similar arguments involving
power counting and the structure of the gluon propagator,
it can further be shown that the magnetic screening
length is itself not computable in perturbation theory or
by any weak coupling methods. (These arguments may be
shown not to apply to QED since there is always at least
one-loop in the perturbation expansion for the thermo-
dynamic potential which involves fermions, and the fer-
mion propagator is not singular for the lowest allowed
value of the Matsubara frequency sum. )

I have not discussed the effects of instantons and other
topological objects in this lecture (Shuryak, 1979a, 1979b,
1980; Gross, Pisarski, and Yaffe, 1981). Instantons are fi-
nite action classical solutions of the Euclidean Yang-Mills
equations. The action associated with these solutions is of
order
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where N(1) is the number of configurations of length I.
The lattice spacing or rigidity factor a determines N(l).
If backstepping is allowed, the number of distinct random
walks of length I is N(l) = 6I. The number of closed loops
with backstepping is N(1)-I 6. If'. backstepping is
not allowed, as it should not for a physical string, the
number of distinct random walks is N(1)=5. The num-
ber of closed loops is N (I)= 5 X (power law corrections in
I). The partition function is approximately

Z y e l(ln5 —6a/T) (11.2)

As T becomes larger the average size of a loop gets
larger and larger. At

T, =6a/ln5 (11.3)

the partition becomes singular and the average loop size
diverges. The effective string tension

no completely satisfactory computation of the chiral
properties of gauge theories on the lattice.

In the previous sections, I have presented a Z(N)
model of the confinement-deconfinement phase transition.
Such a model satisfactorily accounts for the qualitative
feature of this transition and the effects of fermions when
they are included. This model does lack a simple physical
intuitive picture of the transition. There has been a recent
development of such an intuitive physical picture by Patel
(1984a, 1984b). This picture utilizes a:flux-tube model of
the confinement-deconfinement transition and is similar
in spirit to the model of Alvarez and Pisarski (1982).
Such a picture may not only be regarded as a concrete
realization of strong coupling'expansions on the lattice,
but may also be viewed as a representation of the success-
ful string model phenomenology of high-energy physics.

To derive a flux-tube picture, several assumptions
about the nature of the flux tubes must be made. We
shall assume that there is a constant energy per unit
length along the string, o., and that the string has a con-
stant width m The strings are allowed to terminate only
on quarks. Finally, the strings are assumed to be rigid
along their length so that the string must go a distance of
a (approximately a Fermi) before the string can bend by a
right angle. This rigidity assumption is manifest on a
strong coupling lattice, since a string cannot bend unless
it traverses a lattice spacing a. The parameters of these
strings are assumed to be temperature independent. The
phase transition is driven by the increasing entropy of
strings as the temperature increases.

To understand how such a model works, first consider
an SU(2) gauge theory in the absence of quarks. The only
structures in this theory are closed rings of strings. The
partition function is

Z =XNAN(l)e

we find

m +/4T, -ln5-1. 6 . (11.7)

Lattice Monte Carlo computations for T, give a slightly
larger value

m +/4T, —1 . (11.8)

When this picture is generalized to SU(3) gauge
theories, we must account for two new facts. The strings
are in general directed, and strings may bifurcate. The di-
agrammatic rules for drawing closed loops are that each
vertex has the structure shown in Fig. 27.

The number of links in each closed loop must also be
even. Allowed and disallowed diagrams are shown in Fig.
28.

At zero temperature the vacuum is filled with closed
loops formed from networks of these strings. As the tem-
perature increases, the size and density of string bubbles
grow. Unlike the case for SU(2), the confinement-
deconfinement transition does not occur when the bubbles
acquire infinite size. Before this happens a phase transi-
tion to an infinite network takes place. The strings may

.fuse together in such a way that strings always connect
the entire volume of the lattice. This network or percola-
tion phase transition provides a first-order deconfining
phase transition.

This percolation problem has been studied in the con-
text of polymer chains as a gelation transition by Flory
(1941) and Stockmayer (1943). To analyze this problem,
the links of networks are divided into two classes.
Relevant links are those necessary for the existence of an
infinite network. Irrelevant links are those which may be
removed without destroying the infinite network. Such
links appear in closed loops. To count the possible ratios
of relevant to total number of links, we place the vertices
of the network on concentric spheres. For the existence
of an infinite network, after each bifurcation at least one
link must go on the next concentric sphere, and the other
link may either go ahead of turn back and make closed

A second-order phase transition is suggested.
Under the circumstances discussed above, the flux tube

between two static quarks may wander all over the lattice
with no loss in free energy at T, . The potential is no
longer linear. In particular, a single isolated quark has a
finite free energy and the expectation of L becomes finite
above T, . To obtain an estimate of T, in this model, the
rigidity parameter a must be determined. Taking the
strong coupling result for the 0+ meson mass as

(11.6)

o.,g ——o.—T In5/a —+0,
continuously as

T + TQ

(11.4)

(11.5) FIG. 27. The structure of the string vertex.
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a I lowed d i sa i lowed
FICJ. 28. Allowed and disallowed diagrams.

loops. If f is the fraction of relevant links, then f( T)
may take on the values —', &f ( T) & 1 with —', correspond-
ing to a minimally connected network and 1 correspond-
ing to maximally connected. The fraction f( T) may be
computed from the dynamics, and at T =T„ the
minimally connected network becomes formed. Bubbles
exist with nonzero probability.

The energy of an isolated test quark is infinite below
T, because the string attached must terminate at infinity,
and is not allowed to terminate on closed flux-tube bub-
bles. Above T„ the string may terminate on one of the
infinite networks. The parameter (I. ) is analogous to the
conductivity of the network.

The estimation of T, requires knowledge of the energy
of the three-string vertex. Crude estimates give T, as
slightly lower than value estimated for SU(2). For SU(X)
gauge theories, there are N string vertices, and each ver-
tex provides X strings which can contribute to the net-
work The. energy of the vertex is of course different
The phase transitions for Ã & 2 are typically first order.
At infinite X, the phase transition survives if the energy
of a vertex scaled by 1/X approaches a constant as X ap-
proaches infinity.

This picture allows an estimation of the effects due to
finite mass dynamical quarks. Recall that the pure gauge
theory corresponds to the infinite quark mass limit. AsI decreases from infinity, the Z(X) symmetry which
characterizes the confinement-deconfinement phase tran-
sition is explicitly broken. In the flux-tube picture, the
flux loops are allowed to break up before I approaches in-
finity for any finite value of m. Since SU(2) Yang-Mills
theory is characterized by a phase transition correspond-
ing to infinite size flux tubes, this phase transition disap-
pears.

The case for SU(3) is special since first-order phase
transitions are stable against the introduction of small
perturbations. For heavy enough quarks the phase transi-
tion will continue to exist. This phase transition corre-
sponds to a boundary between two phases with two dif-
ferent types of screening. In the confined phase, screen-
ing is generated by string breakage. In the deconfined
phase, screening is generated by strings attaching to large
networks. The parameter (I. ) is discontinuous across the
phase boundary.

Since there is no symmetry property which character-
izes the differences between these phases, the transition
may be only defined by the connectedness properties of
the networks which characterize the theory. This may it-
self not be enough either since the networks may break as
a consequence of quark-antiquark pair formation. A
closely related example of such a transition is that of a

gas-liquid phase transition. The order parameter for this
system is the density or specific volume. As in the case
for a liquid-gas phase transition, the first-order
confinement-deconfinement phase transition may be ter-
minated by a second-order critical point for some value of
the quark mass.

Since the phase transition might be characterized by
the connectedness of networks, it is clear that finite quark
mass can lead to the disappearance of a connected phase.
At infinite I, such a phase exists, and at zero m the
string breaking occurs with no cost in energy so that en-
tropy factors will always force the disappearance of this
phase transition. The situation is however complicated by
the spontaneous breaking of chiral symmetry since a
dynamical mass is always generated when chiral symme-
try is broken. Perhaps the confinement-deconfinemeiit
transition disappears only at zero mass for sufficiently
large numbers of quark flavors or perhaps at a reasonable
mass for one flavor. This model does not at present have
sufficient resolution to show the difference.

One interesting consequence of this model is that the
confinement-deconfinement transition temperature in-
creases as m decreases. This is a consequence of the
greater difficulty that it takes to make a network if string
breaking is permitted. This result appears to be at odds
with preliminary Monte Carlo data, but the discrepancy is
not yet serious. The parameters of the string theory could
always be allowed some temperature dependence, since
after all, thermal loops do renormalize the vertex energy,
string tension, and string width.

The phenomenological description of chiral symmetry
breaking is not in such good shape as that of
confinement-deconfinement. A first step in this direction
would be to explore phenomenological Lagrangians with
approximate SU(2) X SU(2) and SU(3) X SU(3) chiral sym-
metries. An approximate U(1) chiral symmetry would
also be a useful ingredient. Interesting questions are the
orders of phase transitions and the effects of finite quark
masses. Also, how do the parameters of these
phenomenological Lagrangians depend on temperature?
What consequences for particle spectra are a result of
chiral symmetry restoration? How is such a phenomeno-
logical Lagrangian derived from QCD'? What are the best
signals of chiral symmetry restoration in ultrarelativistic
heavy ion collisions?
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