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I. INTRODUCTION

In the Kondo problem (Kondo, 1964) one studies the
low-temperature behavior of a system consisting of mag-
netic impurities, dissolved at a very low concentration in a
nonmagnetic metal. The impurities are represented by lo-
calized spins that couple to the conduction-band electrons
via a spin exchange interaction.

At sufficiently low impurity density we may concen-
trate on a single impurity—localized, say, at x =0—and
study how its properties are modified due to its coupling
with the electrons.

As we are interested in the low-temperature properties
of the model, we shall consider only excitations close to
the surface of the Fermi sphere (Fig. 1).

FIG. 1. The region in momentum space relevant to the formu-
lation of the Kondo problem. As we are interested only in low-
temperature phenomena, we may linearize the spectrum around
Er and impose a cutoff &/. We also keep only the s-wave com-
ponent. We thus build the Hamiltonian out of operators cx,
with |K—Eg | <& and I=m =0.
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Thus linearizing the spectrum around Ep=0 and im-
posing a momentum cut-off &, — % <k <%, one is led
to consider the following Hamiltonian (summation over
a,b is implied):

J

* *
HKondo= 2, KCkaCia + 2 >, SCkaOapCros
k T kk'

D <k, k<2,

where only the s-wave states (around the impurity) are
kept, since higher partial waves do not couple to the im-
purity. The operator c, destroys an electron with
momentum k and spin component a (a =i% . S is the
impurity spin operator localized at x=0. It is important
to note that the Hamiltonian, although one dimensional,
represents the physics in three (or any) dimensions. This
is due to the spherical symmetry of the contact interac-
tion and the localized nature of the impurity.

The linearization procedure is valid only so long as
T <<% . For temperatures of the order of the cutoff the
linearization may break down, and details of the band
structure (reflected in the cutoff procedure) become
relevant.

We, however, shall consider only those quantities that
characterize low-temperature properties of the model
(Fig. 2) and are independent of the cutoff scheme. These
quantities we shall call universal.

But so long as we consider only universal quantities we
do not have to insist on a particular cutoff scheme. Vari-
ous schemes may be employed to give the same universal
quantities, although they would differ if pushed beyond
the realm of relevance. If we want to analyze properties
at T ~ %, much more care must be taken in the construc-
tion of the model, and there may be only one physically
acceptable cutoff scheme.

Thus instead of Hamiltonian (1.1) we shall consider

=—i [ $2()8,4(x)dx +7S42(0)0us$5(0) ,
(1.2)

where ¢,(x) is an electron field and ¢;(0)c.,¢s(0)
represents the electronic spin density interacting with the
impurity at x =0. The two Hamiltonians are identical in
the absence of cutoffs. We shall construct the Hamiltoni-
an (1.2) by using a cutoff scheme K different from the &
scheme. The universal results, however, are the same (see
below).

The above observations mean that we may apply the
considerations and methods of conventional quantum
field theory to the problem. Thus, as the coupling con-

(1.1

TK
I~ + -
D T

FIG. 2. The temperature axis. We are interested only in the re-
gion T <<Z (shaded), which is referred to as the scaling or
universal regime. The dynamic scale T divides this region into
a high-temperature region Ti <<T (still T <<Z) and a low-
temperature region T' << Ty.
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stant J is dimensionless, the Hamiltonian is renormaliz-
able. This means that due to infinities occurring in the
calculations, the coupling constant must be properly de-
fined within a particular scheme. There is no meaning to
the statement J =0.001 unless we also specify how J was
defined, and J may have different values in different
schemes, yet lead to the same results in the universal re-
gime.

At this point one may think that there remains no scale
in the problem, as the coupling constant is dimensionless
and the cutoff is considered infinite if we restrict our-
selves to the universal regime (T <<Z). One of the fun-
damental properties of the model (Anderson et al., 1970),
however, is that it is able to generate a dynamical scale T,
(to be defined later) which uniquely determines the low-
temperature physics. This scale depends on the cutoff &
and the coupling constant J in the following generic way:
To D exp[ —a /AMJ)] where A(J)—J as J—0. The expli-
cit form of A(J) depends on the scheme used. In the
momentum cutoff scheme, for example, one finds

To=@e—(ﬂ/g)+(l/2)lm+ Tt

while in another scheme which we choose to employ, the
D scheme, one finds

To=De "% .

Here g and J are the coupling constants defined in the &
and D schemes, respectively. Still, both constructions
may be characterized by a choice of, say, T(=0.0007 eV.
This value is the only relevant scale in the scaling (univer-
sal) regime which defines the low-temperature and low
magnetic field properties of the model. In this region the
free energy F takes the form

T H

F
F ru.p, I H
F(TH:DJD) — T

,T <<D

’ (1.3)

where the function f is universal in the sense that it is in-
dependent of the particular scheme used to define the
model. The cutoff and coupling constant enter only in
the combination determining 7,. Also, any other scale
must be related to 7, by pure numbers that are directly
calculable. These numbers are universal.

That part of the scaling region where 7T >>T, will be
called the high-temperature region (still 7 << %). As we
shall see, this is the weak coupling regime (Anderson
et al., 1970), where the effective coupling constant is
small and perturbation theory relevant. The low-
temperature region (T << Ty), however, is a strong cou-
pling regime and not accessible to expansion in the cou-
pling constant. The crossover in behavior from the strong
coupling regime to the weak coupling is the essence of the
Kondo problem.

Let us quantify and characterize this crossover. We
concentrate on the impurity susceptibility X’, which is the
term in the susceptibility left over after we subtract from
the total susceptibility X =0M /dH the contribution of the
electrons. (We take electrons and impurity to have the
same g factor.)

As pointed out earlier (and will be proven later), the
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high-temperature region is a weak coupling, perturbative
regime. The higher the temperature, the weaker the effec-
tive coupling becomes. This is a statement of asymptotic
freedom. The effective (running) coupling constant J(T),
which is obtained by summing logarithms via the renor-
malization group, is vanishing logarithmically
J(T)~1/[In(T/Ty)]. For high temperatures it has the
same leading behavior as the bare coupling J, which van-
ishes as a function of the cutoff J~1/[In(D/T,)]. Ap-
plying perturbation theory, one finds that the impurity
susceptibility attains its free value X'=p?/T (Curie law)
up to corrections that vanish logarithmically at high tem-
peratures:

Inln—0
A 2 T 3
¥ —» s L 1 LN . ,
T'>T, T In T 2 In2 T In T
Ty Ty Ty

(1.4)
where a new scale T; has been defined by the requirement
that the 1/[In%(T /T})] term be absent. This is equivalent
to a normalization condition on T;—the high-
temperature or perturbative scale, which is conventionally
referred to as the Kondo temperature.

While the high-temperature region is thus accessible to
perturbation theory, the system enters a strong coupling
regime at low temperature and its properties change
dramatically.

Consider the Curie law X'=u?/T. Its divergence at
T =0 indicates a net impurity spin. However, due to the
strong interaction with the electrons the impurity spin
will be quenched (screened) leading to a finite susceptibili-

ty at zero temperature. Thus let us define
2

X6= -

7TTO

’

where T, is the scale that characterizes the low-
temperature regime (see Fig. 3).
The ratio

(1.5)

> T

STRONG COUPLING REGIME WEAK COUPLING REGIME
xiekl

1
T, x'— Xfree [1_ "':1 ]

K
FIG. 3. The impurity susceptibility is plotted and compared
with the free-spin susceptibility X At high temperatures X’
approaches Xp. logarithmically on a scale set by T;. As the
temperature is lowered, it crosses over to a finite value at T =0,
indicative of a screened spin.
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is a universal number. It characterizes the crossover in
properties from the weak coupling, asymptotically free re-
gion which is perturbatively accessible to the strong cou-
pling regime that has to be constructed nonperturbatively.
This was achieved numerically by Wilson (1975). Below,
using an exact diagonalization of the Hamiltonian, we
shall find an analytic expression for W. This is the main
result of our calculations.

The crossover occurs also as a function of the magnetic
field H. (We shall also consider H << & so as to be in the
universal regime.) Consider now the impurity magnetiza-
tion .#*. For a free spin, at T =0,

M =p sgn(H)

and this value will be approached asymptotically at high
fields (H >>T)

H
Inln—/— 3
i |1-L — Te_ o L
ATHTY T T4 L H H
In— In*— In | ==
H Ty Ty
(1.6)

where again a scale T has been introduced by legislating
away the {1/[In(H/Ty)]}? term. This scale character-
izes the weakly coupled perturbatively accessible high-
field region [the expression (1.6) will be deduced later].

At low fields there will be a crossover in the properties
and .#° will have a finite slope (X’ finite) at zero field (see
Fig. 4).

Again, one defines a universal number W', which
characterizes the crossover in magnetic field H

Both W’ and W require a complete solution of the
problem for their evaluation. However, W’ is more acces-
sible (to put it mildly). The reason is simple. The mag-
netic field excites from the ground state only excitations

mi

-y ——m -
STRONG COUPLING WEAK COUPLING
i H i R
m —.“'To m *mfrco[i 2"‘%{_]
N

FIG. 4. The impurity magnetization as a function of the mag-
netic field H. For large magnetic fields it approaches the free
value . #}..=pu logarithmically on a scale set by Ty. As the
field, is lowered, it crosses over to yield a finite slope. (The con-
vention here is that the magnetic moment is u.)
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which have maximum spin for a given energy. The tem-
perature, on the other hand, excites all of them. Thus
when one sums over states to form the free energy, the
construction of the temperature dependence is by far
more difficult.

As pointed out before, the ratio of any two scales is a
pure, calculable (and universal) number. So, in particular,
is U =Ty /Ty; in contradistinction to W or W', however,
it does not relate a strong coupling to a weak coupling re-
gime, but rather relates two regions both of which are ac-
cessible by perturbation theory so that U can be calculated
without having to solve the theory (see Fig. 5).

Wilson (1975) also calculated another universal number
U'=C!/TX"| 1_o, where C! is the impurity contribution
to the specific heat. Again, this number, being defined in
the strong coupling regime only, does not characterize the
crossover and can be calculated without having to solve
the theory [see, for example, Nozieres (1976)].

A complete characterization of the crossover is of
course furnished by the free energy F(H,T) and its vari-
ous derivates—the specific heat, magnetization, and sus-
ceptibility. We shall discuss below a set of equations
determining F and deduce scaling and crossover proper-
ties. In particular, we shall present recently obtained
computer results exhibiting the thermodynamics in the
full H-T plane. The Kondo problem has been, since its
inception, interesting both in its own right and as a test-
ing ground for many other ideas and techniques. It has
been attacked by various methods: perturbation theory,
various resummation techniques, S-matrix formalism,
dispersion relation, renormalization-group techniques of
the first and second kind, and more. For reviews see
Kondo (1969), Griiner and Zawadowski (1974), Wilson
(1975), and Noziéres (1975).

This article follows a different line and approaches the
problem via an exact diagonalization of the Hamiltonian
using the Bethe ansatz (Bethe, 1931).

Models that admit a consistent Bethe-ansatz solution
are very special although numerous. They enjoy the ex-

ISV
O$O}§‘\REGIME \\

NN

COUPLING
BAT S REGIME \ )

H

FIG. 5. Plot of the H-T plane. The weak coupling regime is
characterized by either high-temperature or high magnetic field
values. The regions (II) and (I1I), parametrized, respectively, by
Ty and Ty, are in the weak coupling regime, while region (I),
parametrized by T, is in the strong coupling regime.
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istence of an infinite number of conservation laws which
severely restrict the dynamics and allow the wave func-
tions to be expressible as linear combinations of single-
particle wave functions. The conservation laws guarantee
that the interactions will only generate (generalized) phase
shifts without requiring the addition of new terms in the
wave functions (all this will be made clear in Sec. II).
This property of no production (or no diffraction) renders
the wave functions explicitly constructible. In a sense
these models are generalized free field theories.

The conservation laws led recently to a very interesting
development where the full $ matrix of various one-
space-dimensional models was determined without expli-
citly solving them [see Zamolochikov and Zamolochikov
(1978) for a review]. The key observation is that due to
the simple dynamics, enforced by the conservation laws,
the full S matrix would factorize and be expressible as a
product of the two-body S matrices. This property can,
of course, be deduced from the scattering eigenstates once
they have been determined. Thus far, many more models,
however, have succumbed to the S-matrix treatment than
to direct diagonalization.

The Kondo model belongs to this distinguished class of
exactly soluble models. This was shown by using the
analogy to the soluble chiral Gross-Neveu model [Andrei
(1980), or also directly Wiegman (1980)]. The chiral
Gross-Neveu (or backscattering) model describes particles
interacting via spin exchange and differs from the Kondo
model only in that some of the particles are left-moving
electrons rather than stationary impurities (see Sec. II).

This similarity allows one to take over the formalism
developed in the diagonalization of the Gross-Neveu
model [Andrei and Lowenstein (1979); partly developed
also by Belavin (1979)] and apply it with only minor
modification to the Kondo Hamiltonian. Indeed, the
backscattering model, the Kondo model, and also the
Heisenberg model will be shown to be very similar from
the Bethe-ansatz point of view, all being spin exchange
models differing only in the kinetic properties of their
constituents.

Having an explicit representation for the eigenstates,
one may proceed to construction of the thermodynamics.
By methods developed earlier (Yang and Yang, 1969;
Gaudin, 1971; Takahashi, 1971) it is easy to formulate a
set of coupled nonlinear integral equations which deter-
mine the free energy (Filyov et al., 1981; Andrei and
Lowenstein, 1981).

Although these equations have not yet yielded an expli-
cit solution, they can be used not only to prove various
properties such as scaling or screening but can be cast into
a form that provides a convenient iteration scheme lead-
ing to their numerical solution (Rajan et al., 1982).

Furthermore, it is possible to extract from the equation
and from universality considerations (see Sec. VI) an ana-
lytic expression for W =T} /T, (Andrei and Lowenstein,
1981). This universal number was found to be in good
agreement with the numerical value found by Wilson
(1975), a fact of great importance. The reason is that in
the diagonalization of the chiral Gross-Neveu model (An-
drei and Lowenstein, 1979) (and subsequently in the diag-
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onalization of the Kondo model) the authors had to use a
new cutoff scheme, referred to before as the D scheme,
which is not analytically related to the conventional
momentum or lattice cutoff schemes. While it was felt
(Andrei, 1980) that due to the renormalizability of the
model, cutoff effects should be irrevlevant in the scaling
regime, only the explicit construction of W =T, /T,
within the D scheme allayed doubts that the new method
might have changed the model’s universality class. The D
scheme, therefore, challenges some accepted ideas about
universality classes, and in particular about the role of
analyticity as a necessary criterion. The question as to
what, indeed, does determine the extent of a universality
class should be further investigated.

Thus far we have discussed only the simplest Kondo
system—that of a spin S =% impurity coupled to the s-
wave component of the conduction band. More common.
however, is the situation when the impurity spin is higher.

If we restrict the interaction of impurity to be only
with the s-wave component of the band, then we have to
consider a Hamiltonian of the form (1.2) where S, howev-
er, represents a higher spin operator. In other words, the
matrices S’, i =1,2,3 form a higher representation of the
spin group SU(2).

While the diagonalization proceeds along lines similar
to the spin-% case (Fateev and Wiegmann, 1981a, 1981b;
also Furuya and Lowenstein, 1982), there are also basic
differences in the results. It is found, for example, that
while there is a crossover from a weak coupling to a
strong coupling regime, the screening of the impurity is
incomplete (Mattis, 1967). The ground state is character-
ized by a spin S-%, and the impurity susceptibility
diverges accordingly. At high temperature, on the other
hand, we approach the asymptotically free regime, and
the susceptibility reveals a spin-S behavior.

A different way for a spin-S impurity to interact with
an electronic band is provided by the rare-earth impurities
where the angular momentum is unquenched. Now one
has to expand the electronic wave function in total angu-
lar momentum eigenstates around the impurity and allow
transition between the different states (Coqblin and
Schrieffer, 1969). One is thus led to consider

Koo V=3 kCimCim—J 3, S, Ct'mCimCCm »
k,m kk' mm'
1.7)

where Cy,, (C,,) destroys an electron (an impurity) with m
being the z component of the angular momentum,
—S <m <S. This is therefore an SU(2S + 1) generaliza-
tion of the basic Kondo problem. The Hamiltonian is in-
variant under the transformation Cy,,—> U, Crm's
Cp,— Upym'Cpni, where U is a (25 + 1)-dimensional unitary
matrix. It is important to note the difference between this
case and the preceding one, where the symmetry is still
SU(2) but not in the fundamental spin-% representation.
The physics differ accordingly, and this time one finds a
complete screening and finite susceptibility at 7 =0.

The diagonalization of the SU(N) version of the back-
scattering model (Andrei and Lowenstein, 1980) was car-
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ried out using a nested Behte-ansatz method (Sutherland,
1967). The results carry over to the corresponding SU(N)
Kondo model, whose thermodynamics were recently con-
sidered (Tsvelick and Wiegmann, 1981).

We have discussed up to now the static properties of
some variants of the Kondo model. The transport prop-
erties, on the other hand, are less accessible, and their
determination is a major open problem. These quantities
are expressible in terms of time-dependent correlation
functions whose calculation even in the static case is yet
unachieved [although some progress has been made in the
case of the nonlinear Schrédinger model (for a review see
Thacker, 1981)].

An important transport quantity is the resistivity which
is given by a retarded two-point function of the current.
Still, due to the simple structure of the Kondo exchange
interaction, this quantity is expressible in terms of the
on-shell scattering T matrix, which allows its determina-
tion from the spectrum. This was carried out at T =0 for
an arbitrary magnetic field (Andrei, 1981) and can be gen-
eralized to arbitrary temperatures.

The plan of this review is as follows: In Sec. II we dis-
cuss the diagonalization of the spin-% Hamiltonian. The
method we follow is due to Yang (1967), and we present it
in great detail. A different approach was presented by
Gaudin (1967) in a shorter paper. These ideas have re-
cently been reformulated by Faddeev et al. (1980). In
Sec. III we present the spectrum of the model and also in-
troduce the string hypothesis. The zero-temperature mag-
netization is derived in Sec. IV and W'=Ty /T, deter-
mined. The thermodynamics are formulated in Sec. V,
and various asymptotic regions are discussed and scaling
displayed. Section VI contains a discussion of the univer-
sality of our results, comparison to the conventional
scheme, and in particular calculation of W =T /T,. We
then accelerate our pace and in Sec. VII discuss the spin-S
Kondo model and present the magnetization curve and
the thermodynamics. Section VIII contains an analogous
discussion for the SU(2S +1) Cogblin and Schrieffer ver-
sion of the spin-S impurity imbedded in a metal, and in
Sec. IX we calculate the zero-temperature magnetoresis-
tance.

Il. DIAGONALIZATION OF THE KONDO HAMILTONIAN

In this section we shall show how to construct the
eigenstates of the Kondo Hamiltonian

Hyongo=(—1) [ $3(x)8,0,(x)+J0¢3(0)045$;(0)

+J'$2(0)¢,(0) , (2.1)

where we replace S, the localized spin operator by o to
denote spin-5. The case of higher spin will be discussed
later. Additionally, we include a potential scattering term
whose effect, we shall see, is merely to renormalize the
coupling constant J.

First, we shall rewrite the Hamiltonian in a more sym-
metric way which will exhibit its relation to another
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well-known model, the backscattering model. Then pass-
ing to first-quantized language, we derive a Schrodinger
equation for the eigenfunctions.

Expressing the wave functions in the Bethe form, we
show in great detail that the ansatz is indeed consistent.
After identifying the permutation symmetries and impos-
ing periodic boundary conditions, we proceed, employing
the brilliant method of Yang (1967) and Gaudin (1967) to
solve the ansatz. An alternative way of solving the ansatz

is to use Baxter-type transfer matrix methods developed
J

Hkondo=—1 [ ¢5(x)8xs(x)dx +J [ Xa(x)0huXy(x)$3 (X)0keydpx)dx +T" [ X500Xa (x5 (x)p (x)dx .

Two remarks are in order. First, the impurity number
operator N'= f XaXg(x)dx is conserved, so we may
choose Ni=1 as before. Second, it is important to note
that the field X,(x) has no kinetic energy associated with
it. One may therefore form localized wave packets for
the impurity which do not disperse with time. This for-
malism, then, is equivalent to the other way of writing the
Hamiltonian, but allows also a discussion of the case
when the impurity is spread.

It is convenient now to introduce a field ¥,(x), which
contains impurity and electron fields

$a(x)
Xg(x)

This is pure cosmetics. It allows us to handle electrons
and impurities on equal footing. We call a the purity in-
dex and give it the values 1 for an electron and O for an
impurity. The fields 3,, are assumed to have canonical
anticommutation relations,

{Yaa(x), ¥pp(y)} =0,

{'/Jaa(x)ﬂ/’zﬁ(y)} =5a;,8,,58(x —y) .

The fact that the electron field ¥,;=¢, and the impur-
ity field y,o=X, are assumed to anticommute is merely a
convention and has no bearing on the physics.

We can now write the Hamiltonian in the following
form:

Hondo=—i 3 [ dx PIp(x)BdPag(x)
B=0,1

+J [ dx 300000 Yol X)PE1 (X)0 g5y (x)

a=1

Y,(x)=

a=0.

(2.3)

+J' [ dx Ylo e Waol W51 i) . (24)

Note that for the impurity 8=0 and that the impurity
has no contribution in the kinetic energy.

In this form, we can immediately see the connection
with the backscattering model, which describes left- and
right-moving electrons interacting via a spin exchange. It
is of the same form as #°g.nq, With the only difference
that B=z1 indicating left and right movers rather than
B =0 or 1, with B=1 indicating a right-moving electron
and B =0 indicating a stationary particle, an impurity.
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by Faddeev et al. and used in this case by Wiegmann
(1980).

A. Rewriting the Hamiltonian

We would like to rewrite the Hamiltonian in a way that
is more symmetric between electrons and impurities. Let
us introduce an impurity field X,(x) analogous to the
electron field ¢,(x). We may then rewrite the Hamiltoni-
an as follows:

(2.2)

r

Since the backscattering model (AKA the chiral
Gross-Neveu) was solved by a Bethe-ansatz method (An-
drei and Lowenstein, 1979; partly also Belavin, 1979), it is
obvious that the Kondo model is also a member of the
class of exactly soluble models. The discussion that fol-
lows applies, then, to both models, although we will use
the Kondo terminology.

B. Reduction to first-quantization formalism

Let us consider the Hilbert space on which #kqn40
acts. Obviously, since the number of electrons N¢ and the
number of impurities, N'=1, are separately conserved, we
could use these quantities to label our space. Thus the
most general state is given by (N =N°+ N is the number
of particles)

N
|F)=23 fdei?(xiﬁiai)nll};,-ﬂ,-(xi)'0> ,
a;B; i=1

(2.5)

where | 0) is the vacuum, ¥,,(x)|0)=0, and N° of the
purity indices have the value B=1 and N’ of them the
value 8=0. The wave function ¥ thus depends on the
space coordinates x, the spin coordinates a, and the purity
coordinates 8, which keep track of whether we mean an
electron or an impurity.

We now want to find .¥ such that
Z’Kondol'?>=5‘|'7> . (2.6)

Using the canonical commutation relations, we find that
the wave function must satisfy a first-quantized
Schrédinger equation

hF=E¥ ,

where

N N
h=—i3 Bid;+J 3 8(x;—x;)0;°0;(B;—B;)?

i=1 ij=1

N
+J, 2 5(x,—x])(ﬁ,—ﬁl)2 .

ij=1

(2.7a)

Let us note some features:
(1) The kinetic energy is linear in the electron momen-
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tum, reflecting the fact that the model describes a physi-
cal situation in which only electrons very close to the Fer-
mi surface are relevant.

(2) The impurities make no contribution to the kinetic
energy. Although the Hamiltonian is translationally in-
variant and the Bethe-ansatz wave functions, to be con-
structed below, are labeled by impurity as well as electron
momenta, one may, if one wishes, superpose such eigen-
states to obtain states in which the impurity is arbitrarily
well localized.

Indeed, we may observe that if one
Bi=1,i=1,...,N¢ By=0, and Xy =0, one finds

Ne

=3

i=1

sets

Ne€ N
—Iga—l'f-y 2 a,-'oNS(x,-)+2J’ 2 8(x,-) ’
X i=1 i=1

(2.7b)

which is the first-quantized Hamiltonian corresponding
to Eq. (2.1).

(3) The factor (B; — B; )? limits, as it should, the interac-
tion to that of electrons with impurities only.

The Hamiltonian 4 acts on the position variable x, on
the spin variable a, and the purity variable . We may
simplify matters by observing that we can write & as

h=—i3 Bidi+ 3 8(x;—x;)B;—B;)?
X[25(1+0;0)+T'=DN] ,

wh’erel we have formed the combination

P:{: 7(1+4+0;°0;), which is a spin exchange operator:

P:;.’.?"(..a,-..aj..) =?(..aj..a;..).

However, due to the complete antisymmetry require-
ment of .F,

,9’( .. .(a,~x,~ﬁ,~ ) . (aijBJ) .. )
=—y—( .o (a]ij]) .. (a,-.x,-B,«). . ) N

we can replace 8(x,-—xj)Pf,j by (—)8(x; —x; )Pg, where
Pg is a purity exchange operator.
We have finally
h=(—03 Bid;+ X 8(x; —x;) (B —B;)
X[—22PJ+('—=DN]. (2.8

This form is also the starting point of the discussion of
the SU(N) symmetry generalization (Andrei and Lowen-
stein, 1980) of the backscattering and Kondo models (see
Sec. VIII).

C. Construction of the eigenfunctions:
the Bethe ansatz and its consistency

Since the Hamiltonian 4 in (2.8) no longer depends on
the spin variables, we may split the wave function as
F(xPa)=F (xB)t(a) ,

where t(a) is the spin-wave function, and we wish to
determine the part of the wave function, F(x,3), which
depends on spatial and purity coordinates. It satisfies the
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Schrodinger equation
hF(xB)=EF(xB) .

We shall also require that the wave functions satisfy
periodic boundary conditions

F(.. .(x,-=0,,3,-).. . )=F(.. .(x,-=L,B,-). .o ) .

To construct F(x,) we divide configuration space into
N regions, labeled by permutations Q €Sy according to
the ordering of the particles on the line. Thus, for exam-
ple, the region where

O0<x3<x1<Xx4<X3< """ <L
will be denoted by

1234
3142

€Sy .

As the interaction is local it becomes operative only on
the boundaries of the regions Q, namely, when two coor-
dinates coincide: Xg; =Xg(g 41)-

In the interior of each region, the wave function is
given by a linear combination of plane waves which satis-
fy the free Hamiltonian.

Let us then consider the following form of the wave
function labeled by momenta k,:-:ky and purities
o ay:

Fke(x,B)= 3, £gpO(xglexp

. %pi
ll 2 kijQi ] II aﬁQI ’
P,QESy j 1

2.9

where 0(xg)=0(xg;<Xg2< *** <Xgy) is a product of
step functions which is equal to wunity for
Xg1<Xgy< *** <Xgy and which vanishes outside that
region. £pp are numerical coefficients that form a
N!XN! matrix. The summation is over permutations P
and Q of the symbols 1, ..., N. In what follows, a par-
ticular permutation will be specified by listing, without
commas, the respective numerals into which 1,2,...,N
are mapped, e.g.,

0=0102...0N .

The function F*%x,[) obviously satisfies the
Schrodinger equation away from the boundaries, and we
find

N Ne¢
hFRe—EF%e | E= 3 ak= 3 ki . (2.10a)
j=1 j=1

% kl{e)+k(imp) .

N
PFbe=prke | P=3 kj=
j=1 ji=1

(2.10b)

Thus the energy E is given as the sum of the electronic
momenta only and is independent of the momentum
k'imP) associated with the motion of the impurity. This
allows us to sum over the latter and localize it.

Obviously, the core of the solution is to find the coeffi-
cients £p o and momenta k; so as to satisfy the equation
in the full configuration space. To enumerate a complete
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basis, we will impose periodic boundary conditions.

The form of the wave function is particularly simple in
that it is labeled in all sections by the same set of momen-
ta k;. (We call them momenta with an abuse of the
language, since, due to the interaction, individual particle
momenta are not conserved.) In general, starting in a re-
gion with momenta {k;}, we discover that crossing the
boundary to another region produces an interaction which
will generate new modes. The fact that this is not the
case here is due to the existence of the conservation laws
which restrict the dynamics. This question will be dis-

S(XQa _xQ(a _,_”)e
j#a,b

':an(kPa+kP(a+1)) l—I eikpijie(XQl <---
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cussed below when we show that the ansatz is indeed con-
sistent.

We proceed to determine the allowed momenta k; and
coefficients £ p.

In order for the potential to become operative, two par-
ticles must cross each other. Take them to be i =Qa and
Jj=0Q(a+1). We want to relate region Q to region Q’,
where Q'a=Q(a+1), Q'(a+1)=Qa, and Qj=Q'j,
Jj5<a,a +1. When h is applied to F, with the convention
8(x)0(x)=rd(x), 0 <r <1, there arise singularities of the
type

<Xy <XQ(a42)< " <Xgn) . (2.11)

For a given P and Q, only four terms in the double summation over permutations produce singularities with the pre-
cise x dependence (2.11), namely, those labeled by the pairs (Q,P),(Q'P),(QP’),(Q'P’), where P’ is related to P the same
way as Q' is related to Q. Writing out the relevant parts of these terms, we have

F= - 4+£&pp0(xgq —Xga )ei(kPa“Qa+kP'a"Q'a‘8

i(kp k .
+EgpB(xgra —xgg e’ e T Teug grag g

Applying to these terms (h — E) we have
O=(h —E)F = -+ +8(xgaxgyle’ o+ re

Cp; o Epr .. i(kP X +kP' X0y ) Cpy < Cpr ..
Boa OB, " +E@pO(xga—xgqle TN Bg gt -

ikpgXga+kpXgs) s ®Pag®a | | | ...
+EgpO(xgs—xgale TN Bg 0B < v e

"0 —i(Bya—Boa l(Egp —Eqp)05mb5me + (o —Egp )05 850 ]

a ap a '
—2rJ (Bg'a —Boa [(Egp +E0p )5557,,53; +(Egp+Egp )5)35:8;5.: ]

a ap Y
— 1" (Bora —Boa [ (Egp +E0p )85 8500 +(Eop+E0p)050e 8500 1)

+ -

At this point, we make the choice r =%, noting that
any other positive value gives merely a rescaling of the
coupling constant. (This reflects the fact that a four-
fermion operator needs to be properly defined and that its
meaning depends on the definition.)

Consider now the case where ap;#ap(g4+1). We must
choose £gp, Egp, Egp, and Egp to satisfy (we set
J'=J"'—-J)

—i(apy—aps Egp—Egp)—J (Egp+E0p)
+5J"(Egp+Egp)=0,
(2.13)
+ilapg—ap, Egp—Egp)—J (Egp +Egp)
l ”n
+ 3" (Eop+Egp)=0 .
Solving these linear equations for £pp- and g p in terms
of £op and £g'p, we may express the result as a matrix re-
lation linking the neighboring columns of £, labeled by

permutations P and P’ (we denote the corresponding
columns by £p and &),

a1
Er=Y5Pa+1kp »

where

(2.14)
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(2.12)
r
ab_ 2i(a;—a;)J
=T i —a)T”
1—J24. 1772
+ - 4 .@ab
14+J2— 3T 2 +ila;—a;)J”
Eaij@“b—{—bij]l . (2.15)

Here, 2% is defined by (@“”gp)g =£&0(a,0),p» With (a,b)
the transposition that exchanges a and b.

There is no restriction imposed by the Hamiltonian in
the case ap,=ap41)> We must remember, however,
that we want to construct a consistent set of eigenfunc-
tions. It is this consistency requirement that will impose
restrictions on the Y matrix in the equal purity case.

Indeed, the Y matrix allows us to relate all of the
columns of the coefficient matrix to one another. In par-
ticular, if the N!-component column vector £g=&, _n is
chosen arbitrarily, any other £» can be obtained by apply-
ing an appropriate product of Y matrices on £, (here we
make use of the fact that any P can be written as a prod-
uct of transpositions of neighboring symbols). For exam-
ple,
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_yi2 _ y12423  yl2y23u34
§4301 =Y 3383412 = Y33 Y 1a€ 310 = Y35 Y 13 Y 34€ 3124
12 5,23 134 4,12 12123 134 1,12 23
=Y34Y14Y24Y 1361324 = Y33 Y12 Y24 Y 13Y 538 1234 -

Of course, the succession of permutations connecting a
given P to the identity is not unique. If the determination
of &p is to be self-consistent, however, it must not depend
on the path. The following are necessary and sufficient
conditions which the Y matrices must satisfy to generate
path independence (Zinn-Justin and Brezin, 1966; Yang,
1967):

Yy =1, (2.16a)
Yy =vive, (2.16b)
YEYRY=YRYEYE . (2.16¢)

To understand the significance of these identities, let us
consider the cases N =3 and N =4.

For N =3, we may assign the six permutations of 123
to the vertices of a hexagon (see Fig. 6) in such a way that
permutations which differ from one another by a transpo-
sition of neighboring symbols are situated on neighboring
vertices. We see that we can reach any permutation P
starting from 123 by going either clockwise or counter-
clockwise around the hexagon. Thus, for example, we
may construct £3,; by following either the route
123—132—312—321 or, alternatively, 123—213
—231—-321:

Ex=YhE=Y1Y 36 =Y Y3360, (217

£ = Y23 =YY EE =YY Y31 . (2.18)
If the right-hand members of (2.17) and (2.18) are to coin-
cide for arbitrary £,3, we must have

YRYBYR=Y3YRYL,
which is a special case of (2.16c). Of course, there are in-
finitely many other paths connecting 123 to 321, namely,
those involving reversals of direction; that these yield the
same result as the two paths without reversals is a conse-
quence of (2.16a).

For N greater than 3, the connectivity properties of the
permutations rapidly become much more complex. For

123 132

213 3i2

231 321

FIG. 6. Diagram for neighboring regions, i.e., regions that are
related by a permutation of adjacent particles, for three parti-
cles. We indicated two paths to reach £;;, starting from £),3.
They must be equivalent if the Bethe ansatz is consistent.
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N =4, we can place the permutations of 1234 on the ver-
tices of a truncated octahedron, as in Fig. 7, in a
“neighborliness”-preserving fashion. Path independence
of &p is assured by (2.16a)—(2.16c), which gives unique-
ness, respectively, for

(a) going back and forth between two neighboring ver-
tices.

(b) going around a square face; and

(c) going around a hexagonal face.

When one goes to arbitrarily large N, the conditions
(2.16a)—(2.16c) remain sufficient for self-consistency
(Zinn-Justin and Brezin, 1966).

Returning to the specific form (2.15) of the ¥ matrices
in the Kondo model, we may ask whether they indeed
satisfy the consistency conditions. Since the Hamiltonian
does not restrict the ¥ matrix for equal purities (electrons
do not interact with electrons), we may choose it at will,
but in order to have a consistent ansatz, it must be chosen
so as to satisfy the consistency conditions.

Let us assume the Y matrix for equal purity, a; =a; is
of the form

}’S-b=c,']1+d,'~@ab y Q;i=aj, (2.19)

with ¢; and d; depending only on a;. Applying (2.16a) to
(2.19), we find

YRV =(c}+dP1+2cd; PP=1 ,

which implies either

(I) ¢;==%1,d;=0, or

(II) ¢;=0,d;==+1.

Turning now to the remaining consistency relations, we
see that (2.16b) is trivially satisfied for ¥ matrices of the
form (2.15). Equation (2.16c) is also easily verified for the
case a;=a;=ay. For the remaining case, a; =a;5ay,

3412 342|

FIG. 7. Diagram for neighboring regions in the four-particle
case.
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we consider separately the possibilities (I) and (II):
(I

YRV =t(—ag PP+ by 1) —ay P> +by1)
=¢<—a-k9>"”+b,k1><—a,-k? by 1)

=+ YRYY
(In

+ PEYRY =+ PY(—ay P4 by 1)
X (—aj .@bc-f-b,-k 1)

FEYRYEPD .

We see that (II) is incompatible with (2.16c), and hence
Y¥P=+1 fora;=q;,

with the sign possibly depending on ;. In what follows,

we shall consistently set

Y,.‘;.b= —1 for q; =a; . (2.20)

It turns out that different assignments of sign corre-
spond to different bases, and the choice is purely a matter
of convenience. Although physical quantities cannot de-
pend, in the infinite cutoff limit, on the particular choice
of basis, the description of the basis states will depend on
the convention adopted. In particular, the choice (2.20)
gives rise to a fermionic bookkeeping: the wave functions
(2.7) are antisymmetric in the momentum labels
ki, ...,ky. This antisymmetry has nothing to do with
the electron’s Fermi statistics; in fact, without violating
the overall antisymmetry of the wave function one can
choose [as in Andrei (1980)] Y,-';-" to be +1 for a;=q;, in
which case the wave function would be symmetric under
permutations of k, . . ., ky.

To summarize, the set of Y matrices which solve the
Kondo Hamiltonian and yield a consistent Bethe ansatz
to the wave functions is given by

b a,-jl.@“b—b,-j]l ’ a,;éaj
YP=1-1, a=a, 221
where
_bU: 2 1 2 : " ?
1+J =3 J “Fila;—a;)J
P (2.22)
1-J24+ 577
a;; = ” .
= iy —ay

In the absence of interaction (J =0,J'=0), one finds
bij =O,a,-j = 1, so that
2%, a;#aq;
ab __ J
Yij - —]., a,—=aj ,

indicating discontinuities in the wave functions, even
though the interaction has been turned off. The energy
levels of

N Ne
h=ho= 3 —ifid;=—i 3 9;,

i=1 i=l1
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however, are infinitely degenerate. Thus, for example, the
energy level of two particles is given by

2
=Tﬂ(n|+nz) ,

and all combinations of n; and n, whose sum is
n=n;+n, give the same energy. The fact that discon-
tinuities persist when J =0 means that the zeroth-order
approximation (in the sense of degenerate perturbation
theory) must contain discontinuities.

While discontinuities may come as a surprise when
J =0, they are certainly expected in the interacting
theory. They are obviously required by the linear deriva-
tives and 8-function potentials. If we insisted on expand-
ing the wave functions in Fourier series and cut off the
expansion (which would amount to the imposition of the
conventional momentum cutoff &), then the discontinui-
ties would be smeared out and no exact solution could be
constructed. Removing the cutoff (& — «) will again al-
low for the construction of exact wave functions. It is
desirable, however, to find a scheme which allows the
construction of exact eigenfunctions even in the presence
of a finite cutoff. Our scheme (Andrei and Lowenstein,
1979; Andrei, 1980) accomplishes that without, apparent-
ly, taking us out of the universality class defined by the
% scheme (Andrei and Lowenstein, 1980). The scheme
will be discussed in Secs. III and VL.

Thus far, we have seen that a function F of the form
(2.9) will satisfy the Hamiltonian (2.8), provided that the
columns &p of the coefficient matrix £ are connected by
the Y matrix (2.21). This means that, say, the first
column £, is not constrained by (2.21) alone. Let us now
turn our attention to the remaining properties which must
be satisfied by the Bethe ansatz. This will determine &,,.

D. Permutation symmetry

The wave function .# (xBa) was written in the form
.?(XBG)=F(X,B)[(G) )

and we found a Bethe ansatz for F(x,B3). The spin-wave
function z(a)=t(a,, ..., a,) is specified by a Young ta-
bleau of up to two rows (because spm-— has only two
states avallable for antisymmetrization). For each of the
() —( M_l) standard Young tableaux with lower row of
length M and upper row of length N —M [see Fig. 8(a)]
there will be 2S5 +1 [S =—(N 2M)] mutually orthogo-
nal wave functions ¢, each labeled by the total spin S and
spin projection S, in the range —S <S5, <S. We remind
the reader that distinct Young tableaux correspond to in-
dependent ways of coupling N spin-% to yield total spin S
[see, for instance, Hamermesh (1962)].

If the wave function ¥ (xfa) is to survive antisymme-
trization, the function F must possess a permutation sym-
metry complementary to that of ¢(a), namely, it must be
described by a Young tableau of up to two columns [Fig.
8(b)]. More precisely (Hamermesh, 1962),
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EaRF(le...xRN,BRI. . .BRN)=F(x,. '-xN»Bl-- BN) N
R

(2.23)

where ap are numerical coefficients determined by the specific Young tableau. Substituting the Bethe form of F the

left-hand side of (2.23) becomes

2 ar 2 §Q’p6(XRQ )exp
R QP

so that we must have

Eop=arbp 1pp - (2.24)
R
It is sufficient to impose the condition
§Q,0= zaRgR——lQ’O ’ (2.25)
R

since multiple application of ¥ matrices then yields (2.24).
[Note that 229 in Y acts on o, p by multiplication of Q
from the right, an operation which commutes with the
multiplication by R ~! from the left in (2.24)].

To understand the implications of (2.25), let us consider
£g,0 as a function which assigns a complex number to
every way of ordering N billiard balls, labeled 1,2, ..., N,
on a line. The relation (2.25) assigns a particular permu-
tation symmetry to this function, corresponding, say, to a
Young tableau with integers g,8,, - - - , 8y _a in the first
column and hi,h,, . . ., hy in the second column. With
this mixed permutation symmetry, the function will be
antisymmetric with respect to permutations which move
only balls g, . . ., gy _um, and also antisymmetric for per-
mutations of balls Ay, . . ., hy (see Appendix B for fur-
ther discussion).

9 s, | ouad
(r [n, P (a)
M -
EALE
92| hp
M
N-M
hy
# E-Nl (b)
FIG. 8. (a) Young tableau [N —M,M]. The numbers

hy,...,hp, g15- - -.8n —m form a permutation of 1,...,N. It in-
dicates a spin-S state with +S = -ZI—(N —2M). (b) Young tableau
[2M,1¥—M], It is conjugate to the tableau [N —M,M].
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E. Imposition of periodic boundary conditions

The final set of constraints on the Bethe-ansatz coeffi-
cients is provided by the periodic boundary conditions.
To study these, we rewrite the wave function (2.9), collect-
ing terms having the same exponential dependence on
Xy« s XN

F= S Fg, (2.26)
RESy
where
TRi
FR =€xXp iszij ] HSB',R EéQ,RQG(xQ) .
i Q

Each Fr must separately satisfy the boundary conditions

Fr(...x;=0...)=Fg(...x;=L...), i=1,...,N,

(2.27)

which imply

£0,Ro =€xplikrg1L)Eg5 pg > (2.28)
where

Q=01Q02...0N,

0=0203...0NQ1.
Thus for all P and Q

&g p=explikpL)Eg 5 - (2.29)

Expressing this as a relation between column vectors, we

have
p———-exp(z‘k-L)g”zg’B- . - .@N“I’N§~ , (2.30)
J P

where j=P1. If (2.30) is satisfied for any particular P,
then it will be satisfied for any P with j=P]1, since, if
P'=P1P2...P(a+1)Pa...PN,then

Ep=Yhiira s0explik L) PP - - PN -1Ng,
=explik,L)PRPB ... PN LNy g e Ep

=explik;L)?'2- - - PN-LNgy (2.31)
where we have used the commutation relation
P b pbe— gpacgpab (2.32)

to move the Y matrix to the right. It is convenient to
choose as representative P with P1=j in the following
(where there is no confusion, we represent a permutation
simply by the appropriate string of numbers in permuted
order):
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P=j12...j—1j+1...N,
~ . . . (2.33)
P=12...j—1,j+1...Nj.

By using the Y matrices to write both £ and &5 in
terms of £;, we obtain, upon substitution into (2.30), a
discrete eigenvalue equation for £,. Thus

Ep=Y7- - YIZP7'YIZHE,
Ep=YN"""- - YR Y,
leads to
explik;L)Eo =Y 4’-1+}Y,1:.'2’_;’+2
X Y,{‘,{;‘v”@N—l-NgN—LN—I .
X PRy Y{ZifEo - (2.34)

Note that we have used (2.16a) to throw all Y matrices
onto the right-hand side of (2.34). We now com-

mute P23, P .., P2/~ to the right and
PN_2N—1r -+ > Pjj41 tothe left to obtain
Z;Eo=explik;L)&y , (2.35)
where
Zj=Xj+l,ij+2,j '.'XNlej”'Xj—l.j (2.36a)
Xy=P Y= T e (2.36b)
ij_bij'@u s a,-;&aj .

As a consequence of (2.16a)—(2.16c) the matrices X;
satisfy

X;X;=1,
XX =XuXij ,
Xii Xie Xjpe = Xje Xin X5

for i,j,k,l all different. By a straightforward application
of these identities, one can show that the unitary matrices
commute with one another and hence can be simultane-
ously diagonalized. Actually, it is sufficient to diagonal-
ize one of the Z; (say, Zy), as can be seen by substituting
the explicit expressions for X;; into (2.36b):

[Hau ] [Hblf ](—1)[‘:"@(‘ s
c i€c l€c

where the summation is over all subsets ¢ of {1,2, ..., N}
with the property i Ec =>a; =aj, and where & is the
cyclic permutation of the elements ¢, . . .,c || of ¢ with

for i>j, i.e., where £, maps c,—cC,_,

Ci >Cj
— *** cy—c,. Owing to the cyclic property of Z., we
have

ZizszZai lfa,=aj .

But even the two matrices Z, and Z, are not indepen-
dent: Another application of (2.32) yields

N

j=1

Consequently it will be sufficient to diagonalize any one
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of the matrices Z;.

We now wish to convert (2.35) into a more convenient
form by modifying slightly its permutation symmetry. If
we define a column vector ® with components

Do =(—12Q%,,, (2.37)
then (2.35) may be written
1Z;I1® =explik;L)P ,
where I is the matrix with components
Igp=(—13@54, .
Since
1P = — PV,
Eq. (2.35) becomes
Z; & =explik;L)D , (2.38)
where

le =Xj,+l.].'X1,VjX'l].“X_]’—l,j (2.39)

and
ij _
.‘?", ai—aj

X} = ay+by PV, arra (2.40)

which we may write as follows:

) ila;j—a;)+c P
Xij=eij i(g;—aj)+c 24D
where
(4 :42‘]———- s €jj =€i(ai_—aj)¢ ,

1 ”
1—J243J"?

1= Jr 20
e= e rr—— (2.42)
1472 — 3T 2 4id

We shall see that henceforth ¢ will be the only effective
coupling constant.

The advantage of the transformation to X' is that
whereas £, satisfies (2.25) with coefficients @z given by
the tableau in Fig. 8(b), and hence is antisymmetric with
respect to permutations of the numbers g, . .., gy _u ap-
pearing in the first column of a Young tableau, and also
antisymmetric with respect to permutations of the num-
bers hy, ..., hy in the second column, ® is symmetric
with respect to such permutations. Thus we may write

Do=o(y,, ... (2.43)

where y; is the position of the jth element of
{hi1, ..., hpy} which one encounters in running down the
list of numbers 01,02, ..., Qy.

The matrix equation (2.38), as an eigenvalue equation
for the discrete “wave function” ¢(y,, . . ., ya), resembles
the eigenvalue problem originally solved by Bethe in 1931
for the one-dimensional Heisenberg magnet. Of course, in

DIM) Y1I<Ya< -ttt <Ym s
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Bethe’s case, the role of our Z; is played by the Hamil-
tonian with nearest-neighbor spin-spin interaction, seem-
ingly a very different operator. Nevertheless, Bethe’s
strategy may be adapted to solve the eigenvalue problem
(2.38), as Yang and Gaudin did for the nonrelativistic
one-dimensional gas of fermions with 8-function interac-
tion.

We now write down the modified Bethe-ansatz solution
of the discrete eigenvalue problem, referring the interested
reader to Appendixes A and B for a detailed proof of its
validity.

F. Solution of the ansatz

The function ¢(y;,...,yy) is again expressible in a
Bethe-ansatz form, and thus is given as a sum of products
of “single-particle” wave functions f(A,y). This wave
function describes the situation when the lower row has
only one box (M =1), and is of the form (see Appendix
A)

4
A&
)+2

. c
i(la i1 A)— E
where A plays the same role as the momentum k in the
original Bethe ansatz (2.9).

The Bethe ansatz for M > 1 is then given by

M
m)= 3 Ap II/(Apy.y,)

PES,  y=I

y—1 l(aj_

fA=T]

j=1

(2.44)

¢(y1, e (2.45)

where the coefficients Ap are defined uniquely, up to a
common factor, by

Q_— i(Apy—Ap(Y+]))+C
Ap  i(Apy—Apyyn—c
Py=P(y+1), P'(y+1)=Py, (2.46)
and the parameters A;, ..., Ay, must satisfy the coupled
equation
. c |V ) c |V
1(1—A7)+5 —IA},+5
, c . c
t(l—Ay)-—? —sz——z—
M | i(As—A,)
= e I 4w (2.47)
s=1 | {(Ag—A,)—c

The function @(y,, ...,yy)=¢o thus defined, corre-
sponds to the column §Q,0=<I>Q(——I)S‘Q’, which in turn
defines a wave function F(x,B3) with a permutation sym-
metry given by a Young tableau of two columns of length
N —M and M, respectively (see Appendix B). This in
turn is conjugate to a spin-wave function ¢ (a) specified by

|#Y=[d"x 3 T o p0(xg)exp [isziji ]’a.,---
a QP i

= dex 2 szgg,pge(xg)exp [i kajxj ]tal""'aN I_.Ilp:l'ah'(xi) 'O) .
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a Young tableau of rows of lengths N —M and M, respec-
tively. For spm-— wave functions this permutation sym-
metry determines the SU(2) spin properties (see, for exam-
ple, Landau and LlfShltZ, 1960a) which correspond in this
case to total spin S = —(N 2M). The wave function we
constructed has maximum spin projection S,=S. The
other states, with S, <S, are obtained by applications of
the lowering operator S ~. This operator acts on the spin
part of the wave function and has no effect on F(x,f3).

Finally, the eigenvalue A;=e iyt of Eq. (2.38) is given
in terms of the parameters {AL,...,Ay]} determined
from (2.47) by

l(aj—A-y)“l‘

(S

M
i I1 (2.48)
r=1 l(aj

VIl

¢
_AY)—E

Our original operator diagonalization problem has now
been reduced to a purely algebraic one: to solve Eq. (2.47)
for Ay, ..., Apy. Once these have been determined, the
corresponding wave function can be completely construct-
ed, up to a normalization factor, using Egs. (2.9), (2.21),
(2.22), (2.36), (2.39), (2.40), (2.45), and (2.48). The energy
momentum eigenvalues, on the other hand, will be given
by (2.10) with each k; obtained by taking the logarithm of
(2.48).

Our task now is to find what solution of the {A,} cor-
responds to the ground state, what the elementary excita-
tions are, how the system responds when coupled to a
magnetic field, and so on. This will be done in the fol-
lowing sections, to which the reader may turn at this
point. Before concluding the present long section, we
shall, however, discuss an alternate, though equivalent,
formulation of the Bethe ansatz.

G. Alternate form of the Bethe
ansatz-—completeness

Thus far we have followed quite closely the approach
of Yang. One may, however, use an equivalent form
which simplifies the algebra somewhat and is convenient
for establishing completeness of the basis. Let us start
with the second quantized expression for the basis state;
the expression

| )= [d" 2 ngpe(xQ)exp['zkpjxm]

a,,.. aNHSﬂ H¢aﬁ(xl)|0)

(2.49)
where
G(XQ)=9(XQ1<XQ2< et <xQN)
becomes, upon summing over 34, . . ., By,
t
,ay I:I 1/’0,-ap9—l,(xi) |0)
(2.50)
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But the 1/1*’5 may be reordered, using canonical anticommutation relations, to give

|¢)= deXE zgg,pge(xPQ)exp

a QP
= dexz > $56(xg)exp
a @

where

6= ( _1)8‘P’§P_,Q,Qz,,mw.,am . (2.52)
P

We see that our original diagonalization problem can be
rewritten as

hG =EG , (2.53)

where A is given by (2.1) and
Ga,....ay(Xis - - -, Xy)=6XP [iijxj ] > ¢00(xg) ,
j Q

(2.54)

with periodic boundary conditions with respect to each x;.
If we operate on G with the differential operator A, and
demand the cancellation of terms proportional to
8(x; —x;), we obtain the analog of (2.14), namely,

b0 =3S04,0(a +1/%Q > (2.55)

where S;; has the same formal structure as Xj;, except
that §;; acts in spin space,

i(a,-—aj)+c.@,s-}’i"

Sij= “ ila;—aj)+c e
PP ai—a, (2.56)
where
('@'s'JPin)al,,..,aN,a’,,...,a,§,=8a,-aj'80,-ﬂ,-' Ko .S“k“l'c ’
¥

The matrix Sj; has the interpretation of the two-particle S
matrix for the collision of particle i (purity a;, momen-
tum k;) with particle j (purity j, momentum k;). The
algebraic conditions which S;; must satisfy in order for us
to have a consistent Bethe-ansatz solution, namely [from
(2.16)] (i, j,k,I all distinct),

SySii=1,
SiiSk=SuSij »
SijSieSik =S SikSij »

(2.57)

are nothing but the factorizability conditions for the two-
body S matrix.

Imposition of periodic boundary conditions leads to the
discrete eigenvalue problem for ¢,

ZP"¢o=A;po=explik;L)po, j=1,...N,
where

spin _ ce .
Zi"=S8jp1j " SNjS1t Sj_yj -

(2.58)

But the spinorial tensor ¢y has components
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lzij} ] Hl//:ia’_(x,‘)lo) >
j i

EZ k% fapy D T Vi, (x:)10)

(2.51)

[
P, ,,N=¢(y1, e

ap, ...,

’yM) ’

where y; is the position of the jth down spin (a; = —%),
and so (2.58) gives us precisely the same eigenvalue prob-
lem as in the Yang approach.

Equation (2.52) gives a precise relation between solu-
tions of the respective eigenvalue problems (2.34) and
(2.58), with the same set of eigenvalues A;. In particular,
it is a straightforward exercise to show that, given the sat-
isfaction of (2.34) by &, then ¢, defined by (2.52) is a
solution of (2.58) with the same set of eigenvalues.

The form of the wave function (2.54) can be simplified
even further if there is only one impurity. Then we may
replace Q by a pair (Q,v), where now Q refers only to the
order of electrons on the line, and v locates the impurity
between electrons in positions v and v+ 1. For conveni-
ence, we may shift the end points of our line segment to
i%L, and fix the impurity at the origin. Exploiting the
particularly simple action of Sj; for a;=a;, formula
(2.54) becomes

Ne
iy kjx;

j=1
Ne (S,)
X E 2 ¢vaoaeev(xQ) ’
Q v=0

(2.59)

Gao,a,,...,aNe(xl, ‘e ,XNB)=eXp

(S,) —_
where ¢, =(S_)° %45,

0,(xg)=0(xg; <xga< " <Xg,

<0<xgw41 " <Xgn,) s

and ag is the impurity spin index.

The coefficients ¢, for different values of v may be ex-
pressed in terms of ¢, by applying the periodic boundary
condition,

(S,)

(s,) ) A
Pragag =CXPUKQIL)G (v 1iagay; » (2.60)

where P is the cyclic permutation 23...N 1. Iterating
(2.60), we get

(s, L& (s,
¢W;ag =€eXp |1 E kQ,L ¢0aoa _, (2.61)
j=1 e
where QPY is the permutation Q(v+1)Q(v

+2)...QN,.Q1...Qv. Moreover, from (2.58), we have
kj=(L)""InA+2mn; /L (2.62)

(where n; is an integer) and thus (2.59) becomes
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N,

e (S,)

Guypay,...ray X1 -+ o> Xy, )=exp |27 3, n;x; /L | 3,6, (xg) exp [(m) [v+ > x;/L ] ]¢0;0,,W . (2.63)
€ j=1 v J
|

The completeness of thfv set ?ﬁeyﬁve functions (2.63) in t,= S c(A,S,)é ‘oizo L L (2.65)

the Hilbert space .ZX# *)C? is relatively easy to (Ao Ayl “

establish. It is sufficient to show that any wave function 5

of the product form where the summation runs over S= %N -M

f(xl, cee (2.64)

s xNe )tao,a,, e ,aNe

can be expanded in the members (2.63) of our basis.
Without loss of generality, we may assume
Sflxy, .o, xn,)=0 for 6,(xp)=0, some v,Q.

That the tensors ¢:,S’) form a complete basis in spin
space follows from the treatment of the analogous prob-
lem in the Heisenberg model (Takahashi, 1971). Permu-
tating the indices by QP does not disturb the complete-
ness property. Thus we may write

flxq, .. c(A,S;)

-;xNe)tao,al,...,aNe:‘ 2

(A, -.., Apl {ny, ...

which is the desired expansion.

The completeness may be deduced also from S-matrix
considerations. Thus the scattering matrix was calculated
for the Gross-Neveu model (Andrei and Lowenstein,
1980b) and found to be complete and unitary, indicating
that the Bethe states do, indeed, span the full Hilbert
space.

lll. THE SPECTRUM OF THE KONDO MODEL

In Sec. II we have derived the expressions determining
the spectrum. Thus the energy is given as a sum of the
electronic momenta,

NE
E=3kf,

(2.10")

and the momenta are obtained from the eigenvalues A

3 o iU=A+
Ae=e*L=exp(—iN‘p) [
=1 i(1—A,)—

, (2.48")

GG

2

where we have set a =1 in Eq. (2.48) to obtain electronic
momenta k€. The numbers A, ..., Ay, the A momenta
or spin momenta, are in turn found from

. c |N° . c |V
1(1—A7)+5 —1A7+-i-
. c . c
t(l—Ar)—E- ——tA,,—--z—
M i(As—A,)+c
= —_—, y=1..., M.
al;I,i(A;,—A.,)—c ¥
(2.47)
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n
v,

(=0,1,2,...), S; (=—S8,—S+1,..., +S) and the solu-
tion sets {A |, ..., Ay} of (2.39) with N;=1. For fixed
S,S, and {Ay, ..., Ay}, we may expand

filxy, .. —(In)A) [v+ ij/L”
J

.,xNe)exp

in a Fourier series,

2 du,ny exp

[T} €
{ny N,

Ne
27 3 nix; /L
j=1

Thus, we have

(A,S,,n)

dn Say X],...,XNE),
e

EEREE aag, - -
1 ’Ne (V14

A. The quantum numbers of the Kondo eigenstates

Casting the above expression into a more convenient
form, we find (dropping inessential terms)

N2 <
E=3 -nj+D zl[e(zA,—z)—vr] , 3.1
=

j=1
where D =N¢/L is the electronic density and
O(x)=—2tan"'x /c and where the spin momenta {A,}
satisfy the following set of coupled equations:

X M
N©(2A, —2)+N'©(2A,)= 82 O(A, —Ag)—271, ,
=1

y=1,...,.M, (3.2)

where the n; are integers and I, are integers (half integers)
depending on N —M ’s being odd (even) and arising when
we take the logarithm of Eqs. (2.44) and (2.43).

Note that all electrons are equally shifted from their
free value by ¢(M,{I,})= 3} [6(2A,—2)—7]. In
other words, the phase shift of the electrons due to their
interaction is independent of their motion. This fortunate
circumstance is due to the fact that the coupling constant
J is dimensionless and that the generalized phase shift
matrix Y therefore cannot depend on the momentum.
This is in contradistinction to the model treated by Yang
and Gaudin, where the coupling constant has dimensions
and the phase shift matrix is of the form
Y=Y(c/K;—Kj). This, in turn, leads to a coupling of
the equations that are analogous to (3.1) and (3.8), such
that they cannot be solved analytically.

Each allowed choice (see below) of the integers n; and
I,, uniquely determines an eigenstate of the Hamiltonian.
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We shall refer to the {n;,I,} configurations as the quan-
tum numbers of the state they determine. These quantum
numbers replace, for example, the {nj',n;"} quantum
numbers of the free fermion gas, where each level could
be populated by a spin-up or a spin-down electron. In our
case the quantum numbers n; have no relevance to spin.
Thus in the fermionic bookkeeping they can be only sin-
gly occupied, while in the bosonic all n; may have the
same value (see discussion related to the choice of
¥ (equal purity))- Indeed, we shall see that n; are density
fluctuation and I, spin fluctuation quantum numbers.
From the structure of the wave functions (Sec. II) we
learn that if two of the A,’s coincide, the wave function
vanishes identically. Furthermore, as |O(x)| <, it is
obvious that if an I, is too large there will be no solution
to Eq. (3.2). The set of {I,} such that there exists a solu-
tion with all A, momenta distinct is called an allowed

configuration. Counting all allowed configurations
(Takahashi, 1971), one can show that there are
(,’:’,)_(M’Y_l) of them, as required by the dimension of the

representation specified by the Young tableau (N —M, M),
namely, having an upper and lower row of lengths N —M
and M, respectively. The questions of what the ground-
state configuration {I,‘,)} is and what the associated spin
S= %(N —2M) is are dynamic ones and will be discussed
soon.

Obviously, the spectrum is not bounded from below, as
the integers n; can take arbitrarily large and negative
values. This is expected, since we linearized the spectrum.

To define the model we introduce a cutoff K, which we
impose as follows:

21
T M

K 3
L < (3.3)

(only the electronic n; quantum numbers are cut off).

The cutoff K is imposed on the eigenstates of the fully
interacting Hamiltonian and thus differs substantially
from the conventional momentum cutoff & which is im-
posed on the eigenfunctions of the free Hamiltonian (An-
drei and Lowenstein, 1979 and 1981; Andrei, 1980).

B. Discussion of the cutoff scheme

The choice of the K scheme is quite necessary if we
want to preserve solubility in the presence of a finite cut-
off. It respects the discontinuities that are present in the
wave function (due to the &-functions’ interaction and the
first-order derivatives) while ensuring finite energy. Thus
the space of functions allowed by the two schemes is dif-
ferent, since the adoption of the conventional scheme al-
lows only wave functions that are expressible in terms of
a large but finite number of Fourier modes (free field
eigenstates). This precludes discontinuities and an exact
solution. In the scaling regime [ & — «,8 (< )—0, where
T, is fixed] the discontinuous functions may be recon-
structed out of plane waves, and one may expect the two
schemes to coincide. This expectation is formalized by
the statement that the model, being a renormalizable field
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theory, could be regularized in various schemes, but if the
cutoffs are removed and the model is renormalized the
same way (namely, with the same physical quantities held
fixed while the cutoff is removed), then one expects the
various constructions to yield the same results. This is a
statement of universality. Thus as we want to understand
the low-temperature properties of the model, T <<%
(keeping the temperature low is equivalent to keeping the
cutoff large or removing it altogether), we may use our
favorite definition, which should yield the same results in
the universal region.

This is obviously a strong statement which up to now
has been rigorously proven only in perturbation theory. It
was shown that the same Green’s functions are obtained
irrespective of whether one used Pauli-Villars regulators,
Bogoliubov-Parasiuk-Hepp-Zimmermann  subtractions,
dimensional regularization, or any other of a slew of
schemes available. We know of no proof applicable to
nonperturbative constructions. We shall, however, pro-
vide ample evidence below that indeed this is the case (see
Sec. VI). The same scheme has previously been used in
the analysis of the back scattering model (Andrei and
Lowenstein, 1979, 1980a, 1980b), and, again, the results
obtained there coincide, in the universal regime, with re-
sults of other schemes.

One of the interesting points in the K scheme is that it
leads to a coupling constant J(K) which is nonanalytical-
ly related to the conventionally defined coupling constant
g(2D) (a relation to be discussed in Sec. VI). This way we
have shown that the universality class is actually larger
than expected and that analyticity is not a necessary cri-
terion for deciding the question.

We would like to emphasize, however, that once we are
out of the universal regime the results of different con-
structions may differ substantially. Thus much more care
needs to be taken in the choice of an appropriate scheme
if one wishes to explore temperatures of the order of the
cutoff.

C. The eigenstates

Returning now to the construction of the spectrum, we
want to calculate the energy eigenvalues induced by each
choice of the quantum numbers {#;,I,}, and the transfor-
mation properties of the induced state under the action of
the rotation group. We shall study the model in the ther-
modynamic limit N*— «,D =N€¢/L fixed.

1. The ground state

The state with the lowest energy will be a spin singlet,
induced by a consecutive {I,(,) } configuration

I =I)+1. (3.4)

The n; quantum numbers will be taken at the minimum
allowed by the cutoff. Since we chose the fermionic
bookkeeping, namely, Y (cqual purityy = — 1, all the n; must
be different; they form a consecutive sequence from
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no= —KL /27 and upwards. Had we chosen the bosonic
bookkeeping Y .qual purity) = + 1, as we did before (Andrei
and Lowenstein, 1979; Andrei, 1980), then we could set
n;=—KL /2 for all j. The physical results are identical,
though the two choices correspond to different choices of
bases of states in the Hilbert space. Another point to no-
tice is that we have taken the Fermi surface to be at
pr=0. This corresponds to a relation between the depth
of the Fermi sphere (namely, the cutoff K) and the densi-
ty of electrons D =N¢/L. The relation is trivially given
by K =#D, and we shall alternately refer to K or D to
denote the cutoff scheme.

We turn now to the solution of Eq. (3.2) with the con-
secutive configuration (3.4). As we are interested only in
the thermodynamic limit, N,M — «, it is sufficient to
determine the density of solutions o(A) induced by each
configuration {I,}. Thus we define

1

—_—, (3.5)
A7+1_Ar

o(A,))=
In the case where all A solutions are real (which is the
case of the ground state and also of maximum-spin exci-
tations) we may rewrite Egs. (3.1) and (3.2) as

E-S 27, .p [dA O(2A —2) 3.6
=2 T+ J dA o(A)[O2A —2)—7] (3.6)
j=

N°©(2A,—2)+N'©(2A,)

= [ dA'o(AYO(A,—A') =27, . (3.7)

One may obtain an equation for the density of the
ground state o, by subtracting Eq. (3.7) written for A,
from that written for A, and expanding in the differ-
ence AA=A,,;—A, assumed to be of order 1/N. One
then finds

oM =F(A)— [ K(A—A"og(AYdA", (3.8)
where
2c Ne¢ Ni
(A)== ,
4 T | c2+4(A—1)2 + c24+4A2
Ka)=£—51—. 3.9)
T c“+A

Here we used ©'(A)=—(2¢/c2+A?) and the fact that,
for the ground state, I, —1I,=1 for all y. The solution
is easy to find,
e i
Og(A)= i N + N
cosh%(A —1) cosh%A

(3.10)

We can now determine the transformation properties of
the ground state by calculating

M= [0, (A)dA=3N . (3.11)

Therefore, the state has a Young tableau of two equal-
length rows. Regarding it now as determining the SU(2)
representation, we recognize it as a singlet (Mattis, 1967).

The ground-state energy, on the other hand, is given by
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Ey=D [ dA oy (A[6QA —-2)—7]+ 3 len,

R ) l‘(1+ic)I‘(%~ic)
= (N°>*—N'Diln - ,
2L L(1—ic)l (5 +ic)

-7

(3.12)

which is the ground-state energy of a free gas of fermions
if N‘=0 or ¢ =0.

To show that, indeed, this is the lowest energy state we
shall study variations from the ground-state configuration
{n}’,[,‘,’ }. These correspond to elementary excitations.

2. Elementary excitations

a. Density excitations (particle hole). These are ob-
tained by exciting an electron from the Fermi sphere.
Thus we change a given n; where —K < (27 /L)n; <0 to
nj =n;+An >0. The change in energy involved is

AE=—2L1An >0.

Obviously M, which depends only on the I, quantum
numbers, did not change and neither did the spin. These
are therefore massless density fluctuations which decouple
from the rest of the spectrum. For a neat discussion of
their origin see Witten (1978) [see also Andrei and Lowen-
stein (1979)].

b. Spin excitations. These are obtained by varying the
{Io} sequence from its ground-state configuration. One
way to modify it is to put “holes” into it, where by a
“hole” we mean an integer omitted from the consecutive
sequence. For example, we choose ¥, such that
I w1=I, +2, and I, 1=I,+1,y%y,. Thus A", the
spin momentum corresponding to the omitted integer
I.,,o+ 1, constitutes a “hole.” This means that we have to

solve Eq. (3.1) or (3.7) in the presence of a (bare) hole den-
sity of(A)=8(A —A"%). [This hole density will be
“dressed” by the “back flow of the Fermi sea” to give
Ac®™(A).] The equation for the density o(A) now be-
comes

o(A)+0"A)=Ff(A)— [K(A—A"a(AYdA",

(3.13)
where for the case of a few holes at A}

Nh
oMA)= 3 8(A—A]).
i=1

[A more precise derivation of Eq. (3.13) will be given
below.] The solution to Eq. (3.13) is (in Fourier space)

—iAbp c
e e | Sip |
G(p)=0gp)— 3, (3.14)
j=1 <
2cosh2p

The form of the change in the density (the dressed hole
density)
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(4
Ly lp |
AG(p)=—e AP —= (3.15)

c
2 cosh—
cos 7P

includes the effect of the back flow of the sea of spin mo-
menta A. Since all A momenta are coupled through Eq.
(3.2), removing one of them affects them all and leads to
the redistribution given by AG(p).

Now, M, the number of “down spins,” or the length of
the lower row in the Young tableau, is given by

M=f0(A)dA=6(p=o)=%N_%Nh ,

so that each hole contributes (AM), = — % The simplest
excitation, then, is made of two holes at A% and A%, say.
It is a triplet, since AM = —1, so that we move one box
from the lower row to the upper row in the Young tableau
(see Fig. 9). In the language of spin representations we
have now a symmetrized product of two spin-half objects
which yields a spin-one state—a triplet. The excitation
energy AE'is

AE'=D [ Ac(A)[O(2A —2)—7 ]dA

_leur/c)(A’,'—l) _,e(n/c)mg—n

=2D(tan ).

(3.16)

—+tan

Thus AE' is a sum of two terms carrying spin-half each
and coupled to yield a spin-one state. We call the corre-
sponding objects dressed electrons. These one-hole states
cannot be obtained if we hold the number of electrons V¢
fixed. To generate a one-hole state it is necessary to add
an electron to the system whose total spin will then
change to be spin-half (Fig. 10). The corresponding
change in energy is, not too surprisingly, given by (see

| ]

q—-——M:%—1—-—————>

(b)

FIG. 9. (a) The ground-state tableau. It corresponds to a spin
singlet. (b) An excited-state tableau. Here AM = —1, so that a
box has been moved from the lower to the upper row. The two
boxes now represent a symmetrized product of the two spin-%

functions, thus a triplet.
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nNZ
{

- N
2
FIG. 10. A “dressed electron” excitation. An electron has been
added to the system and the ground state has total spin-%. This
is a one-hole excitation (spin-% kink) and is present even in the
ground state if N is odd.

Fig. 11)

o,
T
In other words, for N odd, the ground state contains a
spin-half excitation (n is the level into which the electron
was inserted). This electronlike excitation (or chiral exci-
tation in the language of the chiral Gross-Neveu model) is
responsible for zero-temperature conduction and will be
further discussed in Sec. IX. For the rest of the discus-
sion N ¢ will be held fixed.

Returning to Eq. (3.17a), we learn, then, that the Kon-
do system has no mass gap, as we can have arbitrarily
low-lying spin-flip excitation by choosing A" arbitrarily
large and negative, in which case the doublet excitation
takes the form

AE4=2D tan~le(m/eA"=1) (3.17a)

AE4=2Tge!m/OA" (3.17b)

The scale To=De "/, which we call the fluctuation
scale, will play a fundamental role throughout this work.
We would like to point out that A" is not a continuous,
independent variable. It is determined by the {I, } config-
uration and can occupy slots in the A plans which are
determined by the choice of the omitted I, +1. This

point will be discussed more below.

It was shown, thus far, that inserting two “holes” into
the ground-state configuration {I,} leads to a triplet exci-
tation composed of two spin-half objects coupled symme-
trically. Can we construct a state where they are coupled
antisymmetrically to yield a singlet state? This question
leads us to consider configurations of {I,} that lead to
complex A solutions. Obviously, these complex solutions
occur in conjugate pairs. We shall show now that a sing-

AE

D
2T°exp(%1{')

\

Ah
FIG. 11. The energy dependence on the hole A momentum for
the fundamental spin-5 excitation. All elementary excitation

energies are given as linear combinations of AE%(A ).
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let excitation can be constructed and is composed of a
“sea” of real spin momenta A with two holes, at A% and
A% and a two-string, namely, a pair of complex A located
at A*=AX+ic/2, where A=+(A"+A%) (see Fig. 12).
That this indeed satisfies Eq. (2.43) in the limit N— oo
will be discussed below (see Appendix D).

The density of real A momenta o(A ) now satisfies

Osing(A)+0"(A)+0"""E(A )
=f(A)— [K(A—A")ogm(AYdA",
where

dMA)=8(A —A")+8(A—AH),

. %" c
o.stnng(A)=+ 3 5 _2+ i > —5>
(70 +(A=A) (7¢)+(A—A)
(3.18)
where o” arises, as before, from generating holes in the

ground-state (consecutive) sequence. The two-string con-
tribution o°""8( A ) arises from the fact that in the singlet
configuration we added a two-string at A*=A+ic/2,
and thus the sum in Eq. (3.2) includes two more terms
O(A, —AT)+O(A, —A 7). This contribution can be
rewritten as O[2(A —A)]+O[5(A —A)] with A real
When we convert this set of algebraic equations to an in-
tegral equation, by the method described before, we obtain

Eq. (3.18), whose solution is (in Fourier space)

FinglP) =0g(p) +A0™™(p) + Ac*(p) , (3.19)
with
exp=|p |
—_iAh _iAh

AFH(p)= — — 2 (¢TI TPy

2cosh£p

2

Aa_string(p): —e—'e/2)pl, —ikp .

This state is indeed a singlet, as can be deduced from cal-
culating

M=2+ fdA Using(A ):2+5sing(0)

=2+34(0)+AFH0) + AT "E(0) = T N (3.20)
ImA
)
A+ic/2
mmmamo‘:ummmmmmm
. Ah ReA
A Reiere 2

FIG. 12. The singlet configuration depicted in the A plane. It
consists of a distribution (3.19) of A momenta on the real line
(with two holes, at A% and A% as well as a two-string at
A*=RKzic/2, where A=5(A}+AY.
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[where the term (+2) is contributed by the string which
consists of 2A-momenta A*=Atic/2] so that the
Young tableau has two rows of equal length.

The change in the energy, AES™, is also easy to calcu-
late

AE*®=D [[Ac*(A)+A0"™"8(A)][O(2A —2)—7 JdA
+D[OR2A+—2)+O(2A ~—2)—27]

_le(n/c)m’{—n _le(w/c)mg—n

=2D(tan +tan ),

(3.21)
where we used

J dA Ao (A)[O(2A —2)— 1]
+O(2A*—2)+0(2A~—2)=0.

The string induces a change in the sea of real A momenta
which exactly cancels the direct contribution [the same
phenomenon occurs in the backscattering model (Andrei
and Lowenstein, 1979) or in the massive Thirring model
(Bergknoff and Thacker, 1978)].

Although the excitation energy has the same form for a
singlet and triplet excitation, it does not follow that the
interaction between the dressed electrons is spin indepen-
dent. Indeed, one can calculate the phase shift when these
collective excitations cross each other and find that they
are different in the singlet case and the triplet case (An-
drei and Lowenstein, 1980).

These features are general. Elementary excitations are
made of holes and complex pairs. If we have only real A
momenta with » holes in the A sea, then the state will
have spin S = %n. (For N°¢ fixed n must be even.) These
are maximum-spin excitations. The energy associated
with each hole is given in Eq. (3.17), so for a state with
holes at A'l', cey A,’,' we have

M h_
(AE)" holes __ 2 Dtan_l(e(ﬂ/c)(Aj 1)

Jj=1

).

When complex pairs are added, they couple spins to
lower total spin. The various complex structures allowed
will be discussed below, but they all have the feature that
their contribution to the energy cancels, so that it is deter-
mined only by the holes in the sea of real A momenta.
The contribution of these complexes shows up, however,
not only in the counting of states and their total spin but
also in the S matrix determining the interaction of the
various excitations. All these features appear also in oth-
er models.

As remarked in the Introduction, the Kondo model is
intimately related to the Gross-Neveu and Heisenberg
models, all of them describing particles interacting via
spin exchange. Using the Bethe ansatz, one arrives at
equations of the type (3.2),

N“9(2Ay—2a)+NBG(2A,—2B)=§6(A,,—A5)

—2nl, .

In the backscattering model a =1 and 8= —1 to indicate
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left and right movers, in the Kondo problem a=1 and
B =0 to indicate a right mover (electron) and a stationary
particle (impurity), and in the Heisenberg model (see, for
example, Takahashi, 1971) a =8 =0, as all spins are sta-
tionary.

It is therefore not surprising that these three models
have the identical types of excitation. Thus the Gross-
Neveu (GN) model (Andrei and Lowenstein, 1979) has a
singlet ground state induced by the consecutive configura-
tion I, y=1I,+1. The triplet elxcitation is composed of a
two-hole state, namely, a spin- object (dressed electrons)
which may also be coupled to give an excited singlet by
adding a two-string.

The energy of each dressed electron is given by

AE&x=D [dA Ao(A)[OQ2A —2)—O(2A +2)—27]

=D |tan™

T Ah
A"—1
expc( )
+ tan"exp—:(A"——l)H ,

with Ao(A) given by Eq. (3.15) (the same Ao appears also
in the Heisenberg model) and with A* the position of the
hole. The Kondo form for the energy carried by each A
momentum, namely, gX(A)=[O(2A —2)—1], is replaced
here by gON=[O(2A —2)—O(2A +2)—27], as the ener-
gy is carried by both left and right movers. In the scaling
regime the excitation energy assumes a relativistic form,

_E_Ah

AEZ%\ =mcosh .

’

with m =De ~7/¢, ;

These massive spin-5 particles interact via the follow-

ing S matrix (Andrei and Lowenstein, 1980):

1 . X . X
F|—+i— —i——
S((;x;;ialel)= 2 2 2m
1 . X iX
F —_ = -
2 "2r | |2n
ik
S(éiﬁglet): T S (triplet) ,
1—i=
™

where X =(m /c)(A| — A,) is the relative rapidity.

In the Heisenberg case matters are identical. The
ground state (for the antiferromagnetic case) is given by a
consecutive configuration, and the excitations consist of
holes and strings (Takahashi, 1971). The triplet excitation
is formed out of two holes in the sequence. These, again,
are spin- objects, usually referred to as spin waves in this
context, and they may be coupled to give a singlet by add-
ing a two-string between them.

The energy of each hole is

—2J
1+A2

daA=—2

T h
h—A
COS. 2

AE ?leisenberg = f Aco(A)
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with Ao given as before by Eq. (3.15), and
gu=—2J(1/14+A?) is the corresponding energy function
for the Heisenberg model. The scattering matrix for two
spin waves is obtained from the corresponding expression
in the backscattering model replacing ¢ by 2 in the expres-
sion for X. Thus

1 . A A
|=+i— | I |-i=>
S;;rip)= 2 2 2T
1 A A
r|——i> ELE
2 " 'or "o
14id
S(sing)= T S(lriplct) .
H 1—iAr "

[The Heisenberg model spectrum was recently also con-
sidered by Faddeev and Takhatajan (1981) with the same
conclusions.]

The S-matrix concept in the Kondo model is more deli-
cate and will be discussed in Sec. IX where it will be used
to find the magnetoresistance of the model.

In what follows we shall develop the Kondo formalism
and occasionally remark on correspondences in the
Heisenberg model (usually well known) and in the back-
scattering model (usually new).

D. Strings and holes

In this segment we shall discuss holes and strings more
carefully following Yang and Yang (1969), Takahashi
(1971), and Gaudin (1971). Consider again Eq. (3.2),
which determines the A momenta for a given sequence
{I,}. At the moment we choose {I,} to induce only real
A momenta. Having determined the allowed momenta by
solving the equations we can form the function

1

v(A)=——2

_11' lNee(ZA —2)+N‘G(2A)

M
— 3 O(A—As)
&6=1

) (3.22)

where the Aj’s occurring in the sum are those that have
been determined before. Those values of the variable A
that satisfy

v(A)=1, ,

where I, is an integer belonging to the sequence, are just
the allowed momenta, while those values of A satisfying

v(AhH=J,,

where J are the integers omitted from the {I,} sequence,
are the holes. Introducing the distribution functions o(A)
and o®(A) of the A momenta and A-momenta holes,
respectively, we can rewrite Eq. (3.2) as follows:

L IN©(2A —2)+ NO(2A)]
21

=u(A)+LfdA'e(A—A')a(A') ,  (3.23a)
2T
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dv
dA

where the last equation follows from the definitions of the
function v and of the density functions o and o”. Indeed,
the number of holes and A’s in the interval dA is given by
[0(A)+0"(A)]dA and by the number of values of Js and
I, which v(A) takes as it ranges over the interval dA.
We thus have

f(A) = [K(A—AYo(AYA =0(A)+aMA),

=o(A)+0oMA), (3.23b)

(3.24)

which we used before.

To discuss complex A momenta we make the following
“string hypothesis”: the solutions of Eq. (3.2) in the limit
N — o always occur in the form of n-strings, where an
n-string is a complex of » A momenta given by

A}’”:A"“+i§(n +1=2j), j+1,2,...,n. (325
This hypothesis has a long history (Bethe, 1931; Katsura,
1965; Ovchinnikov, 1967; Takahashi, 1971; Lai, 1971)
and has been successful in all its applications. Recently it
has been put to scrutiny (Destri and Lowenstein, 1981;
Woynarovich, 1982) and it was shown that while the hy-

pothesis holds in the presence of a macroscopic number of

2x 2x
29 -— - N
(nem]| |7 Tn=m+2|T
Opm(x)=
x X x
26 2 * +20 2n —2 +© 2n |’
and as a reminder ©(x)= —2tan"'x/c =0,,(x). Equa-

tion (3.26) is obtained by using Eq. (3.2) and summing
over all members of a string. Thus, for example,

n 1 &, c—i(A=A")
OA—-A"=—F1n
jgl ! ljgl C+i(A-—A;"))
=9 n+1
+0 ——nilm_m
n (n) __
3 oA -2=0| =2
Pt

The integers I, (" determine the allowed string solutions
A,‘," ), and are the spin quantum numbers of the system.

The rest is just as before. For a chosen set of conﬁgu-
rations {1, ("} one determines the corresponding A,, '} com-
plex spin momenta and then forms the function

2An—2 L Ne |28

— 1 |ne
ba(A)=5— [NG

— 3 Oum(A—A™) (3.28)

(m,8)
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holes, it is not necessarily true in case we consider excita-
tions containing only a small number of them. Two-
string solutions always exist (when two holes or more are
present), but the conjugate pairs organize themselves into
n-strings, n >2, only if driven macroscopically. Thus
more care need be taken when analyzing scattering events
of elementary excitations than in thermodynamic applica-
tions, where, in studying the response of the system to
external probes, we excite a sufficiently large number of
holes and the string hypothesis is valid.

Let us develop then the form that Eq. (2.43) or Eq. (3.2)
takes in this case. Consider the case where we have M,
n-strings A =A"+i(c/2)(n +1-2j), M,
with A"') bemg the real part of the yth n- smng Equa-
tion (3. 2) then takes the following form:

ZA(PI)__Z ) 2A(n)
N°¢© +N'o L4
= 28' Opnm(A —AS™), =271,
m,
(3.26)

where the summation is over all strings different from the
particular A}‘,"’ string. We consider real A momenta as
one-strings. The function ©,,,(x) is defined as

2x
n+m

2x

+20 tm

+06 , n*£m

-2

(3.27)

with the Af;'”) determined earlier, so that solutions, A,‘,"),
ofhv,,)(A("))—I " are the allowed strings, while solutions
A" of

Un(A;,'(")):J.;,") ,

where J,(," ) are the integers omitted in the sequence, corre-
spond to n-string holes. In the limit of N— « we may
mtroduce n-string density o, (A ) and n-string hole density
o(A), which obviously satisfy

nlh) b A 4o (A)
dA ——[0',, +0, ]

and together with Eq. (3.28) [by taking a derivative with
respect to A of Eq. (3.28) and combining with (3.29)] yield

(3.29)

foM) ="M+ S Apmom(A),

(3.30)
m=1
where
ne Ne¢ N
f..(A)=77; 3 + 3 ,
o Rl St G Ll VX
(3.31a)

and A4, is an operator defined by
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Anm=[|n'“m |]+2[|n_m |+2]

+ - 2[n+m —2]+[n+m], (3.31b)
where [n] is a linear integral operator given by
nc
1 2 IR
[nlf (A== 3 fADYEA",
| HAa-Ay

or where in Fourier space [n] is multiplicative and given

by [n](p)=e—"™IP1/2 Using this notation, we may

rewrite the one-string equation (3.13) as

FiA)=0MA)+A4101(A) . (3.13)

In terms of the string variables A,(,"' the energy can be
expressed as

(S]

— T

E=3D [dAo,(A) ZAn_z

Here we have performed the sum over the individual
members of a string and are left with integration over the
string locations only.

In the following sections we shall study the response of
the system to macroscopic probes such as the external
magnetic field, finite temperature, and the applied electric
field.

IV. THE ZERO-TEMPERATURE MAGNETIZATION
OF THE SPIN~% KONDO MODEL

In this section we discuss, in the framework of the ex-
act solution, the zero-temperature magnetization for all
values of the magnetic field H in the scaling regime,
H <«<D. (Here we adopt the convention that H is ex-
pressed as multiple of u, the magnetic moment of the
electron, or of the impurity, which we take to be the
same.) We shall find that the magnetization .# scales
and becomes a universal function .# =.#(H /T,) in the
scaling regime. Here To=Ty(D,J) is a scale held fixed
when we remove the cutoff (Anderson et al., 1970). The
universality of the function means here that various con-
structions which lead to the same value of T,—
T(=0.0001 eV, say—will have the same magnetization
curve even if they have different functional dependence
on the coupling constant.

We shall also see that the impurity part of the magneti-
zation .#' exhibits a crossover behavior. For high mag-
netic field, To<<H <<D, the magnetization .#' ap-
proaches that of a free spin with logarithmic corrections
accessible by perturbative theory. Lowering the magnetic
field, we cross over to a strong coupling regime with a
screened impurity.

The methods that we use were developed in the context
of the Heisenberg model (Griffith, 1964, Yang and Yang,
1966). They were applied to the Kondo problem in An-
drei (1980) for small magnetic fields and in Wiegmann
(1980) and Andrei and Lowenstein (1981) for arbitrary
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magnetic fields. In the last reference the universal num-
ber W’ (see Introduction), characterizing the crossover,
was also deduced.

A. The magnetization equation

In the presence of a magnetic field we have to add to
the Hamiltonian a magnetic term

Hmag= —2SH ,

where S is the total spin component of the system in the
direction of H. Since this term commutes with the Kon-
do Hamiltonian, the eigenstates constructed in Sec. III
will also diagonalize & o1a1=3%"Kondo+H# mag- HOWever,
the ground state will be different. As a result of the mag-
netic term, the system will gain energy by flipping spins
to align with the magnetic field. Each flipped spin corre-
sponds to two holes in the A sea, two spin-% objects
(dressed electrons) indicative of two broken bonds. The
excitation energy of each hole is given by Eq. (3.17),

AEMe—2D tan—!

exp-Z—(A"——l)

(see Fig. 11). This expression can be made arbitrarily
close to zero by choosing A ” sufficiently large and nega-
tive. But as all A momenta must be distinct, we shall be
led to a depletion region where no A solution exists from
A =— o to A=B. B is determined by an equilibrium ar-
gument equating the magnetic energy gained by flipping
spins to align with the magnetic field and the energy cost
of these holes. Using this argument, we shall later deter-
mine B =B (H), the dependence of the A-sea Fermi level,
B, on the magnetic field H.

It is obvious that no complex strings are excited, as
these reduce the total spin of the system. For example,
consider the fundamental singlet and triplet excitations
discussed in Sec. II. While their cost in interaction energy
is the same, the singlet does not gain magnetic energy.

We thus have to consider the following magnetization
equation:

os(A)+ [ K(A—Ao(AVA'=f(A),  (4.1)

where, as before

(4.2)

¢ (c/2) N (c/2)

f=2"
T (c/22+(x =12 7 (c/2)*+x?

The energy and total spin of the system are given by
Ez=D f: os(AOC2A—-2)—7]+ 2L—"nj_2HS
J

4.3)
and

S=sN-M=5N— [~ oa(A)A , 4.4)
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where M, as before, is the total number of down spins.

The quantum numbers {n;} have no spin content and
are not excited by the magnetic field.

Our task then is to solve for the A density oz(A). By
minimizing the energy we shall determine the parameter
B in terms of the magnetic field H and thus finally find
the magnetization curve .# =.#(H), where .# =2uS.

B. The Wiener-Hopf technique

Equation (4.1) is a Wiener-Hopf integral equation and
has been discussed using this technique by Yang and
Yang in connection with a similar problem in the Heisen-
berg model. It is amusing to point out that while Eq.
(4.1) is exact in the case of the Kondo model, it is only
approximate in the Heisenberg case. The reason is sim-
ple. The excitation spectrum is asymmetric in A momen-
ta in our case (see Fig. 11) and is symmetric in the
Heisenberg (or backscattering model). Thus, while we
have only one depletion region, [ — o0,B], there are two in
the symmetric cases, namely, holes will be excited in the
regions [ —oc,—B] and [B,+ «] for the Heisenberg
model (or in the region [ —B,B] in the backscattering
model). The resulting equation is of the Wiener-Hopf
form only if the second depletion region is ignored, which
is valid for small magnetic fields (Yang and Yang, 1966).

We proceed to discuss the application of the Wiener-
Hopf technique [see, for example, Morse and Feshbach
(1953)] to the Kondo model.

While o5(A) has no direct physical meaning for A < B,
we may use Eq. (4.1) to define it there. We shift the ori-
gin, by introducing p(A )=03(A + B), which leads to

A [TKA—AYpA YA =f(A+B) . 45)
Let us define
p+(A)=6(+A)p(A), (4.6)

with 6(A) being a step function. The magnetization
equation, Eq. (4.5), becomes, in Fourier space,

[1+K ()15, (p)+5_(p)=f(ple™?? , 4.7)
where
Fior= [ dxe="f(x)
=Nee—(c/2)1pIe—ip+Nie(c/2)|p| , (4.8a)
14+ K (p)=2e /212 lcosh %p . (4.8b)
We now wish to factorize the kernel,
c
_ Ky 21TP
1+K(p)= , 4.9)
£
- 27TP

in such a way that K, (K _) has singularities only in the
upper (lower) half plane of the complex p plane (see
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Morse and Feshbach, 1953). The factorization is given by
K, (@=K-'(—q)

172 ;
=L7)——-exp —ig 1+£—ln(——q+is) ]
[(5 +ig) 2
(4.10)
Equation (4.7) can then be rewritten as
P |5 P |5 = P | F(plePB
K_ |- p_(p+K, o p+p)=K_ . Sf(ple
— P \5(p)piPB
K, Y= gp)p?”,
(4.11)
where
rd e, —ip i
gp)=—L) __ NeP+N 4.12)
1+K(p) c
2 cosh EY4

We shall find occasion to use the two versions of the
right-hand side (rhs) of Eq. (4.11).

The next step is to express Eq. (4.11) as a sum of two
terms g.(p) such that g, (p) [g_(p)] has singularities
only in the upper (lower) half p plane. In that case

K,pp, (p)—q (p)=K_(plp_(p)—q_(p)=0,

4.13)
and we may solve for 5.(p),
q+(p)
5 = . (4.14)
PP)=3 )

We proceed to find g+ (p). Our strategy is to Laplace-
transform f(A) and g(A) and consider each amplitude
separately. We have

Lo € e A1t i — At
fA)=— [ drsinT-(N% +Nle= 1Al

(4.15a)
e i
gA)=o | —
¢ lcoshT(A—1) coshTA
c c
_N° i (—1)ke —(m/eX2k +DIA=1]
€ k=0
Ni 0
+— 3 (—1)ke—m/ei2k+1IA] (4.15b)

€ k=0
Replacing f(A) in the rhs of Eq. (4.11) by a single ampli-
tude f,(A)=e~ |2 1* whose Fourier transform is

1 1
p+it p—it

2t

= , (4.16)
2442

filp)=
p
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we discover (4.11) takes the form c oiPB
g (pt;B)=(—DK, | & :
K_ |2 |Fiperm—g_ |2 |oon| 1___1 2m Jp—it
~ |2 ['f T2 p+it p—it _
+ilK, —zcﬂ ek | =L (o 1
, , T 27 p+it
=q_(p,t;B)+q’, (p,t;B) . 4.17)
Similarly, using the function g (A) instead, we have for (4.20a)
the rhs of Eq. 4.11) " . —i B
e rhs of Eq g (p,t;B)=iK #c' ﬁ ) (4.20b)
K, L g(plePP=iK | P pwr| L ___1
27 27 p+it p—it For the amplitude f,(A —1)=e~!A~'I* one has to re-
place B by B —1 in the above formulas.
=q" (p,t;B)+q’ (p,t;B) (4.18) We now distinguish between two cases, B <0 and B >0
where (but still B <<1). In the first case we use the first version
of the rhs of Eq. (4.11) and in the second case the second
K ict | _p version. We thus have
e (4.19a) ¥ ( B)
q. (p,t;B)=—i - -19a q+(pt;
—it ——F—, B<O
p—i - Ki(p) <
ip. p at;B = ’
q_(p,t;B)=iK_ | L | L— p+(p,t;B) 74 (pt3B) (4.21)
27 | p +it ————, 0<B,
Ki(p)
; <P |, ipB et | | _1 o , o
—i [K_ [ - ]e‘” —K_ Y ‘ p—it with g% (p,?;B) and ¢’ (p,¢;B) given in (4.19) and (4.20).
When the full amplitudes f(A) and g(A) are con-
(4.19b)  sidered, we finally have
|
© e i
3 (—1k E—p} pt=02k+1)Z,B—1 +Lﬁi pt=02k+1)T,B||, B<O
= c - c c c
p+p)= . (4.22)
= [ dtsin %’ [NG+(p,t;B—1)+N'Bs(p,t;B)], O<B<<1.
T
C. The magnetization curve Using K _(0)=1/V2,
The z component of the total spin of the system is K l(k+l) —(k +L)k+(l/2)e—[k+(|/2)]__"2‘"'
given by i 2 2 'k +1)
=N —-M=3N— [~ o5(A)dA we have
1 ® 0 k
=5N— fo p+(A)A = ‘/_g 3 (-;(}) (k 4+ L)k =072~ [k +(172)]
= [p_(AdA=F_(0), (4.23) Tok=o
so that the magnetization for small magnetic field, B <0, X |LTgexp TB(2k +1) exp | — T ok '
is given by ¢ ¢
M =2uS + N"exp—’clB(zk +D 1, 4.25)
1 1
K. T(k +7) } where we introduced the scale To=(N¢/L)e~"/¢

B S )k
Tr,zo( V=2 10K _0

X |N€exp

(B —1)(2k +1)%

+ Nfexp (4.24)

B2k +1) T
c
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=De~"/¢ [see (3.17)].

We choose the scale T to be held fixed while removing
D, D— . In other words, we concentrate on magnetic
fields H that are small compared to D. Obviously, the ef-
fective coupling constant ¢ becomes a function of the cut-
off, c =c(D)=w/(InD /T,), and tends to zero, with in-
creasing D, the scale being set by our choice of T,. This
is the phenomenon of asymptotic freedom, as discussed in
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the Introduction. The limit we are considering
(D— «,c—0,T, fixed) leads, in renormalizable models,
to universal answers.

We proceed now to show that the above limit exists,
and that in the scaling regime, H << D, the magnetization
becomes, a function of the ratio H /T

As ¢ —0, we may neglect powers of e ~"/¢, and thus the
magnetization becomes
172

M= LTqeb7/¢

me

N' & (=1 U \k—(1/2), —[k
P [k+(1/2)]
th = k§=‘,0 ok 7) e

Xe(Br/C)(2k+l)

, B<O. (4.26)

We wish to identify the first term as the contribution of
the electrons in the absence of interaction, namely, the
Pauli magnetization. Indeed, setting N'=0 (thus no im-
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purities), one finds
1/2
‘///e=# _“ LTOeB‘Ir/(.‘
e
HL
::u'_ﬂ_— =M pauj - 4.27

This allows us to relate H, the magnetic field, to the
parameter B, namely, the A-sea Fermi level.
172

_H

£ £ _ 1
To T,

7B /c
e =
2T

(4.28)

We shall give a more careful derivation of this relation
below.

We turn now to the region B >0. The expression for
the electronic contribution holds for B <1, while for the
impurity part we use the second version of (4.23), which
yields an analytic continuation past B=0. The result
thus is,

M= MM (4.29a)
172 HL
ME=p = LToe"B/°=T, where B << 1 (i.e.,H << D) (4.29b)
2k +1
Ni J 24 i (_1)kL(k+l)k—(|/2)e—[k+1l/2)] _I_{_ H<T
N VT kiR T P
= 2 (4.29¢)
Ny 1—1r—3/2f“’ﬂsin(m)e—'“"'—“ Dl res b |, Ty <H«D
o ¢ H 20 A= :

The universal impurity magnetization curve thus ob-
tained is displayed in Fig. 13.

D. Asymptotics and scales

Consider first the small magnetic field behavior. Obvi-
ously, as H-—0 we have (Andrei, 1980)

AN

4.30
oTo ( )

This simple result exhibits the Kondo effect in the mag-
netization. Indeed, due to its coupling to the conduction
band, the impurity spin is screened (quenched) and thus
has finite susceptibility at zero temperature X'=u?/7T,,
in contrast to the divergence occurring for a free spin
Y Curie _ #2 /T.

We shall use the scale To=De ~"/¢ to characterize the
small magnetic field, low-temperature region in the H-T
plane. It is therefore the strong coupling scale.

Consider now the high magnetic field region H >>T,
(still H <<D to ensure scaling). The asymptotics is con-
trolled by the behavior of the integrand in Eq. (4.29¢) near
t=0. Hence, expanding the integrand for small ¢, we
have
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r

—tln-fi

M |1— [Zar
[ Jo dverp | =,

X[1—tInt+(1—C—21n2)t +0(?)]

’

(4.31)
where T =(2m /e)'/?T,, and C is Euler’s constant. Per-
forming the integration with the help of the formula

w (p)
Jy % =te M dr =L [d(p)— InA] , pA>0,

(4.31a)
where ¢(p)=—C+ 3?_11/k, we obtain
L
; 1 In2 T,
L + 7 2
>H>>T, 2 In-2- ln—I—{—— 21n£
1 Tl Tl
271-3
H
+O| | = (4.32)
Al
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FIG. 13. The magnetization curve [Eq. (4.29)]. The convention here is that the moment is %y. The scale T} is determined in Sec.

VI

We now introduce the high magnetic field scale T,
parametrizing a weak coupling region in the H-T plane,
by requiring that no term of O[ In~%(H /Ty)] should ap-
pear in the expansion. One finds

Inln H
D>>H>>TO# 2 . 4 i H 2
"y, "y,
1 3
.. y 4'
+0 lnﬂ_ + (4.33)
Ty
with
1/2
Ty=|— To=W'T, . (4.34)

The ratio W'=Ty /To=V'w/e (Andrei and Lowenstein,
1981) (expressed in terms of the two most important num-
bers in mathematics!), characterizes the crossover from
the perturbative, weak coupling regime of high magnetic
field, where the impurity spin behaves essentially (up to
logarithmic corrections) like a free spin to a strong cou-
pling regime, where it is completely screened.

Rev. Mod. Phys., Vol. 55, No. 2, April 1983

E. The energy in the magnetic field

We wish to rederive the relation between B and H from
energy consideration. The change in energy in the pres-
ence of a magnetic field is given by

AE(B)=AE,(B)—HS ,

where AEy(B) includes the contribution of the holes
(which fill the negative end of the A axis from — « to B),

AEy(B)= f:dAa,,(A)[e(zA_z)_ﬂ
B
= f_ dA og(A)2D tan~(e7/NA-D) |
(4.35)

where o5(A) for — 0 < A < B is defined by Eq. (4.1) and
is the hole density in the macroscopically excited A sea.
In the scaling region (D— o0,c—0,T, held fixed), this
becomes

B
AE((B)=2T, [ dAog(A)e™
=2T, [ dAp_(A)e™ e™/

—2Tpe™/p_ | 1T (4.36)
(4
Also from (4.23)
S= [ p_(AM)dA=p_(0), 4.37)
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so that Kondo model in Filyov et al. (1981) and Andrei and

Lowenstein (1981).

AE(B)=2Toe™/°p_ (4.38)

i ~
. ‘ —Hp_(0).

Using the solution of the Wiener-Hopf equation for
p-(im/c) and p_(0), we can write

2Toe™/ K, |— =
AE(B)———L. flan+s 2
T2 —iw+e 2t +1
HK ,(0) (B.t)
- 2t J"I ’ ’
(4.39)
where
n(B, t)—r(——t)r( 5 +t)K  (—ict/27)
X[Ne€exp(B —1)t+N'expBt] .
Varying now Eq. (4.39) with respect to B, we find
172
0= —QAEB) _ |y mase | T
0 |ex B ¢
L
~HV2| [ dtn(B,t)dt
(4.40)
and hence
172 H
wB/c €
== -, 4.41
¢ w | T, @.41)
as before.

V. THE THERMODYNAMICS OF THE KONDO MODEL

Having diagonalized the Kondo Hamiltonian, we are
now in a position to write down a formal expression of
the partition function Z of the system at nonzero tem-
perature 7 and external magnetic field H. We shall
deduce a set of coupled integral equations determining the
free energy F, and demonstrate scaling behavior and
crossover properties in the full H-T plane. After deriving
many of their features we shall rewrite the equations in a
way that provides a basis for an iterative solution. Com-
puter results displaying the full thermodynamics will be
displayed.

The first to formulate the thermodynamics of a Bethe-
ansatz system were Yang and Yang (1969). Their results
were extended to the Heisenberg model in Gaudin (1971)
and Takahashi (1971) and to many other soluble systems
by the latter author. The same ideas were adopted to the
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A. The partition function

The formal expression for the partition function is

Z="Trexp 2HS,)

1
_T(;;a_

rssz exp

1
— T(%-ZHS,] , (5.1)

Il M"’

N/2
=2

where 2 is the zero-field Hamiltonian and Tr,, is the

trace over all basis states with values S and S, of total
spin and z component of the spin. Since # is invariant
under simultaneous rotations of all spins, we may split off
the sum over S, to obtain

sinh |(25+1) 2

N/2 T
Z=S_0 Trﬂexp ——"TT
B sinh | =
T

N/2 1
~ 3 Tryexp —?(%—ZSH) (5.2)
S$=0

In the last approximation we have dropped terms propor-
tional to exp(—SH/T), as well as an overall factor
[2sinh(H /T)]™!, since these terms contribute negligibly
to the calculation of thermodynamic quantities in the lim-
it L — oo (note that S~L).

Now let us exploit the specific form of the energy for
our basis states. Recall that each such state is labeled by
a set of quantum numbers {n;,l,} with n; > — -Ne The
corresponding energy is

2 N¢
E===3 n;+E(A) (5.3)
L i=1
with
M
E(A)=D 3 [6(2A,—2)—7] (5.4)
r=1

and the complex A momenta satisfying Eq. (3.2). The
partition function factorizes accordingly,

Z:ZozA ’ (5.5)
where
1 ¥ 27
Zo=2exp |~ 2 T
‘"j’ J_1

is just the partition function for N¢ noninteracting spin-
less fermions with linear kinetic energy, and
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NH 1
T — T[E(A)

> X exp

M [A Ayl

Z) =exp

+2MH] ] . (5.6)

The summation is facilitated by employing the n-string
and n-string hole density o,(A) and o?(A) discussed in
Sec. III. The densities satisfy (3.30)

A+ S Apmom(A)=Fa(A)

m=1
where A4, are integral operators given by
Apm=[n—m|]+2[|n—m|+2]+ -~
+2[n+m—-2]+[n+m],

ke
1 2 ’ ’
[kla(A)=— [ 3 a(AYdA’,
kel pa—any
2
and the function f, by
Ne€ N’
fulA)=25 3 + 3
27 ne 2 nc 2
5 +(A—1)° — | +A

=[n][N°6(A —1)+N'8(A)] .

In terms of the string densities the partition function Z,
becomes

Z,\ = exp NTH fHDa,,Daf, exp.s
X exp ———IF[E(A)+2HM]] ,
(5.7
with
EM+2HM=T, [ dA 0,(A)g,(A), (5.8)
where
g.(A)=D |© 2"”—“2 —7 | +2Hn (5.9)

and where #({0,,0"}) is the entropy associated with
the densities {a,,,aﬁ}—in other words, where exp’
X ( {a,,,oﬁ }) is a functional, counting how many configu-
rations {I,} lead to solutions {A,} that are consistent
with a given set of densities [U’,,,O':}. To determine &
divide the A axis into intervals dA, chosen sufficiently
small that the densities are approximately constant over
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each interval, yet sufficiently large that (o, +0%)dA >> 1.
As discussed in Sec. III, the number of possible slots for
A-strings in the interval dA is dv, =(o" +o”)dA. How-
ever, o,dA of these are occupied, while o#dA of these are
empty; thus the number of ways of distributing the n-
strings among the slots is

[N +ah(ANdA]
[o.(A)A I [o®(A)A] ~

Using Stirling’s formula, we can simplify this to give
[(o,+0f)dA]

d‘yn = ]n————h—
[0,dA [o"dA ]!

=[(o, +0")In(o, +0%)—0" Ino® —0o, Inc, 1dA ,

so that the entropy, ., becomes
s=3 f dA[(o,+0")In(o, +0%)
n

—otIno® —0,1n0,] . (5.10)

B. Derivation of the thermodynamic equations

In thermodynamic limit, N— «, we may evaluate Z,
by the method of stationary phase. Varying the function-
al

Fp{0n,08} =E(A)+2HM —T.%

h
o
=3 [dA |08, —To,In |14+
n Un
—Taﬁ In 1+—0—: ,
U"
(5.11)
subject to the constraint,
dch=— 4,mb0,, , (5.12)
m
one has
0=8F,=T Y 80, LU l—;— "
n T an
o
— 34, 1n 1+—;” ,
m On
(5.13)

from which follows

g.(A)
T

In[1+47,(A)]= + 3 A In[1479,7'(A)],
m=1

(5.14)

where
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at(A)
oa(A) T

Na(A)=

This set of equations may be rewritten by the use of the
following identities [see Takahashi (1971), noting erra-
tum]:

Apm _G(An—l,m +An+l,m )=8nm , n>1
(5.15)
Alm_GAZM =81m >

where G is defined by

_ 1
GFM=1015 R W

f(AY) .

By multiplying Eq. (5.15) by In(1+7,,') and summing
over m, one obtains, using Eq. (5.14),

Inmp, _G[In(14+%, )+ In(14+7n,_], (5.16a)

Ing, = _% tan= (e ™/OA=D) L G In(147,) ,

(5.16b)
where the driving term,
AEd=2D tan——l(e(ﬂ/c)(/\—l)) ,

is the result of

1

d_______ 1+
A =To1+ 1@

1—2H)=2D tan—!(e(m/cNA—1)

(5.17)

and should be familiar as the one-hole excitation energy.
To close the set of Eq. (5.16a) one has to supply a boun-
dary condition for n— . We use another identity,

0, m<n

[n+114,,m — [0}y 1 1,m = —([m+1]+[m—1])

(5.18)

m>n

which, when multiplied by In(1+17,,') and summed over
m, gives

lim ([n+1]1n(1+n,,)_[n]1n(1+n,,+.))=-.3‘}@ :
(5.19)

We shall refer to the set of Eq. (5.14) or to the
equivalent set (5.16) and (5.19) as the GT equations, as
they are similar to those derived by Gaudin and
Takahashi for the Heisenberg model (note, however, the
difference in the boundary condition). The main differ-
ence is that the driving term there takes the form

1 2J 1
AEfy; = =J 2
Heisenberg [O]+[2] 1+A2 p (5.20)
ch?A

Similarly, the thermodynamic equations for the chiral
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Gross-Neveu model (the backscattering model) are ob-
tained by inserting

cosh = A
AEdGN=D tan~! | —5— s

. T
sinh—
c

(5.21)

the one-hole excitation energy in that model (Andrei and
Lowenstein, 1979), into the GT equation. This similarity
is obviously the result of the identical structure of the
spin excitation of the three models, as discussed in Sec.
IIL.

C. The free energy

Once a set of 7, solutions satisfying the GT equations
has been found, the spin free energy may be obtained
from Eq. (5.11) and simplified by the use of Eqgs. (3.14)
and (5.14):

Fp= 0.8n—To, In(1+17,)

S [aa

-T 1n(1+17,,_l)]

fn_ zAnmo'm
m

_szdAf,, 1n(1+n,,_1)

ll

~ 3T [dA[NS(1-A)
n

+NS(A)][n]In(1+79, . (522

This may be simplified using Eq. (5.14) for n =1,
which may be rewritten as

ln(l—i—'r]l)—igi

[1] -

=<[01+[2]>2[n11n<1+nn">,

where we used the identity [n][m]=[n +m]. The ex-
pression for F, thus becomes

ln(1+771)—-g—1

Fp=—T[N®%(1—A)+N'8(A)]G -

= [ dA oo(A){g)(A) =T In[147,(A)]}

=Egs—deA ooln[1+7,(A)], (5.23)

where
0ol A)=G[N(1—A)+N6(A)]
Ne Nl'
+

coshE(A —1) coshZA
c c

1
2c

is the expression for the ground-state density and E; is
the ground-state energy, independent of H and 7.
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We also have to add the density fluctuation free energy
F,, which described massless, noninteracting spinless fer-
mions. It is given, in the limit N€ and L tending to infini-
ty with D=N¢/L >> T, by

Foz—% _mTdeKln 1+ exp —17(:
LT? | 7? 2D | 2D /T
=~ x |6 T +O(e ).
(5.24)
We thus have for the free energy
F=Fo+Fp=Eo— "Il‘sz
~T [ dA ool A)In[1+7,(A)], (5.25)

with E, now containing also the temperature-independent
contribution of the density fluctuations.

In the case of the Gross-Neveu model the free energy
takes the same form, with oy now given by

1 N* N~
U(?N:_ + ’

2¢ | cosh™(A—1) cosh%(A +1)
c

where N ¥ are the numbers of the left- and right-moving
electrons.

D. Scaling

We shall now show the scaling properties of the ther-
modynamic equations for the Kondo (or backscattering)
model.

We are interested in Eq. (5.16) in the regime where
T <<D. This implies that the function 1, has a very
sharp decrease, proportional to exp[ —(2D/T)tan"'z],
where z= exp[(7 /c)(A —1)], for A tending to infinity.
Thus if z is not kept much less than unity, the 5, is of or-
der exp(—2D/T) and contributes negligibly to the in-
tegrals in Egs. (5.16) and (5.25). Hence for D >>T, we
may replace tan~ !z by z in these integrals and compute 7,
from a modified version of the GT equations

Inn, =G[In(1+%, )+ In(1+7,_,)], (5.26a)

Inn, = —2e5+G In(1+17,) , (5.26b)
where we now regard 7, as a function of the new variable

g’

T
§=%A=ln7°, (5.27)
with
T0=De——'n'/c
and
G(E—E= 7 ——

" 27 cosh(&—¢&')
[for the backscattering model replace the driving term by
—(To/T)coshf]. In terms of the new variables the func-
tion 1, depends on H and T only through the ratio H /T.
The free energy becomes, moreover,

2 e i
F=E,—T:I°_ T 4 N + N {147, 6,2, (5.28)
12 2 To = T, T
cosh |§—In——— cosh | — In—-
T c T
T
which we rewrite as bution defining To=De ~7/¢. It is universal to all materi-
als or constructions with the same T,.
F=Eo+F°4+F 10 |exp|—Z= , (5.29) We have lumped together the density contribution and
T the spin contribution of the electrons to give F¢. Only
. . . o that part of N°f(T/D,H/T)=LDf(T/D,H/T) which
with the impurity contribution does not vanish for D/T— « has a universal character.
. —TNi—l— f de In(1+47,) Note al.so that the same function f(z,h) appears in both
2 T expressions.
cosh £ — ln—T— ] The scaling form of the free energy for the backscatter-
0 ing model is given by
2
= _TNif Tlog (5.30) FoN=g,— LT LT [ cosmginti+),
where m is the mass of the spin-% excitation,
m =D exp(—m/c).
and electron contribution While the thermodynamic equation for the Heisenberg
and Kondo models is isomorphic, the difference in the
Fee _ 7L T? _TNef I H| (5.31)  driving term is very significant at high temperatures. In
12 D’'T the case of the Heisenberg chain,

We thus find that the impurity free energy F', has a
nontrivial limit in the scaling regime and depends on the
coupling constant and the cutoff only through the contri-
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T T cosh%A
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and as 1/[ cosh(7/c)A] is a bounded function, one may
obtain a high-temperature expansion in powers of J/T.
This is not the case in the Kondo density driving term,
which is of the form

AE} _ 2D ¢
T — g tan
and where we always have D >>T. In the scaling form re-
gime we can write

AEE 2T, c
= e ’

T T

with To/T small in the high-temperature region (yet
T <<D). However, e® is not bounded and therefore no
conventional high-temperature expansion exists. This is
expected, since in the Kondo model, which is renormaliz-
able and asymptotically free, the high-temperature expan-
sion is in powers of (1/InT). The same discussion holds
in the case of the backscattering model. At low tempera-
tures, however, we expect similar behavior.

—le(‘lr/c)(A—l) ,

E. Various properties

We wish to establish that there exist solutions
N.(§,H/T) for the thermodynamic equations with the
following properties:

(1) Limits for { —+ «

sinh¥(nxo+y3)

Na =a(*o0)= =1, n=12,...,

sinh?x,

(5.32)

- ___ +__
Xo= » Yo =Xo0, yo =0.

H

T

(2) Monotonic decrease in £ (fixed n)
M(E) >, (8") if £ <.

(3) Monotonic increase in n (fixed &)
Na(E)>Nu(§) ifn>n'.

(4) Analyticity

7,(&§) is an analytic function, regular and free of zeros
in the strip | Im§ | <7 /2.

We now proceed to establish properties (1)—(4). That
the 7,, assuming for the moment that they exist, ap-
proach constant values at { =+ is a simple conse-
quence of the fact that the exponential of the driving term
in (5.26), e _295, has this property, and the kernel
G(§ —¢') has exponential falloff at infinity.

The extreme values of (5.32) may be found by replacing
7, in the GT equations by constants, the Kkernel
by %6(@'——;’), and the inhomogeneous term by O or — oo.
The resulting equations,

Inpt=5[In(1+95 )+ In(1+9i D], n>1
(5.33a)
InpT =5In(1+%5), 7 =0, (5.33b)

together with the large-n boundary condition [conse-
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quence of (5.19)],

+
Mn+l _ am/T
¥ =€ ’
Mn

can be solved as in Takahashi (1971) to give (5.32).

To show the existence of a solution of (5.26) with each
1, decreasing from 7,7 to 7,' as £ runs from — o to
+ o, consider the following recursive scheme [reminis-
cent of an algorithm employed by Johnson (1974) to solve
numerically a similar set of equations in the anisotropic
Heisenberg model]:

177(10)=77n— ’

Inp'=G In(1+7" ) +G In(1+9"7"),
Inp =G In(1+79""")—2e%,

lim (5.34)

(5.35)

where v is the iteration number, 1,2, ....

It is easy to see that for v > 1, 7" is a strictly decreas-
ing function of & with 0<% <7 V. Thus
Nn= limv_,wn,(,"’ exists and, by the continuity of the
functions Inx, In(1+x) and of the integral operator G, the
7, satisfy Egs. (5.26). As such, they are infinitely dif-
ferentiable functions, and one readily verifies that dv,, /d{
is strictly negative.

To verify the analyticity of 1,(&), we take the Fourier
transform of the right-hand side of (5.26a). It is of the
form T,(p)/ cosh(mp /2), where the tempered distribution
T,(p) falls off faster than any power at infinity. It fol-
lows that for n>1, Inn, is regular in the strip

| Im¢ | < /2. This also is true of In%, as a consequence
of (5.26b). Thus all 5, are regular and free of zeros in the
strip | Im¢ | <7 /2.

To complete our discussion of the existence and proper-
ties of 7, satisfying (5.26), we must show that the unique
solution obtained (in principle) by the iterative procedure
described above satisfies the large-n boundary condition
(5.19). To do this, we introduce functions &, by

12
2¢, sinh“nx,

=e "———1.
n sinh?x,

(5.36)
The GT equations (5.26), written in terms of £,, become
En=G(, _1+&,41)+b,, n>1 (5.37a)

&= % In[ 142 coshx exp( —2 exps ) exp(2GE,)] ,

(5.37b)
where
bp=——~In[14e,(1—e m)], (5.38a)
sinh’nx -! (5.38b)
£ —_——— .
" sinh?x,

We see that €,, and hence b,, in (5.37) are of order
exp(—2nx,) for n >>xg!. If the “remainder terms” b,
were not present, Egs. (5.37) and (5.38), together with
(5.34), would have a solution of the form &,=[n—1]&,.
For nonzero b,, we have instead
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En=[n—1)61+ 3 Hpuby , (5.39)
k=2
where
dp s~
Hy(§)= [ JZe® Houip) (5.408)
inh(wkp /2)
2 cosh 2 — ) SIN7TKp/L) | k—Dmip|/2 ,
) cosh(wp /2)exp(—nm |p | /2) sinh(mp /2) e k<n
H, (p)= inh( /2) (5.40b)
2 cosh 2 _ 2 sinmp/e) | —(n—Nw|p|/2 .
cosh(mp /2)exp(—nm |p | /2) sinh(7p/2) e , k>n
T
The operator H,; can be written as a finite linear com- Fee _ 7L T? —TNef T H
bination of [/] operators with positive integer coefficients. - 12 D'T |\,
Hence H,(£) is a positive definite function with & —2
behavior at infinity. The bound —_ 7LT? _LTDf I’ H
12 D’T ||,..

| Hubi (E) | <(n—1)In(1+e5) , k>n

assures the uniform convergence of the representation
(5.39) and we are thus permitted to write

0

[n + 1]§n —[nlgn +1= kz ([n + I]an —[M]H,, + 1,k )by
=2

-3

k=n+2

([k+1]1+[k—1]b; .

(5.41)
For n— o, the right-hand side of (5.41) vanishes, giving
lim ([n +1])&,—[n)é, +1)=0, (5.42)
n— o

but this is nothing but (5.19) expressed in terms of the &,,.

F. Low-temperature behavior

Having satisfied ourselves that well-defined solutions
7, exist, we turn now to study the low-temperature,
T << T, properties of the model. As remarked before, we
expect many to be similar to those of the corresponding
antiferromagnetic Heisenberg model (and, obviously, to
those of the Gross-Neveu model).

We saw that the impurity contribution to the free ener-
gy F'is given by the universal function

I H

Fi=_TN! ,
f T, T

where

fihy=- [ dg In[1-4+71(£,)] .

1
cosh(§ + Int)
(5.43)

This allows us to study asymptotic behavior for
InT/Ty— 0 (— o), as T is very large (small) compared
to To.

The electron contribution F€ is expressed by the same
function f(z,h)
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For sufficiently small # we may expand 1/cosh(§ + Int)
in (5.43),

1

— 2 1—¢2
cosh(Z + InD) t expS(1—t“exp2d
+tiexpdl+ -0 ),

to obtain (we may perform the expansion within the in-
tegral as 7, vanishes for large § as e —2¢)

Fit) =" [ dg expd In[1+7,(5,m)] 4002,

(5.44)
so that
F__ m, T H
L =" 12T —— fdg‘expgln 14+7n, |&, T
4
+0 % (5.45)

Equation (5.45) is valid even when N‘=0, i.e., when the
system consists of N°=DL noninteracting, spin-% elec-
trons in the presence of a field H. Thus we may compare
(5.45) with F¢/L calculated in the conventional manner

F_ T @ —k/T
T =50 | S ooy @k (1 +e=*T)
+ [ dkIn(1+e=*/T)
T2 1 p|’ [m)
.___2_ 317.2_'_ ‘n'T + ? +0(e—‘er/T)
(5.46)
to obtain
H 2  H?
fIn |1 = |l== . 5.47
Jdgefm e, |6, TIEY I
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As the same integral appears in the impurity low-
temperature expression,

F' T? H T* H*
—=——— [dtefln|1 , = e
N T wT, Jdsefm|temy (6,50 | [ +0 T3 T3
1 2 1., T* H*
S T H o = 5.48)
7To 12 Pt T3y T} (

We find that the impurity contribution to specific heat at
low temperature is

Ci=N'

T 5.49
6To ( )

and the magnetic susceptibility [reproducing Eq. (4.30)]
5 2
P ;. Bw
NN (5.50
X 7TTO 47TTO )

where puy is the magnetic moment using Wilson’s con-
vention.
This gives the low-temperature ratio U (Wilson, 1975)

e (5.51)

Being defined within the low-temperature region, U
does not explore crossover properties and can be deter-
mined without solving the model, using Fermi liquid
theory (Noziéres, 1976) or perturbation theory (Yamada,
1975) or Ward’s identities (Zawadowski, 1981) or, on the
other hand, using low-temperature properties of the solu-
tion by a method similar to the above (Filyov et al, 1981)
or phase shift analysis similar to the one to be discussed
in Sec. IX. That the same ratio appears in other models
like the Heisenberg or Gross-Neveu models is expected in
the light of the remarks in Sec. V.D.

G. High-temperature behavior

The high-temperature behavior, while accessible to per-
turbation expansion in the convention approach, is annoy-
ingly hard to obtain from the equations. Still, most of the
physics can be extracted.

For T >>T, only the behavior of the smooth function
1, for {— — « is relevant in an asymptotic expansion
for F'. Using now

sinh®2H /T
sinh?H /T
[Eq. (5.32)], we find

I+7m,=

. sinh(nx * 4y *)sinhx,
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; T ..; 1 H
i £ N Inll =
F'=—-—N'[d¢ T n |1+, |67
cosh |+ In T
i H
——TN'In Zcosh—f , (5.52)

which is just the free energy of an isolated spin (if N'=1)
in the presence of a magnetic field H. The screening of
the impurities magnetic moment, evident for low tem-
peratures from X‘=u?/7T,, thus completely disappears
for asymptotically large T. How rapidly is this “asymp-

totic freedom” approached? We expect a high-
temperature expansion to be obtained in the form
T
. Ay Inln—
F_ 4, 4, 2T,
A N R )
T, Ty Ty
In*In -
Ty
+0 (5.53)
an_L
Ty

in analogy to the high magnetic field expansion (4.33).

To what extent can the coefficients be determined?
Motivated by the form of (5.52) we make the ansatz, to be
inserted into

1

Fi=—Lni[a £ |65

H
T

cosh |{+ In—

T,
that £, is of the form

GO =Eh e /G s EF S
' (5.54)
for{ >+ oo.
The corresponding tails of 7, =e2€"(
sinh®xy)—1, again expanded as in (5.54),
(5.33), if they assume the form

sinh’nxy/
will satisfy

+_ sinh*(nx ¥4y ¥)

-1, (5.55a)
" sinh2x *
y =x", yt=0, (5.55b)
where .
X1 X5
x—-—xo+?+ ;2 +x’211—“é§—L+--- (5.55¢)

and the coefficients x;=
n relation (5.42).

Rewriting Eq. (5.54) in terms of the x;~, we find for
asymptotically large n

are to be determined by the large-

sinhx

» ~In ~n(x*—xo)+y*+1
n sinhx £ sinhx, XXy N
xi xi 'i yi y3 1 xiZ
2 2 1 2 1
~(n— cothxg) i - - (5.56)
e T T e Yot c Pl it €
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Inserting (5.56) into Eq. (5.42) (note the form of the large-n boundary condition), we obtain

xi o oxiooxyt 1|yo —yd  »i—yi _2
2 +§2+ 2 In|¢| +2 2 + 2 In|¢| |=0(77), (5.57)
r
where the right-hand side contains terms (not directly cal- &r =% In(1+7n7)
culable) of the order £ =2 but not £ ~2In | & |. This is due
to the structure of the operator [n] appearing in the = In(2 coshxq) + % tanhx, [fﬂ _ X0 In(¢)
large-n relation [Eq. (5.42)], which has a tail falling off & 2zl
with this power. —2
We thuls) may read off +0E™, (5.59)
~_ Lt 5 which yields Eq. (5.53), with
x1+=x1_=£02i=70, (5.58a) Ao = In(2 coshx,)
- . as before ] (5.60)
x,2+=x,2_=2’_1_y_1_=___£_’ (5.58b) A, =24} = — yxptanhx, .
T

with x; =x; undetermined. The constants x5, which
determine the Wilson number W, discussed in the Intro-
duction, are thus unobtainable by this method. We shall,
however, be able to calculate this important number, us-
ing ideas of universality, in Sec. VI.

Substituting (5.58) into (5.55), we obtain

1 1

The terms proportional to In~%T/T,) can be deleted,
if at the same time T is replaced by an appropriate new
scale Ty. This indeed is the definition we adopt, follow-
ing Wilson, for the Kondo temperature T;. The yet un-
determined coefficients xzi will determine the numerical
relation between Ty and Tj. Thus finally we find for the
free energy

F,=—TN'| In(2 1 hx 1
i N'| In(2 coshxy) — 7x¢ tanhx, InT /T, + >
with x,=H /T, and the resulting susceptibility
x"zﬁ-z— _ 1 +ilnln(T/Tk)
T InT/T, 2 InT/Ty
In?InT /T,
— (5.61b)
In°T /Ty

Note the relative factor of 5 between the In~'(T/T})
term and the InIn(T /Ty )/In(T/T}) term. The same
factor appears in the high-field expression (4.33) and, in
the conventional perturbation theory, accounts for the
% Ing term in the expression for 7.

H. The region H>>T

We now turn to analyze the asymptotic region
xo=H /T >>1. Among other things this will enable us to
describe the passage to the zero-temperature limit.

For large xy Eq. (5.39) reduces to

En=[n—1]&,+0(e ™)

and so §; can be determined from a single equation
Inn, = —2e%+G In(1+7,), which now takes the form

In( exp2&; —1)= —2e4+2GE, +2 In(2 coshx)
~—2e5+2G[11E, +x¢ ,

(5.62)

(5.63)

where we dropped corrections exponentially small in x.
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Inin(T/Ty) In?InT /T,
3 W e (5.61a)
ln T/Tk ln T/Tk
T
We rewrite the equation introducing %;(£,xq)

= exp[xo¥(&,xo)—2e°], as follows:
$(&xo)=1+x5" [ dL’LE—L
X In[1+ exp(xqpo—2e4)],

(5.64)
with
[2]
L=G[l]l=——7.
M=To1+02i
Now we define £ by
2expl =xo¥( E,x0) . (5.65)

For xo>>1, £>>¢, one can replace the logarithm in
(5.64) by xo¥ —2exps; for £ >>& one can replace it by
zero. In fact, the only interval on the § axis for which
one or the other approximation is not valid is of order
Xq 1. Hence

Plxo)=1+x5" [* d'LE&—xow(E,x0)—2¢5]
+0(x5%), (5.66)
which becomes by a change of variables
bw=1+ [ _dyLy—y[bp)-Ce’], (567

where
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C=9(0).

Equation (5.67) could be handled by the same Wiener-
Hopf methods used in Sec. IV. This is not, however,
necessary, as we shall soon see. The impurity contribu-
tion to the free energy becomes

1

Fi=—N'H [°_dy [$(»)—Ce’]

cosh [y + In

2T,

+0(x5h) . (5.68)

This expression must coincide if the T—0 limit is not
singular, with the corresponding expression for the ener-
gy, which is the same as the free energy at 7=0, obtained
in Sec. IV. To see that this indeed is the case we use
(5.57) to isolate the asymptotic T dependence of 7;(A) in
the limit 7—0:

T HC
n,(A)~exle¢ cA——ln 2T,
T
_2TO exp?A /T . (5.69)

For A <B=(c/m)In(HC /2T,) the exponent is positive
and 7,(A)— «; for A > B the exponent is negative and
71(A)—0. Recalling the definition 5, =0" /o,, we see
that the limiting situation is precisely that described in
Sec. IV: nothing but holes for A <B, nothing but one-
strings for A > B. Comparison with (4.28) allows us to
evaluate the constant C:
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(5.70)

c= |
o

Without explicitly determining 3, we have enlarged the
validity of our expression from the T'=0 axis to the en-
tire region where xo=H /T >>1.

I. Numerical solution

Having probed and analyzed our equations from vari-
ous points of view, we proceed to present a numerical
solution obtained by Rajan, employing the iteration
scheme given in (5.39) (Rajan et al., 1982).

The GT equations have been earlier analyzed numeri-
cally by Johnson, who investigated the anisotropic
Heisenberg model. In his scheme, however, the isotropic
limit is inaccessible, since the anisotropy is used to cut off
the equations. The method used here, however, is appli-
cable also in this limit. In a forthcoming work we shall
present the isotropic Heisenberg model and the back-
scattering model thermodynamics.

Here we present the magnetization, susceptibility, and
specific-heat curves as functions of the temperature for
various values of the magnetic field (Figs. 14—16).

The curves illustrate the features we have discussed. In
Fig. 14 we have plotted TX /u}, as a function of the tem-
perature. This is a measure of the effective spin squared
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FIG. 14. The effective spin X T is plotted vs the temperature. It
vanishes as T— O indicating complete screening. The dots
represent the renormalization-group calculation of Krishna-
murthy et al. (1980).

of the impurity. At low temperature the spin is screened
by the electron, while at high temperature, T >> T}, we
cross over to the asymptotic freedom regime, and the
value Sﬁg:% is logarithmically approached, the scale be-
ing set by Ty (T /To=W =1.2902, as will be calculated
in Sec. VI). We also compare with a renormalization-
group calculation (Krishna-murthy er al, 1978). Al-
though the model was constructed very differently, the
agreement is excellent, providing support for the univer-
sality of the results in the scaling regime (see Sec. VI).

In Fig. 15 we have plotted the specific heat C. as a
function of the temperature, for various values of the
magnetic field. Asymptotic freedom manifests itself by
the tendency of the curves to approach with increasing
field the free-spin specific heat (Schottky anomaly)
Cf=x3sec’xq, xo=H/T. The approach is logarithmi-
cally slow, and even at H/T; =9 the curves still differ

0.4t H= 0 k6 [ ]
H =20 kG /

- H =38 kG : -
P

T

FIG. 15. The specific heat vs the temperature for various
values of the magnetic field. The broken line is the correspond-
ing free-spin specific heat. For comparison with experiment see
Rajan et al. (1982).
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FIG. 16. The magnetization as a function of H /T for different
values of the magnetic field. As it is raised, the free-spin curve
(broken line) is approached. For comparison with experiment
see Rajan et al. (1982).

significantly. The crossover also manifests itself in the
temperature dependence, and every curve tends at high
temperature to the appropriate free-spin curve plotted
here for H /T; =9.05.

In Fig. 16 we have plotted the impurity magnetization
as a function of H/T for various values of the mag-
netic field. Again, the free-spin magnetization .///}
=ptanh(H /T) is logarithmically approached both with
increasing magnetic field and/or increasing temperature.
The scales determining this approach to asymptotic are
Ty and Ty, respectively.

The graphs were confronted with experiment in Rajan
et al. (1982) (after all, the Kondo model is not only a
theorist’s toy...). It was found that the agreement with
experiment is much better than might be expected from
such a simple model.

VI. UNIVERSALITY

In Sec. V we have determined the impurity free energy,
F'=F{T,H:D,J), and studied it in the scaling limit
(D— o0,c—0 with T fixed). In this regime the function
is expressible in the form

; T H
Fi=—Tf| =%
s T’ T

’

with Ty being the only scale in the problem. This limit
describes the system at temperatures that are low com-
pared with the bandwidth, and where, indeed, one expects
the model to have physical relevance.

It is important to study the model in this limit, since in
this case the results are independent of the particular way
the model has been defined. The physical situation one
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tries to model is such that the details of the cutoff struc-
ture (i.e., bandwidth and density of states away from the
Fermi surface) are irrelevant. This permits the construc-
tion of the model using various schemes which are expect-
ed to yield the same results in the scaling limit. When
this is the case, these schemes are said to be in the same
universality class. There is no obvious criterion which
determines the extent of the class, but our construction
violates some cherished notions about it. Still, we wish to
show in this section that our definition of the model,
though unusual, has not changed its universality class.
The question as to what, indeed, does determine univer-
sality properties should therefore be further investigated.

A. Conventional lore

At first sight this hope may seem unfounded. Indeed,
our expression for the dynamically generated scale,
To=De ~"/¢ differs in an essential way from the expres-
sion obtained in the more conventional momentum cutoff
scheme (& scheme), where it is given by (Fowler and
Zawadowski, 1971)

Tozg‘/é‘e[—(v/Zg)+a(g)] , (6.1)

with a(g) being a power series in the coupling constant g
as defined in the & scheme. The word “essential” refers
to the absence of the square root of the coupling constant
in our expression. While it is well known that a coupling
constant depends on the scheme defining the Hamiltoni-
an, it has generally been felt that any other scheme which
does not modify the universality class of the problem
would lead to an expression for T, which could differ
from (6.1) only in the analytic part a(g). In particular,
the square root of the coupling has been expected always
to be present.

This view was based on experience with scaling (Yuval
and Anderson, 1970; Anderson, 1970) or renormali-
zation-group (Wilson, 1975) techniques. The basic idea is
to reduce the bandwidth & by integrating out high-
energy intermediate states. For a small coupling g this
merely renormalizes & thus leading to an equivalent
description in terms of a new cutoff &’ and a new cou-
pling constant g’. As one is always integrating over a fin-
ite amount of the momentum range, no singularities may
result and the couplings are analytically related,

g'=Ug)=g+U, g+ U,g*+ - -+ . (6.2)

The two couplings are equal to first order, since in the
tree approximation there are no divergences and therefore
no ambiguities as to the definition of the coupling [note
that g is dimensionless, i.e., that it multiplies a marginal
(or a renormalizable) operator].

If the change is infinitesimal, one can describe the
dependence of the coupling constant on the cutoff by
means of the Gell-Mann and Low (Callan-Symanzik)
function,

d
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and for the Kondo model in the & scheme (Yosida and
Okiji, 1964; Armytage, 1973),

B(g)=(2pg)*— 5(2pg)*+0(pg)*, (6.4)

where p is the density of states given in our convention by
p=1/m.

The dynamic scale T is invariant under the scaling
procedure, so that it must satisfy

9 9
[9 39 P® 3 Ty(Z,8)=0 (6.5)
and is therefore given by
20¢ dx
To=Zexp | [ 300 | (6.6)

where the lower limit is arbitrary and determines the nor-
malization of the scale.

For small g we have
]

)
’ I=6 I_
Be=255

which up to terms of order g* is
Bo(2p)(g+ U 8%V +B1(2p) (g + U 1g*V’+ -+ -,
so that we find, in terms of the new coupling g’,
B'(g')=Bo(2pg')+B1(2p8)* +0(g")*

with the first two terms unchanged.

We find then, that as long as we consider schemes that
can be analytically related, the B function will have the
same first two terms. In the Kondo model, in particular,
where 3, = -;-, the dynamic scale will contain the square
root of the coupling constant.

While these considerations are valid, it does not follow
that a scheme not analytically related to & is necessarily
in a different universality class.

(6.9)

B. The D scheme

As already discussed in Sec. III, the D scheme differs
substantially from the more conventional Ilattice or
momentum cutoff schemes. In the latter, Eq. (1.1), one
wishes to express the eigenstates in terms of a finite,
though large, number of Fourier modes (noninteracting
eigenstates). But as the wave functions necessarily con-
tain discontinuities, the construction can only be approxi-
mate so long as the cutoff is finite. In our scheme, in
contrast, the cutoff is imposed on the fully interacting
wave function and is therefore operative in a different
space of functions. No finite changes in the range of
momentum integration can relate the schemes, as the one
(D) always involves an infinite number of modes, while
the other (&) only a finite number. It is therefore con-
ceivable that the connection between the coupling con-
stant g (defined in the & scheme) and J (defined in the D
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prs dx _ fpx dx
B(x) x[1—3x+0(x?)]
1 1
~———+7In2pg+ - 6.7)

2pg

(where the ellipsis represents terms regular in g), so that
the scale is of the form (6.1):

T

1
2 TTmEta@ |

To= constexp | —

The singular part comes from the first two terms in the B8
function and the regular part from the rest.

It turns out, however, that under transformation
g—Ul(g) of the form (6.2) (which may relate any two
schemes, and not necessarily just two related by scaling)
the first two terms in the B function are unchanged. To
see this, consider the function in the &' scheme,

1+, (6.8)

T
scheme) is nonanalytic. When the cutoff is removed,
however, the spaces of functions coincide and one expects
the two constructions to yield the same answers in that
limit (scaling limit). This was demonstrated in the frame-
work of the Gross-Neveu model (Andrei and Lowenstein,
1979, 1980a, 1980b), where the D scheme (or K scheme)
was first employed. The spectrum and the S matrix were
calculated and found to be in accord with other ap-
proaches.

In a sense this is not too surprising. The Gross-Neveu
model (and the Kondo model) are renormalizable in the
field-theoretic sense. That means, indeed, that cutoff ef-
fects are irrelevant when the cutoff is removed. Still, the
proofs of renormalizability are perturbative and it is not
obvious that they apply to nonperturbative constructions.

Furthermore, the calculations of the spectrum and S
matrix explore only the strong coupling regime of the
theory, while here we are interested in analyzing the
theory over the whole range.

Thus, though we may expect the D scheme to be in the
Y universality class, the “essential” difference in the
form of the scale indicates that the schemes cannot be
analytically related. To determine the connection let us
consider the universal susceptibility function X’
=X{T/Ty) in the high-temperature region, where a per-
turbative expansion in the coupling is reliable.

In the D scheme [Eq. (5.61b)] we find
2

L2
T

Xi— 2
T 2 |7

’

2
In IH l+ouz)
o

(6.10)

which is a double expansion in J and J InJ.
The & scheme (see Appendix C), on the other hand,
yields a power series in the coupling g,
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i B

T . (6.11)

2g 2
1— [0
- +0(g?)

Hence we deduce that the coupling constants are relat-
ed by

28 2J

28 112
™ T 2

2
_ m2 o0,
o

(6.12)

Owing to the scaling property of the theory the identifi-
cation holds over the whole range of the temperature and
in particular accounts for the “missing” square root in
To. The B function in our scheme can now be deduced
from (6.8) or from the form of T, and is given by

2
B)= [fr— , (6.13)
where
e
1—($)0%

where the “second term,” namely, %(2.//17)3, is absent. If
we look back at Eq. (5.61b) or (4.33), we find that the fac-
tor f3, =% occurs in the combination of In~'(x) term
with the In~2%(x)Inln(x) term in the universal functions.
It is this combination that makes up the running coupling
constant. It is when we insist on a construction where the
weak coupling expansion is given by a power series that
this factor makes its appearance in the 3 function.

We have established the connection between the
schemes assuming universality, namely, that the same
function X(T /T}) is obtained in the two schemes (once it
is expressed in terms of the scale T, whose structure, in
turn, need not be universal).

Evidence that X’ is indeed universal is provided by
comparing our results (Fig. 16) with those obtained earlier
by renormalization-group calculation (Krishna-murthy
et al., 1978) plotted on the same graph. The agreement is

excellent. |

A more stringent test, though, is the calculation of
W =T, /Ty, the temperature crossover number, which
forms our main result.

C. Calculation of W

The calculation of this number belongs, strictly speak-
ing, to Sec. V.G. It is determined, however, by the coeffi-
cient x;3* =x3, which, due to the form of the boundary
conditions at n — oo, we could not calculate using a high-
temperature expansion. Still, the idea of universality sug-
gests another way. Thus we express W as a product of
W’=TH/T0 and U-:Tk/TH,

(6.14)

W' is the magnetic crossover number whose determina-
tion involved the complete solution of the model, yet
which is much easier to find than W, as only maximum
spin excitations for a given energy are involved. One
finds (Andrei and Lowenstein, 1981)
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The number U =T} /Ty, on the other hand, can be cal-
culated without having to solve the model at all (see Fig.
5). The asymptotic regions parametrized by T, and Ty
are the high-temperature and high-field regions, respec-
tively, both of which are in the weak coupling regime and
thus susceptible to perturbative expansions.

To determine U we construct the model in the &
scheme (momentum cutoff), in which the weak coupling
expansions are given as power series in the coupling con-
stant. Being universal, U could be determined in any
scheme.

In Appendix C we have calculated the impurity free
energy to second order in g. For the case S = %,

F! H g H H
—=—1In {2cosh—; R —
T n |2cos T +1r TtanhT
2
g 1 H? 2H exp(H /T) H | 2H g | 2H 2
— | = —=—sech—+ = = |1 - ——— — o
7| 277" T | 2coshm/m 8|7 |7 |V T TE T || [THEe ] | F0Y
(6.15)
where we have dropped terms independent of the field. Here
1
é(t)= fo dx (1 —x)exp( —2xt)[7r2cscX(mrx)—x "2 —(1—x)"?], (6.16)
and Ei is the exponential-integral function. Asymptotically,
2
gH g ed T
—-H 2H |= | In—=- Y, -
T A |y T0ED, {0
F— 2 (6.17)
H?> gH? _H?|g D T
= 22— | & /42 3 £
oT T ar T2 | | |Bre T | FOE) o
where
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nB= [ dx(1—x)%x(mcsc?mx —x ) (6.18)
and Iny is Euler’s constant. The magnetization therefore is given by
2
1 |{2g 1 |2g H 3
1—= |2 — | %5 AT
> | > lng +In2 | | +0(g”)
- g 5 ) 2 T (6.19)
1= ?g + |*& In——-—InBye =741 +0(g?) .
The constants in the second-order terms are used to normalize the scales .77, and .7 g (the scales as defined in the &
scheme)
 |el1=3nH /T y) "' — £ (InH /T )" nInH /T 4 +O(InH /T )]
PR (6.20)

,u%[l—(lnT/.?k)_'—-;—(lnT/Yk)"zlnlnT/Yk+O(lnT/5‘k)“3] :

so that no (InH /.7 5 )~? or (InT /.7 )~? terms appear in
the expressions. Hence

T
=—k=2[37e“7/4.

6.21
Th ( )
But the ratio is universal, so
T Ty
Iy Ty

We therefore deduce that the temperature crossover num-
ber is

W =2Bym'/%e %%, (6.22)
and substituting the values

Iny =0.577216 ,

In3=0.662122 ,
we have (Andrei and Lowenstein, 1981)

- =0.102676 (6.23)

This number was first calculated by Wilson using nu-

merical renormalization-group techniques. His result
(Wilson, 1975) is
w
——=0.1032+0.0005 , (6.24)
41

in good agreement with ours.

We thus find that our scheme, although not analytical-
ly connected to the conventional schemes, is most prob-
ably in their universality class.

To summarize: the concepts of universality and renor-
malizability have been shown to have a wider range of ap-
plicability than suspected earlier. This important ques-
tion should be further studied.

Vil. THE KONDO MODEL WITH ARBITRARY
IMPURITY SPIN

We turn now to the consideration of a system of elec-
trons interacting with a localized spin S of arbitrary mag-
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I
nitude. To realize this situation one needs a conduction
band with only s-wave character or else the (2S5 + 1) spin
states of the impurity would couple to the higher angular
momentum states of the electrons leading to an
SU(2S + 1) Kondo model (Cogblin and Schrieffer, 1973).
Here we shall discuss the spin-S representation of SU(2),
leaving the more realistic case of SU(n) symmetry to the
next section.
We consider, then, the following model:

H=—i [ $3(x)0,¢,(x)dx +2JS3(0)04s$,(0) ,
(7.1)

where now S, the impurity spin operator, can be in any
representation of SU(2).

The model is again Bethe soluble, and the construction
of the eigenstates is similar to the corresponding construc-
tion in the fundamental, spin-5 representation, with the
modifications occurring only at the second Bethe-ansatz
level. Now, to use the billiard ball picture, the impurity
site can hold up to 2S balls, whereas the electron sites
hold up to one ball only!

This leads to a diagonalization procedure that is very
similar to the one discussed thus far, which yields, howev-
er, a ground state characterized by a total spin (S —%);
this partially screened impurity spin (Mattis, 1967), of
course, manifests itself in the thermodynamic properties,
as we shall discuss soon.

The spectrum of excitation, however, built on that
ground state, has the same structure as the spin-% spec-
trum. It consists of “hole states,” namely, spin-% dressed
electrons, whose energy is given by

Nh
AE= Y 2D(tan

i=1

_1c(1r/c)m,."—n

).

The energy depends only on the positions of the holes,
{A,-",i: 1,..., N"} , and not on the total spin of the state,
which may vary from maximal spin-%N k to zero, depend-
ing on whether we have added the appropriate n-strings to
couple the spins of the dressed electrons.

The thermodynamics is developed along familiar lines:
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it is again expressible by a set of functions {7, } satisfying
the identical GT equation, with the difference that the
impurity free energy is now determined by the (2S)th
member of the set:

1 In

1475

i_ T H
Fi=——— [d¢ &

cosh

In—
&+ "

The discussion of scaling, cutoff procedure, and univer-
sality may be taken over entirely and applied to the
present case. Yet still in this framework the few changes
we indicated lead to new and interesting features.

Thus consider the zero-temperature impurity magneti-
zation. Its free value is given by .#F=u.#sgn(H), and it
is approached asymptotically at high field

1 Inln(H /T})
" 2In(H/TE)  4InXH/TE)

M u2S |1
H>>Th

+O0In~3H/T}) |, (7.2)

where we introduced the characteristic high-field scale
T} by absorbing the In=2(H /T}) term.

For low fields, on the other hand, a free spin (S -——%)
behavior is logarithmically approached:

1 InIn(T} /H)
2In(Th/H)  4InXT)/H)

M n(2s —1)
H<<T,’l

1+

+O0In—¥ T,’,,/H)] , (7.3)

where again a low-field characteristic scale T); has been
analogously defined.

We thus observe a crossover from the asymptotically
free high-field region where the system exhibits a free-
spin behavior with the typical perturbation correction to
the low-field region, where now the spin is only partially
screened and approaches the values (S — %).

The ratio of the scales

W'=—r (7.4)

is a universal number which turns out to be very simple.
We shall find, indeed,
172

Th+Th=Ty= T, , (7.5)

where To=De ~"/¢ is the basic scale determined by the
fluctuations, and which in the case S =-;— uniquely
parametrized the low-field, low-temperature region.

The same pattern, of course, occurs when we consider

the temperature dependence. One finds

SS+D{1=In"NT/TH— s InIn(T/THin=AT /T +O0[In~3T/TH]}, T>>Th

(7.6)

(S — XS + D) {(1+In"NTL/T)— In (T} /DIn=X T} /T )+ O [In=3 T} /D)), T<<T} .

We observe the crossover to a partially screened spin
(S — %) ground state. The scales T7, T}, the high and low
Kondo temperatures, parametrize the respective regions
in the temperature. Their ratio is again universal, and we
define

T
== (7.7)
Ty
We shall find again
Ti=Ti=T, .

Thus the numbers characterizing the crossover proper-
ties in the H-T plane are extremely simple, indicative of
the fact that the physics in strong coupling regions is of
the same nature as in the weak coupling limit.

To complete our account of the universal numbers in
this case we also calculate U,

=—. (7.8)
This universal number is not a priori a crossover
characteristic, being defined primarily in the high-field,

high-temperature region. It can, however, be considered,
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r
in our case, as a generalization of Wilson’s number, if we

view it as
T T,

=U. (7.9)
TH TH

A third way to generalize Wilson’s number is to con-
struct

(7.10)

the ratio of the temperature scale Tj to the fluctuation
scale T, which in the former case also played the role of
the strong coupling scale. This proliferation of crossover
characteristics is due to the fact that now there is no com-
plete screening and thus no unique scale associated with
it.

The diagonalization of the higher-spin model and the
construction of the thermedynamics were carried out by
Fateev and Wiegmann (1981a,1981b) using Baxter-type
transfer matrix methods and also by Furuya and Lowen-
stein (1981) by means of Yang’s method. The calculation
of the universal numbers was given in the last reference,
though it is presented here slightly differently.
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A. Diagonalization of the Hamiltonian
and the classification of states

The system we study consists of N¢ electrons on an in-
terval —L /2 <x <L /2 interacting with a spin-S impuri-
ty located at x=0. The Hamiltonian describing the sys-
tem is (in first-quantized language)

_,2

P x/ +2J 2 8(x;)o;°S ,

j=1

with 30,» being the jth electron spin operator and S the
impurity operator. If we set S =%, we retrieve (2.7b)
(here we did not include potential scattering).

We wish to construct a complete set of wave functions
which are simultaneous eigenstates of h, ., and ., (&
is the total spin operator) and which are antisymmetric
under exchange of electrons.

We shall use the formalism developed in Sec. II.G.
Thus consider a wave function of the form
Ne Ne

Gy(x,a)=3 (—Dfexpi 3 kpix; 3, 3, Gv(xg)é‘:‘ga ,
P j=1 Q v=0 "

(7.11D)

where x =(xq, ... ,xN,) and a=(ay, ... ,aN,) are the
coordinates and spin indices of the electrons, and where a

denotes the impurity spin index, —S <a < S.

0,(xg)=0(xg1< "+ <X, <0<Xg(y41< "' <Xppe)

locates the impurity within a given arrangement of the
electrons QES,. and ag=(agy, - . - ,aQN,). As we have
incorporated fermionic bookkeeping, the momenta satisfy
ky<ky<ky< -+ <kye

The energy eigenvalue equation places the following
jump condition on the £ coefficients:

v—1 v v—1
g _§“Q,a +J(a)“gv a(’?v'(S)aa'(g“Ql"' oL :

%Q.a ag, aQNea
+§am“-abv"'awa"=° (7.12)
and the periodic boundary condition imposes
kL y_
§aj,ga= i ;,aj}z ’ (7.13)

where g stands for any permutation of the N°—1 indices
[ak’k:réj] .

Combining (7.12) and (7.13), we obtain an eigenvalue
equation for 52,,,
J
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ZEO=AE°, (7.14)
where
A=t (7.15)
Z =Y P . (7.16)

Here P is a cyclic permutation operator acting on the

electronic indices, P=23...N°l, and
Yon=F1+50%,.5°+ 38(07%.S " +op.S*), (117
where
cr1 2
?=J+z.[1 S(S+1)Jz] ’ (7.182)
J+i[14+S(S +1)J7]
o= 24 (7.18b)

J+i[1+S(S+1)J%] "’

so that |F+S§| =1, and we may set 7+ S§=e"", with 7
real.

We wish to give §,2 « @ more convenient representation.
Thus consider a lattice of N =N¢+1 sites and a set of M
billiard balls, i.e., down spins (here balls and vacancies
play the role of the striped and unstriped balls of Sec II
and Appendix B). In contradistinction to the spm-- case,
however, site 0, the position of the impurity, is special in
that it may contain up to 2S balls, allowing 2S5 + 1 impur-
ity spin states with the z component determined by the
number of balls a at the site,

S, =(8—a), a=0,...,2§5.

Thus, as we have 2S5 4+ N°€ slots for balls, M of which
are occupied (i.e., are down-spm- ), the total z com-
ponent is S, = %[25 +N¢—2M]. Denoting by y; the po-
sition of the jth ball, we may represent £2, as follows:

§(§)l,....aN¢,a=¢a(ylx LR ’yq) ’ (7.19)
where S —a balls are at the site 0 and ¢ =M —(S —a) of
them at sites y;,...,p,, With O<y; < <y, <N°

The z-component angular momentum is conserved by the
Hamiltonian, which connects only amplitudes which
satisfy

Fy=5[S+N°*—2M]=5N+a—q .

In terms of this representation the eigenvalue equation
becomes

AbaVi, - - s Vg NO)=(r —as)pa(Ly;+1, ..., 9, 1+ D+sV(S+a)(S —a+1Dde_1(p1+1,...,p,1+1),
(7.20a)
Abg 1, .-, Yg <NO=(r+as)pa(y1+1, ..., 9, +D+sV(S —a)(S +a+ Dy i(Ly;+1,...,y,+1), (7.20b)
where
A= A , (7.21)
F+5S
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F i+3
r=————=- 7 (7.22a)
F+5S  i4+(S+7)c
$=7 SA =7 ¢ 1 , (7.22b)
F+5S  i+(S+5)c

with c—2J/[1—S(S+1)J2] generalizing to arbitrary
spin the spin-3 result ¢ =2J/(1—~J2) [obtained from
(2.42) by setting J'=0, i.e., J"'=J].

As the Hamiltonian is rotationally invariant, we may
require that the wave function have a definite angular
momentum % (it has a definite ¥, by construction).
Thus we impose

S LE°=0,

which selects these states with ' =.7,. The other states
may be obtained by a repeated application of . _. In
terms of the ¢, (y) representation, this condition takes the
form

V(S —a)S+a+ Dy, ...,¥,)
=— X $ar1iVi---,¥,

1 <Y#yj

<3 Y) s

(7.23)

where —S —1<a <S.

This condition may be recognized as generalizing the
corresponding condition for spin-% as presented in Ap-
pendix B.

The discrete eigenvalue problem is again susceptible to
a Bethe-ansatz solution. Using the interpretation of the
variables a,y;,...,y, in the ¢,(y) representation, and
studying the cases of M=1,2, we are led to generalize the
form of the ansatz, as presented in Appendix A, as fol-
lows:

,V2) =V, ZAP H & (Ap;)

i=1

¢a(yl,~--

X Hf(AP<s—a+j),}’j) )
j=1

(7.24)

where the summation is over all permutations of
M =S —a +gq symbols, where ¢ and f are single down-
spin wave functions, the first being associated with the
site O and the latter with the rest, and where 4, and v,
are coefficients to be determined.

By methods analogous to those discussed in Appendix
A the following solution to the ansatz is constructed. The
single particle wave functions are

A==, (7.25a)
i(1—A)—§
RV — 25
A=V i se (7.250)

with
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c
j_ ’
c
1—-A)—<
i ) 5
and the coefficients are given by
172
28
Vo= |(28)75 7 o , (7.26a)
A, i(Apj—Apj)+c
e LS (7.26b)

A, i(Api—Apj)—c

where P'j=P(j +1), P'(j + 1)=Pj, and where the param-
eters { A, ] satisfy the coupled set of equations
NE

. c
il=Ap+7 [i(—A,H—Sc
i1—A,)—< i(—A,)—Sc
2
M i(As—A,)+c
I=Il i(Ay—A,)—c (7.27)

Setting S —% reduces these equations to those presented
in Appendix A. In terms of the {A,} solution of (7.27)
the eigenvalue A of Z is found to be

x=€iﬂ H#J .

j=1

(7.28)

For a detailed proof see Furuya and Lowenstein (1981).
Equations (7.27) and (7.28) have been deduced by Fateev
and Wiegmann, using transfer-matrix formalism.

B. The spectrum

From the eigenvalues A of the Z matrix we find the al-
lowed momenta k; and construct the energy eigenvalues:

E= 2 ——n]+D 2 [6(2A,—2)—7],
j=1
where again D =N°¢/L, ©(x)= —2tan"!(x /c), and where
we have dropped the term (N¢/L)n. As before, we intro-
duce the cutoff K by imposing (27 /L)n;| <K, and
transfer here the philosophy, discussion, and song and
dance presented in the spin- case.
The spin momenta {A,} are determined from

(7.29)

M
N°O(2A —-2)+6 =3 O(A,—As)+27I, ,
6=1

(7.30)

where I, are integers (half integers) depending on
(N°—M)’s being even (odd). The configurations {n;,I,}
are the quantum numbers of the states.

We proceed as in the spin-% case:

The ground state. The {n;] quantum numbers are at
their minimum, subject to the cutoff X, and the {1, } spin
quantum numbers form a consecutive sequence
IY+ 1 217, + 1
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We introduce a A density, o(A), by A, 1—A,
=1/0(A,), and deduce an integral equation for it (see
Sec. III for details),

0u(M)+ [ dN'O (ANK(A—AY=FA), (7.31)
where
1 1
KA)=——F (7.32a)
T ¢ +A
as before, while f is modified to
1
_N‘-’ S
(A)=+ : +
d T [ (36?4 (A—1)?  (Sc)+A?
(7.32b)

The solution of Eq. (7.31) yields the ground-state A distri-
bution (in Fourier space)

e, —ip —[S—(1/2)1]¢/2|p
Foslp)= N'e £ (7.33)
2 cosh —023 2 cosh 5211

Hence we determme the spin of the ground state from
M =05,(0)=+ _(N°+ 1), which leads to

S =S+ 3N —F(N+1)=S —7 . (7.34)

The impurity spin thus is only partially screened
(Mattis, 1966), and the ground state is 2S-fold degenerate.
When we study the susceptibility, we shall indeed find
that the susceptibility diverges accordingly.

While the nature of the ground state is modified, the

structure of excitations built upon it is identical to that of

the spm-— case. That is because the excitations are deter-
mined by the kernel K(A), which is the same in both
cases, while the ground state depends also on f*(A).

Density excitations. These excitations, associated with
the {n;} quantum numbers, are as boring as before. They
correspond to massless particle-hole fluctuations which
decouple from the rest of the spectrum (in the scaling re-
gime).

Spin excitations. These are induced by variations in the
{1,} quantum numbers.

Thus generating “holes” in the ground-state sequence
leads (as in Sec. III) to the density equation

oA+ M)+ [ K(A—Aa(A YA =f(A),

with (7.35)

Nh
dfA)= 3 8(A—-AD,

i=1
where {AMi=1,...,N"} are the “hole” locations. The
solution is ldentlcal to the spin- 5 case,
Nh _—iAfp (e/2)|p |
G(p)=0glp)— 3, £ e
7= 2cosh

s (7.36)
L
2
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and leads to the same excitation energy,

Nh h_
AE=E —Ez=2D 3, tan(e'"’"™ ") | (7.37)
j=1

Each hole excitation is a spin-% object, as follows from

AM =AG(p =0)=—N* . (7.38)

These spm-— exc1tatlons, the dressed electrons, corre-
spond to those in the S =~ case or to the spin-wave exci-
tations in the Heisenberg model

If we hold the number of electrons fixed, then N* must
be even, and the simplest excitation is the triplet where
the two spins are coupled symmetrically.

The two excitations may also be coupled antisymmetri-
cally to give spin-zero by the addmon of a two-string
{A+*,A~}, where A*==(A"+A%)+ic/2, to the A-
momenta sea. The same calculation as before now shows
that AM =(— %'2) + 1=0; thus the state is a singlet, and

(/XA —1) (m/eXAl—1)

)+tan~ (e )]
and hence degenerate with the triplet. Again the direct
contribution from the string is canceled against the in-
duced backflow of the sea.

To obtain the general structure of excitations we adopt
(with due caveats) the string hypothesis (see Sec. III) and
rewrite Eq. (7.29) in terms of the real parts A.;,") of the
string

AE =2D[tan" (e

A=A+ 1—(n+1—2j), j=1...,n

to yield the generalization of Eq. (3.36) to arbitrary spin

ZA,(,") -2 min(2S,n) ZA;,")

N¢© —
2S +n+1-2/

I=1

[} M8

2 ,,m(A.;,")—Az)M))-f-ZﬂI;,”, ,

(7.39)

where O,,, has been defined before and we have M, n-
strings,n =1,2, . . ., o0.

We convert these algebraic equations to an integral
equation by the usual procedure (see Sec. III). Thus hav-
ing chosen the configurations {I, "} and determined the
corresponding n-string { A (’”} one forms the functions

V,,(A)z—l— N¢© __2/\_—2
21 n
min(2S,n) 2A
o|——=—~
t 2 Ol

[} M8

2 O (A —AE™)

where the As"‘) have been obtained before. Those values
of A satisfying V,(A,”)=I," are the already known n-
strings and those satlsfymg Vi (A" =J{", where J"
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are the integers not included in the {I,‘,"’} sequence, are
the n-string holes. Introducing n-string and n-string hole
densities o, and 0%, respectively, we have from the defini-

tion of ¥, K., LY Prp)+K_ P p_(p)=K_ P Fu(ple’PB
dv 2 2 21
dA" =oh(A)+0,(A). (7.40)
=K, | |g.(A)eh
Hence we obtain for o, and o a set of integral equa- 2m
tions (744)
h+ ~ .
Jn=0n ZA""'U'" ’ (7.41) where we have introduced g;(p)=sf(p)/[1+K(p)]
=0o(p), which is the ground-state A density given by
where (7.33).
fo=fetfi (1.422) The Laplace transforms of f(A) and g (A) are given by
fE=[n]N®S(A) (7.42b) (7 )_ S
i (Sc)2+A2
. min(2S,n) 4 2
fi= S [2S+n+1-2/]8(A) (7.42¢) £y +<A—”
j=1
(Anm and [n] have been defined before). This generalizes 1 A—1le.. Ct Al
Eq. (3.40) by modifying the impurity part f:. = [, ar N ‘e !4~ sin=- +e = I4 Visin(Ser)
Obviously, the above discussion applies to the Heisen-
berg model, where one spin-5 has been replaced by a
higher spin S. (7.45)
1 N°¢ +S
C. The zero-temperature magnetization g(A)=— + 2 (— __l____2
¢ T ¢ ;= (+S12+A
2cosh [—(A+1)
The method used to calculate the zero-temperature ¢
magnetization curve has been detailed in Sec. IV, and we o ) )
shall therefore omit many details here. (—1Ye ~(m/OA—12j+1)
In the presence of a magnetic field H the lowest-energy =
state is characterized by a density of real A-momentum
which vanishes in the ‘“‘depletion region” (— «,B) and ) ® -
. <z _ i . . — At
thus satisfies + " j§0( 1y fo dt sin[(j.=S)ct]e ,
op(A)+ fdA'oB(A')K(A—A’)=f’(A), (7.43)
for which f* is given in (7.32) and K in (7.31). The Fermi (7.46)
level B is determined by the magnetic field. This equation ’
is of the Wiener-Hopf type and is solved by Fourier which allows us to solve for p4(p):
|
> ( p,t—(2]+l) ;B—1|+2 [ “drtsin[(j +S)ct]p+(p,t;B), B<O
j=
p+(p)= ) (7.47)
— fo dt lN‘si —Cz— p+(p,t;B —1)+sin(Sct)p+(p,t;B) |, 0<B <1,
with p+(p,t;B) given by (4.21).
We find therefore the following expression for the magnetization:
M =21 =pu[Ne+28 —25 ,(0)]=p[2S —1+p_(0)]=t+.4" . (7.48)
The electronic contribution is given by
5 172
Me=p | = | LTye™8’¢, (7.49)

where we have kept only the leading term in e ~"/¢ (higher terms lead to departure from scaling).

bution is
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transforming and factorizing the resulting kernel to ob-
tain for p+(A)=0(xA)o(A +B) (see Sec. IV)

The impurity contri-
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< B L 2mBt /e, tlInt — )~ L
u ZS“H,%("W I =sin[(j +8)2me]e™ /%! U (5 +1) |, B<O
M= J (7.50)
(28 —7372 fo —thin(Z'n-St)e'Z"B’/"e'”""”l“(—;-ﬂ-t) , 0<B<«<1.
Identifying the electronic part, as before, with the contribution of a free gas of electrons, we find
172
,/l{e=,u, < LTOe"B/c:I‘L& , (7'51)
me m

so that the dependence of the Fermi level B on the magnetic field is given by e™/=(e /27)!/XH /Ty)=H /T, as be-

fore.

Inserting this relation into the expressions for .#%, we find the magnetization curve .#°=_#(H /T,) exhibiting the
g P g

scaling phenomenon.

In the present case, where S > %, the asymptotic behavior for H >>T and H << T are controlled by the behavior of
the integrand near t=0. In order to get the expansion of the integrand in (7.50) for small ¢ of the expression valid for

B <0, we first sum over j, using the following identity:

S (= Vsin[(j +S)2m] = L S0l@S =Dmt] - L og

j=0 2 cosmt
We then get
1
u(28 —1) [1+ [T dre MVt (1—C—2m2) + ¢ Int +0 (1)) ] H<<T,
.//{iz ® 2t (7.52)
u2s [1+ [ e HIBETON L 1(1—C —21n2)—t Int +0 (12)] ] T, <«<H ,
where C is Euler’s constant. Using again Eq. (4.31), we find the asymptotic form of .#*:
1 Inin(Ty /H) 1
2s—-1) |1+ — , H<T
l 2I(Ty/H)  4InX(Ty/H) In(H /Ty =~
M =p 2l ) Inln(H /Ty) 1 o H D (7.53)
2In(H/Ty) ~ 41n(H/Ty) H /T2 || VTS
r
where we have redefined the scale in such a way as to ab- proaches, up to logarithmic corrections, the value

sorb the In~%(H /T) term.
The new scale is given by
172

T, (7.54)

Ty=

just as before; however, note that it is the same scale that
governs both regions. This need not have been the case,
as the In~%(T,/H) term in the one region and the
In~%(H /T,) in the other could have been multiplied by
different coefficients and thus have led to two different
scales. As it turns out, the situation here is simpler than
in the spin-—;- case, and we find (Furuya and Lowenstein,

1981),

W=1, S>7. (7.55)
We still do observe a crossover behavior. At high fields
we have the perturbative region where the magnetization
tends to the free value .#..=2uS and has logarithmic
corrections typical of asymptotic freedom.
At low temperature, however, the impurity is partially
screened (Mattis, 1964), and the magnetization ap-
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p(2S —1), as expected from the study of the ground state.

D. The thermodynamics

The procedure is the same as discussed in Sec. V. The
partition function factorizes, Z =Z,Z,, where Z, de-
scribes, as before, the density fluctuations and is not
modified. The spin-fluctuation part Z, is expressed as a
functional integral over o,,0" the n-string and n-string
hole density, respectively. In terms of the densities we
have for the energy and entropy (see Sec. V),

Er+2HM = 3 [ dAa,(A)g,(A), (7.56)
n=1
=3 [dAlo,+0")in(o, +0)
n=1
—oplno, —oltina?], (7.57)

where
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g.(A)=D |© —m | +2Hn .

2A -2
n

The densities {a,,,crﬁ } are constrained by the equations

fo=0t+ 3 Appom, n=12..., (7.58)

m=1
where

min(2S,n)
fo=[nINSA-1)+ T

j=1

[2S +n +1—25]5(A) .

Thus the change from the spin-% case occurs only in

the impurity part of f, (Fateev and Wiegmann, 1981; see
also Furuya and Lowenstein, 1981).

As the dependence of the entropy and energy on the
densities is as before, the minimization leads to the same
set of thermodynamic equations for 7, =0t /o,

gn(A)

tn[1+7,(A)]= "+ S AIn[14+7,74(A)]
m=1

(7.59)
The free energy, however, does take on a different
form. As before, it is given by
Fy=—T73 [dAf,(AMin(147,"),
n=1

but f,, may now be rewritten, using the identities

[n]=GA,, (7.60a)
and
min(2S,n)
2 [28 +n +1-2j]=GAys,, » (7.60b)
j=1
as
[n(A)=G[N°®A4,,8(A —1)+A,5,6(A)]. (7.61)

Again, using the GT equations (7.59), for n=1 and
n =28, F, becomes

Fr= [ dA o§(A){g\(A)=Tn[1+7,(A)]}

+ [ dA olgrs—TIn(1475,)1, (7.62)
where
e
oE=GNS(A —1)= N
2c .
cosh —(A—l)]
C
and
h=GsA)=L —1
¢ cosh%A

Combining now the spin and density contributions, we
find
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wLT?

F=Eo—"0

~T [ dA{o§(A)n[1+7,(A)]
+oo(A)In[1+7,5(A)]} ,

(7.63)

with E, being the T- and H-independent ground-state en-
ergy (cf. discussion in Sec. V).
The impurity part F' has thus been modified to

Fi=—T [ dA of(A)In[147,5(A)], (7.64)

while the electronic contribution is unaltered.

The scaling form of thermodynamics is achieved by
taking the proper limit: D— o, c—0 with Ty =De ~"/¢
fixed. Changing to the £ =mA /c +In(Ty/T) variable, we
find for the GT equations

Inm, = —2e*+GIn(1+7,), (7.65a)
Ing,=GIn(1+7, 1)+GIn(1+7,_,), (7.65b)
tim ({n + (1490~ [nlin(14 7, 0} =2
n-— oo
(7.65¢)
and for the free energy
F=Ey+F¢+F'+0(e~™/T), (7.66)
with
em_ LT _ e (7.67)
Fe= 5 —TLDfu) |37 o :
; T H
i = =1 (7.68)
F Tf s To' T
where
Folth=== [ de————in[149,6,h)] .
J 27 cosh(§ +1nt) =

(7.69)
We proceed to discuss now the low- and high-
temperature regions. The functions 7, are smooth,
monotonously decreasing in §, and tending to finite limits
as {—>+w. The most important contribution to F’
comes from the region §{ ~In(Ty/T), i.e., § large and neg-
ative (positive) for T >>T( (T <<Ty). The case S =—;— is
an exception, in that 7, ({ = «)=0, so that also the inter-
mediate region in { becomes important. This case was
discussed in Sec. V, where it was shown that information
may still be extracted through the known properties of the
free fermion gas. The S >% case is more straightfor-
ward, and we can construct an asymptotic expansion
from the properties of 7,,.
Thus

Fi~ _%n[wnzs(g_):w,xo)] ,
(7.70)
o0,
T
_—
T,
0,

1
S>3

and using the asymptotic values 1]%5 (5.32), we have
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sinh(2S +1)x, T
_— —_— |, T —®
SiﬂhXQ To
Fi=
sinh2Sx T
- — |, =—-—>o0,
Sinth To

where xo=H /T.

(7.71)

To find corrections to the leading behavior, we have simply to use the asymptotic expansion of 1,(£) as studied in

Sec. V:
sinhmx 1 1
._ln[1+"7n(§ h)]=In —m + (m cothmxy—cothxg)xg 2_§ 4§2 ? , (7.72)
with
n+1 if {——
M=1n ifE>4w.
Hence
SRS+ DX o) . 1 In|In(To/D)| |
po | sinhx +[(28 +Deoth(2S +1xo —cothxolxo | 51 or oy = aniry /1y |2 P> T>>To
_E_ (7.73)
T ) sinh2Sx (25 coth2S o) 1 In|In(Ty/T)| T << T
M inhx, T\ cothasxo—cothxolXo | Sy r U T T am(To D) P L 0

where the corrections are of order In=%T'/T,) in both the
high-temperature and low-temperature regions. These
eorrectlons can be used to define the respective scales Tx
and TK by absorbmg them into the In~2 term. We shall
find TE=Tk=Tx=WT,, where W is determined in
(7.85). This is the spin-S Wilson crossover number.

The two asymptotic expressions differ only in that the
factor (25 + 1) in the high-temperature expression is re-
placed by the factor 2S in the low-temperature expression,
thus indicating a transition from the asymptotically free
limit, where the impurity spin is unscreened to the low-
temperature region, where its value is effectively reduced
to S — 5, in accord with the study of the ground state.

E. The numerical solution

We now proceed to display some thermodynamic func-
tions for different values of the impurity spin S. To do so
one needs to solve the GT equations (7.65), which are the
same as for the spin-% impurity case (Sec. V). Having
obtained the set of functions {7, }, one finds the impurity
free energy for the spin-S case from the function 7,s, us-
ing Eq. (7.64).

The results (Rajan et al., 1982) are displayed below. In
Fig. 17 we have plotted TX(T)/u?* as a function of the
temperature for different values of the spins S —%,1, >
This quantity is a measure of the effective spin squared.
The curves manifest the screening of half a unit of the
spin as the temperature is lowered below T to the strong
coupling regime.
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In Fig. 18 we have plotted the specific heat C! as
a function of the temperature for spin values S =, 1,~ >
We have also indicated for comparison the results of a
renormalization-group calculation (Oliveira and Wilkins,
1981) performed on the GRL (generalized resonance level)
model.

We observe that for a higher spin the curve C/ free=0
is approached. This is the value of the specific heat (for

0.2

FIG. 17. Effective spin [-;—Seff(Serf+ 1)] graphs as a function of

3

1
the temperature for S=7,1,7. The curves cross over from

Serr=S at high temperatures to S.=S — % at T=0.
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zero magnetic field) in the absence of interactions. The
fact that by increasing the spin value the effective interac-
tion is weakened (“asymptotic freedom phenomenon in
the spin”) is also manifest in Fig. 17, where again the
higher-spin curves tend towards the corresponding nonin-
teracting spin-S curve (TX /,uz)free=%S(S +1). Of
course, this can be deduced more directly from the GT
equations by studying 7, for large n.

F. Scales and universal numbers

In this subsection we determine the dimensional scales
parametrizing the impurity magnetization .#* in different
asymptotic regions of the H-T plane. We use the
behavior of the magnetization to provide the various
scales.

Consider thus the zero-temperature magnetization. As
we have seen in (7.53), the asymptotic expansion for .#" is
given by

Solution of the Kondo problem

0.18
0.16

0.4

0.12

. 010
s 008
0.06
0.04

0.02

FIG. 18. The specific heat as a function of the temperature for
spin values S = %, 1, %

(2S —D{14+(PIn~NTh /H)—($)In~ATh /H)nIn(Th /H)+O[In~X(Ty /H)1}, H << Ty

M =p

(7.74)

2S{1—5In~NH/Th)— +In=2H /T})InIn(H/T)+0[In~XTy/H)]}, Ty <<H ,

where T} and T}, the scales parametrizing high and low magnetic field regions, are determined by the respective

In~XT/T,) term in the expansion. We saw that

172
and hence found Wilson’s magnetic number to be 1:
Tk
W=—1F=1. (7.76)
Ty
A similar analysis may be given for the temperature dependence of the impurity magnetization. From (7.73),
SS+D{1=In"NT/TH—$In~XT/THinIn(T/T}) +O[In~XT/TH]}, T>>T,
i H |4
M=p | = = 7.77
BT |3 (7.77)

where the temperature scales T and T} have been de-
fined in the low- and high-temperature regions, respec-
tively, by absorbing the corresponding In=*(T/T} ) term.

We were not able to determine, in Sec. V, the numerical
relation between T,i’ (or T,ﬁ) and T, but did prove that in
the expansion of the function 7,({) in the form (5.55) or
(5.56) we obtain x; =x;, leading therefore to Wilson’s
temperature crossover number W,

W=—"=1. (7.78)

]

We still may wish to calculate the ratio

(7.79)
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(S —3XS + ) {1+In~ T} /T)— s~ AT /DInIn(TL /T)+O[In~XTL /D)), T<<Ty ,

which is required in Eq. (7.77) and which provides a dif-
ferent generalization of the basic quantity calculated in
Sec. VL

Since we were not able to determine x5 in the expan-
sion (5.58), we cannot directly find W; yet, following the
arguments of universality, we can set

T, Ty
Ty T’
where U=T; /Ty, being a universal number, can be
determined in any scheme—in particular, in the momen-
tum cutoff scheme that is convenient for a perturbative
expansion.
The ratio U in its own right may be interpreted as
characterizing crossover by writing

(7.80)
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(7.81)

In Appendix C we evaluate the magnetization for large
magnetic fields and also for large temperatures in terms
of the momentum cutoff & and the accompanying cou-
pling constant g. Thus

1

- 2In(H /T y) +

, (7.82)

where S = %Qe —7/2 s the perturbative magnetic
scale, and

. 1
N [ T,
s P InT/7%)

T>>7

H 4
== |1
T3S(S+ )l

(7.83)
where
Ti=Bye *explas[1-3S(S + 1]} De /5.
Here
Ina = foldxx[ﬂzcscz(ﬂx)——x“2—(1-—x)_2]
=0.841166...,
InB= foldx(l—xz)x[-n-zcscz(nx)—x_z]
=0.662122...,
Iny=0.577216. ..

(Iny is Euler’s constant). We thus have
Ty
=T,

Tk

U
T H

=2Bye ™ exp—{1-3F[S(S+ 1]},
(7.84)

where the second equality follows from universality. We
find therefore
T,
W=—=
Ty

4

=2V;Bye‘7/4exp%[l—-§S(S+1)]

=Wexp1“—0[1_;s<s +1], (7.85)
where % is the basic Wilson number for spin-%, as cal-
culated in Sec. VI.

The crossover numbers, however, are as simple as can
be:

W=W'=1. (7.86)

Viil. THE SU(v) KONDO MODEL
(THE COQBLIN-SCHRIEFFER MODEL)

In Sec. VII we discussed the Kondo model of a local-
ized spin-S impurity interacting with a band of spin—-;—
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electrons. We found, as expected, only partial screening
of the spin and thus a susceptibility that is diverging as
the temperature tends to zero.

A different approach [Cogblin and Schrieffer (CS),
1969] is provided by expanding the electronic plane waves
in total angular momentum eigenstates around the impur-
ity and taking into account the various hoppings between
these states via the impurity. This leads us to consider
the SU(2S + 1) generalization of the basic SU(2) Kondo
problem,

* * *
%CS:‘ 2 kckmckm _2']2 2 Ck'mCkmAmAm’ »
m,k

km k'm’
(8.1

where —S <m <S. The operators cg, (ag,) create an
electron (impurity) in the fundamental representation of
SU(v), v=25 + 1, with generalized-spin component m.
The Hamiltonian is invariant under generalized rotations

Ckm — 2 Unim'Ckm's Qm— 2 Upmam'
m’ m’

where U,,,,  is a v-dimensional unitary matrix. In con-
trast, the symmetry group in the last section was SU(2),
with the electrons in the fundamental spin-% and the im-
purity in any spin-S representation.

Actually, the symmetry group of the Hamiltonian is
U(v); but, as we saw in Sec. IIl, the spectrum of the
model splits into two noncommunicating sectors. The
density fluctuations carry the U(1) charge, while the spin
fluctuations carry the SU(v) quantum numbers (Witten,
1978).

In configuration space (see discussion in Sec. II) the
Hamiltonian takes the form

Hes=—i 3 fdx Ump(X)BOx Ymp(x)
B=0,1

+J [ dx 1 OB 0 (XY 1 (XY o(X)

(8.2)

with summation over m implied. The operators ¥, ; and
¥m.o are the Fourier transforms of the electronic and im-
purity creation operators cg, and a,,, respectively. The
purity index B denotes an electron (S=1) or an impurity
(B=0), just as in Sec. II.

The identical Hamiltonian with B==+1 is, of course,
the SU(v) generalization of the Gross-Neveu (backscatter-
ing) model, and we shall discuss them in parallel.

The model is Bethe soluble with the ansatz this time re-
quiring a generalization of the scheme used thus far. The
generalization occurs at the discrete eigenvalue problem
level, which is solved by (v —1) applications of a Bethe-
Yang technique if the symmetry is SU(v). This method
is due to Sutherland (1967), who generalized the corre-
sponding Yang-Gaudin problem.

We shall find that the ground state is a SU(v) singlet;
thus again a complete screening takes place. This fact
was one of the motivations for the introduction of this
model, as uncompensated magnetic moments have not
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been experimentally observed, even when the impurity
spin is larger than half.

The spectrum has some novel features to it. It consists
of the fundamental excitations and also of bound states.
There were no bound states in the spin--;- case, while here
up to v—1 fundamental excitations can bind, the bound-
state excitation of r particles being the antiparticle of the
bound state formed out of (v —r) particles. There are also
unbound excitations, and their generalized spins can be
coupled to various values by the means of n-strings.

The discussion of magnetization and finite temperature
can also be formulated along the familiar lines. Explicit
results, however, are not yet available for the magnetiza-
tion for general v, since the resulting equation is now a
generalized Wiener-Hopf equation consisting of several
kernels. It is easy, however, to show complete screening
at low fields and a crossover to a weakly coupled regime.
We shall include only a brief discussion of the thermo-
dynamics.

The model (8.2) was diagonalized (Andrei and Lowen-
stein, 1980a) for the case B=+1 (Gross-Neveu model).
The spectrum was unravelled and the S-matrix deduced
(Andrei and Lowenstein, 1980b). The SU(v)-Kondo diag-
onalization follows by setting 8=0,1 and was recently
employed (Tsvelick and Wiegmann, 1981) to discuss the
thermodynamics.

A. The diagonalization

The Hamiltonian conserves the number of electrons N°¢
and impurities N', so that the most general state in the
Hilbert space labeled by the conserved numbers is

N N
|#)=3 [ I1dxZ(xiBimi) [T ¥pm (x)|0)
Bm; ~ i=1 i=1

(8.3)

where —S <m; <, B;=0,1 and N =N°+N'. N°of the
purity indices have the value =1 and N’ the value 8 =0.
We wish to determine the wave functions . such that

H|F)=E|F) . (8.4)
Using the canonical anticommutation relations

{Vmp (%), Ymep (X)) =8pmBpgd(x —x'),

{Ump(x), ¢ p(x)} =0,

we find that & (xBm) must satisfy a first-quantized
Schrddinger equation

hF =E% , (8.5)
where
N N ..
h=—i 3 Bid;+J 3 8(x;—x;)B;—B;?PY ,
i=1 ij=1
(8.6)

with P¥a (generalized) spin exchange operator;

Rev. Mod. Phys., Vol. 55, No. 2, April 1983

Solution of the Kondo problem

P""Jl"y(...m‘_...mj...)=y(...mj...mi...)'

The complete antisymmetry of the wave function
F - (xBm); -~ (xBm);--+)
=(=)F(---(xBm); -+ (xBm); - -+ )

allows us to rewrite the Hamiltonian as

N N y
h=—i ¥ Bid;—J 3, 8(x;—x;)Bi—B;)*Pg , (8.7
i=1 ij=1
where P;;’ is a purity exchange operator.

The Hamiltonian is now of the form discussed in Sec.
II [Eq. (2.8) with J'=J], but acts on wave functions
F(x,B,m), where m, the generalized spin index, can take
v =28 +1 values.

The Hamiltonian does not depend explicitly on the spin
indices, so the wave function may be factorized

F(xBm)=F(x,B)t(m) , (8.8)

with t(m)=t(m,,..
function.
The solution of the eigenvalue problem

hF (x,B)=EF(x,)

.,my) the generalized-spin-wave

(8.9)

proceeds as in Sec. II. One writes the ansatz

Fhe(x,B)= 3 £ pO(xg )eizjxwkpjnsgg; )
P,QESy 1

(8.10)

which satisfies the Hamiltonian, provided that the
columns £p are connected by the consistent set of ¥ ma-
trices given in Eq. (2.15) (with J'=J)

_J? 2i(a; —a;)J

: jz HLE b e
e + (8.11)
v -1, a;=qa; .

Imposing now periodic boundary conditions leads to
the eigenvalue equation studied in Sec. ILE:

Z;¢EX;+]’J st X;V]X'll e Xj_,,1®=exp(1kjL)¢ ’

(8.12)
where
i(a;—a;)+cPY
X' —e:; .
4= ila;—a;)+c 8.13)
with
2J ila;—a;)¢
Cc= I_JZ, e,-j=e J (8.143)
. - — 2
e'¢=l+_2"_]_‘, , (8.14b)

14-J2

and where @ is a function of the permutations Q €Sy de-
fined in terms of the reference column £,

D(Q)=(—10P¢y, . (8.15)
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Once the discrete eigenvalue problem (8.10) has been
solved and the allowed momenta k; found, the energy
eigenvalues can be determined from

N
E= Za,-k,- .

i=1

(8.16)

Thus far the procedure has been the same as in Sec. II.
In the present case, however, the wave function F(x,f3)
enjoys a permutation symmetry that is larger than in the
SU(2) case, allowing for new types of solutions. It is
specified by a Young tableau 7, the conjugate of the
spin-wave function tableau, 7, which can have up to
v=2S+1 rows, T=(Ly,L,,...,L,_;), since that is the
number of generalized-spin states a particle can occupy.
The symmetry of a wave function expressed in a Bethe
form (8.10) is determined by the symmetry of the refer-
ence column &g, which therefore must be in the T repre-
sentation.

This, then, is the problem: We wish to solve the
discrete eigenvalue equation (8.12), where the symmetry
of the function ®(Q), the conjugate of £,(Q), is specified
by T=(Lo,L,,...,L,_,), generalizing the results of Sec.
II from v =2 to arbitrary v.

The first step is to find a convenient way of presenting
®(Q). We shall adopt our favorite billiard ball picture
and regard Q as describing the order on a line of N balls
numbered 1,2, ...,N, the jth position being occupied by
ball number Qj. We wish to construct ® to be symmetric
with respect to permutations of those balls labeled with
the numbers go;, / =1, ...,Lo, corresponding to the first
row of the tableau T (see Fig. 19); hence we may write

D (Q)=¢(yl,.. (8.17)

where M'=L,+ --- +L,_,=N —L, is the number of
the balls in the remaining v—1 rows, and where the
discrete variables {y,,y=1,...,M'} denote their posi-
tions, so that ball y is located at y,} =Q ~'y. The function
¢ is symmetric in those y; variables corresponding to en-
tries in the same row of 7.

The eigenvalue problem (8.12) with ®(Q) of the form
(8.15) as specified by a tableau T is again Bethe soluble
(Sutherland, 1967). The function ¢ is expanded in terms
of the single-particle wave function f(A,y) discussed in
the SU(2) case, Eq. (2.44),

-7y1:ll) ’

Mm!
¢()’:,---,)’,:41)= 2 §Q.P9(.V(12)Hf(All>ny’éy),

Q.PESMl y=1
. . iy (8.18)
and is a solution with eigenvalue
k, M j(a;— A} +c/2
}\j:e‘kjl‘: I_Ie,'j H % ’ (8.19)

i#j y=1 l(aj——A,})—C/2

provided that
(1) The neighboring columns of the M !X Ml coeffi-

cient matrix are connected by the set of consistent ¥ ma-

trices

(—ic)+(Ay—Ag) P

Yla,b=
® ic +(AL—Ad)

1<

, (8.20)
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94 Oy

FIG. 19. The most general Young tableau for SU(v) symmetry.

where .@"”ESM,.

(2) The reference column ®!=¢, satisfies the eigen-
value equation

Z,o'=1,0", (8.21)
where
N M! i(Ay—Ag)+c ﬁ i(Ay—aj)—c/2
T s Ay —Ag)—c i i(Ay—aj)+c/2
(8.22)
and
Zy=Xpiry Xpp Xy Xy o1y (8.23)
with
Xly=Pa ¥l i(Ay—Ag)+cP® 824

i(Ay—Ag)—c

One now repeats the process, writing a Bethe ansatz

for ®! considered as a function of M?
=L,+ -+ +L,_y=M"—L, discrete variables,
¢Ql:¢l(y%’ .. -’yAle)
M2
= 3 £5,000) I f(ARy»3) - (8.25)
QPES), y=1

Such a function will satisfy (8.19), provided (1) that
M2 i(Ay—A3)+c/2
b1 Ay —A3)—c/2

A= (8.26)

and (2) that the neighboring columns of the M xM?
coefficient matrix £ are connected by Y matrices

b (—ic)+(A}— AP
= : 2 2
ic +(A}'—A5)

) (8.27)

with Z#%€S, ,, and (3) that the column vector d2=¢]

satisfies

Z2p2=2A202, (8.28)

where
M2 (AZ—Ad) +c Ml i(A}—A)—c/2

a=-11 I1

oot I(AZ—Ad) —c oy i(AJ—AD+c/2
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Clearly, one may iterate the above procedure until,
eventually, one exhausts the rows of the Young tableau.
At that point the eigenvalue condition becomes purely
algebraic:

Z}(’v——l)q)(v—l)= 1 =A’fy\'—l)
_ Mv—=D [I(A;_I—Ag_l)—f-cl
s=1 LAy TI—A§™h—c]
y =2 [i(Ay T =AY —c /2]
em1 [IAYT'—AZ D 4er2]
(8.29)

The original eigenvalue problem for # thus reduces to
the task of solving the coupled equations
ME (A —Af)+c  MZUi(AL— AL ) +c/2

51;[, i(AL—Af)—c k=1 iAS—AL N —c/2

M (AL — A ) e /2
X H . r r+1 ’
A=1 I(AY——A}\' )—C/Z

(8.30)

with r=1,2,...,v—1. Here M¥=0 and by convention
M°=N and A]=aq;.

Once these equations have been solved for {A,}, the
energy is given in terms of the rank-one variables
{Ay,y=1,...,M"'} by Egs. (8.16) and (8.19), providing a
solution for the SU(v) Gross-Neveu model (Andrei and
Lowenstein, 1980) if we choose a =+ 1, and for the Kon-
do model if we choose a =0, 1.

Nr+lLs
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B. The spectrum

The eigenvalues of the Kondo model, in terms of the
rank-one spin momenta {A,}}, are (dropping inessential
constants)

e
N oo

Ml
E=3 ““n;+D 3 [6(2A}—2)—7], (8.31)
J r=1

= L
with D=N*/L and the density quantum numbers, n; cut
off as before, | (27 /L)n; | <K.

The spin momenta are determined from the following
set of coupled equations:

Mr—1 M+
S O0RA;—2A;"+ 3 O(A;—-2A%F")
k=1 A=1

M’

= 3 OA —A{)+27l;, (8.32)
5=1

where I are integers or half integers coming from the

logarithm. The configurations {n;,I;} are the quantum

numbers of the states.

As usual, we convert the algebraic equations to integral
relations among the various spin momenta densities.
Thus we introduce, in the thermodynamic limit, the den-
sities 0"(A) to describe the distribution of the rank-r spin
momenta {Ay}, with N »k isolated holes and N"* two-
strings of various ranks located at {Aj”", r=1,...,v—1,
j=1,...,N""} and {A]5, r=1,...,v—1, I=1,...,
N"*}, respectively. Equation (8.30) then becomes

Nr—Ls

JdA o™t (ABRAT—2M)+ T, OA'—A[ ")+ [dA 0"~ (A)ORA™—2A)+ 3 O(A'—A[™")

I=1

1

NS
= [dA " (MIOA"—A)+ 3, (B[ T(A"—A[)]+O[2AA—A™)]} +20I"(A) .
I1=1

(8.33)

Differentiating with respect to A" and taking the Fourier transform lead to a simple recursive relation (Andrei and
Lowenstein, 1980a)

2ch%p3"(p)=5"_1(p)+5"+l(p)-h'(p) , (8.34)
where
N".S c
F*"(p)=5,(p)+ 3 exp(—iA["plexp - lpl i, (8.35a)
1=1
- c N©h
h(p)=exp> [p| 3 expl —iA}"p), (8.35b)
j=
and with boundary conditions on the densities
&(p)=c""(p)=0, (8.36a)
by construction,
3%p)=5*%p)=N’exp(—ip)+N', (8.36b)

by convention.
The system may be readily solved to yield
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~r sinh[(v—r)ep/2] o\ & A ns
= — exp(—iA"plexp(—c /2)
&'(p) sinh(vep /2) a'p) 1§1 Pl piexp P
r . : yv—1 . .
B . sinh(gcp /2)sinh[(v —r)cp /2)] i sinh[(v —q)cp /2]sinh(rcp /2) (8.37)
,,2, B ) Ginh(vep /2)sink(ep/2) T q§+, P) = Ginh(vep /2)sinh(cp/2)
r .
There are, we observe, contributions to o” from holes of  and the ground-state energy is
all ranks, whereas the explicit string contributions are )
limited to rank r. Ep= 3 “Tnj+D [ dA'oy(AN[O(2A—2)—7],
Setting p =0 in (8.37), we learn about the symmetry of = L
the state, (8.42)

M= l;rN_ i _QLV_’—’_)Nq,h

v g v
v—1 _
_ > =D yen yrs, (8.38)
g=r+1
so that the length of the rth row in the tableau T is
L =N’—M'+l=£— 'S _quL‘h_
r v oS
v—1
— X NoF_NPSpNTHbs, (8.39)

q=r+]

This means that T, in the absence of strings, must have
N'* columns of length 1, N2* columns of length 2, etc.,
and (N -3 ¢IN %%) /v columns of length v. A rank-r
two-string removes a box from the last of the columns of
length r and adds it to the first one to form a column of
length r 4 1.

One may thus view, for example, a rank-one hole as
carrying generalized-spin (1/v)!

In terms of the various distributions the energy is given
by

Ne
E=3 Zpj+D [ dA'oANOQ2A~2)~7]
j=

NLs

4D S

I=1i==%*1

[6QA}f—1)—7], (8.40)
where o'(A!) is the rank-one density of real A momenta
(one-strings) and the third term is the direct contribution
of the rank-one two-strings {A,f;_i =AMztic/2, 1
=1,...,N}.

We proceed now to discuss the ground-state and some
low-lying excitations.

The ground state is given by consecutive configurations
of {I;}, without holes of any rank and therefore without
n-strings of any rank. From Eq. (8.39) it follows that the
symmetry is specified by a tableau whose rows are of
equal length L; =N /v (see Fig. 20). The state is an SU(v)
singlet; hence the impurity spin is completely screened.
This is a rather satisfying feature, as experimental obser-
vations tend to reveal compensated spins even in the case
of higher-spin impurities, dissolved in metals.

The ground-state distribution of the rank-one spin mo-
menta, in Fourier space, is

Slnh(V—l)CE/z Ne —ip N,'
sinhvep /2 [N%™%+N1,
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o3p)= (8.41)

but we need no explicit form.

Density excitations are obtained by raising one of the
{n;} quantum numbers from its ground state to a higher
level, without changing the spin momenta. This produces
a massless fermion spectrum carrying the U(1) charges
and decoupling from the rest of the spectrum.

Spin excitations are generated by introducing holes and
strings of various ranks. The change induced in o'(A")
by a hole of rank r at A" is, from (8.37),

sinh[(v —r)cp /2]

r=1 —_
AGp)= sinh(vep /2)
xexplc |p | /2)exp(—iA"Fp) (8.43)
and the energy associated with it
A’E(A"")=D [2tan~{tan[(v —r)7 /2v]
X tanh[(A — D)7 /vel} + ";’w )
(8.44)

so that for a distribution of holes at {A,-’r"',
r=1,...,v—1,i,=1,...,N"#} we find
v Nhh

AE=3 3 ANEA[M).

r=1li,=1

(8.45)

The number of holes {N"*} must be such that they
lead to integer M" so as to produce a correct tableau. For
example, a rank-one hole leads to a change

!

FIG. 20. Ground-state tableau. It corresponds to a SU(v) sing-
let.
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A‘M’:— v—r
v ’

and we therefore need v of them. Instead, we may add a
hole of rank v — 1, which induces

- r
A TIMT=——,
v

so that we now have an allowed two-hole state with
AM™=—1, r>1

see (Fig. 21), yielding a state in the adjoint representation
which is the SU(v) generalization of the triplet case dis-
cussed earlier.

The rank-r excitation may therefore be viewed as carry-
ing a fractional spin r /v, and the two excitations in the
adjoint representation are coupled symmetrically.

One may couple the spins antisymmetrically to form an
excited singlet by adding a “ladder” of two-strings of all
ranks r=1,...,v—1 equally spaced between A* and
A¥~1*# (see Appendix D).

The energy of the excitation is determined by the posi-
tion of the holes only. As before, the change induced in
the A sea by the ladder of strings exactly cancels their
direct contribution, and we find

AEadj — AEsing

=D {2tan_'{a(l)th[(Al"'—l)Tr/vc]]

+7|,

alv—1th(A*— 1)

vc

+2tan™!

(8.46)

where a (r)=tan[1—(r /v) (7 /2).

Thus far, the discussion has concerned a fixed number
of particles, therefore precluding, in particular, one-hole
states. Still, they may be generated by adding electrons to
the system. This may be done in various ways. Consider
the case in which we add g electrons in such a way as to
generate g holes of rank one. The state will transform as
a symmetrized q tensor and will have energy

27Tn,'
L ’

q
AEY™ = i" AETAM 4 Y (8.47)

i=1 i=1

- N
1 4

L

FIG. 21. Excited state described by a rank-1 hole and a rank-
v—1 hole. Itis in the adjoint representation.
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where n‘ are the levels into which the electrons have been
inserted. The addition of an electron to the system excites
both a spin excitation and a density excitation. This ex-
pression is the sum of energy terms corresponding to the
fundamental rank-one one-hole excitation

AEfud(pA Lly_2op ‘tan—'{a(l)tanh[(A""—l)fr/vc]}

1— 1 ]17
v
and also a sum of decoupled density excitations (which
will not be further mentioned). We thus observe a situa-
tion of g unbound excitations in the system (see Fig. 22).
On the other hand, they may be added antisymmetrically
(see Fig. 23) in which case a single rank-q hole is generat-

ed with the energy

+ (8.48)

AE*™™=D | 2 tanh~'[a (g)tanh(A%* — 1) /ve]

+ V_qn'J ,
v

(8.49)

corresponding now to a bound state of ¢ fundamental ex-
citations. Thus in particular, the adjoint excitation is the
case where a fundamental excitation interacts symmetri-
cally with a bound state of (v—1) excitations, and the
singlet is the case where they interact antisymmetrically.
The S matrix describing this interaction was constructed
for the backscattering model in Kurak and Swieca (1979)
and Berg and Weisz (1979), using factorizability and in
Andrei and Lowenstein (1980b), using the exact solution.

As we saw in Sec. V, the scaling regime singles out the
region of A momenta large and negative. In this region
the energy of the g-bound state is

AE(A%") 2T ge m/0A®" (8.50)
where the gth fluctuation scale is

T8 =Tpsin -3—17" , (8.51)
where the fundamental scale is

To=De~%"/* (8.52)

- q—

. ‘Iz

N

FIG. 22. Excited state consisting of g added electrons in a sym-
metrized spin configuration. They are unbound.
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FIG. 23. Excited state consisting of g added electrons in an an-
tisymmetrized spin configuration. They form a bound state.

The scale ratio Tg/T=sin(g/v)m is typical of soluble
models and also characterizes, for example, the sine-
Gordon spectrum.

We have enumerated only a few excitations. There are
a host of others, all of which can be classified as various
combinations of bound states of the fundamental excita-
tions. The spin of these combinations depends on the
presence of the appropriate ladders of n-strings.

To obtain the general structure of excitations we em-
ploy again, with due caution, the strong hypothesis, now
assumed for each rank. In terms of the real parts A;(") of
a rank-r n-string (r =1,...,v—1,n=1,2,...,),

APy =AM =is(n41=2)), j=1,...n,

and equation (8.32) becomes
Eénp[z(/\;(”)_/\i—l(?))]_{_ Eén,qlz(/\;(")—/\s’+lq)]

pA q.€
=3 QA" —A§") 200, (8.53)
(n,8)
where
Opm(x)=0O[x/(|n—m | +1]+O[x/(|n —m | +3)]
+ - +O[x/(|n+m|+1)], (8.54)

and ©,,, has been defined before.
We employ the usual procedure to convert Eq. (8.53) to
integral equations determining the densities of the rank-r
n-strings o%,(A) and their hole densities o5%(A). Having
specified the configurations {I;'"} and found the corre-
sponding A momenta [A’("’} one forms the functions

VIA) == | 3 6,.[20A — A5~ 1R)]
27 | ea

+ 3 6,[2(A —AI+ID))
lLe

— 3 Opm(A—AL™)
m,8

where {A{™, r=1,...,v—1, n=1,...,0} have been
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determined before. The string densities describe the solu-
tions of

Vr(Ar(n))_Ir(n)
n\iir -4y
and the hole densities the solutions of
Vr(Ar(n)h)___Jar(n)
n - ’

where the J{'" are those integers omitted from the speci-
fied configuration {I}"}, so that

dv,
dA

The densities thus satisfy the following set of integral
equations

—a',, +a',, .

- EA,,,,, ol =onh (8.55)
where
Apmn =Apm 8™ — By (87 +1 4 8757 1) (8.56a)
The operators A4,,, have been defined before and
Byw=[ln—m|+1]1+[|n—m|+3]+ - -
+[n+m—1]. (8.56b)

In the SU(2) case, 02=0, ¢°=N
thus reproducing Eq. (3.30).

The energy of the state {I. ’(")} is given by the rank-one
string densities {o)} and the particle-hole fluctuations

{n;}:

(A —1)+N'S(A),

E= z—n,+D§‘, IS

—T

2A -2
n

(8.57)

Obviously, the above discussion applies just as well to
the SU(v) Gross-Neveu model and the SU(v) Heisenberg
model.

C. Magnetization and finite-temperature
thermodynamics

We consider now the application of a magnetic field H

to our system. The role of S,=(3> %,,,) is played by
the obvious generalization
S
S—1
zz: *. ’

)

counting how many electrons are in each spin projection.
Thus
Hmag= —2H 2 L, (S —k)=—2H
k=0

SN — EM’]

r=1

(8.58)

where Ly =M*—M*+! is the number of boxes in the kth
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row k=0, ...,v—1.
The energy in the presence of a magnetic field thus be-
comes

E=—2HSN+D2fdAa,1,(A) (2] 2/‘””2 —
n
w v—I1
+HY 3 n [dAdhA)
n=1r=1
(8.59)

=—2HSN+3 [ dAoj(A)g(A),
n,r

where

2A -2
n

o

g,=D (8.60)

—17']8”'+2Hn .

The presence of a magnetic field leads to a macroscopic
excitation of holes on the negative A axis, the rank-r A
momenta being depleted over the interval (— oo,B"),
where B" is determined by the magnetic field. Again, no
strings are excited at T =0.

Taking a derivative of Eq. (8.53) with respect to A", we
find the magnetization equation

f;“dA’I?(A—A’)a’“(A’)—f- f;_,dA'I?(A—A')a'-I(A')— f;K(A—A’)a(A')dA’=g’(A), r=1,...v—1,

where K (x)=(1/7)[c /(c2+x?)] as before and

1
Rw=1 ,;Zc-)— )
T (¢ P 4x?

In the SU(2) case this reduces to the magnetization
equation 4.1), when we insert o2=0,
0®°=N*8(A —1)4+N'8(A) and of course B®= — 0.

Equation (8.61) is a generalized Wiener-Hopf equation,
and its solution will not be attempted here.

We turn now to formulate the thermodynamic equa-
tions. For a given set {oh,0%"n=1,..., 0,
r=1,2,...,v—1]} the entropy ¥ (namely, the logarithm
of the number of configurations {I;} consistent with the
above set of densities) is

L= f dA[ (o}, +07MIn(0’, +0%") — 0% Ino,
n,r

—otMnolt] . (8.62)

The equations are derived by minimizing the free energy
F=E-T~¥

with respect to the densities, subject to the constraint fol-
lowing from Eq. (8.55)

dopt=— 3 A% 805, 809=80%=0. (8.63)
m,s
We find that the densities must satisfy
r
In(1+479, =g7"+ S A m[14+(n5)7"], (8.64)
m,s

0, m<n
[n+1]4, — (147 1 m =

—([m +114+[m =184+ [m}(&™ s+ 4+ 86", m>n .

(8.61)
T
where
a_r,h
np=—, (8.65)
Op

and we have defined (7))~ '=(2)~!=0.
Equation (8.64) may be simplified using the identities

Apm —GAZE |y + A5 1 m)

=88 — Gy (8" T4 5751),  (8.66a)

Al —GASS, =81,,8"— G, (8™ 148" ~1),  (8.66b)
to yield

Inp| = _-Lﬁ—tan“e"’/"(“_”ﬁ"’+6ln(1+77§)

—G{In[14+(n{*H) " "N+I[1+([~H~1},

(8.67a)
Inn, = G[In(1+79, 1) +In(1+7,_;)]
—G{In[1+(n; )™ +In[14(n; )]},

We may further transform the thermodynamic equations. If we denote

Qr=In[1+(y,)~'T,
they take the form
G_lQrz r+1+Qr—l_hr
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(8.67b)
with the boundary condition
; r r 2H
lim ([n +1]In(147,)—[n]In(14+79,,))= -
n— oo
(8.68)
which follows from
(8.69)
(8.70)
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where
=G 'In(14+7,)—In(1+7n., )—In(1+79._,),
with
In(1475)= —27 871G ~tan—le!T/NA=1) 8.71)

The boundary conditions are
0"=0°=0.

This recursion relation has been studied in Eq. (8.34) and we can immediately write the solution in momentum space

07 =In[1+(n])~]=— 2h~q( sinh(gcp /2)sinh[ (v — r)q;/2]+ z hq( sinh(rcp /2)sinh[(v —q)cp /2]

sinh(vep /2)sinh(cp /2) goral sinh(vep /2)sinh(cp /2) ,
(8.72)
so that the thermodynamic equations become
fund v—1
—In[14(g})""]= _—AE—T“‘—)+ S GIn(1+79)—G~'In(1+79)], (8.73a)
g=1
—In[1+4+(y))1]= 2 Gl In(14+7n7, D+In(14+97_)—G 'In(1+99], (8.73b)
g=1
where G,'? is an integral operator whose kernel, in momentum space, is
’ h[min(r,q)cp /2]sinh{[v —max(r,q)]cp /2}
G sin 8.74
vi(p)= sinh(vep /2)sinh(cp /2) ®8.74)
and the driving term is
AE™(A)=D(2tan"'{tan[(v —r)7 /2v]tanh[(A — D7 /ve]} +(v—r)m /v) . (8.75)

Note, that just as in the SU(2) case, the driving term is the energy of the fundamental excitation [Eq. (8.41)]. The
operator G[¢ generalizes to arbitrary v the operator G, which is given by G=G ',

The corresponding equations for the SU(v) backscattering model are obtained by replacing the Kondo driving term by
the Gross-Neveu driving term, namely, the fundamental excitation energy in that model (Andrei and Lowenstein,
1980a):

AENR(A )=D(tanh~'{tan[(v —r)7 /2v]tanh[(A — )7 /vc ]} +[(A — 1) —(A + D)](v —r)r /v)..
Once we have determined the functions {7, }, free energy is given by
F=Fy+ 2 [ dA(ohgh —TohIn(14+79]) —ToMa[ 1+ ()11}, (8.76)
where F is the free energy of the free spinless fermion gas. Using Egs. (8.55) and (8.64), and inserting the form of o2,
we find

F=F;—T3 [ dA[N®(A —1)+N8(A)][n]in(1+(nH~"] .
This expression may be rewritten by means of (8.64) for n =1

In(14+77%) ?‘ i ([n +1]+[n —1]DIn[14+ (/)" 1+ i [n{In[14 (9 H 1+ I[ 14+~ D],

n=1

which again may be cast into the recursion relation with boundary conditions H°=H"=0. The solution
G-H"— H' B _pr again is, in momentum space,

where
H'=3 [nln[1+(p)~'], H\(p)=— z Go! D,
n
r_g_;_ r
h'= T In(1+n7), so that the free energy is
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388 Andrei, Furuya, and Lowenstein: Solution of the Kondo problem

F=F,—T [ dA[N°S(A—1)+N'8(A)H'(A)
=F,—T [ dA[N®(A—1)+N'8(A)]

=3 gl
x [ dA'El G2 (A —A") —7—,—1n(1+17‘11) )
(8.77)
where the kernel of the operator GZ' is
GrlA)= coshZVIiI;Zc'(:—:oquCiq)#/v ' ®.78)
Thus
F=E +F¢+F", (8.79a)
where
Eg= [ dA[N®S(A—1)+N'8(A)]
XGIUA=ANORA —2)—7] (8.79b)

is the ground-state energy given in (8.41) and (8.42), F* is
the electronic free energy

Fe=F°—N°T [dA 3 G#'(A—Din(1+7%),
qg=1
(8.79c¢)
and F' is the impurity free energy

Fi=—N'T [dA 3 G#'(A)n(1+79]) . (8.79d)
=1

q

F2=F0_TLDfdé_ é simr(v—q)/v

We are interested in the thermodynamics in the scaling
regime H,T << D, where the model may be expected to
approximate the physical situation and where the cutoff
effects are negligible. The dynamic scale we hold fixed in
the limit is

To=De —27/% (8.80)

which is the fluctuation scale (8.52) characterizing the
spin excitations at low momenta. When expressed in
terms of Ty the thermodynamic functions become univer-
sal and independent of the defining scheme.

The equations then take the form

—In[1+(n5)~ "= —2ebsin(rr /v)

v—1
+ X Gy In(1+73)
g=1

—G In(1+9D1,

(8.81a)
v—1
—In[1+m) ™" 1= 3 G In(1+77, ) +In(1+72_;)
g=1

—G 'In(14+799)], (8.81b)
where { =27 /vc)A +In(Ty/T) and now the operators
G, are given by Eq. (8.74), with ¢ replaced by 7. The
free energy is given by

q
o< cosh[§ —In(D /T)]+cos[(v —g)m /v] In(T+71), (8.82a)
and
] NiT hd sinr(v—q)/v q
F'=——— | d
27 f §q§1 cosh[§ —In(Ty/T)]+cos[(v—q)m /v] In(1+71), (8.820)

where =93, H/T).

In the electronic free energy we must take the limit
D— « to obtain the universal result. We observe that the
same functions, In(1+71}), appear in both the impurity
and the electron free energy. This allows us to relate
them in the low-energy region just as in the SU(2) case
(Sec. V) and obtain a Fermi-liquid picture.

In the high-temperature regime, again, the methods
developed in Sec. V yield the asymptotic behavior which
tends to the free field behavior with increasing tempera-
ture.

The actual thermodynamic curves resulting from Eqgs.
(8.81) and (8.82b) are now under consideration. The
present method extends techniques employed earlier to
solve the SU(2) thermodynamic equations (Rajan et al.,
1982).

IX. THE MAGNETORESISTANCE

In the preceding sections we have explored the equili-
brium properties of various versions of the Kondo model.
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r
These properties are expressed by means of the thermo-
dynamic functions which can be deduced from the free
energy.

Transport properties, on the other hand, concern non-
equilibrium, though stationary, situations, such as con-
duction. Their formulation and calculation is much more
involved and subtle. In general, they must be expressed in
terms of time-dependent correlation function, and careful
limiting procedures must be taken to assure irreversibility.
One of the more fundamental transport quantities is the
conductivity, the response function of the system to an
external electric field.

In the present section we shall calculate this quantity at
T =0 for arbitrary magnetic field. Our methods, though,
are generalizable to arbitrary temperatures. The finite
temperature conductivity will be discussed in a future
publication.

The magnetoresistance will be calculable by S-matrix
techniques which allow us to evade the hard problem of
calculating time-dependent correlation functions. This is
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possible due to the simple nature of the localized ex-
change interaction between the electrons and the impuri-
ties.

The physical situation one tries to model is of a metal
in which magnetic impurities have been dissolved at low
concentration. Their position is considered random so as
to produce irreversibility. Still, their concentration is suf-
ficiently small that a low-density expansion is valid and
that one may concentrate on one impurity at a time.
Only the s-wave component of the conduction electrons is
assumed to be affected, which again allows the calcula-
tion of a three-dimensional quantity in terms of the effec-
tive one-dimensional model (1.1).

The magnetoresistance was calculated in Andrei (1982),
and the finite-temperature extension is currently under in-
vestigation.

A. The T-matrix formulation of the Kondo resistivity

The presence of the impurities in the metal leads to a
finite conductitivy o;; given by Kubo’s formula [see, for
example, Doniach and Sondheimer (1974)]

.. ij _ ij
o= lim lim J1(g:@)—ned

©—0g—0 iw

> 9.1

where n is the electronic density (in three dimensions), i,j
are the spatial components, and e is the electric charge.
The quantity

O(x—x',t —t')=i6O(t — ") ([J;(x,0),J;(x",t")])

9.2)

is the retarded two-point function of the current density
operator

i.:/}a(x)

i
Ni= o € ox'

2m

Yo (x)

Y (x)

’

d
3;71//;()!)

where ¥, is the electronic field, and where the bar indi-
cates averaging over the positions of the impurities, so
that IT¥ becomes translationally invariant.

In the case of an electron gas in which the electrons in-
teract only with the impurities and not with each other,
the two-particle Green’s function IT¥ factorizes and can
be expressed in terms of one-particle Green’s function G.

The factorization also takes place in our case, although
the impurity spin induces correlations in the motions of
the electrons. Still, all vertex corrections vanish upon in-
tegration over the angular variables, so long as we restrict
ourselves to s-wave scattering. We thus have [see
Doniach and Sondheimer (1974) for details]

L 2,2 =
o=50"=—Fe’per(e=0),

9.3)

where p, is the density of states, and where the transport
time 7, which is also the one-particle lifetime, is given
through the use of the optical theorem by Nagaoka
(1965), and Hamann (1967):

1

——e 4
2¢ ImT(¢) ©4

T(e)=
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where ¢ is the impurity concentration and T is the one-
particle nonflip T matrix defined by

Gl @) =G () + G (0) T @)G (@) . (9.5)

Here Gy (w) is the Fourier transform of the retarded
one-particle Green’s function

G )= —i0((Q [[ct(1),crrn (O] [ Q) , 9.6)

where ¢;, is the Fourier transform of 9, (x), the electronic
field. The T matrix is actually independent of the mo-
menta

T=T(w)

as a result of the independence of the exchange interac-
tion in our model.

The T-matrix elements can be expressed (Lippman and
Schwinger, 1950) in terms of ingoing and outgoing
scattering ecigenstates of the Hamiltonian. To define these
states, we consider an additional electron with momentum
p incident on the system far away from the impurity.
This incident state is given by the action of the creation
operator on the ground state

Cpa | 02)

and is approached in the far past by the incoming state
[p,a:2)* and in the far future by the outgoing state
| p,a:Q ). Thus

|pa;Q)E=cp | Q)+ [ X)F,

with | X )* the appropriate scattered wave (Suhl, 1965).
The nonflip S matrix is then given by

9.7)

Sppr="(p7,Q |p'TQ) , (9.8)
from which the related T matrix is obtained through
S=1—iT. (9.9)

B. Calculation of the 7 matrix

Having formulated the problem in terms of scattering
eigenstates of the Hamiltonian, we now proceed to calcu-
late the nonflip S-matrix element from the exact solution.

As we have a complete classification of all eigenstates
of the Hamiltonian, we can easily identify the appropriate
scattering eigenstates |pa;Q)*.

These states have been only briefly considered in Sec.
III, where we concentrated on the study of excitations
with a fixed and even number N. Thus consider an eigen-
state with N¢ =N°+1 electrons. This leads to a doublet
(spin-%) state characterized by a hole at A% say. (Thus
even in the ground state of an odd number of particles
there is a kink.) The energy of this ‘“dressed electron”
state is (see Sec. III)

AE?=2D tan—\(e'7/eXA*=D) | 2T
L b

where (277 /L)n is the energy of an associated massless
density excitation carrying the charge. The quantum

(9.10)
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number n indicates the level into which the additional
electron has been inserted [this discussion parallels the
discussion of chiral excitations in the chiral Gross-Neveu
model (Andrei and Lowenstein, 1979)].

Having identified the appropriate state, we now
proceed to extract the S-matrix element. The direct way,
via Eq. (9.8), is not practicable due to the complexity of
the wave function. We may, however, deduce the S-
matrix element from the spectrum, since we were able to
quantize the system on a finite line segment L with
periodic boundary conditions.

To illustrate the idea [which is well known—see, for in-
stance, Landau and Lifshitz (1960b)], let us consider the
following model:

h=—id,+2J8(x), (9.11)
whose eigenfunctions are
F(x)=A[0(—x)+e®0(x)]e™*, (9.12)

where e®=(i +J)/(i —J) is the phase shift incurred by

the particle crossing the potential. Incidentally, this is a

Bethe model, since the same momentum k appears in both

regions and since no reflected wave e ~** is produced.

The correctly normalized scattering states are
1

F+(x)=72__ﬁ-[9(—x)+e"89(x)]e"’<x, (9.13a)
and

F“(x)z%[@( —x)e R4 0(x)]e™*, (9.13b)
and we find that the S-matrix element is given by

S="(F|F)*t=e®. (9.14)

We may instead deduce the phase from the spectrum of
the model. Thus, imposing periodic boundary conditions,
we find

27 6
E=K= 2 n— 7’
and the phase shift makes its appearance as a shift of the
allowed momentum from its free value (27 /L)n.

By studying the spectrum of the model, we can deduce
the S matrix, provided we were able to solve it on a
finite-length ring [this method was used to abstract the S
matrix of the Gross-Neveu model, for example (Andrei
and Lowenstein, 1980b)].

We shall consider the scattering in the presence of a
finite magnetic field H in whose presence the Fermi level
in the A space is shifted from (—ow) to
B=(e/27)"?H /T, (see Sec. IV). The ground state in the
presence of the field, | Qy ), is characterized by a A dis-
tribution obtained by solving Eq. (4.1). The spin of the
system, S, is determined by the magnetic field H, and is
given by Eq. (4.4), while the energy is found from Eq.
(4.3).

The state |p,a;Qy) is a one-hole state, as discussed
earlier, and its spin-momentum distribution, o is

9.15)

B.A hy
found from
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Tl M) =F(M) = [T K(A—A"o, , (AN’

—8(A—AM, (9.16)
with the function f and the kernel K defined as before.
The solution of Eq. (9.16) can be obtained by Wiener-
Hopf techniques (Furuya, 1981), but this is not necessary
if we consider zero-temperature resistivity. In this case
the hole A% is placed at the Fermi level B, so that its sole
effect is to change the spin S, as determined in the ground
state by the magnetic field, to Si%, where the sign is
determined by the symmetry of the final state, namely,
whether the additional box in the Young tableau was ad-
ded to the upper or lower row (see Fig. 24). This corre-
sponds to states where the dressed electron scatters with
its spin parallel or antiparallel to the impurity spin. If we

E<4
[\
(@)

(a)

- d

S/=8-1/2

(b)

-7

S/=S +1/2

(c)

FIG. 24. (a) The ground-state configuration (spin-% case) in the
presence of a magnetic field H, which determines the value of S.
(b) If an electron is now added to the system it can decrease the
spin S'=S%, or (¢) increase it, S' =S + %
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denote by E(N¥®,S) the lowest-energy state for a system
with N¢ electrons and with net spin S, we find that the
energy, E(p,Qy), of the state |pa;Qy), with p at the
Fermi level, p =pgermi(H), is

E(p,Q4) | ppun=E(N +1,S73) .

On the other hand, since we may add the electron far
from the impurity, we find

E(p,Qu)=p+E(Qy),

so that only those values of p are allowed which satisfy
P=E(p,Qy)—E(Qy)

=E(N°+1,S+7)—E(N*,S)

(9.17)

(9.18)

(p is on the Fermi level). By studying the deviation of the
allowed incident momentum p from the free value
(2w /L)n, we can determine the scattering phase shift
6 =56[p =pr(H)]

6 =Lp(mod2mwn) , (9.19)

and hence the S-matrix element S =e™. This, however,
describes the one-dimensional scattering process. If we
want to interpret it as the s-wave scattering in three di-
mensions, we have

2i8,,

Solution of the Kondo problem 391
The expression for E (N,S) is given in (4.3):
E(N,S)=D f: op(A[O2A —2)—7]
B
= [ dAop(AR2Dtan~}em A%
(9.22)

where the second form expresses the energy as an integral
of distribution of holes excited by the magnetic field from
— o to B. Thus 2D tan"!(e™A—1/¢) is the hole excita-
tion energy [Eq. (9.10)], and o3(A) is the hole density for
A <B.

By studying the scaling limit, we obtain

B
E(N,S)=2T, f— dA op(A)e!T/OA
=2T0fdAp_(A)ePA/Ce1TB/C

I
c

=2Tpe™p_ , (9.23)

where p_(A)=60(A)o(A +B) was studied extensively in
Sec. IV, and where an explicit expression was obtained for
its Fourier transform g_(p) [see Eq. (4.22)].

Combining Egs. (9.18), (9.19), and (9.23), we find that
the phase shift in the scaling limit is given by

8o(H) =+ %[ 1—-M(H)], (9.24)

S=e0 (9.20)
so that where M’ is related to the magnetization [Eq. (4.29¢)],
) now expressed in terms of the magnetic scale Ty:
8o=758. 9.21)
J
1 3 (= LR ED =Nk 4 Lk -2ty |_H ! H<VAT
‘ ; 1 /217, Pt 2 2 TH ’ > H
Mi="—= 2 (9.25)
u ) T,
1—q(=372) f %—t—sm(m)e‘”"("z" 7” T(t+7), V2Ty <H <«<D.
—
The (%) sign corresponds to parallel and antiparallel 1 1— em"
: 2
scattering, respectively. 5y =¢Im————=—csin, , (9.28)

The phase shift attains its unitarity limit at H =0,

T

8 = =+
ol H =0) o

(9.26)

and crosses over to perturbative behavior when the mag-
netic field is sufficiently high:

1 Inln(H/Ty)

8o(H)
0 2 InXH/Ty)

— s 1 -+
H>>Ty 4 ln(H/TH)

+O0In~3H/Ty) |, 9.27)

and there are no In~%H /Ty) terms by our choice of Ty
as the scale (the phase shift is shown in Fig. 25).
The inverse transport time is now given by
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and hence the magnetoresistance 7 is

o
O

N

H

FIG. 25. The s-wave phase shift as a function of the magnetic
field.
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r=r00052%Mi(H) , (9.29)
where rg is the zero-field resistance.

It turns out that the relation between resistivity and
magnetization can be derived via Friedel’s sum rule or
Anderson’s theorem (Yosida and Yoshimori, 1973).
These methods, however, require that the incident particle
be on the Fermi surface. Our approach is more general,
and the T matrix for scattering at arbitrary momentum as
well as the finite energy resistivity can be thus obtained.
This will be the subject of a forthcoming work.
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APPENDIX A: DETAILED SOLUTION
OF THE DISCRETE EIGENVALUE PROBLEM
In Sec. II, we were faced with the following discrete
eigenvalue problem:
ZyDd =AND , (A1)

where ® is a complex-valued function of M distinct

integer-valued arguments y;,...,yy, with O<y;
<y < " <ym <M and
Zy=X\NXoN " XN_1N s (A2)
ila;—a;)+cP;
Xi:f:(aij +b,-j.@,-j)se,-j J J Y (A3)

ila;—a;)+c

(notation of Sec. II). In the Kondo model, a;, i=1,...,N
are the respective purities (=1,0) of the N electrons and
impurities. In other models, the ; have other interpreta-
tions and ranges of values (not always discrete). The
treatment which follows is valid for all such cases.

According to Yang (1967), the discrete eigenvalue prob-
lem (A1) has a modified Bethe-ansatz solution

M
(I)(yl,_,_,yM)z 2 AP Hf(APy7yy) ’

PESy, y=1
where
y—1 l(aJ~A)+'%
_ » y>1
SAI= V= itay = p— £

1, y=1.
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The coefficients Ap are determined, up to a common fac-
tor, by Eq. (2.46), and the parameters A, must satisfy the
coupled equations (2.47). We now wish to demonstrate,
for arbitrary M and N, the validity of this claim.

Let us begin by studying the case M =1, where

P(y)=f(A,y). (A4)
Observing that
c
o A &
c b," ’
I(a_,-—A)—-; d
where
l(a_’_A)+§‘
pi(A)= , (A6)
t(a_,-—A)—%

one can easily show
ay_ NPIN=1)+by | yP(N)=uy®(N —1),
(A7)
by yNPIN —1D)4ay_; y®(N—1D=uzl ®(N),
so that, writing ® as an N-dimensional column vector,
@(1)
BN —2)

uv L @(N)

Xy _ nP=ey_ 1N (A8)

Repeating the process with Xy _, v, Xy _3 v, €tc., one ob-
tains

(1)
i<N N
II & Ao
i=1
If now we require that A be a solution of
N
ITur(A)=1, (A10)

i=1

which is equivalent to imposing the periodic boundary
conditions

(N +1)=P(1), (A11)

we obtain, finally, the desired eigenvalue relation (Al),
with

An= (A12)

H eiN

i<N

]."'N .

Our strategy for general M, 1<M < —IZ—N, is motivated
by the above discussion of the case M =1. We shall de-
fine ¥, k=0,1,...,N, in such a way that
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Xin @i =exnPi_1

and, moreover, that ®; ends up being proportional to ®
with proportionality constant Hle,uN(A,,). The correct
definition of ®; is, we claim,

Q= 3 Ap [1 fi(Apyyo,ion) » (A13)
P Y
with
Sf(AY), y<k
FelA )=l un(A)F(A,Y), k+1<y<N—1, (A14)

BiiA) - uyL(AF(AN), y=N

and, writing permutations as in Sec. II,
|

SilApisy1) o fi(Apg—1:K) [ Apg, N) fx(Apg110,Y8)

into
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12...M ify, <N for all ¥
(A15)

12...(B—1)MB(B+1)...M—1 if ypy=N .

Oc(y)=

Here yg is the smallest y, >k, and the coefficients are to
be determined from (2.38).

Our first goal is to show that ®; defined by (A13) sat-
isfies Xyn @y =exy Py _;. From our treatment of the case
M =1, this is immediately seen to be true if either k or N
is not among the y,, y=1,...,M. If, on the other hand,
yu=N and yg_,=k (definition of ), one checks to see
that Xy maps the function

“ Su(Apag, Yar 1)

enSk—1(Ap1y1) i ((Apg—2Yg—2) (i (Apig_1))fk _1(Apg_1)k)
X[ Apg)fi —1(Apg Nk —1(Apig+10¥8) * * * fru—1(App,yum) -
But since yg_ =k, ypr =N, we have Qi (y)=Qy _(y)Pg g_,, where Pg g_, interchanges 8 and f—1 and

Qx_1(y)=12.. M(B—1)B.. M—1,

so that

Xin @i =exn 3 Appr(Apg)un (Apg_1))
P y=1

=exv X Appy | pik(Apig_1)pN (Apg)
P r=1

M
I1 fu—i(Apyoyg, o0 -

M
I fx—(Appyy ¥o, i)

(A16)

The rhs of (A6) will be equal to e,y P, _;, provided that the coefficients 4p satisfy the following identity:
Apfi—1(Apig_ 1N )k —1(Apg,k)+Apfi _1(Apig_1),k)fx —1(Apg,N)
=Appr(Apg 1)1 (Apg )k - 1(Apig_1,N)fk —1(Apg,k )+ Appri(Apg )iy (Apig—1)fi —1(Apgs N fk —1(Apg_1,k)

where AP-EAP,,B_1 5 Equation (A17) reduces, after some
algebra to
g_ i(Ap(B_])—Apﬁ)+C
Ap  i(Apg_1—Apg)l—c

) (A18)

which must hold for arbitrary P and 8. This determines
Ap uniquely, apart from a common factor.
Carrying the iteration to its conclusion, we obtain

N—1

H €xN
k=1
Dy= EAP I_IfO(APyv YQO—y)
P Y
= ZAP HfO(APQO— 17,}’,/)
P Y

= > Apg, I1 fo(Apy:yy) s
P Y

Z;vq)z (DO ’

(A19)

where
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(A17)
—
#N(A)f(A,y)v y <N
SolA,y)= | n_;
IT »j "(A)f(AN), y=N
j=1
and
Qo=M12...(M-2)(M—1).
We see that
M
®o= | [I pn(A,) |@, (A20)
y=1
provided that
Apgy fo(Apu,N)=A, f(Apy,Nun(Apy) , (A21)

i.e.,

N
APQO/AP= II]I‘LI'(APM) s
j=
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which once again is equivalent to demanding periodic
boundary conditions for ® on the one-dimensional chain.
But

Apg,=Apmyp1)--- [P —1)]

i(Apy—Apy)+c
i(Apl—ApM)—C

(P1XPM) -+ [PIM—1)]

M—1 I(APV_APM)+C

I(APy'—APM)_C

Ap (A22)

r=1

by repeated application of (A18). Equation (A21) then be-
comes

I(APy_APM)—C

= [T wi(Apn) -
r+M J

Since this must hold for arbitrary P, we require

i(Ag—Ay)—c (A23)

N
= H:“i(AY) ’
j=1

=1

which is just (2.43). Combining (A20) with (A19) now
yields the desired result.

An alternate way to derive these results is provided by
the Baxter-type scheme of Faddeev et al. (1979). For a
detailed account see Ho (1981).

We also note that partial derivation (M =2) for Yang’s
results were recently provided [Fung (1981), Bahder
(1981), and probably more]. There exists also an account
by Gaudin (1969, 1973).

In Appendix B we discuss the transformation proper-
ties of the solution.

APPENDIX B: THE PERMUTATION SYMMETRY OF ¢o

We wish to show that the solution ¢y constructed in
Appendix A has indeed the required symmetry,
[N —M,M], of a Young tableau with upper and lower
rows of lengths N —M and M, respectively. We remind
the reader that this is the symmetry required in order that
£0.0 be of conjugate symmetry to the spin-wave function
t(a).

A convenient picture of the permutation Q €Sy is pro-
vided by considering a one-dimensional lattice of N sites
occupied by N numbered balls. Ball number Qj occupies
site j in the arrangement Q. If the function ¢y, whose
symmetry we study, is to be described by a Young tableau
with the integers gi,...,gy _u in the upper row and in-
tegers h1,. . .,y in the lower one (see Fig. 8), then paint a
stripe on balls A ,...,hy and leave the other balls un-
striped. We denote by y,,. ..,y the sites occupied by the
striped balls and by z,,...,zy _ those occupied by the
unstriped balls.

With this representation we proceed to consider (using
the notation of Sec. II and Appendix A)

5 ~
¢Q=(—1) Q§Q'0:¢(y1,. < VYMsZ1s- - "ZN—A’I) » (B1)

where
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yj=h; and Qz;=g; .

The requirement that ¢y be of the symmetry [N —M,M]
means, in the language of the billiard ball picture, that

(1) ¢ must be a symmetric function of the y; and
separately of the z,. This permits us to write

~

d=0(y1,....ym) Withy, <y, < -+ <ypy .

(2) $(y1,. . s>YM3Z15- - sZy_p) must vanish if sym-
metrized with respect to z,,...,zy _p and (say) yu,. Ex-
pressed in terms of ¢, this means

M

2 ¢(y1)' BT ST -’yM—l)ZO .
=1

Y#y,

We shall show now that the wave functions we construct-
ed do indeed satisfy this condition. We summarize results
of Appendix A:
M
¢(y1,...,yM)= ZAP Hf(Ap,,,y,,) , (B2)
P =1

where the single-particle wave functions are

<
2

. c
z(aj_,_,—A)—?

y—1 i(aj—A)"l'

SfAay=T1I

ji=1

1

y—=1 y
=———— | TL ;A — [ (A |
Ay | fh A= TLesta)

j=1

(B3)

and where the coefficients are determined from

Ap  i(Ap,—A )+c
]%zi(A::—A:::::)—c ’ (B4)
where

Py=P(y+1), P'(y+1)=Py,
and

P'B=PB for B=#y,y+1

and

’ (BS)

N N6

and where finally, A (,...,Ay are determined from
N i(As—A,)+c
| PRV | s
j=1 8

[(As—Ay)—C ’

For the Kondo problem a;=0 or 1 [for the chiral
Gross-Neveu (backscattering) model, a;==*1; for the
Heisenberg model a =0 and for the Yang-Gaudin model

Let us proceed to the proof:

(B6)
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yi—1

z f(APl’y)

y=1

M—-2 B
+ 3 IIf(Ap,Yy)
B=1y=1

Hf(AP(y+th )

Sy Yy ym_)= 3 A4p
I3

M1
> fApgrny) | I1 f(Apiss1nys)

Yg<¥<ygii 5=B+1
M—1
+ Hf(APyyyy) 2 f(APM,y) (B7)
y=1 YM_1<V<N
We wish to simplify (B7). Using
b A a+1
S fAy)=—"— 2#,(A)~H,u.j A) (B8)
y=a =y (A) |5 ji=1
we deduce
yl—l 1 y—1
(App,y) (Apy) |, (B9a)
ygf ey ui(Apy) ,-I;IIHJ P
1 B Y411
> f(AP(ﬁ+n,y)=T‘_‘“(‘A’~‘“) ITeitApgen— II mi(Appsr) (B9b)
Vg <Y <¥g4 —HApgrn) | j2 j=1
1 Tt
> fApyy)= T a Ay | Y H.“J(APM (B9c)
Yu_1<Y<N —HilApy) | oy j=1
Furthermore, let us show that
’8
s ILj(Apps) |,
=1
Ap| [T fApyoyy) | F(Apiinys)
g I=11 I I —p(Apgany) 5:1;3[4.1 Fo+InTe
Yg—1
— H ‘U.J(Apﬁ) M—1
j=1
+ T A ryo) |~ | TL S Aris100) [=0 . (B10)
y=1 — Pﬁ) 8=8
This follows from
g y5—~l
Hﬂj(/\mﬂ+1)) H Hj(Apg)
Ap |f(Apgyg) = — F(Apgy1pyp) L=
o SR G Y RN R G Ry W
’g
H:“j(APB) H#j(AP(ﬁ+1>)
A (A , ) (Apg, = =0,
+Ap [f(Apgr10Ys p(Arg) —f(Apg,yg =i (Arpany)
which can be rewritten as
Ap[ 21y (Apps 1) =1y Apig 1)y, (Apg) — 1]+ Ap[ 21y (Apg) — iy (Apig 1))ty (Apg) —1]=0 .
However, this follows immediately from the conditions on the coefficients—(B4).
Using (B9) and (B10), we can now reduce the Young condition (B7) to give
N 1 I_IMJ(APM) M—1
=1
Wi-yym =2 Ap |l ——— II f(A y)— ’ F(Apyyy) | . (B11)
y%ﬂtﬁ 1 M—1 ; iy (Apy) ] H Ply+10Yy A ) H Py Yy

But Ap [T} ,1;(Aps)=Ap, where P=PM P1P2...P(M —1) as a consequence of (B4) and (B6) [see (A21)]. Thus
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Ap M—1

N
S oy ymo)=2 m

YEy;} P y=1

which is the required condition.

APPENDIX C: PERTURBATIVE CALCULATION
OF THE FREE ENERGY

In order to calculate the free energy for high magnetic
fields or high temperature, it is convenient to construct
the model using the momentum cutoff scheme (<&
scheme) where the Hamiltonian is given by

H=Hy+V, (Ch
o= X (k—sH)ajay—2HS, , (C2a)
|k <2
s==1
2 * - * +
V 22 [ak:+ak _S —f—ak'*ak +S

L ki TdT<o

+lag ax  —ag_ap S, ] .

(C2b)

Here a;; and a, are creation and annihilation for free
. . 1 . .
electrons with spin s and momentum k, satisfying the
usual anticommutation relations

{ a;:s sQk's } =8xxOss

(C3)
{alts"al:'s' } = [aks’ak’s’} =0,
from which it follows that
{Foak}=kags, {Foars)=—kays, (Cda)
eﬁjf"a,fie —By":eﬂ"a,’:i , (C4b)

and H is the magnetic field (H > 0).
We wish to calculate the partition function

Z =tre —B¥

by expanding it in the usual way in ¥ considered as a per-
turbation:

—B B
z=t [P0 [1- [Tarvin
B A
+ [y dh [ dnyanrag — - H

=Zo+Z,+Zy+ -, (C5)
where

V(L) =e " ope Mo

2 '
=28 5 oMk “KNat  a,_ S +a}_a;, St
I k'+ak k' —Ok +
kK

+(ag pap . —ag_ap _)S,] .
(C6)
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2 f(Apgrnyy)—

Ap M—1

r

The free energy can then be written as follows:

F=—TInZ
2
Z, 3
Ze ] ]+0(g )}.

(C7)

Z, 2

=—T{lnZy+—+

Zo

z, '22 1

The noninteracting ground state is a state with N€ elec-
trons filling the positive spin “sea” from k=—9 to
k=H and the negative spin “sea” from k=—-% to
k= —H, plus one impurity. The Fermi distribution for
the electrons is given by

—B¥,

6

tre Nis 1
(s Yo= , = =f(k—sH) ,
ks /0 tre P70 1 4 Btk—sH) f
(C8)
and the total number of electrons in the ( +) sea given by
L
(Nido= 3 Amsdo==—(Z+H). (C9)
ki< 2m

Since (N )o+{(N_)o=ZL /m=N,

N
D =7— .
L
Note that in order to be consistent with the D-scheme
notation one should actually set |k | <.% and then relate
¥ and & =N /L via ¥ =72 . We shall not bother.

The zeroth-order partition function Z is given by

(C10)

Zo=tre PMo_zezi
where the electron partition function is

e H
ZO=
k| <2
s=*1

(l_e-—B(k—sH))

and the impurity partition function

s
142 3 cosh(2jBH), S integer
i=1
s—(/2)
2 3

j=0

Zi= (C1D)

cosh[(2j+1)BH], S half-integer .

Hence, the zeroth-order contribution to the impurity
free energy is

FO=_TmZi . (C12)

First order. The first-order correction is given [see (C7)
and (C5)] by
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Mk—k’)

B —
fo ditr | P70 > % [ak rax S~ +ag_ar St +(ag ax . —ag_ay _)S;]
k'
(C13)

z, fOB ditre P70

in this expression, the terms involving S~ and S do not contribute to the trace, and in the last two terms only k =k’
contributes. Thus we have

z H|(N,—N_) 2H H
(1) 1 + 0
Fi=—T_—= | =¢—"Fs ||, Cl14
=Tz =ehs 7 L & S |T (C1h
where Fg(H /T) is the impurity trace, given by
> 2jsinh(2jBH)
4= 5 , S integer
2BHS 1+2 2 cosh(2jBH)
H tre S, ji=1
Fs |\ "o | == pms, = |s-um (C15)
tre = * 3 (2j+1)sinh[(2j +1)8H]
j=0 .
S/ , S half-integer .
> 2cosh[(2j+1)BH]
j=0
Second order. The second-order contribution consists of two terms
2
Z 11Z
(2) 2 1
FOU= _T| == —— | — , (C16)
7 Z, 2|2z, ]

where the second term can be obtained from (C14). The first term is given by

2
Z__ T Jlan, [ arr

—T==_
Zy Zy

2g e—B)/O ekltk,—k2)+xz(k', —k3)
L K
kykaik'y ks

* * —o+ * * +o—
X[ak'+ak2_ak; _ak§+S S +akl_ak2+ak,l+ak£_s S

* * * * 2
+ (akl+ak2+—akl_ak2_)(ak,l+ak5+——ak,1_ak,2_)Sz] .

Now, there are contributions to the trace from terms with k; =k,,k} =k} and k, =k3,k) =k,, which, using the com-
mutation relations (C3), we can express in terms of the averages of quantities involving ng+ and ng.4 as follows:

2
Z, 2g B A (A=A Nk —k') H H
—_T—==_T|2& 2 e -
TZO_ T I fO dl] f() dA k,zk,e W;— T (nk+(l—nkr_))0+Ws 7 (nk_(—nk'++1))o
H
+ Ws 7 ((nk+(l_nk'+)>0+<nk—(1—nk'_)>0)
H
+ Ws T 2 [ pnpey Yo+ (g _nge_ Yo—2{ng ynkdol | (C17)
K,k
where the impurity traces W', W, and Wy are given by
(S—=1)
S [S(S+1)—ji(j+1)]e2PH
w2 | _ tr(e g —s+) ;2
S - = i ’
r tre P Zy
i 2jBH
[S(S+1)—j(j—1)]e?
we |H | _ tr(e "5 +5-) _ J=-5+1
St |™ trezﬂHsz - Zi ’ (C18)

Rev. Mod. Phys., Vol. 55, No. 2, April 1983



398 Andrei, Furuya, and Lowenstein: Solution of the Kondo problem

s
S j*2cosh(2jBH )
Jj=1 .
- S integer
| we®is?) z
Ws 7 = 2,3”_32 =] 5=(1/2) Y
tre S (i+7)%2cosh[(2j +1)BH]
Jj=0 .
- Sh integer .
zZi &

The second summation over k and k' in (C17) can be expressed in terms of a simple average, namely,

2772
2 [(nk+nk:+ )0+(nk—nk’— )O—Z(nk+nk'_ )o]E((N+ —N_ )2>o= LWFZI s (C19)
k. k'

and the A, A, integrals are trivial. The first summation of (C17) is converted into an integral and the averages are ex-
pressed in terms of the Fermi distribution (C8); also, we perform a change of variables from A,A, to A’=(A;+A,) and
(A;—A,). Since the integrand only depends on A, one can integrate A' to get the following:

2

Z, g B H |, _ 2 2H? H
~rzo=- % T [y dMB—2) W | P+ W5 | [T+ Ws | <o 20 (I (A) | S =W |
(C20)
where
(ZFH) ekr
I.(AM)= f_(gimdkm. (€21
Hence the second-order contribution (C16) is given by
:7:.2’:&2— 21; F2 % — —Tf dx(1—x) 1;— I3 () +Ws | = I (x)
H
+ Ws |7 [ 01 _(x) } (C22)

where x is a dimensionless variable, x =TA, and I + (A)=TT +(x).
Now we exploit the fact that the momentum cutoff is very large, namely, & >>H and & >>T, and approximate
I.(x)by

\ZFH)/T erx T 1 p e~ ZFHT(]_x)
o t(H/T)x +H/Tx _ 1 —@tHyT_ C23
Is(x)=e f_(!]iH)/T y1+ey ~e sinmx  x° (1—x) (€23)
and after some algebra rewrite the integral involved in (C22) as follows:
H 2 |_ ! 2 — 2
I = [ dx(1—x) (W5 I} 0+ Ws T2 (0)+2Wsl , (x)_(x)]
1
=lws— fo dx e ~*H/TF2 [x,»—-%{-,% 1;-{— f Flx T F x,——ITi,% dx |,
(C24)
where
F x,ﬁ,—’?l- = cscmx —x ~le ~UT+H/TIx _ (] _x)=1g =7 —H/TN1-x)]
T T
We use the following identity:
H H
we = e TH/T_ ¥ T =0, (C25)

as well as the invariance of the product F(x,H /T, < /T)F(x,—H /T,% /T) under the change of variable x into (1 —x).
If we neglect terms of order H /% or T /4, the integrals appearing in (C24) are given by
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g H 9 49 T H
f dx T  [F =5 | | ~260(0)—2+ =240 |, - | (C26a)
1 H 9 H 2H 2H De 9
—QH/Txg2 |, 2 Z | pil —2HyT_ | 21 | 2H Ze =
fodxe F ‘x, T [¢0 T +{e + T Ei T +1 2 +2T1n2
2H 2H Ye 9 T H
—2H/T el 1 2="1n2 —_— =
+{e El="r |t 2w (| P27 |T% 29 |
(C26b)
where
1
do l;— Efo dx e ~H/T[g2csc?mx —x ~H1—x)"?],
(C27)

Eita)= [° “dx.

From Egs. (C22), (C24), and (C26), we find the second-order contribution . {*' for & >>H and & >>T. Then, adding
F [Eq. (C13)] and #\' [Eq. (C12)] to it leads to the impurity free energy up to second order in g for 2 >>H,T:

J-:—Tano+g£Fs g
g H? H_ H
P T F§ T |~ %s|T
_|H H g H H | . |2H - |H 2H
—T{|Ws | == |+Ws | = || |[251n2—1 = |\ws = == |-Ws | = |Ei |— =+
s|\T TS T T r2p s (BT s T F =7
H + | H _|H H + | H H
- — —_ - —_ W —_ —_—
+2o | WS | I+in| 2 +lWS T I[Tl+ s |7 |4 T
H K7 T
+ Wy T 2¢o(0)—2+471n2 ”-pol:% g +0(g?), (C28)
f
where Z§, Fg, and (W§,Ws) are given, respectively, by H
Egs. (C11), (C15), and (C18); Ei,$, by Eq. (C27), and (c) Ws | |=S[1+0(e /D], (C18")
1
b, —?— = fo dx(1—x)e ~2H/T[72csc?rx —x 2
(d) wg % =2S[e~#/TLO(e~*H/T)], (C18)
—(1—=x)"?].
- |H —2H/T '
(C29) (e) Wg T =2S8[140(e )], (C18")
Our aim is to find the asymptotic behavior of the free
energy .%; in two regions: (1) T/H << 1, H << & and (ii) 2H eT2H/T T2
H/T<«<1,T<«<2. (f) Ei |=— |=—F |1+0 o Qn
(i) Low-temperature and high magnetic field region 2_7:
(T/H << 1,H < %). From the corresponding definitions
we can obtain the following asymptotic behaviors of the H
functions of H /T appearing in (C28): " (g) o [7 ~0, e 2H/Ty. —% ~0, i=0,1.
(a) —TInZ{=—2SH+O0(e2H/T), (C11)
(b) Fg % =S[14+0(e~2H/T)], (C15") (C27,(C29")
Hence
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5 (ii) The high-temperature, low magnetic field region,
g g 3 (T/H >>1,T << D).
Fi o~ — -£ (£ — S . .
"TH <@ 25H |1 T 2 In 2H l+0(g) For this region, the following asymptotic behaviors are
obtained:
+ (H -independent terms) . (C30)
J
; 2 H? H*
(a) —TInZy=—TIn(2S+1)-T ;S(S+1)F+O T ||
2H . |H | 4H?> S(S+1) H*
<1 === T 0=,
© = Fs 17 T? 3 9T
2 H*
) we|HL |28+, H iss+n1+0 | =],
T 3
H H H? H*
@ W | |+ | =3S(S+1) 2+é[1-§S(s+1)]—T;+o - ||
2H | . |H |,..|2H _|H |,..| 2H 4H? , 2H H*
= 2R |25 | - SR |-==||= 2 H2—c—m|=>||+0 = ||,
(e) T Wy T Ei T Wy T Ei T 77 7S(S +1) n\=r + -
_|H H | H H| > H? H*
(f) Wg T b T +wyd T ¢1 —T =35(S+1) 2¢,(0)+{5[l—— (S+1) ]¢|(0)——41nB+2}T+0 T
2H | . |H _|H 4H*? H*
&) = |Ws' | T s T T2 +1)+ lT
where C is Euler’s constant and
mp= [ dx(1—xix |- L
Y sin’mx 2
The free energy then follows:
2
2
Fi  ~ —Thmsyn-HExD 1y ,8 128 )1
H«<T<«<2 T 3 T T
(0)—¢o(0)
+%[1—%S(S+1)]ﬁ——?¢i— +o(gY . (C31)
The remaining integrals can be done numerically:
In8=0.662122...,
$0(0)—,(0)= f dx(l—x) |—Z— L1 | g41166...~Ina
0 ! sm21rx x2  (1—x)? ’ ’
C=0.577216...=Iny .
Hence
5 2
Fi  ~ —Twmes4+n-H-258+D 1, 28 2, T +ogh|. (©32)
H«<T<«<% T 3 T T 7/431/41 [1_— +1)]

Equations (C30) and (C32) determine, to all orders in per-
turbation theory, the ratio

T
U= —=2pye-774.

T (C33)

Rev. Mod. Phys., Vol. 55, No. 2, April 1983

APPENDIX D: DETERMINATION OF STRING POSITIONS

In Sec. II we considered the (simplest) singlet excitation
which consists of two holes at A'l' and Aé‘ and a two-
string A t+ic/2. We wish to show here that in order to
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satisfy Eq. (2.43) [or (3.2)] the two-string must be placed  equidistantly between A®* and ARZ"',
= L Ak, Ah
at A —'Z'(A] +A2).

In the generalization of the model to SU(v) symmetry Ry+1—r r—R;+1

Ryh R,k
with v > 2 (Sec. VIII), the above statement generalizes as A= R,—R;+2 : m A
follows: Considelrl a state consisting of two Il{lo}lles, a rank- 2 !
R, hole at ARY" and rank-R, hole at A" %", R, >R,. D1)

This state describes a bound state of R; fundamental exci-
tation interacting symmetrically with a bound state of R, In the basic SU(2) problem this reduces to
fundamental excitations. If we wish to construct a state AS= %(A'l' +A'2'), as all A momenta are of rank 1.

where the bound-state excitations interact in an antisym- We proceed now to show that this configuration does
metric representation we have to add a “ladder” of two- indeed solve Eq. (8.33), which for a rank-r two-string
strings {A™} of ranks r=R,,R;+1,...R, placed AT =A"%ic /2 takes the form

J dA o (MO F(A —A™)]+O[2A —A™)]} — [ dA[o"*(A)+0" " (A)]O(A —A™)
=O[ (AT A ]+ O[2AT T AT ]+ O[ F(AT IS AP+ O[2AAT " —A®] 4277, (D2)

where the (Fourier transforms of) one-string rank-r densities, o”, are given by

sinh(v —r)cp /2 0O sinh(R ¢p /2)sinh[(v —r)cp /2] .
sinhvep /2 sinh(vcp /2)sinh(cp /2)
sinh[(v —R,)cp /2]sinh(rep /2)

T sinh(vep/2)sinh(cp/2) ¢

for r=R,,...,R,, with c°=N% P4+ N’ and

GR’-I(p)z sinh[(v—R |+ 1)cp /2] o0 sinh[(v —R)cp /2]sinh[(R; —1)cp /2] .
sinh(vcp /2) sinh(vcp /2)sinh(cp /2)
sinh[(v —R;)cp /2]sinh[(R| —1)cp /2]
- sinh(vep /2)sinh(cp /2)
_Ry+1 sinh[(v—R,+1)cp/2] | sinh(Rcp/2)sinh[(v—R,—1)cp /2]
A sinh(vep/2)  © sinh(vcp /2)sinh(cp /2)

5 _in Ko
a"’(p)z clp|/2,—iA P

R,.h
. 2’ iA TS,
clp| /Ze—:A 4 e—-ll\ Po—C |P |72 (D3a)

 RyA
cjp|/2e—1A J4

L Ry.k
elc/21plg—in > p (D3b)

/2 TR
e(c )Ip}el P

_ sinh(R,¢p /2)sinh[(v — R, —1)¢p /2] e p 1, _in®2h, ' D30)
sinh(vep /2)sinh(cp /2)
I
From (D3a) and (D2) we find REFERENCES
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