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Symbol Meaning

Cins

~ins

D(E)

Ep
En
EN

f(E)

gs

gt
H
J
kg
k~
I

insulator capacitance per unit area
insulator thickness
density of states
magnitude of electronic charge
energy; electric field
Fermi energy
energy of bottom of nth subband
energy of Nth Landau level given by (N+ 2 )~,

field; envelope wave function
Fermi distribution function
Lande g factor
spin degeneracy factor
valley degeneracy factor
magnetic field
current density per unit width
Boltzmann's constant
Fermi wave vector
mean free path; radius of the ground cyclotron
orbit [radius of the ¹h cyclotron orbit is given by
(2X + 1 )'~2l]

LIST GF SYMBGLS

Two-dimensional vectors are usually indicated by bold-
face letters. When three-dimensional vectors appear at
the same time as two-dimensional vectors, the latter are
denoted by lower-case characters and the former by
upper-case characters. For example, K= (k, k, ) with
k=(k„,k~). Some of the symbols which frequently ap-
pear in the text are summarized as follows

mo
m~

mr

m,
m~

N

Ng)

Naep)

Q-
ps~ps

Q-
R
RH
T
VG

V,„g
VT
X

~av

Zd

+ins

&sc

r

0-b

effective mass
free-electron mass
longitudinal effective Inass in the bulk
transverse effective mass in the bulk
effective mass perpendicular to the interface
dressed mass (modified by many-body interacions)
Landau-level index (starting with 0)
concentration of acceptor impurities in the bulk

concentration of donor impurities in the bulk
concentration of fixed space charges in the deple-
tion layer
density of charges per unit area in the oxide
that does not change with VG, assumed to be at the
Si-Si02 interface
concentration of electrons in inversion or
accumulation layers
density of fast surface states per unit area
charge per unit area
eN,

„

effective screening parameter
eN„
resistance
Hall coef6cient
temperature
gate voltage
substrate bias voltage
threshold gate voltage
x coordinate of center of cyclotron orbit
distance from interface
average position of electrons from interface
thickness of the depletion layer
average position of electrons in nth subband
from interface
root-mean-square height of interface roughness;
spin-orbit splitting; gap parameter
energy; dielectric function normalized by x
envelope wave function of nth subband for
motion normal to the interface
lateral decay length of interface roughness
static dielectric constant of insulator
static dielectric constant of semiconductor
arithmetic average of ~„and ~;„,
mobility; chemical potential
Bohr magneton
effective mobility
field-efFect mobility
Hall mobility
resistivity; mass density; charge density
conductivity; spin index
minimum metallic conductivity
relaxation time
electrostatic potential; phonon field; azimuthal angle
surface potential
substrate bias voltage
angular frequency
cyclotron angular frequency
plasma angular frequency

I. INTRGDUCTIGN

In this article we review the properties of electrons in
semiconductor space-charge layers and touch brieQy on
other systems which have dynamically two-dimensional
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character. By dynamically two-dimensional we mean
that the electrons or holes have quantized energy levels
for one spatial dimension, but are &ee to move in two
spatial dimensions. Thus the wave vector is a good
quantum number for two dimensions, but not for the
third. These systems are not two-dimensional in a strict
sense, both because wave functions have a 6nite spatial
extent in the third dimension and because electromagnet-
ic fields are not con6ned to a plane but spill out into the
third dimension. Theoretical predictions for idealized
two-dimensional systems must therefore be modified be-
fore they can be compared with experiment.

We shall generally confine our discussion to systems
for which parameters can be varied in a given sample,
usually by application of an electrical stress. Systems of
this sort generally occur in what may broadly be called
heterostructures. The best known examples are carriers
confined to the vicinity of junctions between insulators
and semiconductors, between layers of different semicon-
ductors, and between vacuum and liquid helium. For
most of these systems the carrier concentration can be
varied, so that a wealth of information can be obtained
&om one sample. They all have at least one well-defined
interface which is usually sharp to a nanometer or less.
Several of these systems will be described in Sec. VIII.

Many other experimental systems show two-
dimensional character, including layer compounds, inter-
calated graphite, and thin 61ms. These systems, which
have been widely studied, are discussed very brieAy in
Sec. VIII.

In this chapter we describe some of the basic terms
and concepts as an introduction to the more detailed dis-
cussion of the following chapters.

A. Field effect

The effects of changes in surface conditions on the
conductance of a semiconductor sample have been stu-
died for many years. Such measurements are usually
called field-effect measurements because a major physical
variable is the electric field normal to the semiconductor
surface. One important way to change the surface condi-
tions, and therefore the surface electric Geld, is through
the control of gaseous ambients. A famous example is
the Brattain-Bardeen (1953) cycle, in which the surface
potential of germanium (the difference of potential be-
tween the surface and the interior) was varied by expos-
ing the sample to dry oxygen, wet oxygen or nitrogen,
and dry oxygen again. Gaseous ambients are still used
to control the surface charge of ZnO (see, for example,
Many, 1974), and are one basis of a growing class of am-
bient sensing devices (see, for instance, Zemel, 1979, and
Volume 1 of the new journal Sensors and Actuators) A.
disadvantage of the early measurements was that the
conductance of the entire sample was measured, and the
surface effects were extracted by taking differences or
derivatives as the ambient was changed.

In conjunction with field-eQect measurements, theories

for the dependence of the mobility of carriers near the
surface on the surface conditions were developed and re-
fined. Most of the early work was based on the
phenomenological notion of diffuse and specular reflec-
tion at the surface, as 6rst used by Fuchs (1938) in
studying transport in metal films.

The early work on semiconductor surfaces is reviewed
in the books by Many, Goldstein, and Grover (1965) and
by Frankl (1967), and provides the classical &amework
on which the quantum models described below have been
built. The classical theory of surface transport has been
reviewed by Greene (1969a, 1969b, 1974).

B. Devices

Most of the discussion in this article will be about a
particular insulator-semiconductor heteroj unction sys-
tern —the metal-insulator-semiconductor (MIS) and more
particularly the metal-oxide-semiconductor (MOS) struc-
ture. Most of the work on two-dimensional MIS systems
has been done on a technologically well developed exam-
ple, the metal-silicon dioxide-silicon structure, although
work on other materials, especially on compound sem-
iconductors, has been increasing. The silicon MOS
field-effect transistor was developed in the 1960s and
1970s as an amplifying and switching device used in in-
tegrated circuits (for reviews see, for example, Grove,
1967; Sze, 1969; Nicollian and Brews, 1982). It is the
most successful example of a device in which the charge
on the plates of a capacitor is changed by the application
of a voltage in order to modulate the conductance of one
of the plates, and is now one of the inajor electronic
components of memory and logic circuits used in com-
puters. The first proposals date from the 1930s
(Lilienfeld's and Heil's patents). Shockley and Pearson
(1948) studied an MIS structure which was the archetype
of the long series of devices made usually with a slightly
oxidized semiconductor, an organic insulating 61m, and a
metallic counter electrode. These structures were used in
most of the numerous studies of interface states and sur-
face transport through the 1950s and 1960s.

A related structure, the thin-film transistor (Weimer,
1962), used ohmic contacts to a thin 61m of highly resis-
tive polycrystalline semiconductor such as CdSe, CdTe,
CdS, Se, or Te. Because the properties of these systems
were not as favorable as those of the silicon-silicon diox-
ide system, they have not led to widely used devices and
have not proven as amenable to scienti6c investigation.

The metal-oxide-semiconductor field-effect transistor
(MOSFET) or insulated-gate field-effect transistor (IG-
FET) shown in Fig. 1 uses rectifying contacts to the
semiconductor, usually silicon. For the n-channel device
shown, no current can Aow between the contacts—
usually called the source and the drain —unless an n-type
inversion layer is established near the silicon-silicon diox-
ide interface by imposing a positive voltage on the metal
electrode, called the gate. For the analogous p-channel
devices, voltages and majority carriers are reversed in
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FIG. 1. A cross section of a silicon n-channel metal-oxide-
semiconductor field-effect transistor (MOSFET). The n-type
contacts known as the source and drain are made by diffusion
or by ion implantation into the p-type substrate. The current
ID between them is controlled by the voltage Vz on the metal
electrode or gate. When a positive voltage is applied to the
gate, it can charge the channel region and control the current
between source and drain. An ohmic contact can also be made
to the substrate whereby a substrate bias V,„bcan be applied
between the substrate and the normally grounded source.
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sign. The MOSFET is a four-terminal device. The elec-
trons are drawn from the source, which is usually at
ground potential. They pass along the surface to the
drain through the n-type channel induced by a positive
voltage on the gate. The fourth terminal, attached to the
p-type bulk silicon, is called the substrate contact. The
gate, drain, and substrate voltages (with respect to the
grounded source) are labeled, respectively, VG, VD, and

V,„b.
Few carriers enter and fewer are trapped in the ther-

mally grown SiOq because it is a relatively trap-free insu-
lator with a high barrier to injection of both electrons
and holes. In addition, Si02 has a high electric break-
down field (-10 Vcm '), which allows a large charge
density to be induced at the surface of the silicon. The
interface between silicon and the thermally grown oxide
also has a relatively low density of interface states if ap-
propriately treated, which allows most of the induced
charge to appear in the semiconductor space-charge layer
rather than as charge in interface states. Furthermore,
the oxide is quite stable if fast-difIusing species, particu-
larly sodium, are avoided during device preparation.
The massive efiort in the technology of the silicon-silicon
dioxide interface that has been carried out during
development of MOSFET devices has made this system
particularly well suited to and available for scienti6c in-
vestigation.

Vr'ork on materials other than Si has been carried out
for many years, even though the interface properties are
usually not as desirable as those of the Si-Si02 interface.
For reports on recent work see, for example, Roberts and
Morant (1980), Schulz and Pensl (1981), or the Proceed-
ings of the Conferences on the Physics of Compound
Semiconductor Interfaces published annually in the Jour-
nal of Vacuum Science and Technology.

C. Space-charge layers

The physics of MOS structures begins with a classical
solution of Poisson s equation in the direction perpendic-
ular to the surface or interface. The energy-band dia-
gram in the semiconductor is shown in Fig. 2. Here the

FIG. 2. The energy bands at the surface of a p-type semicon-
ductor for (a) the flat-band case with no surface fields; (b) accu-
mulation of holes at the surface to form an accumulation layer;
(c) depletion of the holes or ionization of neutral acceptors near
the surface to form a depletion layer; and (d) band bending
strong enough to form an inversion layer of electrons at the
surface. E, and E„are the conduction- and valence-band
edges, respectively, EF is the Fermi energy, and E& is the ac-
ceptor energy. The surface potential P, measures the band
bending.

sample is p type. Figure 2(a) shows the case for zero
electric field, called the flat-band voltage condition. Ap-
plication of a negative bias to the gate [Fig. 2(b)] induces
a positive charge in the semiconductor surface, which in
the absence of donor interface states can only occur by
the'induction of excess holes in what is called an accu-
mulation layer. If instead a positive bias is placed on the
gate, the energy bands bend down at the surface [Fig.
2(c)]. Negative charge thus induced in the semiconduc-
tor is first formed by removing holes from the valence
band (or from neutral acceptors near the interface when
they are deionized), forming what is called a depletion
layer. As the positive gate bias is increased, the fixed
negative charge of the acceptor ions and the associated
downward band bending increase until the conduction-
band edge at the interface approaches the Fermi level
and electrons are induced near the interface. When the
surface electron density equals or exceeds the hole densi-
ty in the bulk [Fig. 2(d)], the surface is said to be invert-
ed. The layer of electrons at the surface is called the in-
version layer, and the region of Gxed negative charge
separating this layer from the p-type bulk is called the
depletion layer. Another example, with straightforward
changes of sign, could also be given for a p-type inver-
sion layer on an n-type substrate.

A quantitative description of the space-charge layer is
easy to give, following Kingston and Neustadter (1955),
if we assume Boltzmann statistics, assume uniform bulk
doping, neglect interface states, and assume all impurities
to be ionized. Then the charge density p in the one-
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dimensional Poisson equation
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Figure 4 shows the capacitance as a function of gate
voltage for an MOS capacitor on p-type silicon. There
are three important regimes to note in such a plot. They
are strong accumulation, strong depletion, and flat bands.
The strong-accumulation capacitance and the strong-
inversion capacitance both correspond to very thin
space-charge layers, for which the space-charge capaci-
tance is usuaHy much larger than the insulator capaci-
tance and can either be ignored or corrected for. Thus in
these two limits the measured capacitance is approxi-
mately equal to the insulator capacitance. The space-
charge capacitance per unit area at flat band is found
from Eqs. (1.3) and (1.7) to be

1/2
(no+pa)e ~„C„(flatband) =

4m' T (1.8)

C;„,
5VG, (1.9)

C4

I I

C3

O
O o
C3

LJ

O

CL
D
C3

I I

0 2

GATE VOLTAGE (V)

I
- I-----------t

6

FIG. 4. Capacitance of a metal-insulator-semiconductor (MIS)
structure as a function of voltage on the metal. The example
shown is for p-type silicon. Curves are shown for samples
without ( —) and with ( ~ ~ ~ -) surface states. The curves
with minima are measured at low frequency. At high frequen-

cy the electrons cannot be generated fast enough to respond,
and therefore only the depletion capacitance is measured. Fig-
ure courtesy of S. Lai.

More generally, the flat-band capacitance of the space-
charge layer is the capacitance of a layer of the semicon-
ductor whose thickness is the bulk screening length.

For a real device, the flat-band point is found by com-
bining the insulator capacitance, found as described
above, with the calculated space-charge capacitance.
This requires knowing the area of the capacitor, because
our expressions are all for unit area, as well as any
parasitic capacitances that may be present.

In strong inversion, where the capacitance approaches
the insulator capacitance, the charge induced by a fur-
ther increase of the gate voltage goes almost entirely into
the inversion layer. This is especially true at low tem-
peratures, where the depletion charge is essentially fixed
once the inversion layer is populated. This leads to the
very useful approximate relation

where iV, is the density of inversion layer electrons per
unit area and VG is the gate voltage. A similiar equation
applies to p-type channels.

Capacitance measurements are made by applying a
small ac voltage on the gate electrode in addition to the
dc gate bias, or by slowly ramping the gate voltage and
measuring the current into the capacitor. The minority
carriers {the electrons in this discussion) must be ther-
mally generated and therefore cannot follow the ac vol-

tage at high frequencies. Then the measured capacitance
does not show a minimum, as illustrated by two of the
curves in Fig. 4. The steady-state capacitance is ob-
tained by using low frequencies, a slow ramp, or an PET
structure in which the minority carriers can be supplied
from the source and drain contacts. Frequency-
dependent efIects associated with the 6nite time required
to vary the charge in the inversion layer may complicate
capacitance measurements for high-resistance surface
channels, even if source and drain contacts are present,
as found, for example, in capacitance measurements in a
strong magnetic field (Kaplit and Zemel, 1968; Vosh-
chenkov and Zemel, 1974). At low temperatures long
times may also be required to develop accumulation and
depletion layers to equilibrium values (Fowler, 1975).

If interface states are present, the previous discussion
must be amended to allow for the charge in those states,
which will appear as an additional term in the relation
between the semiconductor charge Q and the surface po-
tential P, . If the interface states can fill and empty at
the measurement frequency, the capacitance will be al-
tered as shown by the dotted curves in Fig. 4. If the in-
terface charge does not follow the ac voltage, the states
are said to be "slow" as opposed to "fast" states. This
can lead to hysteresis if the capacitance curve is traced
by sweeping the dc component of the gate voltage up and
down through the values at which the interface state
charge changes.

The fast states may arise from various sources. Imper-
fect matching of the Si02 to the silicon can result in dan-

gling bonds which may be saturated by hydrogen anneal-
ing. Ionic charges or dipoles in the oxide near the inter-
face can give rise to localized states [see, for example,
Goetzberger, Klausmann, and Schulz (1976) and Secs.
II.E and V.C below] which appear as bound surface
states near the band edges in a capacitance measurement.
Other interface states may be derived from impurities in
the silicon (Snel, 1981). Probably any microscopic defect
wiH appear as a surface state within or without the ener-

gy gap; macroscopic Quctuations in charge may appear
as inhomogeneities. It is not always easy to sort out
these effects, as the large literature bears witness.

One of the reasons that MOSFETs are useful techno-
logically is the same reason that they are useful for scien-
ti6c studies. That is the possibility, with appropriate
treatment, of reducing the number of fast interface states
to values (&10' cm ) that are small compared to the
realizable free-carrier concentration ( —10' to —10'
cm ). The carriers in these structures have high mobil-
ities at low temperatures. This is because the induced
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electrons are separated by a large distance from compen-
sating positive charge in the gate. The barrier between
the silicon conduction band and the silicon-dioxide con-
duction band is large (=3.15 eV) so that instabilities due
to electrons tunn. cling into trap states are inhibited and
the samples are stable. They share with other insulated-
gate structures the major advantage that it is easily pos-
sible by application of a voltage to the gate to change the
number of induced carriers. Further, in MQSFET struc-
tures it is possible to change the electric field seen by a
given density N, of inversion-layer electrons by applying
a substrate bias V,„b between the substrate and the
source. Reverse substrate bias (V,„b&0 for our example
with a p-type bulk) has the effect of increasing the
depletion-layer charge. Gauss's law requires that the to-
tal space charge be proportional to the 6eld at the sur-
face, F„which in an MOS configuration is approximate-
ly proportional to the gate voltage VG. If the depletion
charge is increased by applying reverse substrate bias, the
gate voltage must also be increased if the same number
of electrons is to be maintained. Thus the electron densi-
ty N, and the normal surface field F, can be varied in-
dependently.

E. Quantum effects

The interest in MOS structures is enhanced because
they show the electronic properties expected of a two-
dimensional electron gas. It was postulated by Schrieffer
(1957) that the electrons confined in the narrow potential
well of an inversion layer would not behave classically.
It is clear that if the carrier wavelength is comparable to
the distance from the interface to the classical turning
point (-k&T/eF, in the simplest approximation) then
the carrier motion in the direction perpendicular to the
interface cannot be treated classically. Quantization of
the motion in this direction into discrete levels is expect-
ed. When the free-electron behavior along the interface
is included, the energy levels take the form

fields on a (100) silicon surface at 4.2 K. They postulat-
ed that on a (100) surface the degeneracy of the six sil-
icon conduction-band energy minima located along the
[100] axes in the Brillouin zone (see Fig. 5) is removed
by quantization in the surface potential well. The four
valleys for which the effective mass for motion perpen-
dicular to the surface is the light mass m, are expected
to have higher values of the quantum levels E„ofEq.
(1.10) than the two valleys whose long axis, correspond-
ing to the heavy effective mass mi, is perpendicular to
the surface. They assumed that the decrease in mobility
appeared when the increasing carrier concentration car-
ried the Fermi level into the subband associated with the
higher energy levels, making scattering between the two
sets of valleys energetically possible. This explanation
was not a correct one for the decrease in mobility but it
gave the basis for models of quantization in these sur-
faces and its predictions as to the lifting of the degenera-
cy of the valleys and of the two-dimensional nature of
the electrons were soon borne out by magnetoconduc-
tance measurements of Fowler, Fang, Howard, and Stiles
(1966a, 1966b) and then by many other experiments.
Piezoresistance measurements (Dorda, 1973) have also
been valuable in demonstrating the quantum effects.

The experiments stimulated theoretical work on energy
levels in a surface electric 6eld. Self-consistent one-
electron Hartree calculations were carried out for n-type
surface channels in Si by Duke (1967a), Stern and Ho-
ward (1967), and Stern (1972b), among others. Calcula-
tions for InAs electron accumulation layers by Appel-
baum and Baraff (1971b) and Baraff and Appelbaum
(1972) were stimulated by the tunneling measurements of
Tsui (1970b, 1971b). Pals (1972a, 1972b, 1972c, 1973)
carried out self-consistent calculations in connection with
his own capacitance measurements.

(1.10)

where k and k» are the wave-vector components for
motion parallel to the surface and the E„arethe electric
quantum levels arising from con6nement in the narrow
potential well. Each value of E„is the bottom of a two-
dimensional continuum called a subband.

Schrieffer felt that interface scattering would broaden
the energy levels and that discrete quantum levels would
not be observed. Nevertheless, many authors, including
Handler and Eisenhour (1964), Murphy (1964), Fang and
Triebwasser (1964a, 1964b), Greene (1964), Howard and
Fang (1965), Kawaji, Huff, and Gatos (1965), Kawaji and
Kawaguchi (1966), and Fang and Howard (1966),
searched for these effects, which were invoked to explain
anomalous results of 6eld-effect experiments. In the Cast
cited paper, Fang and Howard had observed a pro-
nounced decrease in the electron mobility at high surface

FICx. S. Schematic constant-energy surfaces for the conduction
band of silicon, showing six conduction-band valleys in the
(100) direction of momentum space. The band minima, cor-
responding to the centers of the ellipsoids, are 8S go of the way
to the Brillouin-zone boundaries. The long axis of an ellipsoid
corresponds to the longitudinal effective mass of electrons in
silicon, mI ——0.916mo, while the short axes correspond to the
transverse effective mass, m, =0.190mo.
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F. Magnetoconductance
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A two-dimensional conduction band without spin or
valley degeneracy has a constant density of states equal
to m/2m', where m is the effective mass, assumed to be
isotropic. If a magnetic field H is perpendicular to the
surface, the two-dimensional &ee-electron motion is con-
verted to a set of quantized Landau levels with spacing
eHfi/mc The number of electrons per magnetic quan-
tum level is equal to the density of states times the
Landau-level splitting, or eH/hc, which equals 2.4X 10"
cm 2 when H equals 10 T. For a Si(100) inversion layer
in the lowest subband (if spin and valley splitting are not
resolved) this value must be multiplied by a spin degen-
eracy factor 2 and by a valley degeneracy factor 2.

Magnetoconductance oscillations in inversion layers
are unique in that the number of electrons can be varied
and counted, as described above, by changing the gate
voltage. In the usual Shubnikov —de Haas experiments,
oscillatory magnetoconductance is measured by varying
the magnetic field with a fixed carrier concentration. In
the inversion layer case, variation of the gate voltage and
of the carrier concentration at fixed magnetic field leads
to periodic changes in conductance, as shown in Fig. 6.
The constant period was prima facie evidence of two-
dimensionality, and the measured number of electrons
per oscillation (Fowler et a/. , 1966a, 1966b) gave a valley
degeneracy which agreed within -5%%uo with the value 2
predicted by Fang and Howard (1966). Furthermore, the
prediction that the mass parallel to the surface should be
0.19mo, the transverse mass of electrons in silicon, was
roughly confirmed by analyzing the temperature depen-
dence of the oscillation amplitudes to find a value of
0.21m 0.

The magnetoconductance experiment made a two-
dimensional model a necessity, at least at low tempera-

tures. Many of the screening and scattering properties
for such a model were investigated by Stern and Howard
(1967). In 1968, Fang and Fowler published an extensive
experimental study of the transport properties of surface
space-charge layers, for the first time couched entirely in
terms of a physical model that recognized the quantum
effects. Some aspects of the large body of work carried
out to understand mobilities and scattering mechanisms
both experimentally and theoretically are discussed in
Sec. IV.

An important next step was the recognition that tilting
the magnetic Beld would cause the spin magnetic mo-
ment to tilt, while the orbital moment of the Landau lev-
els is fixed in relation to the surface and would follow
only the normal component of the field. This difference
was used in experiments by Fang and Stiles (1968) to
measure the Lande: g factor of the electrons, which was
found to vary with electron concentration, reaching
values larger than 3 for low electron concentrations.
This was a puzzle because the spin-orbit interaction, the
usual cause of deviations of the g factor &om its free-
electron value 2.0023, is very weak in silicon. Janak
(1969) first recognized that many-body effects, i.e.,
electron-electron interactions, could account for a large
deviation of the g factor &om its &ee-electron value.
Careful measurements of the amplitude of the magneto-
conductance oscillations by Smith and Stiles (1972, 1974)
showed that the effective mass also increases with de-
creasing carrier concentration, in qualitative agreement
with the theory developed by Lee, Ting, and Quinn
(1975a, 1975b, 1976), Vinter (1975a, 1976), Ando (1976a,
1976b), Ohkawa (1976a), and Quinn (1976). This subject
is discussed more fully in Secs. II.F and VI.B.

The conductance peaks in strong magnetic fields were
found by Ando, Matsumoto, Uemura, Kobayashi, and
Komatsubara (1972b) to be approximately given by half-
integer multiples of e /kiri, as discussed by Ando and
Uemura (1974a).

The Hall conductance measured at the resistance peak
between adjacent Landau levels was found by von Klitz-
ing, Dorda, and Pepper (1980) to be an integer multiple
of e /h, independent of sample geometry, to such pre-
cision that it may help to improve the values of the fun-
damental constants and provide a precise, portable secon-
dary resistance standard. This rapidly developing field
has been reviewed by von Klitzing (1981) and is briefly
discussed in Sec. VI.B.1.

Reviews of magnetotransport properties have been
given by Sugano, Hoh, Sakaki, Iizuka, Hirai, Kuroiwa,
and Kakemoto (1973) for low magnetic fields and by
Landwehr (1975) and Uemura (1974a, 1974b, 1976) for
higher fields.

FIG. 6. Conduction on a (100) surface of an n-channel MOS-
FET with a circular plan or Corbino-disk geometry in the
presence of a magnetic field perpendicular to the interface.
The oscillations are seen to be uniformly spaced as a function
of gate voltage. In this case the spin and valley splittings are
not resolved. Af'ter Fowler et aI. (1966a).

G. Localization and impurity bands

Early transport measurements (Fang and Fowler,
1968) showed that the inversion layer conductivity had
an activated temperature dependence at low carrier den-
sities. This was orginally attributed to freeze-out on im-
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purity levels, but is now attributed to localization of the
states in band tails. Localized states are also seen in the
density-of-states minima between magnetic quantum lev-
els at large magnetic fields. Localization effects take on
special interest in inversion layers because the electron
concentration can be easily varied, making possible a
wider range of experiments than in bulk semiconductors.

Although Coulomb centers can never be completely
excluded from the vicinity of an electron or hole layer
(electrons on liquid helium are a notable exception), the
study of impurity levels in MOS structures is facilitated
if fixed charges are purposely introduced. Hartstein and
Fowler (1975b; see also Fowler and Hartstein, 1980b) did
this by diffusing sodium through the oxide to the
silicon-silicon dioxide interface. They showed that a dis-
tinct impurity band could be seen in conduction near
threshold, and studied the activation energy for motion
within the band and for activation to the conduction
band. Here also, the ability to change the electron densi-
ty separately from the impurity density makes possible a
new class of experiments.

If samples with activated conductivity are taken to
lower temperatures, the dependence of conductivity on
1/T often appears curved on a semilogarithmic plot, an
effect which is attributed to variable-range hopping, as
first proposed for two-dimensional systems by Mott
(1973). Other early evidence bearing on localization ef-
fects is described by Stern (1974b).

More recently, a new effect has been noted in the con-
ductance of inversion layers at low temperatures. Sam-
ples with seemingly metallic behavior, i.e., a weak in-
crease of resistance with increasing temperature at low
temperatures, show a weak increase of resistance with de-
creasing temperature at very low temperatures, as Grst
demonstrated for inversion layers by Bishop, Tsui, and
Dynes (1980) and Uren, Davies, and Pepper (1980).
Such a weak increase, logarithmic in T, has been predict-
ed for two-dimensional electron systems on the basis of
localization arguments by Abrahams, Anderson, Licciar-
dello, and Ramakrishnan (1979), who are dubbed the
"gang of four, " and on the basis of electron-electron in-
teractions by Altshuler, Aronov, and Lee (1980a). Nega-
tive magnetoresistance has been found by Kawaguchi
and Kawaji (1980b, 1980c) and Wheeler (1981), in good
agreement with predictions by Hikami, Larkin, and
Nagaoka (1980), Altshuler, Khmel'nitzkii, Larkin, and
Lee (1980b), and others. These effects are to be dis-
tinguished &om the strong localization efFects mentioned
above, which lead to an activated temperature depen-
dence. Work on weak localization and related effects is
progressing very rapidly.

Localization and impurity-band effects are considered
in detail in Sec. V.

H. OpticaI measurements

The early work on semiconductor inversion and accu-
mulation layers was limited to transport measurements
and was generally consistent with theoretical predictions

of quantum levels. Direct optical measurements of
energy-level splitting were first made by Kamgar,
Kneschaurek, Koch, Dorda, and Beinvogl (Kamgar et
al., 1974a, 1974b). It quickly became clear that energy-
level splittings could not be explained on the basis of
one-electron models but could be understood if many-
body effects were included in the theory, as had already
been found in connection with the effective mass and the
g factor. Because many-body effects in two-dimensional
electron systems are relatively large and because carrier
concentrations can be easily varied, inversion and accu-
mulation layers have served as model systems for testing
predictions of many-body theory.

Optical measurements have been reviewed by Koch
(1975, 1976a). The many-body theory has been described
by Ando (1976a, 1976b; 1977a, 1977c), Das Sarma and
Vinter (1981a), Jonson (1976), Kalia, Das Sarma, Nakay-
ama, and Quinn (1978, 1979), Nakamura, Ezawa, and
Watanabe (1980a), Ohkawa (1976a, 1976b), and Vinter
(1976, 1977), among others. Experimental and theoreti-
cal results for energy levels and optical transitions are
considered in Sec. III.

Because of the energy-level broadening produced by
scattering, cyclotron resonance measurements in inver-
sion and accumulation layers must be carried out at
magnetic fields high enough so that the Landau-level
splitting is comparable to or greater than the level
broadening. This pushes the energy range for cyclotron
resonance into the far infrared, where it was first detect-
ed by Abstreiter, Kneschaurek, Kotthaus, and Koch
(1974) and by Allen, Tsui, and Dalton (1974). Many-
body effects enter in this experiment in a rather subtle
way, as described by Ando (1976a) and Ting, Ying, and
Quinn (1976, 1977) and discussed in more detail in Sec.
VI.C.

Plasmons in a tmo-dimensional electron gas mere Grst
seen for electrons on liquid helium by Cxrimes and
Adams (1976a, 1976b) and then in inversion layers by
Allen, Tsui, and Logan (1977). The plasma-shifted cy-
clotron resonance (magnetoplasmon effect) was con-
sidered theoretically by Horing and Yildiz (1973) and
Lee and Quinn (1975) and was observed by Theis,
Kotthaus, and Stiles (1977, 1978a, 1978b). This subject
was reviewed by Theis (1980) and is discussed in Secs.
II.D and VI.C.

I. Prospectus

In the remaining sections the properties of semicon-
ductor space-charge layers and of related two-
dimensional and quasi-two-dimensional electron systems
are considered in more detail. Section II discusses some
properties of ideal or nearly ideal two-dimensional elec-
tron systems. In Sec. III, the energy-level structure is
considered for realistic models. Section IV discusses
transport properties associated with extended states and
Sec. V discusses transport properties associated with lo-
calized states and impurity bands. Section VI deals
mainly with energy levels and transport properties in
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strong magnetic Gelds. Section VII considers some of
the more specialized aspects of two-dimensional electron
systems. The consequences of the multivalley
conduction-band structure of silicon, including valley
splitting and the effects of stress and of surfaces tilted
&om (100), are considered in some detail. The two-
dimensional electron crystal is treated in general —both
with and without a magnetic field—and with reference to
electrons on liquid helium, for which the electron crystal
was 6rst observed.

Inversion and accumulation layers at the Si-SiO2 inter-
face are the most widely studied two-dimensional elec-
tron systems for reasons already discussed above. Most
of the work has been on n-type rather than on p-type
channels, both because electrons have higher mobility
and because the conduction-band structure of silicon
makes electrons easier to treat theoretically than holes.
The discussion in Secs. I—VII, therefore, deals primarily
with electrons in silicon, particularly inversion layers on
the (100) surface. In Sec. VIII we consider more briefly
a variety of other systems, including holes in silicon and
electrons and holes in other semiconductors. Heterojunc-
tions, quantum wells, and superlattices, which have been
receiving increasing attention in the last few years, are
also covered brieQy. Some related systems with large
literatures of their own, sometimes predating the work
on silicon surface channels, are discussed very briefly.
These include thin 61ms, magnetic-fleld-induced surface
states in metals, layer compounds, and intercalated gra-
phite. Section VIII briefly discusses two-dimensional
electron-hole systems, which have been treated more
often as theoretical constructs than in the laboratory.
Section VIII also describes some of the basic properties
of electrons on liquid helium and related substrates.
This system shares some common features with the other
two-dimensional electron systems we consider but has
special features of its own. The low densities make the
electrons on liquid helium classical (i.e, the kinetic ener-

gy exceeds the interelectron potential energy), and the ab-
sence of some scattering mechanisms leads to very high
mobilities at low temperatures and to sharper spectra
than for inversion and accumulation layers. This system
was the first in which an electron lattice was realized
(Grimes and Adams, 1979).

The Appendix gives algebraic expressions and numeri-
cal values for some commonly used quantities. The Bi-
bliography lists papers dealing with the subjects covered
herein. An attempt has been made to cover the literature
of semiconductor inversion and accumulation layers fair-
ly completely, and to list representative papers from the
other fields discussed in this article. Not all papers in
the bibliography are cited explicitly. We apologize to
authors whose work we have slighted either inadvertently
or because time and space did not allow coverage of their
work.

This article was submitted before the Fourth Interna-
tional Conference on Electronic Properties of Two-
Dimensional Systems, held in New London, New
Hampshire in August, 1981. Readers are encouraged to

consult the Proceedings of that conference (published in
Surface Science, Vol. 113, 1982; not included in the bib-
liography) for recent developments.

II. PRGPERTIES GF A TVVG-DIMENSIGNAL
ELECTRGN GAS

A. Introc}uctjon

The two-dimensional electron systems we consider in
this article constitute only a part of the large class of
dynamically two-dimensional systems that have been
widely studied in recent years. By dynamically two-
dimensional we mean that the components of the system
are free to move in two spatial dimensions but have their
motion constrained in the third dimension. Our princi-
pal subject is the system of electrons in semiconductor
inversion and accumulation layers. We also consider
briefly the electrons in semiconductor heterojunctions,
quantum wells, and superlattices and electrons on the
surface of liquid helium. Related electron systems men-
tioned in Sec. VIII include thin films and layer com-
pounds. In addition to these electron systems a number
of other two-dimensional systems have received wide at-
tention, including atoms and molecules on graphite and
other substrates (Dash, 1975; McTague et al., 1980) and
two-dimensional magnetic systems (de Jongh and Miede-
ma, 1974; Pomerantz, 1978, 1980).

Among the properties of two-dimensional systems that
have attracted active theoretical and experimental in-
terest are phase transitions (see, for example, Barber,
1980) and long-range order (Imry, 1979). The Proceed-
ings of the Conference on Ordering in Two Dimensions
(Sinha, 1980) give a useful entry point to the very exten-
sive literature of this subject.

Transport and percolation properties of disordered
two-dimensional systems have been extensively studied
(see, for example, Last and Thouless, 1971; Kirkpatrick,
1973, 1979; Stauffer, 1979; Essam, 1980), but percolation
theories as such are not covered in this article. Percola-
tion concepts enter briefly in Sec. V.A.3. Transport
properties are covered in Sec. V, and recent work on
weak localization and electron-electron interactions in
two-dimensional systems which leads to the prediction
that such systems have vanishing conductivity at abso-
lute zero is discussed in Sec. V.B.

The two-dimensional Coulomb gas, a system of elec-
trons interacting in a strictly two-dimensional universe in
which electromagnetic fields are confined to a plane, has
been widely studied theoretically (see, for example, Baus
and Hansen, 1980). The electrons interact with a loga-
rithmic rather than a 1/r potential. While this system
does not have an exact physical analog [but see, for ex-
ample, Doniach and Huberman (1979), Fisher (1980a),
and Hebard and Fiory (1980) in connection with vortex-
pair interactions in thin-film superconductors] it is an
important model system for theoretical investigation.

A good overview of many aspects of the physics of
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two-dimensional systems is given by Kosterlitz and
Thouless (1978). Many of these aspects are not covered
in the present article. This chapter covers some formal
aspects of the physics of ideal two-dimensional systems.

B. Density of States

D(E)=2g„2~k1 kdk
(2~)'

(2 1)

where g„is a valley degeneracy factor which gives the
number of equivalent energy bands and where we have
included a factor 2 for spin degeneracy. If the electron
excitation spectrum is given by

k
Eo

2m
(2 2)

Before going on to a detailed discussion of the two-
dimensional electron gas let us recall a basic result for
two-dimensional systems, namely the density of states.
Because the density of states in n-dimensional wave-
vector space is (2~) ", the two-dimensional density of
electron states per unit area and unit energy is

C. Polarizability and screening

V.(~V/) = —4np, (2.6)

where p=p,„,+p;„d is the sum of the external charge
density and the induced charge density, and ~ is the
dielectric constant, which can be a function of position.
In the long-wavelength limit used here, the induced
charge density at a point r in the plane z =0 is a func-
tion only of the local potential seen by the electrons, as
in the three-dimensional Thomas-Fermi model, and we
have

The most important property of a two-dimensional
electron gas to be considered in this chapter is its
response to electromagnetic 6elds. The simplest example
of this kind is the response of the system to a weak, stat-
ic potential that is slowly varying in space. In addition,
we first assume that the electron gas is in a sheet of zero
thickness at z=0 surrounded by homogeneous media
with dielectric constants ~;„,for z & 0 and a„for z & 0.

The additional electrostatic potential P produced by an
external source is related to the charge density p by
Poisson's equation

where m is the effective mass, here assumed to be iso-
tropic, we obtain

p;„d(r)= —e [N, (P) —N, (0)]5(z), (2.7)

gvmD(E)=, E)Ep

0 E Eo. (2.3)

Note that the density of states rises abruptly at the ener-

gy Eo (in the absence of disorder or level broadening)
and is constant for higher energies. There will be addi-
tional step increases in the density of states if there are
two-dimensional bands at higher energies. When only
the lowest band is occupied, the number of electrons per
unit area at absolute zero is

gvm
(EF—Eo ), (2.4)

where E~ is the Fermi energy. The Fermi surface for the
two-dimensional electron system is a curve, also called
the Fermi line. In the simplest case of isotropic effective
mass it is a circle whose radius is the Fermi wave vector

kF (2m Ng /g„)'—— (2.5)

For elliptical Fermi surfaces with a quadratic depen-
dence of E on k the effective mass in Eqs. (2.3) and (2.4)
must be replaced by density-of-states effective mass md
whose value is given in Eq. (3.6). For more complex en-

ergy spectra, such as those that obtain for electrons in
nonparabolic conduction bands or for holes in warped,
nonparabolic valence bands, the density of states must
generally be found numerically.

dX,
p;.d(r) = —~P(r) „5(z)

dX,= —e'P(r) '
5(z) . (2.8)

Then Eq. (2.6) becomes

V (aVP) 2', g(r)5(z) =—4np,„,,— (2.9)

where q, is a screening parameter with dimensions of re-
ciprocal length, defined by

2n-e' d&
qS dE

(2.10)

with

+sc++ios
(2.11)

Contrast Eq. (2.9) with the corresponding equation for
linear screening in a homogeneous three-dimensional sys-
tem:

where P=P(r, 0) is the value of the electrostatic potential
at f' averaged over the electron distribution in z, which is
a delta function in the present simplified case. Equation
(2.7) is the two-dimensional analog of the Thomas-Fermi
approximation.

A potential P changes the energy levels by —eP and
the separation of the Fermi energy EF from the bottom
of the conduction band by eP. Because we are assuming
a weak potential, we can linearize Eq. (2.7) and find

V P —Q, P= —4mp,„,/~, (2.12)

The free-electron mass is called mo throughout this article. where Q, is the three-dimensional screening parameter,
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often called qTF. When the external charge is a point
charge Ze at the origin, the solution of Eq. (2.12) is the
familiar exponentially screened Coulomb potential

P = (Ze IVER)exp( Q—,R).
To find the screened Coulomb potential for our two-

dimensional example, we use a Fourier-Bessel expansion
for the potential:

p(r, z) = f qAq(z) Jo(qr)dq, (2.13)

where Jo is the Bessel function of order zero and Az(z) is
a function of q and z, whose value averaged over the
delta-function electron distribution is Aq =A&(0).

The solution of Eq. (2.9) when the external charge is a
point charge is a point at r =0, z =zp(0 is easily ob-
tained. We give here only the value of the Fourier coeffi-
cient of the potential in the electron plane as follows:

Ze e"
(2.14)

q +qs
For large values of r, where q, r &&0, the asymptotic
form of the average potential seen by the electrons is
(Stern, 1967):

Ze (1+q,zo)P(r)- (2.15)
Kqs r

This inverse-cube dependence of the potential on distance
is much slower than the exponential decay found in the
three-dimensional case, and is one of the principal quali-
tative differences between two-dimensional and three-
dimensional screening.

The foregoing example assumed that all the electronic
charge was in a plane. I.et us now consider the more
realistic case of nonzero thickness for the electron layer.
The simplest approximation for the charge distribution
of electrons is the one first made for inversion layers by
Fang and Howard (1966):

bg(z)= z e
2

(2.16)

This is also the appropriate charge density for electrons
in the lowest subband for the image potential outside
liquid helium (Cole, 1974) if the thickness of the
helium-vacuum interface is taken to be zero. Expres-
sions for the parameter b and a discussion of the validity
of this approximate charge distribution are given in the
following chapter. With this charge distribution, the
previous considerations are slightly modified: g(z) re-

places 5(z) in Eq. (2.9), and the average potential felt by
the electrons is

P(r) = f g (z)P(r, z)dz, (2.17)

whose Fourier-Bessel transform is again called Aq.
Because of the form of Eq. (2.16), it is easy to solve

Eq. (2.9) to find the explicit results for the Fourier-Bessel
coefFicients of the average potential seen by the electrons
in the inversion layer (Stern and Howard, 1967}:

Ze P«o)+6Poe
Aq —— zp &0

Ksc q+q P „+q~„Pp

where

(2.18b)

5„=Ksc Kins Ksc Kins

Ksc+ Kj~s 2K
(2.19)

2me' dN.
qs= (2.20)

Ksc de
b3

Pp= (2.21}
(b+q)'
Sb +9b q+3bq

8(b+q)
bP(z)=

3 [e ~'—(ao+aiz+a2z )e '], q~b
(b —q)'

2q(3b +q )

(b+q)'
4bq (b —q)

(b+q)'

Q2= q(b —q)
b+q

(2.23a)

P,„=

P(z)= —,[1+2bz+2b z + , b3z ]—e b~, q =b .

(2.23b)

Kscqs Kqs

2m.e N,
(2.24)

where

Note that in the limit of large b the results in Eq. (2.18a)
reduce to those for the extreme two-dimensional limit
given in Eq. (2.14).

Equations (2.18) can be used to calculate the Born-
approximation cross section for scattering of electrons in
the lowest subband by charged centers in the oxide and
in the semiconductor, as discussed in Sec. II.G and Sec.
IV. Recently there have been calculations which treat
the scattering centers in a more sophisticated way by
taking into account the occupation of the bound state in
the presence of a screening charge distribution (Vinter,
1978; Takada, 1979). These results will be discussed in
the next section in relation to bound states and in Sec.
IV.C in relation to scattering. The results given above
are the two-dimensional analog of the conventional
Brooks-Herring treatment of ionized impurity scattering
in semiconductors (see, for example, Smith, 1978).

Let us now look more closely at the screening parame-
ter q„defined in Eq. (2.20), which gives the screening ef-
fects in the long-wavelength, static approximation, and
on the related parameter q„defined in Eq. (2.10), which
enters in the extreme two-dimensional limit. We have

gzo
Ze Ppe

Aq —— zp (0
K q +qs Pav +qs ~~PO

(2.18a)
(dN, /dE+)

(2.25)
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is called the diffusion energy because it enters in the gen-
eralized Einstein relation (see, for example, Spenke, 1955)

ED= JM
e

(2.26)

1+exp
B

Eo —EF
kBT

ln 1+exp
kBT

(2.27)

At low temperatures, when Ez Eo ~—& ks T, the dif-
fusion energy is Ed -Ez Eo an—d

q, =2g„/a~, a*= &sc
(2.28a)

connecting the diffusion coefficient D and the mobility p.
For the simple two-dimensional density of states given

by Eq. (2.3), we have (Stern and Howard, 1967)
P

electric field acting on the sheet of electrons at z =0 can
be written

P(q, co) =X(q,co)F(q,co)5(z), (2.30)

where X is the polarizability of the layer, given by
Ehrenreich and Cohen (1959):

fo«i ) —fo«i+q)
X(q,co)= ~, limq'L' ~-«g~, —Eg —~—iiria

'

(2.31)

fo is the Fermi-Dirac occupation probability, L is the
normalization area, and the sum is over all one-electron
states of wave vector k and energy Ei,.

For an isotropic two-dimensional electron gas with en-
ergy levels Ei, fi k /2——m and Fermi wave vector kF, Eq.
(2.31) evaluated at absolute zero gives X=X,+iXz, where
(Stern, 1967)

RA'

q, =2g„/a~, a~= (2.28b)

where a* and cT~ are the effective Bohr radii using the
semiconductor dielectric constant and the average of the
semiconductor and insulator dielectric constants, respec-
tively. At high temperatures the diffusion energy is

E~-kBT and

2me N, q
fAFq'

2k

2 1/2
q N2kFcoq

2k.
2 1/2

Pl kFQ)q —1
fi

(2.32a)

2me2Xg
Kqz =l7gz =

kB T (2.29) me Ns
X2—— D 1—

A' kFq'

2 1/2
mkFcoq

Note, however, that at high temperatures more than one
subband will be populated with carriers, and the expres-
sions given here must be generalized. Such generaliza-
tions have been given by Stern and Howard (1967) and
more fully by Siggia and Kwok (1970), and have been
applied to mobility calculations by Stern (1978a) and by
Mori and Ando (1979). The mobility calculations are
discussed in Sec. IV.

The results given so far in this section have assumed
that the potentials being screened are very slowly varying
in space and static in time. In several kinds of problems,
including the calculation of bound states and the scatter-
ing of carriers at elevated temperatures or in more than
one subband, this approximation no longer suffices. The
simplest approximation that gives the response of the
system to shorter wavelengths and to time-varying poten-
tials is the self-consistent or random-phase approxima-
tion, in which each electron is assumed to move in the
external field plus the induced field of all electrons. This
is the model which leads to the famous Lindhard (1954)
dielectric function for a three-dimensional electron gas.
It ignores dynamical correlation effects and is known to
lead to errors in various quantities such as the pair
correlation function (see, for example, Jonson, 1976), but
it is nevertheless widely used because it gives the sim-
plest nontrivial result for the linear response of the sys-
tem to an external field.

The polarization induced by one component F(q, c0)
=Foexp(iq-r icot) of the—total (external plus induced)

' 2 1/2
l?lkFQjq

(2.32b)

q nzkFcoq
C+ ——sgn +

q plkFcoq
D+ =0, +

2kF
p 1 (2.32c)

2kF
+ & 1 . (2.32d)q vl kFcoq

These results are best understood by looking at a
number of special cases. The simplest is the static,
long-wavelength limit considered above. Then we find,
for co =0, q -0, that

p;„,= —i'q.P= —q'X(q)y(r)5(z)

X,e
P(r)5(z),

EF
(2.33)

in agreement with Eq. (2.8). More generally, 5(z) is re-
placed by g (z).

The dielectric constant for the physical system we are
dealing with will be a nonlocal function in general (Dahl
and Sham, 1977; Egui1uz and Maradudin, 1978a, 1978b),
but can be expressed in a simple form when the inversion
layer is a sheet of charge in the plane z =0 embedded in
a homogeneous medium with dielectric constant x. Then
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450 Ando, Fowler, and Stern: Electronic properties of 20 systems

one can define a dielectric constant for longitudinal exci-
tation within the plane of electrons to be (Stern, 1967)

potential. The high-temperature limit of the static
dielectric function was found by Fetter (1974b) to be

a(q, co) =~+2~PE(q, co), (2.34)
~(q, O) =R 1+

x(q, O) =v 1+-, q (2k~,Qs

q, I

1+—1 — 1—
g

2 1/2
2

g +2k@

where P =q —aco /c . For the corresponding results in
a more general case, see Dahl and Sham (1977).

For static fields Eqs. (2.32) and (2.34) give
2m%, e.

gi q~
eke T

2~2
mka T,

q, (q) =

2n'" x
g~(x) =

4m'/' (2.38)

(2.35)
Here

For small g, this daelectric constant leads to the same
results that we obtained in a different way above. For
q & 2kF, the screening effects fall off much more rapidly.
This removes a conceptual difficulty that arises when the
long-wavelength dielectric constant at absolute zero is
considered for an ideal two-dimensional electron gas of
very low density. The screening parameter, given by Eq.
(2.28), is independent of carrier concentration, and we
would have the unphysical result that a very low density
of carriers continues to screen as efFectively as a higher
density. This dif5culty is removed by Eq. (2.35), because
k~ goes to zero as the density goes to zero, so that the
screening affects a smaller and smaller range of q. In a
real system, finite temperature and band tailing effects
will also limit the screening at low electron densities.

A more important effect of the cutoff of screening for
large wave vectors is the change of slope of the dielectric
function at q =2kF. This change leads to Friedel oscilla-
tions in the response of the system to a localized distur-
bance, just as in three dimensions. The leading term in
the potential at large distances for a screened Coulomb
potential induced by a point charge Ze in the same plane
as the sheet of electrons is (Stern, 1967):

N(y)=~ '~ H f dz—ce
(2.39)

where P' denotes principal value, is the real part of the
plasma dispersion function as defined by Fetter and
Walecka (1971, p. 305), whose definition differs by a fac-
tor —1 from that of Fried and Conte (1961). Note that
g~(0)=1, and that Eq. (2.38) therefore reduces to (2.29)
for small q. At high temperatures for which more than
one subband is occupied Eq. (2.38) can give misleading
results unless the occupations and spatial extents of the
higher-lying subbands are taken into account. The
wave-vector dependence of the efFective screening param-
eter in a single subband at absolute zero and at higher
temperatures as calculated by Stern (1980b) is illustrated
an Fig. 7.

The screening properties of electrons in coupled layers,
as in layer compounds or intercalated graphite, have
been discussed by Visscher and Falicov (1971), Fetter
(1974a), and Pietronero, Strassler, and Zeller (1979).

Zeg 4k) sin(2kzr )

(2kF +q. ) (2kFr)
(2.36)

Similar results have been found for three-dimensional
semiconductors with cylindrical energy bands by Roth,
Zeiger, and Kaplan (1966; see also Gabovitch et al.,
1978, for metals); for carrier-induced magnetic interac-
tions in two-dimensional systems by Fischer and Klein
(1975); and, apart &om a phase difFerence, for the in-
teraction between adsorbed atoms induced by the
response of a partially filled band of surface states, by
Lau and Kohn (1978).

Maldague (1978a) showed how the temperature-
dependent static polarizability can be obtained from the
values at absolute zero. His results can be written

1.0

CL

0.8—)—

0.6—

LLI

u 0.4—CC

V)

0.2—

0.0
0

2kF

WAVE VECTOR (10 cm j

10

X(q, co; T,p) = f ' ' ', dp',
h2 I I

2k~ T

(2.37)

where T is the absolute temperate and p is the chemical

FIG. 7. Wave-vector dependence of the e6ective screening
parameter q, (q, T) normalized to its value q, (0,0) at long wave-
lengths and absolute zero, for T=O, 10, 20, 40, and 80 K. The
curves are calculated for a Si(001) inversion layer with 2&10'
electrons per cm, for which the Fermi circle diameter is
2k+ 5 01 X 106 cm —i After Stern (19801).
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D. Plasmons

We next consider some dynamical consequences of the
dielectric constant Eq. (2.32). The simplest of these are
the longitudinal modes of the system, or plasmons,
which are solutions of

«(q, co) =0 . (2.40)

For long wavelengths, for which mco » fiqkz, the polari-
zability reduces to the &ee-electron value

N,—e /mc0, and the solution of Eq. (2.40) with the
dielectric constant (2.34) is

KCO

q 2

2
'2

PPl KCO

2m%, e
(2.41}

For very long wavelengths, for which q &2m%, e /mc,
the right side of Eq. (2.41) becomes negligible and
q-tc'~ co/c. A similar result obtains for bulk and sur-
face plasmons (Ferrell, 1958). EfFects due to the finite
insulator thickness, discussed in the next paragraph, gen-
erally modify the effective dielectric constant and the
plasmon dispersion before these so-called retardation ef-
fects become operative.

The efFective dielectric constant given in Eq. (2.34) is
valid when the sheet of carriers is embedded in a homo-
geneous medium. In the case of inversion layers, the in-
sulating layer. is generally bounded by a metallic gate
electrode and the semiconductor space-charge layer is
bounded by the bulk. In the case of electrons on liquid
helium there are usually metal electrodes present. The
presence of conducting boundaries modifies the plasmon
dispersion relation. If retardation effects are neglected,
the plasma frequency is given by (Dahl and Sham, 1977)

4m%, e q
m («~cothqd~+«&»cothqd&»)

(2.42)

4m&, e /I
co& q

Ksc Kins-+
dsc dins

(2.43)

At shorter wavelengths the corrections associated with

where d;„,and d are the insulator thickness and the ef-
fective thickness of the semiconductor, respectively. If
the semiconductor bulk can be considered to be metallic
for co-c0&, as is likely to be the case if there is a substan-
tial density of &ee carriers in the bulk, then d„is equal
to the depletion layer thickness z~. If the senuconductor
bulk is efFectively a dielectric near co&, as is likely to be
the case at low temperatures if the free carriers are
&ozen out, then d„becomes the sample thickness if
there is a metallic substrate electrode or it becomes elec-
tively infinite if there is not.

If qz~ & 1, cothqzd —1, Eq. (2.42) reduces to one given
by Chaplik (1972a), Eguiluz, Lee, Quinn, and Chiu
(1975), and implicitly by Nakayama (1974a). If qd„&1,
qd;„,&1, so that the hyperbolic cotangents can be re-
placed by the reciprocals of their arguments, we have

1/2

finite insulator thickness become less important. If these
efFects are neglected and the polarizability is expanded to
the next order in q/co, we find that the plasmon disper-
sion deduced &om Eqs. (2.32}, (2.34), and (2.40) is

2~%,e q
2

+ q Up. (2.44)
NlK 4

The leading term in Eq. (2.44) leads to a square-root
dependence of plasmon energy on wave vector, a result
first given for two-dimensional systems by Ritchie (1957)
and by Ferrell (1958). Fetter (1973) used the hydro-
dynamic approximation, and found a result similar to
Eq. (2.44) but with the coeKcient of the second term re-
placed by —,. Beck and Kumar (1976) calculated the
plasmon dispersion taking correlation efFects and the fi-
nite spatial extent of the inversion layer into account.
They found that the leading term of Eq. (2.44) was not
affected but that the second term was significantly
changed both for degenerate and nondegenerate electron
gases. Rajagopal (1977a), in his paper on the longitudi-
nal and transverse dielectric functions of the degenerate
two-dimensional electron gas, pointed out a correction to
one term in the original result given by Beck and
Kumar. The effect of several difFerent model dielectric
functions on plasmon dispersion has been considered by
Jonson (1976).

The predicted plasmon dispersion at long wavelengths
was first verified by Grimes and Adams (1976a, 1976b),
who measured radio-frequency standing-wave resonances
of electrons on liquid helium in a rectangular cell. It
was subsequently seen in inversion layers by Allen, Tsui,
and Logan (1977) and by Theis, Kotthaus, and Stiles
(1978a, 1978b), who measured far-infrared transmission.
Plasmon emission has been observed by Tsui, Gornik,
and Logan (1980) from inversion layers excited by pass-
ing an electric current through the source-drain contacts.
In all these experiments the wave vector is selected by
placing a grating of period a close to the electron layer,
so that plasm ons with wave-vector components
q„=2nn/a along the surface can be coupled in or out of
the system. It has not been possible yet to achieve large
enough values of q to test higher-order terms in the
plasrnon dispersion relation, because this requires rather
small values of the grating period. Such experiments
would be of considerable interest, however, because the
higher-order terms are sensitive to details of the physical
interactions in the system and because at large wave vec-
tors one will reach the regime where plasmon modes and
single-particle modes overlap.

Another interesting feature of the plasmon dispersion
arises if the insulator is bounded by another semiconduc-
tor layer or by a semimetal. Opposite charges will be in-
duced on opposite sides of the insulator and there wiH be
two coupled plasmon branches. This problem was con-
sidered by Eguiluz et al. (1975) and by Caille and Ban-
ville (1976). The dispersion relation simplifies if the
bounding materials are semiconductors with the same
dielectric constant K„,if the effects of finite depletion
layer thickness are ignored, and if qd;„,«1. Then the
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two branches are given at long wavelengths by

2
4nNs. e q d&„s 2 2mN, e (m, +mi, )q

(2.45)
(me +my )matins me

mbira'sc

where m, and mI, are the electron and hole masses of the
induced carriers on opposite sides of the insulator. The
two branches can be called the acoustic and optical cou-
pled plasmon modes. They have not yet been observed.
Acoustic plasmons can arise within a single space-charge
layer with one type of carrier if more than one subband
is occupied (Takada, 1977). Coupled plasmon modes
have also been considered by Das Sarma and Madhukar
(1980a, 1981a). Englert, Tsui, and Logan (1981) mea-
sured the plasmon resonance in (001) Si under stress, and
determined the conditions under which carriers transfer
to the Eo subband, which has a different optical effective
mass &om that of the lowest subband for motion parallel
to the surface. Plasmon-phonon coupling has been treat-
ed by Caille, Banville, and Zuckerman (1977), Gersten
(1980), Chaplik and Krasheninnikov (1980), and Tannous
and Caille (1980).

Plasma oscillations in layered electron gases have been
considered by many authors, including Grecu (1973),
Fetter (1974a), Apostol (1975), Roberts (1975), and
Shmelev et al. (1977), and, for layers in a magnetic field,
by Kobayashi, Mizuno, and Yokota (1975). For a recent
experimental on intercalated graphite, see Mele and
Ritsko (1980). Systems in which layers of electrons and
holes are present have been widely studied theoretically.
They are discussed in Sec. VIII.G.

The effects of magnetic fields on the dielectric proper-
ties of a two-dimensional electron gas have been con-
sidered theoretically by Chiu and Quinn (1974), Horing,
Orman, and Yildiz (1974), Horing and Yildiz (1976),
Nakayama (1974b), Lee and Quinn (1975, 1976), Horing,
Kamen, and Orman (1981), and Horing, Orman, Kamen,
and Glasser (1981), and have been studied experimentally
by Theis, Kotthaus, and Stiles (1977).

Plasmons have been considered as a possible source of
superconductivity in inversion layers by Takada and
Uemura (1976) and Takada (1977, 1978, 1980b). A brief
discussion of superconductivity in inversion layers is
given at the end of Sec. II.F.1 in connection with silicon
and in Sec. VIII.B.3 in connection with InAs.

A good review of experimental and theoretical work
on plasmons and magnetoplasmons in inversion layers
has been given by Theis (1980); see also Litovchenko
(1978). Additional discussion of plasmon and magneto-
plasmon properties appears in Sec. VI.C.3.

E. Bound states

Bound states associated with impurities and defects
strongly affect the electrical and optical properties of
bulk semiconductors. We shall here explore some of the
efFects associated with bound states in two-dimensional
systems, particularly inversion layer bound states induced
by charged impurities.

The simplest bound states in bulk semiconductors are
those associated with singly charged attractive Coulomb
centers in a medium with dielectric constant sc„and an
isotropic effective mass m. For a simple, parabolic band
these states have a hydrogenic spectrum with energy lev-
els

2lcsc')i n
(2.46)

relative to the adjacent band edge.
If an impurity with charge e is placed at the semicon-

ductor surface, or at the boundary between the semicon-
ductor and an insulator, then the Coulomb potential en-
ergy of an electron is —e /iTR. If there is a large poten-
tial barrier which keeps electrons out of the insulator,
then as a first approximation we can require that the en-
velope wave function of the electron goes to zero at the
interface. If we ignore the image potential and band
bending near the interface, the energy-level spectrum is
again hydrogenic:

Ale
n

Ry*
2~3~ ~ ~ ~

n
(2.47)

where Ry* is the efFective rydberg calculated with the
average dielectric constant. The boundary condition ex-
cludes s states, so the level index n begins with n =2.
This problem was first considered by Levine (1965).
Subsequent authors added polarization effects (Prokop'ev,
1966), mass anisotropy (Bell et al., 1967), the image po-
tential (Petukhov et al., 1967; Karpushin, 1969), and a
weak electric field (Karpushin, 1968). A qualitative dis-
cussion of binding to a surface dipole was given by Kar-
pushin and Chaplik (1967).

If we include the presence of a surface electric field
which induces electric subbands, and suppose that only
the lowest subband plays a role, we convert the problem
to a two dimensional one. In the extreme two-
dimensional limit, in which the Coulomb center is locat-
ed in a sheet of electrons at z =0, the energy-level spec-
trurn is (Fliigge and Marschall, 1952)

me4
] ) Pl 1)2) ~ ~ ~ ~

2' fi (n ——, )
(2.48)

This strict two-dimensional limit was considered further
by Stern and Howard (1967), who calculated the bound
states as the charge moved away from the sheet of elec-
trons, and who included screening effects of mobile elec-
trons. We do not consider their results here because the
strict two-dimensional limit is too unrealistic, as shown
by Martin and Wallis (1978). Also unrealistic is the
treatment by Goetzberger, Heine, and Nicollian (1968),
who did not include the requirement that the envelope
wave function go to zero in the oxide and therefore took
the ground state as n = 1 in Eq. (2.47).

A more realistic treatment of bound states in the pres-
ence of an interface and an electric field is that of Martin
and Wallis (1976, 1978), who used a variational approxi-
mation to calculate binding energies associated with a
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FIG. 8. Binding energy of an electron in silicon bound to a
positive charge e located a distance d from the Si-Si02 inter-
face, for the case of flat bands. The energy unit is the effective
rydberg, Ry~-43 meV, and the distance unit is the effective
Bohr radius, a~-2.2 nm. Note the change of slope as the
charge crosses the interface, which arises from the different
dielectric constants of the Si and the SiG2. After Lipari (1978).

single subband in a Si-Si02 inversion layer as a function
of electric field in the Si. They included the image po-
tential and calculated the binding energy of the ground
state and of the first excited state as well as the magni-
tude of the matrix element for optical transitions between
them. These states become the n =2 and n =3 states,
respectively, in Eq. (2.47) when the electric field vanishes
and the image potential and mass anisotropy are ignored,
and become the n =1 and n =2 states, respectively, in
the two-dimensional limit given in Eq. (2.48) as the elec-
tric Geld becomes infinite. The binding energy increases
by an order of magnitude as the electric field increases
from very small to very large values.

Lipari (1978) extended these calculations by using a
more complete basis set, and by allowing the Coulomb
center to lie in the insulator or in the semiconductor as
well as at the interface. He expanded the wave function
in spherical harmonics —taking full advantage of the
symmetry each of which was multiplied by a radial
function taken to be a sum of exponentials. Enough
terms were taken in the sums to assure convergence.
Lipari studied the influence of the image potential and of
the mass anisotropy of the lowest conduction-band valley
on the calculated binding energy of the lowest bound
state. His results for silicon give binding energies some-
what larger than those of Martin and &allis. Figure 8
gives the binding energy as a function of the distance of
the Coulomb center from the interface as calculated by
Lipari for the case of flat bands. Vinter (1978) expanded
the wave function of the bound states in a sum of prod-
ucts of functions z times functions of r and 8. The func-
tions of z were taken from the solution of the
Schrodinger equation with no impurity present, and the
radial functions were determined numerically. His calcu-
lated binding energies are also slightly larger than those
of Martin and Wallis.

Effects of screening by charges in the inversion layer
were included in the crude calculation by Stern and
Howard and in more realistic but still somewhat empiri-

cal calculations by Hipolito and Campos (1979), who
found that screening effects do lower the binding energy.

The experimental system with which these calculations
can be compared is the Si-Si02 system with sodium ions
at or near the interface, as studied by Hartstein, Fowler,
Ning, and Albert, which is described in detail in Sec.
V.C. The calculated binding energy is related —but prob-
ably not equal —to the measured activation energy E&,
attributed to activation of electrons from the impurity
band to the mobility edge. To minimize the complica-
tions of level broadening and of screening, which are not
included in the calculations, the experimental results
should be extrapolated to zero sodium concentration and
zero carrier concentration. Experimental and theoretical
results are compared in Fig. 100.

A more sophisticated calculation of states associated
with a Coulomb center in the presence of free carriers
was carried out by Vinter (1978), who treated the occu-
pation of the bound state and the screening of inversion
layer electrons in a self-consistent way using the Kohn-
Sham local density scheme, but without spin or valley
polarization. The levels are quite weakly bound, as
found in previous calculations that included screening ef-
fects (Stern and Howard, 1967; Martin and Wallis, 1976),
and are found to have fourfold degeneracy even when a
valley density formalism is used (Vinter, 1980) to try to
remove the degeneracy. The calculations for bound
states in the presence of &ee carriers have so far ignored
level broadening effects and effects of overlap of wave
functions of electrons from adjacent ions, and should
therefore be treated with considerable caution, as pointed
out by Vinter (1980). Calculations of bound states in the
presence of &ee carriers were also carried out by Takada
(1979), who estimated the effect of the occupied bound
states on the mobility. This is discussed in more detai1
in Sec. IV.C.

Kramer and Wallis (1979) made the first calculations
of bound states associated with higher subbands. They
used rather simple variational wave functions and calcu-
lated bound states attached to the lowest and the Grst
two excited subbands of the lowest valleys. They found
that the transitions between the bound states attached to
the two lowest subbands lie at higher energies than the
transitions between the subbands in the absence of im-
purities. This is in qualitative agreement with experi-
mental results of McCombe and Cole (1980), who found
that the presence of sodium ions broadens the intersub-
band transitions and shifts them to higher energies.
However, the experiments are done in the presence of
significant concentrations of free carriers, while the cal-
culation of Kramer and challis does not include screen-
ing effects. For additional details on the optical mea-
surements, see Sec. V.C.

We conclude this section with some general results
about bound states in two-dimensional systems. First we
note that an arbitrarily weak attractive potential can sup-
port a bound state although the binding energy for a very
weak potential P is likely to be unobservably small (Lan-
dau and Lifshitz, 1977, p. 163). In three dimensions, on
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pgII ( 8 R dR . (2.49)

Stern and Howard (1967) showed that the model poten-
tial for which the Fourier-Bessel coefficients are given in
Eq. (2.18) is not strong enough to bind states with I &0
in an inversion layer if the longwavelength, low-
temperature screening approximation is used for all
values of q. That conclusion would have to be reexam-
ined for the more accurate screening given by Eq. (2.35),

the other hand, a potential must have a minimum
strength before it will bind a state (see, for example,
Bargmann, 1952). There are conditions on the strength
of the potential needed to bind states with angular
momentum quantum numbers I greater than 0 in two-
dimensional systems. Stern and Howard (1967) adapted
a result of Bargmann (1952) to show that the number ni
of bound states with 1 & 0 obeys the inequality

or for the weaker screening present at high temperatures,
or in the presence of band tailing.

F. Many-body effects

1. Quantum electron fluid
In a two-dimensional system in which electrons are

con6ned to move within a plane placed in vacuum, the
Fourier transform V(q) of the electron-electron interac-
tion is given by 2m.e /q in contrast to 4vre /q in three
dimensions. The extension to a more realistic system is
straightforward. Let us consider the model in which a
semiconductor with dielectric constant a« fills the half
space z &0 and the other z &0 is filled with an insulat-
ing medium of dielectric constant x;„,. The electron
layer is placed on the semiconductor side near the
semiconductor-insulator interface. The Coulomb interac-
tion between a pair of electrons located at (r,z) and
(r',z') is given by

2(+«+ins)e
V(r —r';z, z')= [(r—r')'+(z —z') j ' '+ [(r—r') +(z+z') ]

+sc +sc(+«+ +ins)

2
e iq. (r—r') —q tz —z't +e

&sA

'"' —.
t +'te

+sc++ins
(2.50)

This result is obtained from classical electrostatics by solving Poisson s equation. The first term of (2.50) describes the
direct interaction, and the second arises from the interaction with an image of the other electron. The image term is
further modified when the thickness of the insulator is finite and a metallic plate is placed at z = —d;„,. However, the
condition qd;„,»1 is usually satisfied, and the presence of the metallic electrode is neglected. Therefore, if the
nonzero thickness of the electron layer is included, the effective potential becomes V(q)=(2ire /gcq)E(q) with
i7=(i~«+a;„,)/2, and

E(q)= —, f dz f dz'g(z)g(z') 1+ e e l' ' I+ 1—
0 0 &sc

+ins

&sc

—q tz+z'
t (2.51)

ins+-
&sc

E(q)= 1+-
16 sc„ (2.52)

For the density distribution g(z) given by Eq. (2.16) the form factor E(q) is given by the following analytic expression:
3 6

8+9 +3 g
b b b

1+—
b

In the limit of vanishing thickness (b~ ca ) the form fac-
tor E(q) becomes unity and the Coulomb potential in the
strict two-dimensional limit is recovered in case of F7=1.

The electron-electron interaction can affect various
properties of the two-dimensional electron gas. Among
them the quasiparticle properties such as the effective
mass and the g factor 6rst attracted much attention be-
cause they are directly observable experimentally. The g
factor was first obtained by Fang and Stiles (1968) in an
n-channel inversion layer on the Si(100) surface and
found to be enhanced from the bulk value close to two.
Smith and Stiles (1972) determined the effective mass in
ihe same system and showed that it was again enhanced
and decreased with the electron concentration. See Sec.
VI.B for more detailed discussion on various problems
related to these experiments.

The most popular way to discuss such quasiparticle
properties is to use Landau s Fermi liquid theory (Lan-

dau, 1956), in which the so-called f function plays a cen-
tral role. The object of a microscopic theory is to deter-
mine from first principles the values of the f function as
a function of the electron concentration. The random-
phase approximation is most common and has been fully
discussed by Rice (1965) in three dimensions. In this ap-
proximation the quasiparticle energy E „(k)of an elec-
tron with a spin o(+1) and a valley index U is obtained
from the total energy by taking a functional derivative
with respect to the Fermi distribution function n~„(k)
We have

E,(k)=s(k) —f . g G „(k—q, s(k) —co),
2mi

~ E(q~)

(2.53)

where c(k)=iri k /2m,
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n „(k) 1 —n „(k)
E —E(k) —iO E —s(k)+iO '

and s(q, co) is the dielectric function, given by

s(q, co)=1+V(q)II(q, co),

with

(2.54)

(2.55)

11(q,co)= —g f . gG'„'(k,E)G'„'(k+q,E+co) .
2&l

f u; 'v'(k k') =fo(k k')+& ~'&uUf~(k k') .

Then we get

(2.57)

=1—— gg f d8f „~„(8)cos.8 (2.58)
(2m%)'

and

=1+ f d8f (8), (2.59)

where f(8)=f(k, k') with k =k'=kz and k.k'=kF cos8.
The effective mass m* and the effective g factor g~ are
defined as usual by

(2.60)

(2.56)

This polarization part is related to the polarizability
P(q, co) given by Eq. (2.31) through II(q, co)
=(q /e )X(q,co). The f function is obtained by further
taking the functional derivative of Eq. (2.53) with respect
to n „(k') Th. e result can be split into two parts:

the g factor, but inappropriate for the effective mass.
The g factor is essentially determined by the difFerence of
the exchange interactions of up- and down-spin electrons
in the vicinity of the Fermi line, whereas the effective
mass is determined by virtual excitations of electron-hole
pairs and plasmons with a wide range of energy. Ando
and Uemura (1974b, 1974c) corrected Janak's calculation
and also investigated effects of the nonvanishing thick-
ness of the inversion layer. The thickness effect was
shown to reduce the bg =g~ —g by about 20% around
N, -5)&10' cm z. It is Ting, Lee, and Quinn (1975)
who really followed the approximation scheme men-
tioned above. The effective-mass enhancement was
shown to make the N, dependence of the g factor steeper
than that obtained by Ando and Uemura, who neglected
the mass shift. Ting et ctl. considered also the Hubbard
approximation (Hubbard, 1957, 1958), which approxi-
mately includes effects of short-range correlation, and
found that the g factor increased with the concentration
in contrast to the behavior predicted in the random-
phase approximation. A similar behavior was also found
in a three-dimensional system at low concentrations
(Ando, 1976b). This strange behavior is thought to be a
result of insufficiencies of the Hubbard approximation.
A corresponding calculation for the quasi-two-
dimensional system was done by Lee, Ting, and Quinn
(1975a). Qhkawa (1976a) employed a similar approxima-
tion but included effects of the existence of several sub-
bands as well as the nonzero thickness. The eff'ective
mass seems to become slightly larger if one includes in-
tersubband mixings.

Equation (2.53) is written as

and

E „(kF)=E(kF)—,g~opsH—

E (k) =s(k)+X(k, e(k) ),
instead of the exact Dyson equation

(2.62)

in a weak magnetic field H; where pz is the Bohr mag-
neton. Such a scheme was first introduced in the two-
dimensional system by Suzuki and Kawamoto (1973) and
later by Ting, Lee and Quinn (1975).

Historically, various people calculated g* and m* in
different approximation schemes. Janak (1969) is the one
who first noted that the extraordinarily large g factor ob-
served experimentally in the n-channel inversion layer on
the Si(100) surface could be due to an exchange enhance-
ment. He treated the self-energy shift to the lowest order
in the statically screened Coulomb interaction and calcu-
lated g*. His result is similar to Eq. (2.59) except that
m~ is replaced by the bare mass m. As he erroneously
multiplied the second term of (2.59) by a factor of 2,
however, the resulting g value became extremely large.
The error in the calculation of Janak was first pointed
out by Suzuki and Kawamoto (1973), who showed that
the g factor was drastically reduced from the result of
Janak. However, there is a problem in their treatment of
the image effect in the electron-electron interaction.
They also calculated the effective mass, neglecting the
dynamical screening and replacing s(q, co) by s(q, O) in
Eq. (2.53). This static approximation is appropriate for

E(k) =e(k)+X(k,E(k)), (2.63)

Instead of the numerical integration of (2.53) over q and
co, the second term of (2.64) is replaced by coupling to
one effective plasmon as follows:

Im[e(q, co) ' —1]=as(co —coq ) . (2.65)

The energy of the plasmon mq and the coupling constant
a are determined by the requirement that the f sum rule

f dco co Iin[E(q, co) —1]= —
& 1Tco& (2.66)

and the zero-frequency Kramers-Kronig relation

where the self-energy X(k,E) is evaluated to the lowest
order in the dynamically screened interaction. The
Green's functions appearing in the self-energy and in the
dielectric function are taken to be &ee-particle Green's
functions. Vinter (1975a, 1976) used a somewhat dif-
ferent approximation scheme. In this approach one uses
the exact Dyson equation (2.63) instead of (2.62). He in-
troduced a simplification in evaluating the self-energy.
The screened interaction can be separated as

V(q)E(q, co) '= V(q)+ V(q)[e(q, co) ' —1] . (2.64)
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1 — =Z 1—
mD Ply

(2.68)

where the renormalization constant Z is the value of
[1—BX(k,E)/BE) ' on the energy shell at the Fermi
line. The subscripts D and R refer to results obtained by
the Dyson equation (2.63) and Rice's approximation
(2.62), respectively. Since Z varies &om 0.3 to 0.8 in the
density range 10"—10' cm in an n-channel inversion
layer on the Si(100) surface, the difFerence between mD
and mz is an important one. Lee, Ting, and Quinn
(1975b, 1976) argued, following Rice (1965), that Rice's
approach gives a more accurate result if the self-energy is
evaluated only to the lowest order in the effective
screened interaction. The reason for this is the partial
cancellation of higher terms in the self-energy with the
correction to the approximate equation (2.62) incorporat-
ed in the Dyson equation. As a matter of fact Eq. (2.63)
does not give a correct high-density expansion, whereas
(2.62) does in three dimensions (Rice, 1965). For actual
electron concentrations, however, this cancellation is not
complete, and it is not easy to tell which procedure gives
more accurate results.

A density-functional formulation has also been used to
calculate the eff'ective mass and the g factor (Ando,
1976a, 1976b). Details will be discussed in Sec. III.B.
Some of the theoretical results for the effective mass are
plotted together with the experimental results of Smith
and Stiles (1972) in Fig. 9.

Various properties of a two-dimensional electron gas
other than those mentioned above have been studied. Zia
(1973) calculated a high-density expansion of the correla-
tion energy, evaluating the ring diagrams and the
second-order exchange diagram. Errors in his result
were pointed out and corrected by Rajagopal and Kim-
ball (1977) and by Isihara and Toyoda (1977a, 1977b).
The total energy per electron in rydberg units was ex-
pressed as

E(r, )
' —0.38—0. 172r, lnr, +O(r, ),1 1.2

S

(2.69)

Im cq~ -1
1 GqO-1 1 267

CO 2

should be fulfilled, where co& is the plasma &equency, de-
Gned by m&

——2m%, e q/Rm. The validity of this plasmon
pole approximation for the dielectric function was dis-
cussed by Lundqvist (1967a, 1967b) and Overhauser
(1971) in three dimensions. Vinter calculated the effec-
tive mass using this scheme. The calculated mass
enhancement showed an %, dependence qualitatively the
same as that calculated by Lee, Ting, and Quinn (1975a)
and by others. However, the absolute value turned out
to be smaller than those of others.

There has been discussion whether one should use Eq.
(2.62) or (2.63) to evaluate the eff'ective mass (Lee et al.,
1975b, 1976; Quinn, 1976). By differentiating (2.62) and
(2.63) with respect to k and evaluating on the Fermi line
one obtains

where r, is de6ned by N, '=~a~r, and a~ ——R jmoe is
the Bohr radius for &ee space, because we are here treat-
ing an ideal two-dimensional electron gas, without con-
sidering the effects of the medium via its dielectric con-
stant and effective mass. Jonson (1976) compared the
correlation energies and the pair correlation functions
calculated in the random-phase approximation, the Hub-
bard approximation, and the approximation proposed by
Singwi, Tosi, Land, and Sjolander (1968). He found that
both the random-phase and the Hubbard approximations
are less satisfactory in two dimensions than in three
dimensions, suggesting the importance of short-range
correlations not properly accounted for in these approxi-
mations. A similar conclusion was reached by Bose
(1976). The comparison was extended to the n-channel
inversion layer on Si(100). The finite thickness effect was
shown to iIDprove the validity of the approximations
greatly, since the 6nite thickness makes the short-range
interaction weaker. There have been more investigations
on related properties (Isihara and Toyoda, 1976, 1980;
Glasser, 1977; Freedman, 1978; Toyoda et aI., 1978;
Isihara and Ioriatti, 1980). A similar consideration was
extended to the case in the presence of a magnetic field
(Isihara and Toyoda, 1979; Isihara and Kojima, 1979; see
also Isihara, 1980; Glasser, 1980). The diamagnetic and
paramagnetic susceptibilities were calculated within the
random-phase approximation in weak and intermediate
fields. The weak-field orbital susceptibility was discussed
also by Rajagopal (1977a).

All the theoretical considerations mentioned above as-
sume that the ground state is a paramagnetic uniform
occupation of different spin (and also valley, if necessary)
states. It is well known that such a uniform distribution
becomes unstable against the formation of the %'igner
crystal at sufficiently low electron concentrations. This

0.26—

I

Smith and Stiles
Fang et al.

0.24—
&Lee et at. (za-19.5A)

/

E

0.22—

0.20— ~ ~

Vinter
" ".--.-....—.

0.18

N~ (10' cm )
FIG. 9. Calculated e6ective masses (Vinter, 1975a, 1976; Lee
et al. , 1975a; Ohkawa, 1976a; Ando, 1976a, 19761) and experi-
mental results of Smith and Stiles (1972) and of Fang et ah.
(1977) in an n-channel inversion layer on a Si(100) surface.
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problem will be discussed in Sec. VII.C. Various kinds
of instabilities have been proposed in addition to the
Wigner crystallization. Rajagopal and coworkers (Ra-
jagopal, 1977b; Rajagopal et al., 1978a, 1978b) investigat-
ed ferromagnetic properties of the two-dimensional sys-
tem. They calculated the total energy as a function of
the spin polarization g=(n, n—, )/(n, +n, ) in the
random-phase approximation, where n, and n, specify
the density of up- and down-spin electrons, respectively.
The result shows an abrupt transition to the saturated
ferromagnetic state at r, =5.4 in the strict two-
dimensional system. In a quasi-two-dimensional system
the finite layer thickness was found to cause the transi-
tion to be gradual and reduce the critical electron con-
centration greatly. For Nd, p~ & 7.6 X 10' cm the
paramagnetic state is stable above N, -5X 10' cm

In addition to the spin degeneracy, the valley
degeneracy equal to two for the Si(100) surface —must
also be considered. As long as a weak valley coupling,
which will be discussed in Sec. VII.A, is neglected, there
is theoretically no difference between the ferromagnetic
ground state and a single-valley occupancy state in
which only one valley is occupied by up-spin and down-
spin electrons. Other more complicated configurations
are also possible. The possibility of the single-valley oc-
cupancy state was studied in a density-functional formu-
lation by Bloss, Sham, and Vinter (1979), who predicted
an abrupt transition at much larger electron concentra-
tion (N, -2.3)& 10" cm for Ãd, »

——1 && 10" cm ).
Effects of the different occupation multiplicity on energy
separations between electric subbands were studied (Bloss
et al., 1980). Ceperly (1978) calculated the ground-state
energy of a strict two-dimensional system using a Monte
Carlo variational method and suggested that the spin-
polarized state is stable at densities below r, &13. The
possibility of a spin-density wave or valley-density wave
was examined by Bergman and Rice (1977). In these
states, as originally suggested by Overhauser (1962) in
three dimensions, the occupation of the two spin states
or of the difFerent valleys oscillates in space with a
characteristic wave vector Q with

~ Q ~

-2k+, while the
total electronic charge density remains uniform. They
suggested that these states could be lower in energy than
the usual uniform state below N, -8&&10" cm in the
n-channel layer on the Si(100). Kalia and Quinn (1978)
used a density-functional approach for a similar discus-
sion. Maldague (1978a, 1978b) calculated the first-order
exchange correction to the static polarizability and found
a sharp peak at q =2k~. This behavior differs drastically
from that in three dimensions, where the exchange
correction does not give a peak structure although it
enhances the polarizability near q =2kF. Although this
sharp peak becomes smaller if higher-order effects are in-
cluded, it suggests a pronounced tendency of the two-
dimensional system to instabilities toward a charge-
density or spin-density-wave ground state. A density-
functional approach has been used also to discuss the on-
set of charge-density-wave instability and has given
r, —17 as the critical electron concentration in exact two

dimensions (Sander et al., 1980). Sato and Nagaoka
(1978) calculated the static polarizability in the direction
normal to the layer in a two-subband system and sug-
gested the possibility of an instability against a
polarization-wave state when the Fermi energy is close to
the bottom of the upper subband. In this state a polari-
zation wave with wave vector kF is spontaneously
formed.

The possibility of superconductivity was recently ex-
amined in inversion layers. Takada and Uemura (1976)
studied various possible mechanisms which can give rise
to superconductivity in inversion layers on InAs and sug-
gested acoustic plasmons as a candidate for systems in
which several subbands with different effective masses
were occupied (see also Sec. VIII.B.3). Takada (1978)
later showed that the plasmon itself can cause supercon-
ductivity in both two- and three-dimensional electron
gases. The theory was applied to the n-channel inversion
layer on the Si(100) surface under a uniaxial stress (Taka-
da, 1980b). Hanke and Kelly (1980a, 1980b; Kelly and
Hanke, 198la) included electron-phonon interactions and
intersubband excitations in addition to the plasm on
mechanism and estimated the transition temperature on
the (111) Si-Si02 surface. In their theory the transition
temperature rises to a value of order 10 mK as N, in-
creases to —10' cm

2. Classical electron fIuid

So far we have considered two-dimensional electron
gases at low temperatures. There have been a number of
theoretical investigations of classical two-dimensional

systems in connection with the image-potential-induced
surface state on liquid helium. In the classical regime
the dimensionless coupling constant which characterizes
the importance of the Coulomb interaction is given by
I'=m'~ N,

' e /k&T. The plasma parameter I is de-
fined as the ratio of the mean potential energy e (mN, )'
to the mean kinetic energy k&T. For a dilute system at
high temperatures I is small (I'&1) and the Coulomb
interaction is less important. At intermediate densities
(1&I &100) the motion of electrons becomes highly
correlated or liquidlike. At high densities and low tem-
peratures ( I' & 100), the Coulomb potential energy
predominates and the electrons are expected to undergo a
phase transition to form a periodic crystalline array.
This electron solid will be discussed in detail in Sec.
VII.C. Here we confine ourselves to the case of relative-
ly small I . In the electron system outside liquid helium
I' varies &om 1 to 95 for 10 cm &N, &10 cm at 1
K.

We first study some properties of a two-dimensional
classical plasma in the random-phase approximation,
which is equivalent to the Debye-Huckel approximation
and is known to be valid for a dilute plasma at high tem-
peratures (I &1) in three dimensions. The dielectric
function in the classical regime becomes
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E(qco) =1+ W
q q AT

(2.70)

where q, is the two-dimensional Debye screening con-
stant de6ned by q, =2vre N, /k+T, and W(z), the deriva-
tive of the plasma dispersion function, is given by

induced charges exceed the background density and one
must introduce a cuto6' distance r, . The result of Fetter
(1974b) corresponds to putting r, =A,,h with the thermal
wavelength A,,h ——(2M /mk~T)'~. Actually r, is given
by e /k&T, which is roughly the classical distance of
closest approach of two electrons of energy k&T. We
then have

1 + xexp( —x /2)dWz= dx
x —z —~O

(2.71)
=2 — ~ —1 =I ln2I

AT X,AT
(2.77)

The pair correlation function is related to S(q) through

g (r) 1= g—[S(q) —1]exp(iq r).1

N,

1 e x
dx Jp(x) .

k&T r 0 x+qr (2.73)

The pair correlation function g (r) diverges
g(r)- —(1/ksT)(e /r) near the origin. The correlation
energy per electron, e„and the equation of state are
given with the aid of the virial theorem by

The real part of W(z) is equal to @'(z/V2)/2, where @
is given by Eq. (2.39). With the use of the fluctuation-
dissipation theorem the static form factor becomes

kg Tq
S(q) = — f de Im[E(q, co) ' —1]

2 roe'

in the limit of small I . This expression is correct in the
dilute limit. An expansion of the equation of state with
respect to I was obtained by Chalupa (1975) and Totsuji
(1975, 1976, 1979a). Effects of elytron-electron col-
lisions on the damping of the plasma oscillation were
studied and the collisional damping was shown to be
more important than the Landau damping in the domain
where the plasma oscillation was a well-de6ned collective
mode (Totsuji, 1976; Onuki, 1977).

Recently various attempts have been made to extend
the study to the domain I & 1 (Totsuji, 1979b, 1979c;
Totsuji and Kakeya, 1979; Nagano et al., 1980). Numer-
ical experiments have also been used to determine ther-
modynamic quantities like the equation of state and the
pair correlation function (Hockney and Brown, 1975;
Totsuji, 1978; Gann eI; a/. , 1979; Itoh et a/. , 1978; Itoh
and Ichimaru, 1980) and to give dynamic properties such
as the dynamic structure factor and the plasmon disper-
sion (Totsuji, 1980; Totsuji and Kakeya, 1980). The
domain I ~ 100 will be discussed in detail in Sec. VII.C.

2

r g r —1
2k~ T r

(2.74)

3
2 qs

q

qs 3
exp — — co

2q 2
(2.76)

for q «q, .
Physically the divergence in Eq. (2.74) appears because

the linear screening approximation in the Debye-Hiickel
treatment is invalid in the vicinity of an electron where

where p is the pressure. Because of the divergence of
g(r) near the origin, the correlation energy diverges loga-
rithmically, which is a direct manifestation of the inade-

quacy of the random-phase approximation. In three
dimensions, however, the integral of the right-hand side
of (2.74) does not diverge, fortunately, and gives a well-

known result of Debye and Huckel. This strongly sug-
gests again the importance of short-range correlations in
the two-dimensional system. From the dielectric func-
tion (2.70) one can obtain the plasma frequency co& and
the Landau damping yL as

1/2
2m%, e q

(2 75)

Q. Qeneral aspects of transport in two-dimensional systems

The basic machinery for discussing the transport prop-
erties of electrons in two dimensions, as considered for
silicon inversion and accumulation layers in Sec. IV, is
quite similar to that used for three dimensions, but some
of the details are different. Thus, for example, the cross
section for elastic scattering can be described by phase
shifts gI for partial waves of angular momentum quan-
tum number I, and is given by (Stern and Howard, 1967)

2 '

i (,IH+gI )o'(&) = g e ' sing~k I =—a)
(2.78)

S= (k—k'~ =2ksin —.I9

2
(2.79)

The phase shifts must satisfy a two-dimensional analog
of the Friedel phase-shift sum rule, given at absolute zero
for only one occupied band by (Stern and Howard, 1967)

2g„g gI(E~) =n.Z,
I = —oo

(2.80)

where 8 is the scattering angle, the angle between the
wave vectors k and k' of the incident and scattered
beams, given by
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to insure that a scattering center of charge Z is fully
screened at large distances.

The phase-shift analysis can be used to study the accu-
racy of the Born approximation

r ~

'"=
2k

(2.81)I V(r)Jo(Sr)r dr

G tanhm6

2k sin
. 20

2

(2.82)

where G =mZe /Rkfi =Z/a~k. The Born-approxi-
mation result is obtained &om Eq. (2.81) using (2.14)
with zo ——0 and q, =O, and gives

m(Ze /afiu)

2k sm—. 28
2

(2.83)

where U =iriklm, for the unscreened Coulomb potential.
The corresponding classical cross section is (Kawaji and
Kawaguchi, 1966)

2K' U sin2- 2~
2

(2.84)

The Born approximation is valid for a Coulomb poten-
tial when the scattering contribution to the wave func-
tion is small, which occurs when Ze /Rr « AU/r (Lan-
dau and Lifshitz, 1977, p. 161), i.e., G « 1, and the clas-
sical approximation is valid when the electron wave-
length (divided by 2~) corresponding to energy E is
small compared to the radius corresponding to potential
energy of magnitude E, which occurs when
A'/(2mE)'~ &&Ze /VE (Schiff, 1955, p. 120), i.e.,

1

G » —,. The exact result (2.82) goes over to the Born-
approximation result (2.83) and to the classical result
(2.84) in the appropriate limits.

This example is especially instructive because the
corresponding comparison cannot be made for three-
dimensional Coulomb scattering. The Born-approx-

applied to two-dimensional elastic scattering by a
screened Coulomb potential. Stern and Howard (1967)
found, for a simple screening model, that the Born ap-
proximation underestimates the scattering for an attrac-
tive potential and overestimates it for a repulsive poten-
tial. When the scattering center is far enough &om the
electron plane the error made by the Born approximation
is small. That generally applies for scattering in semi-
conductor inversion and accumulation layers because of
the thickness of the electron layer.

A very instructive example of scattering in two dimen-
sions that can be solved exactly is the scattering of elec-
trons by an unscreened Coulomb potential energy
V(r) = —Ze /Rr produced by a charge Ze located in the
electron plane. The nonrelativistic Schrodinger equation
for this case can be solved (Stern and Howard, 1967) and
gives a scattering cross section

imation, classical, and exact cross sections all agree in
that case.

ill. ENERGY LEVELS AND WAVE FUNCTloNS

A. Subband structure

1. Hartree approximation for electrons in
silicon space-charge layers

In this section we describe the methods used to calcu-
late energy levels and wave functions of electrons in
semiconductor inversion and accumulation layers. The
simple Hartree approximation is described first, to give
the form of the self-consistent one-electron potential and
the Schrodinger equation in the presence of the
semiconductor-insulator interface. Later in the section
more realistic approximations are presented and their ef-
fect on, energy levels and wave functions are described.

Electrons near semiconductor-insulator interfaces move
in a rather complex potential. On one side of the inter-
face they see the periodic potential of the semiconductor,
on which is superposed the relatively slowly varying elec-
tric field induced by the applied voltage, by the work-
function difference of the gate and the substrate, and by
any fixed charges which may be present. On the other
side they see the potential of the insulator, which is usu-
ally amorphous. There is usually a large potential bar-
rier which tends to keep electrons out of the insulator.
In addition, there may be a transition layer whose prop-
erties are difFerent from those of the semiconductor or
the insulator.

A complete treatment of this system is beyond the
scope of present theories, although there has been pro-
gress on some aspects of the electronic structure of the
semiconductor-insulator interface /see, for example,
Laughlin, Joannopoulos, and Chadi (1978, 1980) and
Herman, Batra, and Kasowski (1978)]. There is also im-
proved understanding of the microscopic structure of the
interface, which will be discussed below.

We shall treat the energy levels in semiconductor
space-charge layers first by making all possible approxi-
mations that do not do violence to the underlying physi-
cal system and then by examining the effects of these ap-
proximations. In particular, we start with the Hartree
approximation that each electron moves in the average
potential produced by all electrons, neglecting many-
body interactions. We use the effective-mass approxima-
tion to smooth out the microscopic structure of the
semiconductor. We also assuIne that the barrier which
keeps electrons out of the insulator is so large that the
electron envelope wave function can be assumed to van-
ish at the semiconductor-insulator interface, taken at
z =0. This approximation has been made in most calcu-
lations, although it was not made in Duke's (1967a) ori-
ginal calculation. It is reasonably good for the silicon-
silicon dioxide interface, but is not valid for other inter-
faces, such as the GaAs-(oa, A1)As interface or the sur-
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face of liquid helium. See Sec. III.E for additional dis-
cussion of the boundary condition.

Our treatment is at first limited to electrons because of
the simpler structure of the conduction band and because
of the experimental importance of n-channel inversion
and accumulation layers in silicon.

One may well question the use of effective-mass ap-
proximation for electronic states whose spatial extent is,
in cases of confinement by strong surface electric fields,
limited to a few atomic layers. This problem has been
addressed by Schulte (1979, 1980a), and also arises in
connection with valley splitting, discussed in Sec. VII.A,
and with heterojunctions and superlattices, discussed in
Sec. VIII.D. A test with high precision cannot be made
without more detailed knowledge of the structure of the
interface. We expect, however, that in most cases it is
the lack of knowledge of physical parameters and uncer-
tainties in the many-body aspects of the problem, rather
than the efFective-mass approximation itself, that limits
the accuracy of the calculations of interest here.

The simplest version of the effective-mass approxima-
tion treats the electrons as though they had masses
characteristic of a conduction-band minimum, neglecting
nonparabolicity and coupling to other band extrema.
The kinetic energy operator can be written

82
(3.1)

where the w,j. are the elements of the reciprocal
effective-mass tensor for the particular conduction-band
minimum being considered. Since the potential energy is
taken to be a function of z only, the wave function can be
written as the product of a Bloch function, a z-dependent
factor, and a plane-wave factor representing free motion
in the xy plane. A simple transformation to remove the
first derivative in the Schrodinger equation leaves the
wave function in the form (Stern and Howard, 1967)

P(x,y,z) =g;(z)e

Xexp —l i

W33

W23k)+ k2 z u (R},
W33

(3.2)

2 +[E;—&(z)]g;(z)=0,
2m

(3.3)

where m, =w33', subject to the boundary conditions that

g; go to zero for z=0 and z~ao. [This separation of
variables in the Schrodinger equation is not generally
valid if the boundary condition g;(0)=0 is relaxed. ] The

g; are assumed to be normalized:

where u~(R) is the Bloch function for the bottom of the
conduction-band valley being considered, including both
the periodic part and the factor exp(ik~ r)w. h,ere k~ is
the wave vector at the energy minimum of the ath valley
and k1 and k2 are wave vectors in the k„-k~ plane mea-
sured relative to the projection of k on this plane. The
envelope function g;(z) satisfies

J gg (z)dz= 1 .

The energy levels are given by

(3.4)

E(k),k2) =E~+
2

2

M11 ——— k1
W33

W13W23+2 w12- k1k2
W33

2
W23

k2+ W22-
M33

(3.5}

and lead to constant-energy parabolas above the level E;
which is the bottom of the ith subband. The principal
effective masses, m„and m~, of these parabolas depend
on the orientation of the constant-energy ellipsoids in the
bulk with respect to the surface. They are given in Table
I for the high-symmetry surfaces of semiconductors with
conduction-band minima along the (001) directions, like
those of silicon, and along the (111) directions, like
those of germanium, in terms of the transverse and longi-
tudinal effective masses of electrons in the bulk. If the
values mg =0.19m p and mI =0.916mp are used for sil-
icon (Hensel et al., 1965), we obtain the principal effec-
tive masses given in Table II.

By analogy with three-dimensional ellipsoidal energy
bands, we can also introduce two other important mass
parameters. One is the density-of-states efFective mass

md = (m»my )
1/2

the other is the conductivity or optical mass

(3.6)

mop =
1+

m~ mz

(3.7)

which enters in transport properties (Smith, 1978).
Values of these masses for high-symmetry surfaces of sil-
icon are given in Table II.

The energy levels E; for a given value of m, constitute
a series of subband minima called a subband ladder. For
different orientations of the bulk constant-energy surfaces
with respect to the surface, there may be different values
of m„and therefore different ladders. One way to name
these levels is to number the levels of the lowest ladder
0,1,2, . . . , those of the second ladder 0', 1',2', . . . , the
third ladder 0",1",2", . . . , and so on. If all
conduction-band valleys have the same orientation with
respect to the surface there will be only one ladder. Be-
cause of the kinetic energy term in the Schrodinger equa-
tion the valleys giving the largest efFective mass m, for
motion perpendicular to the surface will have the lowest
energy. Corrections to the simple eftective-mass approxi-
mation which take interactions between conduction-band
minima into account lead to changes in this simple pic-
ture, as will be discussed below.

The potential energy V(z) which enters in Eq. (3.3}
can be written as the sum of three terms as
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TABLE I. Effective masses for three surface orientations, for semiconductors having band structures like those of the conduction
band of Si (six I 100 I ellipsoids of revolution) or of Cre (four I 111 j ellipsoids of revolution). The principal effective masses in the
ellipsoids are m„m„andml. The derived values are m„the effective mass perpendicular to the surface, and m„and m~, the
principal effective masses of the constant-energy ellipse in the surface. The degeneracy of each set of ellipses is g„.After Stern and
Howard (1967).

Si Ge

Surface
Orientation my gv m„

mt
m, (m, +2ml)/3 3mtmr/(m, +2ml) 4

t 110 ) /
ml

2m, ml /{mt+ ml )

m,
m,
mt

(ml +2m, )/3
ml

3mtml /(ml +2m, )

mt

m, mt
(m, +Sml)/9

ml
9m, ml/(m, +Sml )

V(z) = V~(z)+ V, (z)+ V, (z), (3.8)

which represent, respectively, the contributions from
fixed space charges, from induced charges in the space-
charge layer, and &om image charges at the
semiconductor-insulator interface. In this section we as-
sume that the interface is sharp and that there is an in-
finite barrier which keeps electrons out of the insulator.

If the band bending P~ associated with the depletion
layer is not too small, if the bulk is p type, and if the ac-
ceptor density Nz is constant throughout the depletion
layer, then a good approximation for the potential energy
in the depletion layer is

Zd=
2me&g

1 /2

(3.11)

Nd, „~is the number of charges per unit area in the de-
pletion layer, whose thickness is z~. If compensating
donors are present, N~ should be replaced by Nz —XD.
As Pd increases, z~ and Nd, ~~ both increase until the in-
version layer begins to form, at which point all three
quantities tend to saturate, especially at low tempera-
tures.

When an inversion layer has formed, the band bending
P~ in (3.11) is given approximately at low temperatures
by

4me Xd,p)
2

Vg(z) = z 1—
2zd

&depi =Nwzd ~

0&z &zd, (3.9)

(3.10)

(3.12)

the energy difference between bottom of the conduction
band in the bulk and the Fermi level. There are several

TABLE II. Numerical values of effective masses for silicon inversion layers. After Stern (19721).

Surface (001) (110)

Valleys

Degeneracy

Normal mass'

Principal
masses

Conductivity
mass

Density-of-
states mass
per valley"

m,

my

m ()p

Lower

0.916

0;190
0.190

0.190

Higher

0.190
0.916

0.417

Lower

0.315

0.190
0.553

Higher

0.190

0.190
0.916

0.417

0.258

0.190
0.674

0.358

'All effective masses are in units of the free-electron mass; they are based on the conduction-band
masses m, =0.190mo and ml ——0.916mo given by Hensel et al. (1965).
b

m~p ——m„my/(m„+my); mg =(m„my)1/2
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4me'X, z,
„

&sc
+ep b kgT, — (3.13)

where the second term on the right is the separation of
the Fermi level &om the bottom of the lowest subband at
the surface, Eu is the energy of the bottom of the lowest
subband relative to the nominal conduction band edge at
the surface, as found from Eq. (3.3), X, is the total con-
centration of inversion layer electrons, and z,

„

is their
average distance from the semiconductor-insulator inter-
face. The fourth term on the right in Eq. (3.13) is the

-(-Ec

EF
Ep

0

FIG. 10. Schematic band bending near a semiconductor-
insulator interface, showing the nominal conduction-band edge
(solid) and the corresponding band bending associated with the
fixed depletion layer charges only (dashed). The depletion
layer is shown in (b) for a case in which no substrate bias vol-

tage is applied. A negative substrate bias P,„bwould raise the
Fermi level and the conduction-band edge in the bulk relative
to the values at the surface. An expanded view of the surface
region that contains the inversion layer is shown in (b), and i1-

lustrates some of the terms that enter in Eq. (3.jl3) for the band
bending Pq in the depletion layer. In particular,
V;=4m%, e z,„/sc„is the contribution of inversion layer elec-
trons to the potential energy at z=O.

corrections to this value. The first and most important
of these applies if there is a substrate bias 1I),„bapphed
between the source or drain contacts at the semiconduc-
tor surface and the bulk of the semiconductor. This ex-
tra potential generally drops across the high-resistance
depletion layer. If the bulk is at a negative potential
with respect to the surface, corresponding to negative
P,„b,the depletion layer width increases.

The second correction to Pq takes more careful ac-
count of the position of the band edge at the surface in
relation to the Fermi level, which lies at the same energy
in the bulk as at the surface in the absence of substrate
bias. The energies which enter in this correction are il-
lustrated in Fig. 10.

The third correction to P~, which takes into account
the gradual falloff' of the potential at the interface be-
tween the depletion layer and the bulk, is kz T/e —[see,
for example, Eq. (1.3)] except at very low temperatures,
where it is determined by the acceptor level broadening
(Stern, 1972b).

When these three corrections are included, the band
bending eP~ which enters in Eq. (3.11) is given by

egg (E, E~——)+(Ep. —Eo)+Eo—

potential drop associated with the inversion-layer charge.
Note that P~, which is the quantity that enters in (3.11),
is not the same as the surface potential P„asillustrated
in Fig. 10.

Finally, the depletion potential mould have to be
corrected for any deviation of the acceptor doping from
homogeneity. Such deviations arise in some cases as the
impurities redistribute themselves during oxidation (see,
for example, Margalit et al., 1972, and references cited
therein) but have not usually been taken into account in
inversion layer calculations. The effect of nonuniform
bu1k doping in the depletion layer can generally be
neglected provided that the value of N~ used in Eqs.
(3.10) and (3.11) gives the depletion charge obtained from
a solution of Poisson's equation for the actual doping
distribution.

In most cases of interest for silicon, the depletion layer
is much wider than the inversion layer, and it is usually
a good approximation to neglect the term quadratic in z
in Eq. (3.9). However, for heavily doped substrates, for
positive substrate bias voltages, or for semiconductors
with a small effective mass m, and a correspondingly
wide inversion layer, the term quadratic in z can be sig-
nificant. In numerical calculations there is no difficulty
in keeping both terms, but in some analytic or variation-
al treatments it is easier to keep only the linear term.
This is the frequently used triangular potential or tri-
angular well approximation, so called because the poten-
tial well is bounded on one side by the vertical barrier
that keeps electrons out of the insulator and on the other
side by the linearly rising potential given by the first
term in Eq. (3.9). The triangular approximation is dis-
cussed in more detail in Sec. III.A.3.

The preceding discussion applies to the depletion layer
potential when a positive gate voltage is applied to a
structure with a p-type substrate. Under a limited range
of conditions, the same treatment applies also to accumu-
lation layers which result when a positive gate voltage is
applied to a structure with an n-type substrate. If the
sample is at a low enough temperature so that the elec-
tron concentration in the bulk is negligible, then the
fixed charges are those of the minority acceptor impuri-
ties (Stern, 1974e) and the potential due to fixed charges
is again given by Eqs. (3.9)—(3.11), but eP~ is now of or-
der 45 meV, the donor binding energy, rather than of or-
der 1.1 eV, the silicon band gap.

At higher temperatures, or at high bulk impurity con-
centrations for which the impurity binding energy goes
to zero, the model used here does not apply to accumula-
tion layers. A treatment that includes the contribution
of electrons in the bulk has been given by Appelbaum
and Baraff (1971b; see also Baraff and Appelbaum, 1972)
for n-type accumulation layers on InAs, and will not be
considered in detail here.

V, (z), the second term in Eq. (3.8), is the contribution
to the potential energy from the charge distribution of
the electrons in the space-charge layer, and is given by
the solution of Poisson s equation with the charge densi-
ty in all subbands as the source term. The result is
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2 z
Vg(z) = $N; z+ f (z' —zg'i (z')dz'

Ksc 0

(3.14)
ms')s

(3.19)

where N; is the electron concentration in the ith subband
and g;(z) is the corresponding normalized envelope wave
function. The arbitrary constant of integration has been
chosen to make V, (0)=0. When z~go,

Vg(z)~ 4' 4meg N;zg —— Ngz, y,
Ksc Ksc

(3.15)

z, = f "zg,'(z)dz (3.16)

is the average distance &om the semiconductor-insulator
interface of the electrons in the ith subband and z,

„

is
the corresponding value for all surface electrons.

The last term in the potential energy (3.8) is the image
term

Ksc Kins e 2

Vr(z) =
K$ +KIns 4K$~ 4K$@

(3.17)

which arises because of the different dielectric constants
of the semiconductor and the insulator. The semicon-
ductor has the higher dielectric constant in all cases of
interest here, so that this tenn is repulsive on the semi-
conductor side of the interface, where the electrons are.
(Note, however, that the sign is different for electrons on
liquid helium, considered in Secs. III.E and VIII.H.)

We need to consider whether the appropriate dielectric
constant to be used in Eq. (3.17) is the optical or the
static dielectric constant. For Si these two values are the
same, but for SiOz they are different, and electrons cou-
ple to the electric fields of optical phonons. Such po-
laron effects were studied by Sak (1972; see also Mahan,
1974) for electrons bound to polar crystals by an image
potential, and by Pollmann and Biittner (1975, 1977; see
also Kane, 1978) for exciton binding in three dimensions.
Interface phonons are discussed in connection with trans-
port properties of inversion layers by Bess and Vogl
(1979).

There are two characteristic energies in the surface po-
laron problem. One is the surface binding energy E;.
The other is the surface optical-phonon energy fico„
where co, is the solution of ~„(co)+a;„,(co)=0, and is
given by

KO+ Ksc

+Ksc
(3.18)

where K0 and K are the static and optical dielectric con-
stants of the insulator and ficoT is the transverse optical-
phonon energy at long wavelengths. For materials like
Si02 that have more than one transverse mode, there will
be a corresponding number of surface inodes. It is main-
ly the surface optical phonons whose fields couple to the
electrons in the silicon inversion layer.

There are also two characteristic lengths, a polaron
length

and z;, the average distance of the electrons in the ith
subband &om the interface. If we take Rco, -60 meV for
SiO&, we find r~i —1 nm. For weakly bound electronic
states, with E; ~%co, and z;&r~~, we expect that Eq.
(3.17) will be a good approximation if the static dielectric
constant is used. For more strongly bound states, neither
of these inequalities is expected to hold, and inore de-
tailed calculations are needed to find the polaron effects.
No simple local image potential expression is likely to be
applicable in that case. There has not been any quantita-
tive consideration of these questions for inversion layers.
Fortunately, the image potential generally has a rather
small effect on the electronic structure, as will be dis-
cussed below.

2. Self-consistent calculations and results

It is the V, (z) term in the effective one-electron poten-
tial of Eq. (3.8) that makes the Schrodinger equation a
nonlinear eigenvalue problem, because the potential
depends on the wave functions. Such equations are gen-
erally solved iteratively, with an assumed input potential
leading to output wave functions &om which a potential
can again be derived using Eq. (3.14). The simplest
method is to use as the input potential for solving the
Schrodinger equation in the (n+1)st iteration a linear
combination of the input and output potentials of the
previous iteration:

V;'."+"(z)= V „"'(z)+fX [ V'."„',(z) V,'„"'()] . —(3.20)

The output potential from the nth iteration cannot be
taken as the input for the (n+ 1)st iteration, which cor-
responds to f=1 in Eq. (3.20), because that process can
diverge. There are many methods, both empirical and
systematic, for dealing with this problem. A safe but
slow method is to use a small value off and many itera-
tions. Methods to achieve faster convergence are dis-
cussed in the context of semiconductor space-charge
layers by Stern (1970a) and in the context of the surface
of the jellium model of metals by Lang and Kohn (1970).
The interested reader is referred to those papers and the
papers cited therein for additional information on this
problem, which will not be discussed further here.

The first self-consistent solutions of Eq. (3.3) were
those of Howard (1966, unpublished), Stern and Howard
(1967), Duke (1967a), and Pals (1972b), and there have
been many others subsequently. We give here some re-
sults of numerical self-consistent calculations for specific
examples of inversion layers in (001) silicon, taken &om
Stern (1972b). His calculations included neither the im-
age potential nor many-body effects and therefore have
only qualitative validity.

Figure 11 shows the energy levels of a Si(100) inver-
sion layer at absolute zero as the electron concentration
is increased. Several features should be noted because
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FIG. 11. Energy-level splittings and Fermi energy at 0 K for
a (100) inversion layer on p-type silicon with 10' acceptors per
cm in the bulk. All energies are measured from the bottom of
the lowest subband. After Stern (1972b).

IO

they enter in the interpretation of many experimental
results. First, note that the Eo and E& levels are very
close in energy and cross when X, /Xd, „&

——5.3. This
closeness in energy is a consequence of the ratio of
transverse and longitudinal electron effective masses in
silicon and the way in which they enter in the energy-
level spectrum, and is therefore specific to (100) silicon.
The actual ordering of these two levels has not
been definitively determined. Optical measurements
(Kneschaurek and Koch, 1977) suggest that Eo is lower,
and analysis (Mori and Ando, 1979) of mobility results
when two bands are occupied would suggest that Ej is
lower than, or at least very close to, Eo. See Sec. III.C
and Sec. IV.C for additional discussion.

The energy-level increase with increasing N, shown in
Fig. 11 occurs because the average electric field in the in-
version layer increases as the total space charge in-
creases. Note that Xd,„& is essentially constant at low
temperatures once the inversion layer is occupied. At
higher temperature, say 300 K %d pJ will continue to in-
crease as N, increases until the Fermi level has risen
above the bottom of the lowest subband.

Another important feature of Fig. 11 is the pinning of
the Fermi level to the bottom of the first excited subband
after they cross, accompanied by a discontinuity in their
variation with %,. The pinning is simply a consequence
of the increased density of states after the second sub-
band is occupied. The increase in the rate of change of
the energy of the excited subbands is a consequence of
theI1 much more extended wave functions. The average
6eld seen by the electrons in the excited subband is much
more strongly affected by an increase in population of
that subband than by the same increase in population of
the lowest subband, and therefore changes slope when the
excited subband begins to be occupied. Because of the
increased density of states the Fermi 1evel also changes
slope and increases less rapidly above the crossing than
below with increasing %,. All these changes in slope
will be more gradual when broadening of energy levels is

~Ndepl (77 K )

l
I

lOII

I

lo"
Ns+ Ndepl (cm-2)

(b)

lOl

considered. They are also more gradual at elevated tem-
peratures.

Figure 12 shows the average spatial extent of the
charge distribution from the interface at 2, 77, and 300
K for (100) and (111) Si. The decrease of z,„with in-
creasing space charge is a reflection of the increasing
average field seen by the electrons, which pushes them
closer to the surface and overpowers the increase that
might have been expected when the higher subband is
occupied.

Figure 13 shows the temperature dependence of the en-
ergy levels and of z,„ata fixed value of inversion-layer
charge. The increase in z,„and in the energy levels oc-
curs because electrons are transferred from the lowest
subband to higher subbands as the temperature increases
and N, is held constant. The more extended wave func-
tions of the higher subbands lead to the increase in z„,
and that in turn increases the effective electric field seen
by electrons in the higher subbands, increasing their en-
ergy.

Quantum effects play an important role in the proper-
ties of the space-charge layer, especially at low tempera-
tures and high carrier concentrations. The charge densi-
ty, illustrated in Fig. 14, found quantum mechanically
goes essentially to zero in the oxide because of the high
barrier there, and has its peak well inside the silicon.

FIG. 12. Average spatial extent of the inversion layer elec-
trons from the surface, z,„,as a function of the total density of
inversion and depletion charges for (a) (100) and (b) {111)sur-
faces on p-type silicon with 10" acceptors per cm in the bulk
at 2, 77, and 300 K. After Stern {1972b).
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3. Approximate energies and wave functions

In this section we describe a number of approximate
solutions that are helpful when full self-consistent solu-
tions cannot be conveniently obtained, or when estimates
of properties of inversion layers need to be made. We
first describe the triangular potential approximation, for
which an exact solution can be found. Then we describe
simple variational solutions.

by 0 7587, 1.7540, and 2.7575, respectively, for the three
lowest solutions. The normalization and some other
properties of the Airy functions are given in Appendix 8
of Stern (1972b). We note here only that the average
value of z is z; =2E;/3eI', and that the average value of
z is —,z; for the ith subband.

b. Variational wave funct Ion for the lowest subband

a. Triangular potential approximation

V(z) =eI'z

for z &0, where

4n.(Nd, p)+ fN, )e

(3.21)

(3.22)

If the image potential is excluded, the remaining terms
of the potential (3.8) increase linearly at the
semiconductor-insulator interface and then bend over to
approach a constant value. The inversion layer contribu-
tion becomes constant after a small multiple of the aver-
age inversion-layer penetration z„,and the depletion-
layer contribution becomes constant at zd, the edge of the
depletion layer. Because zd is generally much larger than
z„,the curvature of the depletion potential V~(z), given
in Eq. (3.9), can be neglected without substantial error in
many cases, especially when the depletion charge is small
compared to the inversion charge. However the
inversion-layer contribution V, (z) to the potential varies
significantly in the inversion layer and can only be
neglected if N, is small compared to %d p1 or if the ad-
vantages of an exact solution outweigh the error made in
the potential.

In the triangular well approximation, the potential en-

ergy is given by an infinite barrier for z &0 and by

Simple analytic wave functions make calculations of
properties of inversion layers much more convenient than
they would be if numerical self-consistent solutions or
cuinbersome analytic solutions like the Airy functions
had to be used. For that reason approximate solutions
have been widely used in inversion layer calculations.
The simplest of these, first proposed for inversion layers
by Fang and Howard (1966), is

1/2
—(1/2)bz (3.25)go(z) =

The average penetration of the charge into the semicon-
ductor for this wave function is

3
P — ~

b
(3.26)

The same wave function also applies to the lowest sub-
band of electrons on liquid helium if the barrier for
entering the helium is infinite and the solid-vapor inter-
face is sharp (Cole, 1974).

The parameter b in Eq. (3.25) is determined by mini-
mizing the total energy of the system for given values of
the inversion- and depletion-layer charges. Because of
the simplicity of the wave function, it is easy to evaluate
the expectation values of all the terms in the Hamiltoni-
an. %'e 6nd

Ksc

is the effective field and f is a numerical coefficient
which is unrelated to the coefficient in (3.20). Choosing
f=1 gives the field at the interface, f=0 gives the de-
pletion layer contribution alone, and f= —, gives the
average Geld in the inversion layer. The Schrodinger
equation is solved with the condition that the envelope
wave function go to zero at z=0 and at infinity. The
solutions are Airy functions (Abramowitz and Stegun,
1964),

$2
&T)=

Sm,
212ire Nd, pi

K„b
33~e N,

V, 4~„b

( )
sc ins e b2

Ksc+ Kins ~Ksc

24me &g
2K„b

5~ b

8Ksc

(3.27)

2m, eI E;
g2

(3.23)

1/3
3m.eI' . 3

2m, 2 4
l + I 09 I $2$ s ~ ~ ~

where the eigenvalues E; are given asymptotically for
large i by

E.=&»+(Vd)+«. )+(V, ) . (3.28)

where the terms are the expectation values of the kinetic
energy, the potential energy of an electron interacting
with the depletion-layer charges, the potential energy of
an electron interacting with the other electrons in the in-
version layer, and the image potential, respectively. The
energy of the lowest subband is

(3.24)

The exact eigenvalues have i+ s in Eq. (3.24) replaced
However the total energy per electron, which is the
quantity to be minimized, is
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(3.29)
1

where the factor —, prevents double counting of electron-
electron interactions.

If the image potential and the second term in & &q&

are neglected the value of b that minimizes the total en-

ergy per electron is
1/3

48@m,e Nb= (3.30)

500

IOO

30E

LLI

(Ioo) si oK
l4

where
11+*=+depl+ 3g+s ~ (3.31) E

C:

Q

IO ~ ~ ~ 0 ~ '' —.-- BOTH- "" EXCHANGE

E„=— G' +5„6"4e'kF b b

++sc ' F F
(3.32)

a result first given by Stern and Howard (1967). Figure
16 shows that the values of Eo and zo calculated for the
lowest subband &om the variational wave function (3.25)
exceed the values found &om a self-consistent Hartree
solution by less than 7% in the absence of the image po-
tential (Stern, 1972b).

If all the terms in Eq. (3.29) are to be retained, the
minimization must be done numerically, but is still very
easy. It is also possible to add the exchange energy
(Chaplik, 1971a), whose average value per electron when
the variational function (3.2S) is used is

IOI I

I
I I

IO" IO'~

Ns+ Ndgpl {cm )

FIG. 17. Effect of exchange and image potential on the varia-
tionally calculated energy and spatial extent of the lowest sub-
band. The dashed curve is calculated including the image con-
tribution to the energy, the dotted curve included the exchange
contribution, the full curve includes neither, and the chain
curve includes both. After Stern (unpublished).

where kz is the Fermi wave vector, 5„is the coefficient
which appears in the image potential Eq. (3.17), and 6'
and 6" are functions whose values have been calculated
and plotted by Stern (1974d). The expressions for the ex-
change contribution to the one-electron energy of the
lowest subband have also been given there.

Figure 17 shows how the values of Eo and zo change
as the image and exchange contributions to the energy
are included or omitted. The image term, which is
repulsive, tends to expand the wave function, while the
exchange term tends to contract it. At high densities it
is often better to omit both terms than to include either

term alone. This is an a posteriori justification of the
omission of the image term in the Hartree calculations
by Stern and Howard (1967). For low carrier densities,
on the other hand, the exchange term is negligible, and
the image term must be included.

The exchange energy is only the simplest term in the
many-body energy. A more detailed consideration of
many-body effects is given in Sec. III.B.

Figure 18 compares the variation al wave function
without image or exchange contributions to the corre-
sponding self-consistent Hartree wave function and com-
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FIG. 16. Ratios of variational to self-consistent values of the
energy Eo and the average spatial extent from the interface zo
of the lowest subband vs the ratio of the density of inversion
layer charges to the density of depletion layer charges. The
values are calculated without image or many-body effects.
Note the change of scale at X,/Nd, „~——5. After Stern (1972b).

200 5 IO I5

z (nm

FIG. 18. Envelope wave functions calculated self-consistently
with (dashed curve) and without (full curve) including the im-

age potential, and the Fang-Howard variational wave function
(3.25) in which the parameter b is determined by minimizing
the total energy without including the image potential. Ex-
change and correlation effects are not included in any of the
curves. After Stern (unpublished).

Rev. Mod. Phys. , Vol. 54, No. 2, April 1982



Ando, Fowler, and Stern: Electronic properties of 20 systems

0.4

F

0
0 20

sc= 11.7
ins = &

I

40 60
Ns/ N dipl

(Ioo)si oK
QA=7x lo l4

Nd ~
=1.01 x 10

80 IGG

derivative of the wave function gives surface roughness
scattering too big by a factor of 9 w'hen the variational
function (3.25) is used, because the left side of Eq. (3.33)
is three times as large as the right side. For larger
values of N, /Nd, ~) the resulting error will be smaller, but
this example is a dramatic warning that the variational
wave function can lead to serious errors in some cases.

The variational wave function of Eq. (3.25) is by no
means the only one possible. It has been widely used be-
cau.se of its simplicity, but can lead to substantial errors,
as we have seen. Another one-parameter wave function
which is considerably closer to the self-consistent solu-
tion is

FKx. 19. Normalized average of various powers of z, the dis-
tance from the surface, evaluated using self-consistent Hartree
wave functions calculated with (dashed curves) and without
(full curves) including the image potential, are plotted against
the ratio of the densities of inversion-layer and depletion-layer
charges. The horizontal lines are calculated using the varia-
tional wave function (3.25}, and show that it is a poor
representation of the shape of the more accurate wave func-
tions, especially at small values of X,/Xd, ~~. After Stern (un-
published).

pares self-consistent wave functions with and without the
image contribution to the potential. The differences are
seen to be substantial.

It is useful to have measures of the accuracy of the
wave function other than the energy itself, because rather
poor wave functions can give rather good energies. Fig-
ure 19 shows the normalized expectation values of some
powers of z for the variational wave function (3.25), and
for self-consistent Hartree solutions with and without the
image potential as functions of the ratio of inversion-
layer charge to depletion-layer charge. Note that the
Airy-function solution corresponds to the Hartree solu-

tion without an image term when that ratio equals zero.
The variational solution is seen to be very inaccurate at
small values of N, /Nd, ~~, but to be somewhat better as
N, increases.

An even more dramatic example of the errors that can
result from use of the variational wave function (3.25)
was pointed out by Matsumoto and Uemura (1974) in
their paper on surface roughness scattering, which is dis-
cussed in more detail in Sec. IV.C.2. Prange and Nee
(1968) gave the relevant matrix element in terms of the
derivative of the wave function at the surface. Matsumo-
to and Uemura showed that it can also be written in
terms of the expectation value of the potential gradient.
The two formulations are equivalent, since for the exact
wave function one finds, by multiplying the Schrodinger
equation (3.3) by dg;/dz and integrating over all z, that

dg; 2~z ~
2 d V

g;(z) dz .
0 Q2 0 dz

(3.33)

Matsurnoto and Uemura showed that for a triangular po-
tential their formulation gives results independent of the
wave function used, while the formation in terms of the

g (z) (
3

g 3)1/2ze —(1/2)(bz)3/2 (3.34)

which has been proposed by Takada and Uemura (1977).
Many-parameter expansions can also be used (Ohkawa
and Uemura, 1976, 1977b).

c. Higher subbands

Variational functions have been used to give approxi-
mate wave functions and energy levels for higher-lying
subbands (Takada and Uemura, 1977; Kalia et al., 1978;
Ibas Sarma et al., 1979; Kramer and &allis, 1979; Mori
and Ando, 1979). They provide an alternative to numer-
ical self-consistent calculations. The energy levels can
also be estimated by starting from the values in the de-
pletion potential alone, given approxiInately by Eq.
(3.24), and adding the effect of the additional inversion-
layer potential as a perturbation (Stern, 1972b). This ap-
proximation is reasonably good if the higher-lying levels
have wave functions which extend far beyond the region
where the inversion layer potential is strongest. These
methods are adequate if great accuracy is not essential.

B. Many-body effects

In the preceding section the subband structure was dis-
cussed within the Hartree approximation. This approxi-
mation is valid when the electron concentration is suffi-
ciently high, i.e., when the average kinetic energy of elec-
trons is much larger than the average interaction energy.
This condition is usually written as r, ~~1, where the
parameter r, is defined in three dimensions as the radius
of a sphere containing one electron, in units of the effec-
tive Bohr radius a* given by Eq. (2.28a). A correspond-
ing result is expected to hold for two-dimensional sys-
tems. Therefore, the Hartree approximation is expected
to work quite well for two-dimensional systems in semi-
conductors with a small energy gap, like InSb and InAs,
because they have a small effective mass and a large
dielectric constant. For these materials, typical charge
densities like 10' cm correspond to r, &~1. In the
case of inversion layers on silicon surfaces, however, the
eAective mass is larger, and r, then become comparable
to or larger than unity for typical values of %,. Many-
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body effects such as exchange and correlation can then
play an important role.

The exchange energy was briefly discussed by Chaplik
(1971a) and calculated explicitly by Stern (1973, 1974d).
Stern has shown that the exchange energy is comparable
to or even larger than the energy separations between
subbands calculated in the Hartree approximation, sug-
gesting the importance of the many-body effects. InsufB-
ciencies of the Hartree results were pointed out also by
comparison with various experimental results, especially
infrared intersubband absorption. In this section we con-
sider such many-body effects on the subband structure in
the n-channel layer on the Si(100) surface. We confine
ourselves to the model of the abrupt interface and to the
case in which only the ground subband is occupied by
electrons, and treat the problem in the effective-mass ap-
proximation.

One way to study the many-body effects theoretically
is to treat the exchange and correlation perturbationally
using the subband structure calculated in the Hartree ap-
proximation as the unperturbed states. The Hamiltonian
is given by

m= g [E,+s(k)]a,+„„a,.
„„

ikov

1+ 2 X X X V(ij)(lm)(q)
ijlm kk'q ~a'vv'

+ +X+ikcrv Ik'cr'v' mk' —qa'v' jk+qnv

(3.35)

where a;k „and a;k „arethe creation and annihilation
operators, respectively, of an electron of the ith subband
with the wave vector k, the spin a, and the valley u.
The electron-electron interaction is given by

G,~j '(k, E)= . (i,j~0)E —e k Ei—+iO
(3.39)

with 8(x) being the step function defined by 8(x) =1 for
x &0 and 8(x)=0 for x &0. The subband energy is
determined by

det[G((,. '(k, E) '5i —X;i(k,E)]=0 . (3.40)

One has to introduce some approximations to evaluate
the self-energy explicitly. Vinter (1975b, 1977) neglected
contributions from scattering processes in which an elec-
tron changes subband. The self-energy becomes diagonal
in this approximation. He then calculated the self-energy
to the lowest order in the dynamically screened Coulomb
interaction and exnployed the plasmon pole approxima-
tion discussed in Sec. II.F. The self-energy is given by

&oo(k, E)= —f . y q G' '(k+-q, E+co),
2m i E(q, o) )

(3.41)

dc' X V(11)(11)(q)
27?l

II(q, o) )
(»)(oo)

'
V(oo)(ii)(q)

e(q, co)

x G)t'(k+q, E+~), (3.42)

where X;z(k, E) is the self-energy matrix, and the unper-
turbed Green's function is given by

8(k —k~) 8(kF —k)G(o)(k E) E —s(k) —Eo+i 0 E —E(k) E—o i—0

with

2&8
V(ij )(Im) ('q) F(ij )(lm) ('q)

Kq
(3.36)

(X) QQ

(ij)(im) (q) g dZ 2Z
0 0

l+ 1ns
e —q ~z —z

Ksc

1—
Ksc

e —q ]z+z')

Xk (Z)gi (Z'gj(Z)k (Z') .

G;,(k E)=Gi', '(k E)+ g G' 'ra(k. E)Gi, (k,E),
I

(3.38)

(3.37)

The form factor F(q) of Eq. (2.51) corresponds to
F(oo)(oo)(q). The existence of the other sets of valleys is
neglected in the Hamiltonian for simplicity. The Hartree
treatment of Eq. (3.35) recovers the Hartree result as is
expected. The Green's function becomes a matrix with
respect to the subband indices and satis6es the Dyson
equation

Eo(k) =Eo+E(k)+zoo(k, Eo(k) —p ) (3.43)

where the constant shift is taken to be the exchange-
correlation part of the chemical potential p„,and is
chosen to be

(u =Zoo(kF, Eo+E(kF)) .

Vinter proposed similarly

Ei(k) =Ei+s(k)+Xi)(k, E)(k)—p„,)

(3.44)

(3.45)

for the excited subband. Equations (3.43) and (3.45) were
solved numerically. He showed that E i (k) obtained
from (3.45) was quite different &om the result of the ap-
proximation in which Ei (k) —p„, was replaced by
Ei+e(k) in the self-energy of Eq. (3.45). The k depen-

where V(q) = V(oo)(oo)(q), and E(q, co) and II(q, co) are
given in Eqs. (2.55) and (2.56), respectively. Hedin
(1965) proposed an approximate procedure to include
higher-order effects which appear when one uses dressed
Green's functions instead of unperturbed ones in the ex-
pression for the self-energy. In this scheme one assumes
a constant-energy shift in the Green's functions appear-
ing in Eq. (3.41). The Dyson equation becomes
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dence of the self-energy shift was small and similar for
the two subbands. An example of the calculated energy
shift at k =k~ is shown in Fig. 20 as a function of the
electron concentration for Xd,pl

——1 / IO" cm . The
shift of the ground subband is comparable to the unper-
turbed Eo in the Hartree approximation. The same is
applicable to the excited subband. Figure 21 compares
the calculated subband energy separations averaged over
k with the corresponding Hartree result of Stern as a
function of N, for the same Nd, ~~ as in Fig. 20. One sees
that the many-body eAects are considerable and extreme-
ly important in the n-channel inversion layer on the
Si(100) surface.

Ohkawa (1976a) extended Rice's method discussed in
Sec. II.F to the many-subband case. The self-energy is
diagonal in this method and the subband energy shift is
given by

E, (k) =E,+E(k)+X,, (k,E, +e(k)), (3.46)

20
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FIG. 20. Self energies at the Fermi wave vector in the ground
and the first excited subbands in the n-channel inversion layer
on a Si(100) surface. The electron concentration is denoted by
X and the self-energies are written as Moo and M~i instead of
Xoo and Xii in the text. Xd~i=1X10" cm . After Vinter
(1977).

where X;;(k,E) is calculated to the lowest order in the
dynamically screened Coulomb interaction. Taking into
account subband mixings among the lowest three sub-
bands (i =0, 1, and 2), he calculated the self-energy shift.
The calculated shift turned out to be very close to that of
Vinter for the lowest subband, but 25% smaller than that
of Vinter for the first excited subband. A similar ap-
proach was used later by Kalia, Das Sarma, Nakayama,
and Quinn (Kalia et al., 1978, 1979; Das Sarma et al.,
1979) for the study of temperature and stress efFects.

Since the k dependence of the energy shift is small and
unimportant, the energy shift of the ground subband is
given in Vinter s scheme by Xoo(kF, E(kz)+ED), which is
the same as Eq. (3.46). Therefore the agreement between
the results of Vinter and Ohkawa is expected for the
ground subband. The discrepancy between the energy
shifts for the first excited subband mainly originates from
the difference between Eqs. (3.45) and (3.46). Equation
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FIG. 21. An example of calculated energy separations from
the ground subband to the first excited subband for the doubly
degenerate set of valleys (E&0) and to the lowest subband of the
fourfold-degenerate set (Eoo), calculated by Vinter (1977). The
lower curves show the results in the Hartree approximation,
and in the upper curves exchange and correlation are included.
The Fermi energy (c+) is measured from the bottom of the
ground subband. X represents the electron concentration.
1Vdzp] 1 X 10" cm . After Vinter ( 1977).

(3.45) seems rather inconsistent and its meaning is not
clear. One has introduced p in the energy variable of
the self-energy because one expects that the self-energy
which appears in Goo(k+ q, E +co ) in place of
Goo'(k+q, E+co) is roughly given by p~ independent of
the momentum and the energy. If one follows the same
approximation scheme, one has to introduce some
constant-energy shift of the first excited subband in X»
instead of p„„sincethe energy shift is expected to be
smaller for the excited subband. Vinter assumed it to be
p„„whichseems to be the main origin of the larger en-
ergy shift of the first excited subband than that of
Qhkawa.

A disadvantage of the perturbation method is that it is
not applicable when the change in the subband structure
caused by the exchange and correlation is considerable,
since it is based on the Hartree result. The result is,
therefore, expected to be good in the inversion layer with
values of Xd p] that give large subband energy separa-
tions in the Hartree approximation. It is especially not
applicable to accumulation or inversion layers with ex-
tremely small Nd, z~ for which subband separations are
very small. As a result of intersubband mixings the elec-
tron density distribution becomes narrower than that cal-
culated in the Hartree approximation. This is because
the Hartree approximation overestimates the Coulomb
repulsive force of other electrons. As will be shown in
the following, this change in the density distribution is
not negligible even in the inversion layer and can affect
the Hartree energy separation through the change in the
self-consistent potential. Vinter tried to take into ac-
count this effect using the wave function calculated by
neglecting the image potential, under the assumption
that the change of the density distribution caused by the
exchange and correlation cancels that caused by the im-
age potential. This cancellation had been demonstrated
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by Stern (1974d) with the use of a variational wave func-
tion in the Hartree-Fock approximation, as has been dis-
cussed in Sec. III.A. The cancellation is not complete,
however, if one takes into account the correlation effect,
as will be shown later. In any case, the fact that the
density-distribution change due to the many-body effects
is not negligible suggests that the off-diagonal part of the
self-energy should give a sizable energy shift. Although
each off-diagonal matrix eleinent is small (Stern, 1974d),
the total contribution from many subbands possibly be-
comes appreciable. Takada and Ando (1978) proposed a
method in which the change in the density distribution
can be included within a single-subband approximation.
See Sec. VII.B for a more detailed discussion on this
method.

An alternative way to study the exchange-correlation
effect on the subband structure is to use the density-
functional method. Hohenberg, Kohn, and Sham
(Hohenberg and Kahn, 1964; Kohn and Sham, 1965)
have shown that the density distribution of an interacting
electron gas under an external Geld can be obtained by a
one-body Schrodinger-type equation containing an ex-
change correlation potential U„, in addition to the usual
Hartree potential and the external potential. The
exchange-correlation potential is given by a functional
derivative of the exchange-correlation part of the
ground-state energy E„,[n (R)] with respect to the
number density n (R) of electrons. The functional
E [n(R)] is not known and is replaced by a product
n( R) ~e( n( R)) in the usual local approximation, where
s~(n) is the exchange-correlation energy per electron of
a uniform electron gas with the density n. In this ap-
proximation u~ (R) becomes the exchange-correlation
part of the chemical potential p„,of the uniform electron
gas. This theory has been used and known to be success-
ful in a number of difFerent problems, although the
reason for the success has not been fully elucidated yet.
The density-functional formulation was first applied to
the space-charge layer by Ando (1976a, 1976b).

There are some problems in the choice of U, in our
system. The conduction band of Si is anisotropic, and
one needs p of anisotropic electron gas. Ando used p,
of an electron gas characterized by isotropic mass m p
defined by m»' ——(2m, '+mi )/3. The neglect of the
anisotropy seems to be justified (Combescot and No-
zieres, 1972; Brinkman and Rice, 1973). Another prob-
lem arises because of the image effect caused by the insu-
lating layer. Considering the nature of the local approxi-
mation, Ando used p„,(n(z);z) of an electron gas where
the mutual interaction between electrons at (ri,zi) and
(r2,z2) is given by

2

V(r, z, —z„z)= ' [2+(z, —z, )']'"
&sc

2

[r2+(z z )2+4z2] —1/2(+sc +ins )

+sc(+sc+ +ins)

(3.47)
where r=r& —r2.

Strictly speaking, the energy eigenvalue E;(k) obtained
&om the Schrodinger-type equation does not necessarily
represent the quasiparticle energy. Sham and Kohn
(1966) proposed a local energy-dependent exchange-
correlation potential for calculating quasiparticle ener-
gies. The proposed u (E) is given by hs(K), which is
the quasiparticle energy shift in the uniform electron gas,
defined by

i''K'
EE(K)+ =E —p+ +p„,,2m p 2m

(3.48)

g* m» " m*(n (z);z)g*(n (z);z)dz-
2 m* 2m ~p

X I dz n(z) (3.50)

where g~(n (z);z) is the effective g factor in three dimen-
sions. An example of the results calculated in this way
is given in Fig. 9. Actual evaluation of the energy-
dependent potential shows, however, that the energy
dependence is small, and one can regard the eigenvalues
of the Schrodinger-like equation as the subband energies
in a good accuracy. Finally, one has to use a different
exchange-correlation potential for an electron in sub-
bands associated with other sets of valleys. These
exchange-correlation potentials were calculated in the
Hubbard-like approximation in the case where the valley
degeneracy is two.

Figure 22 compares the electro~ density distribution
and the self-consistent potential with those calculated in
the Hartree approximation for the inversion layer
(X,= 1 X 10' cm and Xd,~&

——1.55 X 10" cm 2). Ener-
gies of the subbands are strongly lowered by the
exchange-correlation effect. The change in the density
distribution is also appreciable and responsible for the
shift of the Hartree part of the potential at large z. The
subband energies and the Fermi energy measured &om
the bottom of the ground subband are shown in Fig. 23.
An example for an accumulation layer (N„=1 X 10'
cm, which corresponds to an inversion layer with
Nd, pi=7. 7X10 cm ) is given in Figs. 24 and 25. The
exchange-correlation effect modifies the subband struc-

where K~ is the Fermi wave vector of a uniform three-
dimensional electron gas. The potential coincides with
u~(n(z);z) for E =p, with p being the chemical poten-
tial. Using such a potential, one can calculate various
two-dimensional quasiparticle properties. For example,
the quasiparticle eFective mass m* is given by

= f dz ' n(z) I dzn(z)
m~(n (z);z)

m~p

(3.49)

where m*(n (z);z) is the effective mass of the homogene-
ous three-dimensional electron gas. The quasiparticle g
factor is also calculated if one extends the theory to in-
clude effects of spin interaction with an external magnet-
ic field (Kohn and Sham, 1965). It is given by
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FKx. 22.Ky. 22. An example of electron density distribution, self-
consistent potential, and bottoms of the subbands in the n-
channel inversion layer, calculated in the density-functional
form 1ormulation. Corresponding Hartree results are given by bro-
ken lines. The difference between V,gz) and V(z) gives the
exchange-correlation potential. The electrostatic potential is
also modified if the exchange-correlation effect is included.
After Ando (1976a, 1976b).

50

FIG. 24. An example of electron density distribution, self-
consistent potential, and bottoms of the subbands for the n-
channel accumulation layer on a Si(100) surface, as in Fig. 22.
After Ando (1976b).

ture even qualitatively in an accumulation layer. In the
Hartree approximation, only the ground subband is
strongly localized in the interface region, and all the oth-
er subbands are much more extended, quasicontinuum
states. When the exchange-correlation effect is taken
into account, the first excited subband becomes localized
in the surface region. This is consistent with experimen-
tal results of intersubband optical absorption by Kamgar
and co-workers (Kamgar et al., 1974a, 1974b;
Kneschaurek et al., 1976), who observed a narrow
lineshape similar to that observed in the inversion layer.
The narrow lineshape cannot be explained by the Hariree
result.
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FICs. 23. Subbbband energies and the Fermi energy measured
from the bottom of the ground subband in the n-channel inver-
sion layer on a Si(100) surface. Xd p] 1.55& 10" cm . The
corresponding results in the Hartree approximation are given
by broken lines. The dotted curve represents the Hartree result
obtained by neglecting the image effect. After Ando (1975b).
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FIG. 25. An example of subband energies and the Fermi ener-

gy measured from the bottom of the ground subband for the
n-channel accumulation layer on a Si(100) surface, as in Fig.
23. After Ando (1976b).
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Kalia, Kawamoto, Quinn, and Ying (1980) have pro-
posed a simplified approach for calculating the subband
structure which in a way gives a connection between the
perturbation method and the density-functional ap-
proach. They introduce an effective one-body potential,
V~(z), similar to the exchange-correlation potential ap-
pearing in the density-functional theory, and calculate
the subband structure in the Hartree approximation in-
cluding V' (z) as an external potential. Basing their
method on the calculated energy levels and wave func-
tions, they treat exchange-correlation effects and also
—V~(z) perturbationally and calculate the self-energy
shifts. The effective potential V„',(z) is determined so as
to minimize the self-energy shift of the ground subband.
The resulting V~(z) has turned out to be close to the
exchange-correlation potential of the density-functional
theory. Further, the calculated subband energies are in
rather good agreement with those of the simple-minded
perturbation theory (Das Sarma et al., 1979) discussed
above.

The temperature dependence of many-body effects has
been studied by two groups. Nakamura and co-workers
(Nakamura et al., 1978, 1980a) extended the perturbation
scheme to the case of high temperatures, where the elec-
tron distribution is described by a classical Maxwell-
Boltzmann distribution. They considered the seven sub-
bands (Eo to E3 and Eo to Ez ) obtained by Stern in the
Hartree approximation and tried to determine the self-
energy shift to the subbands at T =200 and 300 K. It
has been shown that the imaginary part of the self-energy
is very large, even larger than subband energy separa-
tions. The real part seems to depend strongly on how
the imaginary part is treated. Further, this short elec-
tron lifetime caused by electron-electron collisions makes
the validity of the quasiparticle picture doubtful at high
temperatures. However, there seem to be no observable
phenomena in which the large imaginary part of the
self-energy plays a vital role. Especially it should be no-
ticed that it has no direct effect on the two-dimensional
conductivity and the broadening of intersubband optical
transitions. On the other hand, Kalia, Das Sarma,
Nakayama, and Quinn (Kalia et al., 1978, 1979; Das Sar-
ma et al., 1979) considered the three subbands (Eo, E~,
and Eo) variationally in the Hartree approximation and
calculated the real part of the self-energy obtained to the
lowest order in the dynamically screened Coulomb in-
teraction for 0& T &200 K. Changes in the Hartree po-
tential caused by exchange and correlation effects were
completely neglected. The shift of the Eo subband shows
a monotonic decrease with temperature, whereas those of
other subbands exhibit a complicated behavior depending
on N, and the separation between the different sets of
valleys in the bulk, which can be controlled by stress. A
general feature found by them is that the subband separa-
tion is rather insensitive to the temperature up to
T-200 K, in contrast to the prediction in the Hartree
approximation. In the Hariree approximation the occu-
pation of higher subbands having larger spatial extent
makes the density distribution wider. Consequently the

effective potential becomes steeper, which increases the
subband energy separations. These authors claimed that
the imaginary part of the self-energy is not important, in
contrast to the conclusion of Nakamura et al. (1978,
1980a). A more elaborate calculation was reported quite
recently by Das Sarma and Vinter (1981), who showed
that the subband energy separation increased with tem-
perature.

C. Intersubband optical transitions

In addition to spectroscopic measurements of intersub-
band optical transitions, there is another way to get some
information on the subband energy separations. At-
tempts have been made to measure the electron concen-
tration at which a higher subband starts to be occupied
by electrons (Tsui and Kaminsky, 1975b; Howard and
Fang, 1976). In principle one can detect this threshold
concentration by careful examination of the period of the
Shubnikov —de Haas oscillation in magnetic Gelds per-
pendicular to the interface. Each period corresponds to
the filling of one Landau level in the ground subband.
When a higher subband starts to be populated, this
period is expected to change. Such a period change has
been observed experimentally, but results do not agree
with each other. Howard and Fang (1976) obtained

threshold concentrations for several samples with dif-
ferent Nd, ~~. They obtained, for example, N, -7. 6X1 0'

cm for Nd, ~~-3X10" cm . The threshold N, was
found to decrease with decreasing Nd, ~~ consistent with
the theoretical expectation. These concentrations are,
however, substantially larger than the Hartree results but
substantially smaller than the results obtained by includ-
ing the exchange-correlation effect. On the other hand,
Tsui and Kaminsky (19751) measured the threshold to be
7.4X10' cm for Nd, ~~

—1X10"cm . This result is
closer to the theoretical results but disagrees with that of
Howard and Fang, who estimated it to be 4.7&(10'
cm by interpolation for the same Nd, ~~. Tsui and Ka-
minsky (1975b) found also that the threshold is lowered
when stress is applied, and suggested that Ep is lower
than E~ at the threshold concentration. Since Ep and
E& are very close to each other, it is dificult to te11
which is actually lower in energy from a purely theoreti-
cal point of view. As a matter of fact, both the Hartree
and the density-functional calculation predict Eo &E&
near the threshold concentration, whereas Vinter's results
show Ep (E~. Various mechanisms that could give
values of Ep p=Ep —Ep diFerent from the results calcu-
lated in the ideal model have been suggested. Stern
(1977) considered effects of a thin transition layer at the
interface and showed that Eoo could become smaller, as
will be discussed in Sec. III.E. Sham and Nakayama
(1978, 1979; see also Nakayama, 1980) suggested a possi-
bility of different effective boundary positions for Eo and
E& which can modify their relative energies. This will be
discussed in Sec. VII.A. The possible presence of inter-
nal stresses of various origins also affects the relative
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&se fio ico—2

o (co)=
curio

—co —2l c0/r
(3.51)

where ficoip=Ei —Ep fip is the oscillator strength and v.

is a phenomenological relaxation time. The intersubband
transition is induced by an external 6eld E,„,e ' ' ap-
plied normal to the slab. The induced current in a unit
area is written as

J,=o (a))E, (3.52)

where the electric field inside the slab E is related to E,„,
through

with

E,„,=E (co)E,

e (pi)=1+ o (co) .
4~i jL

KS~CO de

(3.53)

Therefore, we have

J,=cr (ro)E,„,,
with

(3.55)

o. (co)=cr (p))e (co)

The absorption in a unit area is

—, ReJ,E~ = —, Reo~(rp)E,„,.
(3.56)

(3.57)

values of Eo and E&. See Secs. IV.B.3 and VII.B.2 for
more discussion of related problems. Some of the experi-
ments on the stress effect suggest that Eop can be dif-
ferent &om the theoretical result, as will be discussed in
Sec. VII.B. The relative position of Eo and Ej also af-
fects the behavior of the mobility limited by interface
roughness, which will be discussed in Sec. IV.C.2. The
situation is further complicated because local strain ef-
fects at the Si-Si02 interface are difficult to measure and
control in real structures. More elaborate and systematic
experimental investigations are needed in order to clarify
these problems.

The best way to study the subband structure is to ob-
serve intersubband optical transitions. As a matter of
fact, there has been considerable progress in our under-
standing through such spectroscopic measurements.
However, various additional effects must be considered in

. optical transitions and these can shift the resonance ener-

gy &om the corresponding subband separation. These
additional efFects are called the depolarization effect and
its local 6eld correction. In the early stages of spectro-
scopic study, the importance of these eftects was not
realized, and one assumed implicitly that resonance oc-
curred when the energy of infrared light was equal to the
subband separation.

To illustrate the depolarization effect let us consider a
slab model introduced by Chen, Chen, and Burstein
(1976). In this model we replace the inversion layer by
an electron gas confined within a narrow slab of thick-
ness d, ir and having a conductivity o~(co) in a unit area,
given by

The resonance occurs at a pole of o. (co) which describes
the response of current to the external field. If we substi-
tute Eq. (3.51) into (3.54) and (3.56), we have

2&se fio i—pio (pi)=-
m ~~o—~ —2i ~/~

(3.58)

~io=~io+~~

where

(3.59)

4m&, e fio
Q)p =

KScPtl d eff
(3.60)

E,„i——E(z) — j(z),4'
KSCCO

(3.62)

where o~(z, z'co) can be constructed from the known
subband structure in the Hartree approximation. An al-
ternative way will be discussed below.

Strictly speaking, one has to derive dispersion relations
of waves propagating near the interface in various exter-
nal configurations used experimentally. Chen, Chen, and
Burstein (1976) have shown that poles of o. (rp) can be
observed in an attenuated total reQection experiment in
which the Si is used as its own attenuated total reflection
prism. Nakayama (1977a) has calculated the dispersion
of a wave propagating along a strip transmission line
used in absorption experiments and has shown that the
change in the transmission is essentially given by
Reer (co) under usual experimental conditions.

Physically the depolarization effect arises because each
electron feels a field which is different &om the external
field by the mean Hartree field of other electrons polar-
ized by the external field. As has frequently been men-
tioned, however, the Hartree approximation overesti-
mates the Coulomb repulsive force of other electrons,
and the exchange-correlation effect greatly reduces the ef-
fective repulsive potential. Therefore we expect that the
exchange-correlation effect on the depolarization effect
greatly reduces the shift of the resonance energy. Dia-
grams for o (co) are shown in Fig. 26. In the random-
phase approximation o (co) is given by the sum of an in-
Gnite series of bubbles, each of which corresponds to
o.~(co) calculated in the Hartree approximation. When
one inserts the dressed Cxreen's functions in the bubbles
one must take into account corresponding vertex correc-
tions, as is also shown in Fig. 26. In this sense the local
Geld correction to the depolarization dFect is often called

The resonance energy is shifted from the subband energy
separation by an amount related to the efFective plasma0
frequency co&. For d,a-50 A alld fip 0.5 the plasma
frequency is usually not small, and the depolarization ef-
fect is appreciable. In actual systems one can calculate
o~(pi) &om the following two equations (Nakayama,
1977a, 1977b; Dahl and Sham, 1977):

j(z)= I dz'cr (z,z';co)E(z') (3.61)

and
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the excitonlike effect or the final-state interaction.
The proper inclusion of the exchange-correlation effect

on the optical transition is not a simple matter. Great
care must be taken in going beyond the random-phase
approximation (equivalent to the Hartree approximation)
in including the self-energy and the vertex correction.
Ando (1977a, 1977c) made a rather drastic assumption
that the same exchange-correlation potential u (n(z);z)
introduced in Sec. III.B can be used in the presence of a
dynamical external field. This cannot be justified on a
rigorous theoretical basis as in the case of a static field
(Hohenberg and Kohn, 1964), but has been expected to
give a reasonable magnitude for the local field efFect. In
terms of diagrams this approximation corresponds to us-
ing the same proper vertex part, denoted by y in Fig. 26,
for the dynamical response as that for the static response.
The neglect of the hequency dependence is consistent
with the small energy dependence of the exchange-
correlation potential, as has been mentioned in Sec. III.B.

I.et hn(z)e ' ' be the change in the density distribu-
tion in the presence of an external electric field E,„,e
The e6'ective perturbation becomes

A 'e '~'=[eE,„,z +b.V, (z) +AV~(z)]e '"', (3.63)

where the change in the Hartree potential is

and the desired conductivity becomes

o (co)=E,„t' dz j(z) .
0

(3.68}

From Eqs. (3.63) and (3.66) one gets the self-consistency
equation,

g [A„—(%co) 5„]u
r

2pp2 g

fi
fm„o ZnO &

(3.69)

with

z„=f dz g„(z)zg (z),

A. =(~.o)'5. —~.o(~. —P. )~ o,
and

(3.70)

(3.71)

1/2
'

2Nlg
&. =(«erat) ' ~.o

where g„(z)is chosen to be real, fuu„o E——„p E——„E—p,
and only the ground subband is assumed to be occupied
by electrons initially. The induced current can be ob-
tained &om Eq. (3.66) by the equation of continuity as

j(z}=—f dz'( —e)( i—co)hn (z'), (3.67)

b. V, (z) = — f dz' f dz "b.n (z"),
sc

(3.64)
X n ~~'~0 (3.72)

dv„,(n (z);z)
b.V„,(z) = b,n (z) .

dn z
(3.65)

and the change in the exchange-correlation potential is
We have defined

2
4me 1 1

an =2 XSn
&sc n0 mO

' 1/2

(3.73)

In Eq. (3.63), KV, (z) describes the depolarization e6ect
and hV (z) its local field correction. By the use of per-
turbation theory one gets 1 1

nm s8 = —2X
1/2

b,n (z) = —2 g g„(z)gp(z)
n~X,",(~ ~m'~0),

(fun„o) —(%co)

(bf o„=

(3.66)

00
2

Bu (n (z);z)
X f dzg„(zg' (zg'p(z)

0 Qn (z)
(3.74)

where the length tensor S„m introduced by Allen, Tsui,
and Vinter (1976) is defined by

I

S„= f dz g„(z)g(z) f dz' f dz"g (z")g (z")

1 1 A2

~nO ~m 0 2ml

X f dz [g (z)gp(z) —
g& (z)go(z)]

X [g (z)go(z) —g (z)go(z)] . (3.75)

FICx. 26. Diagrammatic representation of the dynamical con-
ductivity o. {co) which gives the intersubband optical absorp-
tion. (a) The Hartree approximation. (b) Exchange and corre-
lation are included. The shaded part represents an appropriate
vertex correction which should be consistent with an approxi-
mation for the dressed Careen's function.

When we introduce a matrix U in such a way that
A =U AU is d1agonal, we get

N, e ( iso) — f„p
o~(co) = g 2, (3.76)

~l „~oco+ p
—co —2l co I'r
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with iriconp ——(Ann)'~ and

2' gf„o ——g fico p &m 0Umn (3.77)

A phenomenological relaxation time ~ has been intro-
duced in Eq. (3.76). The resonance occurs at co=ceno
with its strength fnp.

If co is close to ceno and contributions of other sub-
bands can be neglected one gets

2+se fno —ECO
(co)=-

ml COn p
—CO —21ci) /1

(3.78)

C:
LLj 20

oino=rono(1+ixnn Pnn ) ~ (3.79) 10

2%iI
fno= ~nozno .

A2
(3.80)

In the Hartree approximation (Pnn
——0) the depolariza-

tion eQect raises the resonance energy by an amount a„„.
Comparison with Eq. (3.60) gives

1
dea=fio

2 S (3.81)

When the exchange-correlation e6ect is included

(P„n&0), the local field correction tends to decrease the
resonance energy, as expected.

Figure 27 shows an example of calculated resonance
energies in an n-channel inversion layer on the Si(100)
surface wi th +d p] 1 Q 10" cm . The resonance ener-
gies obtained by including the depolarization effect alone,
the excitonlike effect alone, and both effects combined
are compared with the subband energy for the 0~1 tran-
sition. At low electron concentrations the excitonlike ef-
fect is more important than the depolarization effect, and
the resonance energy becomes slightly smaller than the
subband separation. %'ith increasing electron concentra-
tion the depolarization effect becomes stronger and the
resonance energy becomes larger than the subband
separation. Figure 28 compares the resonance lineshapes
calculated in the Hartree and density-functional approxi-
mations for an inversion layer (N, = I X 10' cm, Nd, ~i=1X10"cm, and A/v= 1 meV). In the Hartree ap-
proximation couplings between diferent subbands are
important. They modify the intensity of transitions in
such a way that transitions with higher energies tend to
have large oscillator strengths. This is analogous to the
behavior in the usual uniform electron gas in which the
plasma oscillation has larger intensity than single-particle
excitations in the dynamical structure factor for large
wavelengths. Allen, Tsui, and Vinter (1976) calculated
the lineshape including only the three lowest subbands,
Eo, E~, and E2, and showed that the transition 0~2 has
much higher intensity than 0~1. When the exchange-
correlation effect is included, couplings become weak. A
corresponding lineshape for extremely small %d,~&

(corre-

0
0

Si (')00) n- Inversion

N„„=&O" Cm2

1 2

N, (10 cm )

FICx. 27. Calculated resonance energies (solid lines) as a func-
tion of the electron concentration %, in an n-channel inversion
layer on a Si(100) surface. Xd,» ——1& 10" cm . The broken
lines represent corresponding subband energy separations. The
resonance energies calculated by including only the depolariza-
tion effect or the excitonlike effect are also shown for the tran-
sition 0—+1. The dotted curve represents the resonance energy
for 0~1 obtained by neglecting mixing effects of different sub-
bands. After Ando (1977c).

sponding to the accumulation layer) is given in Fig. 29
for %,=1&10' cm . As has been discussed in Sec.
III.B, only the ground subband is closely localized near
the interface, and all the excited subbands are nearly con-
tinuum states in the Hartree approximation. Conse-
quently the lineshape is so broad that one can hardly
identify its peaks. The sharp peak in Fig. 29 corre-
sponds to the transition between the ground and the Grst

N

0.5

04

0.3-

3

0.1—

Si (100) n- Inversion

0.0
10 40 5020 30

Fico ( meV )

FIG. 28. Calculated real part of the dynamical conductivity
o. (~) in an n-channel inversion layer on a Si(100) surface.
%,=1&10' cm, Xd,»

——1)&10" cm, A/~=1 meV. The
solid line represents the result calculated in the density-
functional formulation and the broken line the result in the
Hartree approximation. AAer Ando (1977c).
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FIG. 29. Calculated real part of the dynamical conductivity
cr (co) in an n-channel accumulation layer on a Si(100) surface
for fi/v=1, 2, and 3 meV. N, =l&10' cm . After Ando
(1977c).

FIG. 30. Calculated resonance energy for the transition 0~1
as a function of the electron concentration N, in n-channel

layers on a Si(100) surface. The curve for the smallest Nd, ~~

corresponds to the accumulation case. Experimental results

(Kaxngar et al. , 1974a, 19741; Kneschaurek et al. , 1976) are
also shown. After Ando (1977c).

excited subband which becomes a "bound state" due to
the exchange-correlation effect. The broad absorption at
the higher energy side corresponds to transitions to
higher quasicontinuum states. Figure 30 shows the reso-
nance energy for the 0—+1 transition for different values
of Nz, „~.The curve for the smallest Nd, ~~ actually corre-
sponds to the accumulation layer. Results of infrared ab-
sorption measurements (Kamgar et aI. , 1974a, 1974b;
Kneschaurek et al. , 1976) are also shown. The agree-
rnent between theory and experiment is excellent. The
experimental results and also the theoretical results show
that the effect of Nd, ~~ is relatively small at low concen-
trations and becomes more important with increasing
concentration. This is one of the direct manifestations of
the importance of the additional corrections in optical
transitions. The effect of Nd, z~ on the subband energy
separation is more important at low electron concentra-
tions and becomes less important at high concentrations
where the self-consistent potential is mainly determined
by the potential of electrons themselves.

Vinter (1977; see also Vinter and Stern, 1976) calculat-
ed the resonance energy for the transition 0~1 neglect-
ing the vertex correction. His result is essentially given
by Eq. (3.59), with %co&0 being the energy separation cal-
culated by including the exchange-correlation effect in
his approximation as discussed in Sec. GI.B. This ap-
proximation is, however, inconsistent with the impor-

tance of the exchange-correlation effect in the subband
structure. He then tried to calculate the excitonlike ef-

fect to the lowest order in the statically screened
Coulomb interaction. The binding energy is found to
vary &om 0.9 to 1.8 meV for the electron concentration
between 10' and 3)& 10' cm . Without calculating the
intensity of the transitions, he speculated that the transi-
tions to both the "bound exciton" state and the &ee state
were allowed and gave rise to the two-peak structure ob-
served by the early photoconductivity experiments of
Wheeler and Goldberg (1975). However, the above dis-
cussion shows that the transition to the exciton "bound
state" is allowed and others are essentially forbidden (see
also Ando, 1977c; Bloss and Sham, 1979). As will be
discussed below, the two-peak structure has turned out to
result &om completely different origins.

Broadening of intersubband optical transitions caused
by elastic scatterers has been studied theoretically (Ando,
1976c, 1978c). The dynamical conductivity for co-co&0 is
written as

e f&0 mg Xr.,(E)
Reo (ap) = ' f(E)dE

~tnt 2M (~ Ace)0)2+—F' „(E)~

(3.82)

with
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where A
&

represents potentials of scatterers and &
. .

means an average over all configurations of scatterers.
The broadening is not determined by the simple arith-
metic average of the broadenings iii/ro and iiilr~ of the
two subbands, but contains a correction term —A/~jo.
The broadening vanishes when the efFective potentials of
the scatterers are the same for both subbands and there is
no intersubband mixing. In the case of a model with
short-range surface roughness scattering (see Sec. IV.C),
for example, Ando (1976c) obtained

3 1

8 ~, — "-2~, ' (3.85)

which shows that the broadening is less than that deter-
mined by the mobility. However, Eq. (3.84) shows that
the relation between the mobility and the broadening of
the intersubband transitions is not simple for realistic
scatterers. Effects of Na+ ions near the interface on the
broadening have been studied experimentally. McCombe
and Cole (1980) have demonstrated clearly that broaden-
ing increases with increasing Na+ ion concentration but
is less than the width estimated from the corresponding
effective electron mobility. This is in qualitative agree-
ment with the theoretical prediction of the simple model
discussed above. On the other hand, Chang et al. (1980)
obtained a peculiar result for low concentrations of Na+
ions: The subband linewidth was independent of the ion
concentration, while the mobility changed substantially.

Effects of electron-electron collisions on the broaden-
ing of optical transitions have been investigated by Ting
and Cranguly (1979). They included the imaginary part
of the self-energy of the first excited subband in addition
to the real part, and calculated the resonance lineshape.
The imaginary part was shown to have little e6ect on the
position of the resonance except at low electron concen-
trations, but to contribute to broadening. Broadening of
intersubband transitions caused by electron-electron in-
teractions seems to be a dii5cult problem, however. If
one employs the same approximation as for the calcula-
tion of the cyclotron resonance lineshape one gets the
wrong result that electron-electron interactions cause
broadening, contrary to Kohn's theorem that they do not
affect the cyclotron resonance lineshape in translationally
invariant systems (Kohn, 1961). Further, if a similar ap-
proximation is applied to subband transitions in an elec-
tron system outside of liquid He, one has an extremely
large broadening of the resonance which has never been
observed (Ando, unpublished). Experimental results in
the inversion layer seem to show that the broadening

comes from the same mechanisms as those limiting the
usual mobility (Neppl et al. , 1977; McCombe and Cole,
1980), and electron-electron collisions seem to have little
influence.

Three different methods have been employed to ob-
serve intersubband optical transitions: in&ared absorp-
tion, emission, and photoconductivity. Figure 31 gives a
schematic drawing of the experimental arrangement used
in absorption experiments (Kamgar et al. , 1974a, 1974b;
Kamgar and Kneschaurek, 1976; Kneschaurek et aI. ,
1976; Koch, 1975, 1976a, 1976b). A molecular gas laser
is used as the source of far-infrared radiation. The
separation of the transmission-line plates is the sample
thickness, which ranges between 0.2 and 0.35 mm. Since
the efFective spacing is of the order of 10 wavelengths,
many modes propagate in the sample instead of a pure
TEM mode. However, the presence of the thick con-
ducting plate close to the space-charge layer causes the rf
electric Geld to be predominantly perpendicular to the
Si-SiO2 interface. The samples lack the source-drain
contacts of a regular MOSFET, and visible radiation
from a light-emitting diode is used to generate electrons
near the interface. In the course of such experiments it
has been found that at low temperatures the inversion
layer and the bulk behave as two nearly isolated electri-
cal systems because of the thick depletion layer, and
their quasi-Fermi levels are not necessarily the same.
Consequently the thickness of the depletion layer and the
value of Nd, „ican be smaller than the equilibrium values.
These values have been determined from observed capaci-
tance versus gate voltage curves. The absorption of the
laser radiation at fixed energy fico is measured as a func-
tion of the gate voltage VG. An example is shown in
Fig. 32. Positive and negative gate voltages correspond
to electron inversion and hole accumulation, respectively.

St 02
Al- G te

~ ) ~I//////A')V////////////T/l

Si QPv+
//////////////////////////////&

Vg

Transrniss ion- Line Arrangement

FIG. 31. Sample and transmission-line assembly used for ab-
sorption experiments. After Kneschaurek et al. (1976).
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Si (100) p-Type
dP/dVg

Sample W 10-1
hm =10.45 meV

T 4. 2 K

LEo = 004, mA
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FIG. 32. Intersubband resonance signals observed as a power
absorption derivative dP jdVG and in differential absorption
with on-off modulation of VG. P is given in terms of percent
of transmitted power at N, =O and for dimensions of the sam-

ple and transmission line as shown in Fig. 31. Positive and
negative gate voltages correspond to electron inversion and
hole accumulation, respectively. After Kneschaurek et al.
(1976).
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A sharp single resonance is observed for the inversion
layer. Figure 33 gives examples for the accumulation
layer. The sharp peak at higher gate voltages is the tran-
sition 0~1, and a weak and broad absorption at lower
gate voltages is considered to be due to transitions to
higher excited subbands which are extremely close to
each other in energy. The observed resonance energies
for the 0~1 transition are summarized in Fig. 30. Ef-
fects of negative substrate bias, i.e., the depletion field
proportional to Nd, ~~, have also been studied.
Kneschaurek, Kamgar, and Koch (1976) find a linear
dependence of the resonance energy on Xd,„ifor N,
values between 4.6&(10" and 6~ 10" cm

Resonant photoconductivity has also been used to ob-
serve intersubband transitions (Wheeler and Ralston,
1971; Wheeler and Goldberg, 1975). Wheeler and Gold-
berg (1975) observed negative photoconductivities in the
presence of far-in&ared laser radiation. An exainple of
an observed change in the conductivity is given in Fig.
34. Both the sharp peak and the broad structure at
lower gate voltage move to higher X, with increase of
the laser energy and are identified as intersubband optical
transitions. However, the resonance energies obtained
are in disagreement with those of the absorption experi-
ments discussed above. The electron densities X, at
which the resonances occur are about 30% higher than
the corresponding X, values of Kneschaurek, Kamgar,
and Koch (1976), although the depletion charge Nd, ~i, if
estimated from the doping of the samples, is almost the
same. The position of the sharp peak is rather close to
that of the absorption in the accumulation layer. Fur-
thermore, the photoconductive effect exhibits a complete-
ly difYerent lineshape. On the other hand, Gornik and
Tsui (1976) detected hot-electron-induced infrared emis-
sion caused by intersubband transitions. They populated
the excited subbands by heating up the electron distribu-
tion with an electric field along the surface. The energy
separations obtained were in agreement with the photo-
conductivity data of Wheeler and Goldberg (1975) and in
disagreement with the absorption results. The three ex-
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FIG. 33. Electron accumulation signals observed in samples
from different batches. After Kneschaurek et aI. (1976).
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FIG. 34. Photo-induced response as a function of the gate vo1-

tage VG for the two wavelengths 118 p,m (Ace=10.45 meV) and
78 pm (15.81 meV). After Wheeler and Cioldberg (1975).
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periments were performed on difFerent types of samples
fabricated in different laboratories. The discrepancy was
at Grst believed to arise from real eFects such as inhomo-
geneity of the doping or the structure of the Si-Si02 tran-
sition layer. However, more recent observation of ab-
sorption and photoconductivity on the same samples has
revealed that both experiments give identical resonance
positions and similar lineshape (Neppl et al. , 1977; Kam-
gar et a/. , 1977, 1978; Hu et al. , 1978). Kamgar, Tsui,
and Sturge (1977; see also Kamgar et al. , 1978) per-
formed time-resolved experiments and demonstrated that
the resonance position depends on the degree to which
electrostatic equilibrium is established in the Si substrate.
Actually, difficulties in achieving real electrostatic equi-
librium had long been anticipated (see, for example,
Fowler, 1975 and references therein). The absence of a
depletion layer in the experiments of Wheeler and Gold-
berg (1975) and of Gornik and Tsui (1976) was found to
be the main cause of the discrepancy, and all the later
experiments have con6rmed the results of the absorption
experiments.

The mechanism of the intersubband resonant pho-
toresponse is not yet understood. Wheeler and Goldberg
(1975) and Hu, Pearse, Cham, and Wheeler (1978) re-

ported that the response time of the photoconductivity is
very long (of the order of 10 s) and that the signal am-

plitude is almost independent of temperature between 4.2
and 1.6 K. Neppl, Kotthaus, Koch, and Shiraki (1977),
on the other hand, observed a strong temperature depen-
dence. As the mechanism of the negative photoresponse,
Wheeler and Goldberg (1975) proposed that electrons
photoexcited to an upper level have lower mobilities,
which cause the decrease in surface conductivity. This is
the same as the model suggested earlier by Katayama,
Kotera, and Komatsubara (1970, 1971) for explaining a
negative photoconductivity observed on InSb surfaces.
Dohler (1976a, 1976b) suggested a model in which the
existence of the Eo subband plays an important role.
Electrons excited into E& are scattered into Eo by inter-
valley impurity scattering and stay there for a while. Al-

though this model seems to explain the long response
time, it cannot explain a strong temperature dependence.
Existence of a long-lived surface trap level has also been

proposed. Neppl, Kotthaus, and Koch (1979) proposed
that the increase of electron temperature relative to lat-
tice temperature caused by absorption is the main origin
of the photoresponse. They could not substantiate the
long response time observed previously, and showed that
the response time is shorter than 10 s. By applying a
magnetic field perpendicular to the surface they convinc-
ingly demonstrated that the photoresponse and Bo./BT
depend in the same way on magnetic field. However,
they have shown also that the heating mechanism cannot
explain all the diff'erent experimental results observed in
different kinds of samples.

Kneschaurek and Koch (1977) studied the temperature
dependence of intersubband optical transitions between
4.2 and 130 K. An example of the observed lineshapes is
given in Fig. 35. With rising temperature, the lines
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%m=15.81 rneV
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FIG. 35. Intersubband resonance at diferent temperatures for
fun=15. 81 meV. The inset shows the variation of the reso-
nance amplitude for the 0~1 transition with temperature.
Along with the decay of the 0~1 amplitude a new resonance
associated with the thermally populated 0' level is observed.
AAer Kneschaurek and Koch (1977).

originating from the Eo subband shift and diminish in
amplitude, as is shown in the inset of the Ggure. At the
same time a small extra peak appears at a low electron
concentration and grows in amplitude. The new peak is
considered to represent transitions from the thermally oc-
cupied lowest subband level of the fourfold-degenerate
valleys with light mass normal to the surface. The reso-
nance position seems to be consistent with E& —Eo es-
timated theoretically. One has to assume, however, a
value of Eo —Eo, which is much smaller than the
theoretical prediction, to explain the observed tempera-
ture dependence of the relative amplitudes of the absorp-
tions. This problem will be discussed also in Sec. VII.B
in connection with stress eff'ects. Temperature depen-
dence was also studied on the (111) and (110) surfaces of
Si (Kamgar, 1979). The width of the resonance line at
high temperatures presents a problem. The experiments
show that the increase in width is not appreciable, while
the mobility decreases and the broadening of the cylotron
resonance increases considerably with rising temperature
(see Secs. IV.C and VI.B). Therefore, the experiments

Rev. Mod. Phys. , Vol. 54, No. 2, April 1982



Ando, Fowler, and Stern: Electronic properties of 2D systems 481

show, somewhat surprisingly, that neither phonon
scattering nor electron colhsions are e6ective in deter-
mining the broadening of intersubband optical transi-
tions. Quite recently experiments were extended even to
room temperature (Scha6ler and Koch, 1981; Chang
et al. , 1980). The resonance energy was found to in-
crease considerably, rather in agreement with a predic-
tion given in the Hartree approximation discussed in Sec.
III.A.

All the experiments mentioned above have been car-
ried out at discrete frequencies while sweeping the gate
voltage to tune the subband transitions into coincidence.
This approach possesses some inherent disadvantages.
Since N, and the self-consistent potential both change
during the gate voltage sweep, it is difficult to determine
the lineshape and the relative intensities of the various
transitions. Only in the last few years has Fourier
transform spectroscopy been applied to this system
(McCombe and Schafer, 1979; McCombe et al. , 1979;
McCombe and Cole, 1980). McCombe, Holm, and
Schafer (1979) showed that the observed relative intensi-
ties of 0~1, 0~2, and 0~3 transitions cannot be ex-
plained by the Hartree result and are fully consistent
with the result of the density-functional calculation. As
has been discussed above, the Hartree calculation
predicts a large depolarization effect, which drastically
modifies the relative strengths of resonance intensities in
such a way that transitions to higher excited subbands
have larger intensities. On the other hand, the reduction
of the depolarization e6'ect due to exchange and correla-
tion makes the 0~1 transition the strongest, in agree-
ment with the experiments. McCombe, and co-workers
have carried out quite extensive and detailed subband
spectroscopy and have shown that there is excellent
agreement with calculations over a much wider range of

p] and frequency than is shown in Fig. 30. The study
has been extended to (110) and (111) surfaces (McCombe
and Cole, 1980; Cole and McCombe, 1980), where inter-
subband spectroscopy can provide information on valley
degeneracy and on the nature of the ground state. This
will be discussed in Sec. VII.B. Effects of Na+ ions near
the interface have also been studied using this technique,
as has already been mentioned above. They have also
observed transitions associated with bound states of Na+
ions. This was already mentioned in Sec. II.E and will
be more fully discussed in Sec. V.C.

Different methods have been employed to observe in-
tersubband transitions in space-charge layers on semicon-
ductors other than Si. A simple transmission con6gura-
tion in which light is incident normal to the surface can
excite subband transitions in narrow-gap semiconductors
because of the nonparabolic dispersion of the bulk band
structure (see Sec. VIII.B). Resonant light scattering can
also be used in III-V semiconductors. For example,
quite recent observations of spin-flip and non-spin-fiip
excitations in GaAs-A1GaAs heterostructures have deter-
mined the subband energy separation and corresponding
resonance energy independently, as will be discussed
brieQy in Sec. VIII.D.

D. Subbands and optical transitions in magnetic fields

'2

p, +—'H, x + p,'+ V(z), (3.86)
2m' c 2mI

where we have chosen the gauge A=(H»z, H,x,O). To
lowest order in H„one immediately gets an effective
Hamiltonian for the electron motion parallel to the sur-
face in the nth subband (Stern and Howard, 1967),

1 8 1 e~n px + Hyznn + py + Hzx
2m, c 2m, C

+&.+,[(z')..—(z„„)'],
2m, h„'

(3.87)

where I» ch/eH» ——The las.t term of Eq. (3.87)
represents a diamagnetic energy shift. This shift was
first observed by a tunneling experiment in an accumula-
tion layer on InAs by Tsui (1971a). In the case of a
purely parallel magnetic field (H, =O) the dispersion is
given by a parabola with its minimum position shifted by
—z„„/l»in the k„direction. In the case of nonzero H„
Eq. (3.87) gives the Landau level,

&,~ =~,(&+—,)+ [(z')„„—(z„„)']+E
mt y

- with m, =eH, /m, c which is determined by the perpen-
dicular component. The corresponding wave function is
given by

1 i' z„„(x—X)
4Nx(r z) expI. I2 I2

XX~(x —~)g„(z), (3.89)

Additional details of the subband structure and of the
depolarization e6ect and its local field correction appear-
ing in optical transitions can be obtained by studying ef-
fects of magnetic fields. When a magnetic field is ap-
plied in the y direction parallel to the surface, electrons
moving in the positive and negative x directions are af-
fected by different Lorentz forces and the subband struc-
ture is modified. Usually in the inversion layer the ra-

0
dius of the cyclotron motion (typically, 81 A in 100 kOe)
is much larger than the thickness of the inversion layer,
and the magnetic field is treated as a small perturbation.
When the magnetic field is tilted, the perpendicular com-
ponent of the field quantizes the electron motion parallel
to the surface into discrete Landau levels. Although a
parallel magnetic field usually has little effect on two-
dimensional properties, it can strongly affect the spec-
trum of intersubband optical transitions.

Let us assume that a magnetic field (O,H», H, ) is ap-
plied along the yz plane in the n-channel inversion layer
on the Si(001) surface. In the Hartree approximation the
subband dispersion is determined by the Hamiltonian

2

p~ +—Hyz
1 e
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where l, =cd/eH, and X~(x) is the usual Landau-level
wave function. The factor exp[ —iz«(x —X)/l~] arises
because of the shiA of the center of cyclotron motion in
k space.

The above results are valid to first order in Hz. To
second order in Hz one should add to Eq. (3.87) a term
given by (Stern, 1968)

2 2 Z
2

(3.90)
m, pyg, I4 ~„E„—E

This term gives rise to an increase of the effective mass
in the x direction for the ground subband:

(3.91)

This amounts to an increase of only a few percent in the
effective mass for N, =1X10' cm and Xd,~i

——1X10"
cm in H„=100kO'e. Qne sees, therefore, that the
lowest-order expressions (3.88) and (3.89) are usually
valid except in extremely strong magnetic IIIelds. The
fact that the Landau level structure is determined only
by the perpendicular component has been utilized experi-
mentally for many purposes. Uemura and Matsumoto
(1971; see also Uemura, 1974b) discussed the effect of H~
using a variational wave function of the form given by
Eq. (3.25). They ascribed an anomalous magnetoresis-
tance observed by Tansal, Fowler, and Cotellessa (1969)
to the effect of deformed wave functions in a parallel
magnetic field. See Sec. IV.B for a more detailed discus-
sion of the experiments. Such a perturbation treatment
is not valid for higher subbands, especially in case of ac-
cumulation layers, since the spread of the wave functions
can be comparable to or larger than the radius of the cy-
clotron motion. A self-consistent calculation has been
performed in the Hartree approximation in strong paral-
lel magnetic fields (Ando, 1975b). The ground subband
was shown still to be described by the lowest-order per-
turbation, but excited subbands becoine magnetic surface
states perturbed by a weak surface potential, since they
are quite extended and nearly continuum states in the ab-
sence of Hz. The corresponding calculation, including
exchange and correlation effects, has also been made in a
density-functional formulation (Ando, 1978a, 1978b). An
example of the results is given in Fig. 36. The subband
structure becomes a mixture of the electric subband and
the magnetic surface states.

Since the optical transition occurs vertically (k conser-
vation), the relative shift in k space of the energy minima
and the diamagnetic energy shift cause broadening and
shifting of intersubband absorption spectra in a parallel
magnetic field. In the simplest case, where one can
neglect couplings between different subbands and where
the inagnetic field is sufficiently weak, one has

N
cr (co)= 2 L„(co)[1+y„„r.„(ro)]

mI ~no

(3.92)

where y«(=a« —P«) represents the strength of the
depolarization e6ects and its local Geld correction,
~no=En —EO arid

RUSS 1 n0

occupied t ~no(kx )
(3.93)

with Ace 0(k&)=E„(k) Eo(k—). In the case of y« ——0,
this gives a semielliptic spectrum around
fico„()(k = —zoo/ly) with the width A' k~(z„„—zp())mily
proportional to H„. It should be noted that the reso-
nance peak is not given by %co„o(k,,= —zoo/Iz)X(l+y«)' in the presence of the depolari-
zation effect, but its shift is enhanced because of the de-
formed lineshape (Ando, 1977b). The broadening and
the shifts of the resonance have been observed experimen-
tally (Kamgar et al. , 1974a; Beinvogl et al. , 1976). An
example of the experimental results for the accumulation
layer on the Si(100) surface is plotted in Fig. 37. The
signal shifts to lower and lower gate voltages and the
linewidth shows an increase with increasing magnetic
field. The shift of the resonance peak is found to be
larger for high electron concentrations. This fact is a
direct consequence of the depolarization effect, and can-
not be explained by the diamagnetic shifts alone. If we
neglect the depolarization effect, the effect of the magnet-
ic field should be smaller with increasing electron con-
centration because the electrons become more closely
bound near the surface. Actually, however, both the
depolarization effect and the deformation of the lineshape
become stronger with N, and consequently the shift of
the peak increases with X,. Experiments have been ex-
tended to the inversion layer (Beinvogl et a/. , 1976), but
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FIG. 36. An example of the calculated subband dispersion re-
lation E vs k„in an n-channel accumulation layer on a Si(100)
surface in a magnetic field applied parallel to the surface (the y
direction). N, =2 ~ 10' cm . H = 100 kOe. After Ando
(19781).
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FICx. 37. InQuence of a parallel magnetic Geld on the position
and line shape of the intersubband resonance in the accumula-
tion layer. After Beinvogl et al. (1976).

the magnetic field effect has turned out to be very small.
Figure 38 gives examples of absorption spectra for the
accumulation case calculated in a density-functional for-
mulation (Ando, 1978b) and shows the broadening and
shifting of the spectra. The overall asymmetry of the
lineshape is consistent with the experimental results.
Beinvogl et al. (1976) obtained the peak shift of BR-2.8
meV near N, -0.6X10' cm and EE-3.9 meV near
N, —1 X 10' cm at Hy ——100 kOe. The corresponding
theoretical results are given by hE -2.3 meV at
N, =Q.6&10' cm and AE-3.5 meV at %,=1X10'
cm . The theoretical shifts are slightly smaller, but can
be said to be in good agreement with the experimental
results.

Figure 39 gives a schematic illustration of the subband
and Landau-level structure in a magnetic field tilted
from the z direction. Because of shifts of the center of
the Landau orbit in k& ky space, combined
intersubband-cyclotron transitions become allowed in ad-
dition to the main transition. Such combined resonance

was first observed in a system of electrons trapped out-
side of liquid helium by the image potential (Zipfel
et al. , 1976a). A pair of satellite peaks, displaced
symmetrically by about the Landau-level separation from
the main intersubband transition, was observed. In in-
version and accumulation layers the existence of the
depolarization effect makes the spectrum much more
complicated, but the observation of the combined reso-
nances has been shown to provide important information
on the strength of the depolarization effect (Ando,
1977b).

Let us Grst consider the simplest case discussed above
for the case of a parallel magnetic field. The dynamical
conductivity in a tilted magnetic field is given by Eq.
(3.92} with

yyf «ON)ll —f«.N ))
2m' N,

& ~.o~xx (~.0)
X «.x Eow } —(~—)

where

l,=—2(z„„—z~~ ),
Iy

(3.94)

(3.9S}

A /

and J»(x} is the overlap integral of the Landau-level
wave functions whose centers are displaced by an amount
(z„„—zoo)/l» in k„-k» space, given by
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FIG. 38. Calculated real part of the dynamical conductivity
cr (ru) at %,=-1X10' cm for H=O, 50, 100, 150, and 200
kOe in an n-channel accumulation layer on Si(100). R/&=1
meV. After Ando (1978b).

FICi. 39. Schematic illustration of the subband and Landau-
level structure in an inversion layer in a tilted magnetic field.
The magnetic field is in the y-z plane, and the z direction has
been chosen in the direction normal to the surface. The two
parabolas represent the dispersion relation in the absence of
H, . Because of shifts of the center of the Landau orbit in k„-
k~ space, combined intersubband-cyclotron transitions becoxne
allowed in addition to the main transition. After Ando
(1979c).
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L~ ( —,x )exp( ——,x ),
Si (100) n-Accumulation

H, =35 koe

(3.96)

with Lz(x) being the associated Laguerre polynomial.
The intensity of the transition ON~nX' is determined
by J~~(h„o),which is easily understood from Fig. 39.
%%en 6„0~&1,we get

l, (z„„—zoo )=1 (N—+ —, )
14

(3.97)

and

2 2
lg (z„„—zoo)

&Nw+t~~no) =
2 (&+ 2

+
2 ) (3.98)

Since the diamagnetic energy shift is usually not impor-
tant, the position of the combined resonances ~+0 is
given by E„o+EN1%co&when the amplitude is suf6ciently
small, while the main resonance is determined by
E„=o(1+@«)'E„o,which is the resonance energy in
the absence of a magnetic field. Thus we can determine
the strength of the depolarization effect &om the relative
shift of the combined and main resonances in such a
case. In the opposite limit H~ &~H„onthe other hand,
the lineshape can be shown to approach that in the
parallel magnetic field except for the appearance of a
quantum structure caused by the nonzero H, .

The combined resonance was observed in the accumu-
lation layer by Beinvogl and Koch (1978; see also Koch,
1981), although a first attempt failed (Beinvogl et al. ,
1976). An example of the experimental results is shown
in Fig. 40, where the absorption derivative dP/dN, is
plotted as a function of N, for fun=15. 8 meV. The
main transition is at X,—1.2&10' cm in the absence
of H~ and is shifted to higher N, with H~. We can see
at X,—1.05 X 10' cm a combined resonance for
6%=+1, which splits into two peaks above Hz-50
kOe, and at N, —1.7)&10' cm a weak combined reso-
nance for b,N = —1. The relative shift of the main reso-
nance from the center of the combined resonances shows
clearly the existence of the depolarization effect (positive
y~~). Figure 41 gives experimental positions of the main
and combined resonances in H, =35 and 50 kOe for suf-
ficiently small H„,together with E~o, E~o+fuo„and E~o,
where E~o and E~o are the subband energy separation
and the resonance energy calculated in the density-
functional formulation. The theoretical results for the
resonance energy in the absence of a magnetic field are
about 10% higher than the experiments. This slight
difference in the absolute values is within the accuracy of
the approximations employed in the theoretical calcula-
tion. A possible error might also exist on the experirnen-
tal side because of uncertainties in determining exact
values of N, . The agreement on positions of the corn-

0.5 1.0 1.5

N, {10' cm )
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FIG. 40. Experimental results of absorption in an n-channel
accumulation layer on Si(100) in tilted magnetic fields observed
by Beinvogl and Koch (1978). The absorption derivative
dI'/dN, is plotted as a function of X, for fico=15.81 meV.
The main transition is at %,-1.2)&10' cm . %e can see at
N, -1.05)& 10' cm a combined resonance for 5 jV= + 1
which splits into two above H„-50kGe, and at X,—1.7)&10'
cm a weak combined resonance for hN= —1. After Ando
(1979c).
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FIG. 41. Comparison of the theoretical and experimental posi-
tions of the main and the combined transitions (AN=+1) in
n-channel accumulation layers on Si(100) in tilted magnetic
fields. H, =35 and 50 kOe. The solid line represents the cal-
culated resonance energy and the dotted line the subband ener-

gy separation for the transition from the ground to the first ex-
cited subband in the absence of a magnetic field. Expected po-
sitions of combined resonances are given by dashed and dot-
dashed lines. After Ando (1979c).
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bined resonances relative to the main resonances is suffi-
cient to allow us to conclude that the calculated strength
of the depolarization effect agrees with the experiments.

A self-consistent calculation in a density-functional ap-
proximation has been carried out by Ando (1979a, 1979c,
1980b) for inversion and accumulation layers in tilted
magnetic fields. Figure 42 shows an example of calculat-
ed optical spectra in an n-channel accumulation layer on
Si(100) for N, =1)&10' cm . A weak but distinct peak
at Ace-12.7 meV is the combined resonance hN = —1.
Around Ace-17 meV combined resonances hX =+1
can be seen. For small H», the positions of these com-
bined resonances are given by E~o+Aco, and that of the
main resonance is at E~o, as expected. Although the
theoretical results explain general features of the experi-
ments, especially the splitting of the combined resonance
6%=+1 above H„-50kOe, there are some disagree-
ments, especially concerning the strength of the com-
bined resonances relative to that of the main resonance.
Experimentally the combined resonances become stronger
at a smaller H„,which seems to suggest that the actual
first excited subband is more loosely bound than theoreti-
cally predicted. This seems, however, to be inconsistent
with the absence of a diamagnetic energy shift in the ex-
periments. Perhaps one must include a change in the
exchange-correlation effect in the presence of a magnetic
field to explain such details of the subband structure.

E. Interface effects

» most calculations for inversion and accumulation
layers, it has been assumed that the semiconductor-

Si (100) n-Accumulation
N —1 x)0 crn

C:
O

O
tl)
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15 20

h~ (rneV)

FIG. 42. Calculated optical spectra for different values of Hy
in an n-channel accumulation layer on a Si(100) surface.
1V, =1&10' cd and H, =35 kOe. The numbers appearing
in the figure represent values of Hy. After Ando (1979c).

insulator interface is sharp and that there is an infinite
barrier which keeps electrons out of the insulator. But
the barrier from the bottom of the conduction band in Si
to the bottom of the conduction band in Si02 is known
to be 3.1 to 3.2 eV (Williams, 1977), which will permit a
small amount of penetration of the wave function into
the insulator. In addition, the notion of a sharp barrier
must break down on an atomic scale. The proper way to
deal with this problem is to use the correct microscopic
structure of the interface to solve the problem without
use of the efFective-mass approximation. Such an ap-
proach is not possible now because the interface structure
is not known precisely. It would be dificult in any case
because the interface between a crystal (the semiconduc-
tor) and an amorphous material (the insulator) can only
be dealt with approximately.

Within the spirit of the effective-mass approximation,
we can deal with this problem by modeling the interface
region in such a way that the atomic structure is
smoothed out, and by using appropriate efkctive masses
for the insulator. In this section we describe such an ap-
proach for the Si-Si02 interface and for the surface of
liquid helium. For interfaces with smaller barrier
heights, like those that enter in semiconductor hetero-
structures, the interface becomes a central part of the
problem of determining energy levels. That case is dis-
cussed brieQy in Sec. VIII.D.2.

Once electron penetration into the insulator is allowed,
a sharp interface can no longer be used because the
singularity in the image potential, Eq. (3.17), cannot be
handled where the wave function is nonzero. Fortunate-
ly, a smoothly graded interface removes the singularity
in the image potential.

Experimental evidence regarding the Si-SiO2 interface
appears to be converging toward a model in which the Si
and the Si02 are separated by only one or two atomic
layers of intermediate stoichiometry. Earlier studies us-
ing Auger spectroscopy and argon ion sputtering (see, for
example, Johannessen et al. , 1976) had indicated a tran-
sition region 2 to 3.5 nm wide, but other measurements
using photoemission (DiStefano, 1976; Raider and
Flitsch, 1976, 1978; Bauer et al. , 1978, 1979; Ishizaka
et al. , 1979; Ishizaka and Iwata, 1980), nuclear back-
scattering (Sigmon et al. , 1974; Feldman et al. , 1978a,
1978b; Jackman et al. , 1980), and high-resolution elec-
tron microscopy (Krivanek et al. , 1978a, 1978b;
Krivanek and Mazur, 1980) have reduced this value and
suggest an interface only one or two atomic layers thick.

There are several possible ways to define the interface
thickness, as pointed out by Pantelides and Long (1978)
and by Stern (1978b). One of these looks at the atomic
structure of the interface, and could lead to a zero nomi-
nal interface width for the structure in Fig. 43, in w»ch
a plane separates the two materials. A second de6nition
considers the local environment of each atom, and de-
Gnes the transition layer as the region in which these en-
vironments differ from those in the bulk. For the case
shown in Fig. 43, the transition layer would be at least
two atomic layers wide. Finally, one could consider
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properties that depend on excited states of the system,
such as energy gaps and dielectric properties. In that
case the transition layer could be wider than the one
given by the second de6nition, because the excited states
can be expected to spread out beyond the range of the
potential that is varying. It is the last of these defini-
tions that enters in our case, because the barrier height,
the effective mass, and the dielectric function all involve
conduction-band states.

We proceed by constructing a model for the transition
layer, calculating the image potential for this model, and
solving the Schrodinger equation for the envelope wave
function. The parameters that vary across the transition
layer are the eff'ective mass m„the barrier height Ez,
and the dielectric constant. All of these quantities are
assumed to change with the same grading function S(z).
Thus we assume:

a(z) =x;„s+(ls„—ls;„,)S(z),

mz( )™zins+(mz sc mz ins)S(z) ~

Vg(z) =Eg EgS(z), —
(3.99)

where S =0 on the insulator side and S =1 on the sem-
iconductor side of the interface.

The simplest grading function is a linear dependence
through the transition layer. Such a dependence has
been found (Stern, 1978b) to lead to unphysical loga-
rithmic singularities in the image potential. To remove
these singularities, Stern used a linear grading with
rounded corners. The image potential is found by solv-
ing Poisson's equatio~

V.a(z) VP = —4m Q5(r)5(z —z'), (3.100)

taking the potential at the position of the point charge Q
minus the potential

a(z')[(z z') +r ]'~—
that the same charge would give in a homogeneous medi-

a b c

FIG. 43. Schematic picture of a transition from a crystalline
element 2 to a crystalline compound AB3. The line bb is the
nominal interface, but A atoms on this line have different
bonding than do A atoms on either side. The transition layer
can be considered to be bounded by the lines aa and cc, and
therefore has a finite width even though the crystallographic
interface is sharp.

V(z)= Vd(z)+ V (z)+ VI(z)+ Vg(z), (3.101)

where V, (z) must be determined from a solution of
Poisson s equation with a spatially varying dielectric con-
stant, and can therefore no longer be found from Eq.
(3.14).

The spatially varying effective mass changes the form
of the Schrodinger equation, which must now be written

A' d + [V(z) —E;]g;(z)=0 (3.102)

to conserve probability current through the transition
layer (Harrison, 1961; BenDaniel and Duke, 1966).

For the (001) Si-Si02 interface there are two ladders of
subbands, the twofold-degenerate lowest ladder with
m, =0.916m in silicon, and the fourfold upper ladder
with m, =0.19m in silicon. The corresponding masses in
Si02 are not universally agreed upon, even for energies
near the bottom of the conduction band, which is
thought to lie at k =0. Tunneling measurements have
given values of 0.42m (Lenzlinger and Snow, 1969),
0.48m (Weinberg et al. , 1976), 0.65m (Kovchavtsev,
1979), and 0.85m (Maserjian, 1974; see also Lewicki and
Maserjian, 1975), among others. The situation is even
more dif5cult for the fourfold valleys, which lie away
from k =0 and therefore connect to points away from
the bottom of the conduction band in the Si02. Calcula-
tions for the conduction bands of crystalline Si02 (Cala-
brese and Fowler, 1978; Schneider and Fowler, 1978; Ba-
tra, 1978) suggest that the barrier height is -5 eV for
the energy levels connected with the fourfold valleys, i.e.,-2 eV higher than for electrons from the twofold val-
leys, but tunneling measurements of Weinberg (1977) for
the (100), (110), and (111) surfaces do not appear to sup-
port such a large di6erence.

Stern (1977) originally used a graded interface model
as a possible alternative to interface roughness scattering.
He assumed that the penetration of the wave function
into the transition layer reduced the mobility in propor-
tion to the fraction of the total inversion-layer charge
density that was in the transition layer. He obtained
rough agreement with experimental results. A subse-
quent attempt (Stern, unpublished) to derive this mobility
reduction using the Born approximation led to a reduc-
tion proportional to the square of the charge penetration

um whose dielectric constant has the local value Is(z'),
and multiplying by a factor —, to take into account the
fact that the image potential is a self-energy. The image
potential energy is obtained by multiplying the potential
by Q, and is independent of the sign of Q. It is a con-
tinuous function through the interface and becomes the
conventional image potential for distances more than a
few transition layer widths away. Note that the conven-
tional image potential is attractive on the low-dielectric-
constant side of the interface and repulsive on the high-
dielectric-constant side.

The potential energy in the Schrodinger equation can
be written
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into the transition layer, with much too small a magni-
tude. There is now increasing evidence &om work of
Krivanek and co w-orkers (Krivanek et al. , 1978a, 1978b;
Krivanek and Mazur, 1980; Sugano, Chen, and Hamano,
1980; Hahn and Henzler, 1981) and others for interface
roughness of approximately the required magnitude, so
this alternative mechanism is neither needed nor theoreti-
cally well founded. We should add that the values of en-
ergy shifts calculated by Stern (1977) used an even more
primitive model than the one described here and are
therefore unreliable. He found that the presence of a
transition layer decreased the splitting Ep p, whereas
Nakayaina (1980) finds an increase using a more detailed
model. Experimental evidence relating to this splitting is
discussed in Secs. III.C and IV.C.

Because of all the uncertainties in the model, and more
particularly because many of the material constants that
enter the model are not well known for the Si-Si02 inter-
face, we do not show any quantitative results for energy-
level shifts attributed to the interface transition layer.
Laughlin et al. (1978, 1980), Herman et al. (1978, 1980),
Schulte (1979), and Nakayama (1980) have all undertak-
en calculations which treat the interface microscopically.
Aside from the difficulty of characterizing the amor-
phous oxide, first-principles calculations like those of
Laughlin et al. and Herman et aI. face the difficulty that
they must give the subband energies with a precision of
order 1 meV if they are to reproduce subband splittings
correctly, not an easy task when the subband splittings
are compared to energy gaps of order 1 eV or larger.

A guide to the behavior to be expected from a transi-
tion layer can be obtained by assuming that the layer
leads to a boundary condition on the logarithmic deriva-
tive of the envelope function at the interface. If we also
assume a simple triangular potential, we can use results
for the solution of the Airy equation (see, for example,
Stern, 1972b) to learn that for small enough values of
g(0)/g'(0) all the subbands of a given ladder will move
down in energy by about the same amount with respect
to the values obtained with the boundary condition
g(0)=0, as shown in Fig. 44. Numerical solutions of
Eq. (3.102) bear this out. However, different subband
ladders shift by different amounts because different
values of m, and E~ obtain for each ladder.

v+ I 4 z+
= Vp, z&0 (3.103)

also gives a good fit to experiment with P=0. 108 nm
(Zipfel and Simons, 1976, unpublished) or 0.101 nm
(Hipolito et al. , 1978). Sanders and Weinreich (1976)
give analytic expressions for the level shifts for a number
of cases. Calculations with more realistic microscopic
surface models should be carried out for comparison with
the spectroscopic data.

7
I

Ep

Ep

LLJ

UJ
EI

the kind of analysis described above, without some of the
uncertainties that limit its application to the Si-SiO2 in-
terface. Stern (1978b) used the same approach as above,
with one arbitrary parameter in the interface grading
function S(z). He used a barrier height Ez ——1 eV and
an effective mass m, =l. lm (Springett et al. , 1967) for
electrons in liquid helium, and obtained a good fit to the
energy splitting of the first two excited subbands from
the lowest subband (Grimes et al. , 1976). The interface
width (10% to 90%) deduced &om the fit is 0.57 nm,
which is within the range of previous estimates. The
same parameters also give a good fit to the recent results
of Lambert and Richards (1981), who extended the mea-
surements to higher electric fields. Calculated and mea-
sured results are shown in Sec. VIII.H.

The model Stern used for the helium surface gives a
good fit to experiment, but it is by no means unique.
For example, the model potential

Electrons on liquid helium
Ep

For electrons on the surface of liquid helium (see Sec.
VIII.H for a brief review of this two-dimensional electron
system) there are both theoretical reasons (Lekner and
Henderson, 1978; Mackie and Vfoo, 1978; see also the
earlier papers cited in Stern, 1978b) and reasons based on
analysis of experiments on reflection of He atoms &om
liquid He (Echenique and Pendry, 1976a, 1976b; Ed-
wards and Saam, 1978; Edwards and Fatouros, 1978) to
believe that there is a gradually varying density at the
surface. Estimated interface widths are of order 0.3 to
0.8 nm. Thus this system should be a good candidate for

Oo 4 5 6
ala (dgldz) ),o.

FIG. 44. Effect of boundary condition at the semiconductor-
insulator interface on the energies of a ladder of levels in a tri-
angular potential well. The abscissa is the scaled ratio of the
envelope wave function at the interface to its derivative there.
The scaling distance a is (A' /2m, eF)', where F is the electric
field in the semiconductor, and the scaling energy is E~ =eFa.
The energies for vanishing derivative of the envelope wave
function at the interface are marked at the right. AAer Stern
(1972b).
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IV. TRANSPORT: EXTENDED STATES

A. Measuremeots

The purpose of this section is to give the reader some
idea about the nature of the transport measurements cit-
ed and some feeling for their accuracy. Low-&equency
transport measurements would seem to be amongst the
simplest. As in the case of solid semiconductor samples,
the accurate extraction of relevant information is more
difIicult. The problem is to derive the fundamental
properties —free-carrier concentration, mobility, trap dis-
tributions, densities of states, etc.—&om the measured
quantities=onductance, Hall effect, field-e6ect mobility,
magnetoresistance, capacitance, etc.

The simplest measurable quantity is the sheet conduc-
tivity,

pefr=fP ~ (4.3)

where f is the fraction of the induced electrons that are
&ee (i.e., not trapped or in depletion charge).

determined by the straight-line extrapolation to zero con-
ductance of the turn-on region measured as a function of
gate voltage [see Fig. 45(a)]. Both thermal broadening
and trapping tend to obscure these definitions. An
overestimate of Vz. results in low values for X, and high
values for p, ir as compared to p. The e6ective mobility
can also differ from the mobility p in the presence of
trapping at the interface. A simple model gives

o =eN, p =gDL /W, (4.1)

where e is the electronic charge, X, the areal free charge
density, p the mobility, gD the source-drain conductance,
L the length of a MOSFET structure as shown in Fig. 1,
and 8'its width. Even this measurement can be trouble-
some because of nonohmic effects (source-drain fields
must be kept to less than 1 Vcm ' and sometimes 10
Vcm ' at low temperatures), contact resistances com-
parable to the channel resistance, leakage currents, or
poorly defined channel lengths. Four-probe measure-
ments can be used to eliminate contact eKects. If the
conductivity can be unambiguously measured, the prob-
lem is then to determine X, and p independently. For
some three-dimensional semiconductors at low carrier
concentration this has been achieved to reasonable accu-
racy by a combination of conductivity, Hall effect, drift
mobility, cyclotron resonance, and other measurements
as a function of temperature, which have been carefully
matched and iterated with theory (see Smith, 1978, for
instance). Probably only for germanium and silicon are
the detailed properties accurately known, and then only
for the lower carrier densities.

For inversion layers a drift mobility measurement can-
not be made, but there is additional information available
as compared to solids: the number of carriers can be es-
timated from the gate voltage dependence of the capaci-
tance and the conductance.

Several mobilities are used to characterize MOSFETs.
The effective mobility

0
C,„(VG —VT) 0

VT

4 6
VG {volts)

{o)

IO

where cr is the small signal conductivity, C,
„

is the ca-
pacitance per unit area across the oxide, V& is the gate
voltage, and VT is the threshold gate voltage, depends on
the somewhat arbitrary de6nition of the threshold vol-
tage or the turn-on voltage. VT is often defined as the
voltage where the Fermi level is as close to the conduc-
tion (or valence) band at the surface as to the valence (or
conduction) band in the bulk. Experimentally it is often

VG {volts)

{b)
FIG. 45. Typical plot of (a) conductance gD and (b) transcon-
ductance g as a function of gate voltage. Because of the tails
at low gate voltage, the threshold voltage VT is taken from a
straight-line extrapolation of one or the other curve, but usual-

ly from g . When looked at carefully even the transconduc-
tance curves show a tail near threshold, which is broadened by
increasing temperature or by interface states.
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The field-effect mobility is derived from the transcon-
ductance

g~ =dIDldVG
I vD (4.4)

where ID is the drain current and VD the drain voltage,
and g~ is normalized for geometric factors. Then (Fang
and Fowler, 1968)

VFE= C V
=fl +(VG VT—) S dV +fdV

ox D

(4.5)

which illustrates the hazards of extracting information
&om the field-effect mobility. All voltages are referred
to the source. Because g goes to zero at threshold it
can be used to de6ne Vr, but again, because of broaden-
ing effects, only somewhat better than conductance can
[see Fig. 45(b)]. Many of the effective mobility data at
low temperatures discussed below were extracted by an
extrapolation of the transconductance at 77 K and by use

of the Vz thus derived with the conductance data. For
conductance and transconductance measurements, closed
(typically circular) structures can be made to avoid leak-

age at the edges. If the drain voltages are kept low in ac
transconductance experiments, capacitive feedthrough
&om the gate can add to the drain current signi6cantly
and cause severe errors, particularly for W &l..

The Hall mobility p~ also need not equal the mobility

p. We can write

pH =rp =R~c(7 ~ (4.6)

where r is the Hall ratio and RH is the Hall constant.
The Hall ratio is discussed in Smith (1978), for instance,
and need not equal unity. It is expected to be unity for
circular Fermi surfaces at low temperatures. Hall-effcx:t
measurements without an adequate theory of scattering
cannot unambiguously give either the mobility or the
carrier density. Thus the effects of trapping cannot be
separated &om the effects of scattering on the Hall ratio
without a great deal of circular reasoning (Fowler et al. ,
1964; Fang and Fowler, 1968; Sakaki et al. , 1970). No
calculations of the Hall ratio except for some based on
rather simple assumptions (Sugano et al. , 1973) have
been made, even at low temperatures where only one sub-
band is occupied, although Sakaki et al. (1970) inferred a
value of about 0.85 at 300 K. At higher temperatures
(greater than about 40 K) a multiple-band theory is need-
ed. In the absence of trapping the measured carrier con-
centration,

1&a=
eRH C

(4.7)

can reasonably be used to de6ne a threshold by extrapo-
lation to zero carrier concentration. However Hall-effect
measurements are more dificult than conductance mea-
surements, and the samples are more complex and larger,
and without special precautions, open at the edges. As is
usual with Hall measurements, geometric effects must be

accounted for properly. Contact resistance effects which
can be a problem in conductance geometry samples are
avoided, at least by open-circuit Hall voltage measure-
ments. The larger size increases the chances that the
sample may be macroscopically inhomogeneous (Fang
and Fowler, 1968; Thompson, 1978b). The open struc-
tures increase the chance that leakage currents around
the periphery can obscure results at low K„although it
is possible to make samples with guard electrodes.

At higher temperatures leakage currents through the
source diode into the substrate can result in errors which
are especially important at low carrier densities and espe-
cially when a substrate bias is applied.

The C-V curves "apacitance measured as a function
of gate voltage "an be used to measure free-carrier, de-
pletion, and surface trapped carrier densities near thresh-
old, at least above the temperature for &eeze-out of the
bulk. Sze (1969) has presented an excellent overview.
Although there are many techniques for interpreting the
C-V data, they are far from trivial and not uncontrover-
sial. With few exceptions (Sakaki et al. 1970) careful
capacitance studies have not been combined with trans-
port measurements. Nicollian and Brews (1982) will ex-
tensively review these measurements.

The capacitance can be used to characterize the sur-
face because the charge is not induced within a few
angstroms of the silicon-insulator interface as it would be
in a metal-insulator interface. Fast interface states are
usually considered to be at the interface and are fast be-
cause they empty and 611 faster than the measurement
frequency. Inversion-layer electrons are induced &om
several to several hundred angstrom units away from the
surface, depending on field. The depletion charge can be
induced many thousands of angstroms from the surface.
In general one can write an expression (Kingston and
Neustadter, 1955) for the classically induced charge,

Ksce kT
Q =+ ' &~4"+so2& e

—eP,
exp

kT e0,
+no exp

e

' 1t2

—1 +Q;, (P, ),

V.ppi =Eo.do. +4's (4.9)

and Czauss's law at the interface is applied, an expression
relating the induced charge and the apphed voltage is ob-
tained which can be differentiated to obtain the capaci-
tance. Many hundreds of papers have been published on

(4.8)

where Q is the total induced charge and is positive when
P„the surface potential measured between the bulk and
the surface, is negative. Nz is the acceptor density and
po and no are the bulk hole and electron densities,
respectively. Some of these points have been addressed
in Sec. I. Q (P, ) is the interface state charge density
and depends on whether the states are acceptors or
donors and on the position of the states in the gap.
When this expression is combined with
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this subject. Much of the literature is reviewed in Sze
(1969) and by Goetzberger, Klausmann, and Schulz
(1976), Schulz (1980), and Nicollian and Brews (1982).
The last esperially consider the effects of inhomo-
geneities.

This classical model results in capacitance curves as
shown in Fig. 4, where the e6ects of interface states are
shown. VFB, the voltage for which the space charge is
zero, is determined if the substrate doping is known.
Work-function differences between the silicon and gate
metal and charge in the oxide or interface states can
result in displacement of VFB from zero—a built-in vol-
tage. For both accumulation and inversion, charge is in-
duced near the surface, and at least in thick (& 500 A)
oxides the capacitance equals approximately the oxide
capacitance. In depletion the capacitance decreases as
the charge is induced farther into the silicon. Near the
minimum, inversion electrons are just beginning to be in-
duced with increased surface Geld.

The eFect of reduring the temperature is to sharpen
the turn-on and also to change VF& because the Fermi
level in the bulk moves closer to the valence band, which
increases the work-function differences between the gate
and the silicon and therefore changes the built-in voltage
due to differences in the silicon and gate work functions.

The results must be modi6ed to account for quantum
effects, which tend to result in the electrons being ex-
tended farther into the silicon and are important when
the oxide thickness is small (Pals, 1972b; Stern, 1972b,
1974a). The classical expressions derived in Sze (1969)
are not valid for oxide thicknesses less than 300 A, but
no complete set of curves based on a self-consistent quan-
tum theory has been published.

Another technique for counting the number of free
electrons as a function of gate voltage is to measure the
Shubnikov —de Haas oscillations in the magnetoresis-
tance at moderate fields as a function of VG and magnet-
ic 6eld. Each oscillation contains the number of elec-
trons in a Landau level which fortunately is independent
of the inass (Fowler et al. , 1966). Extrapolation of a fan
diagram of the location of the levels as a function of field
and gate voltage to zero magnetic 6eld gives the e6ective
threshold, at least where band tailing effects are unim-
portant. This is illustrated in Fig. 46, where the posi-
tions of the peaks in the transconductance are shown.
Some spread in the extrapolated threshold determination
for difFerent Landau levels can occur if there is a strong
dependence of mobility on carrier concentration. If the
average conductance increases rapidly at low voltages
and decreases at high voltages there is a displacement of
the peaks which can account for this spread. Usually
transconductance rather than conductance is used be-
cause the oscillations are more pronounced, so that mea-
surements can be made at the lowest magnetic fields to
reduce the extrapolation range. The sparing of the Lan-
dau levels gives a very accurate measurement of C,„.
For thin oxides the spacing should measure the variation
in zgy e

If trapping, band tailing, or depletion charge are im-
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FIG. 46. A fan diagram of the peaks in the transconductance
resulting from magnetoconductance oscillations. The threshold
voltage VT is determined by extrapolation of the peaks for the
various Landau levels. The oxide capacitance C„canalso be
determined to high RccuiRcy from such diagranls bccRusc when
the nth Landau level is filled, nkcg, D{E}=X,=C „(V~—V~).
After Fowler et al. (19661).

portant (as they are near threshold) no single experiment
can unambiguously give the mobility and carrier concen-
trations. Most techniques are accurate to 5% or better
for carrier concentrations above 10' /cm . An exception
would be in samples with many interface states when
measured near and above room temperature (Sakaki
et al. , 1970; Fang and Fowler, 1968). The interpretation
of the measurements is increasingly unreliable at carrier
concentrations below 10' cm (Fowler and Hartstein,
1980a). A combination of Hall-effect, conductance,
Shubnikov —de Haas, and C-V Ineasurements is really
needed (Sakaki et a/. , 1970). Capacitance, however, is
dif6cult to measure near threshold at 4.2 K and requires
large samples which may su6er from inhomogeneity
(Thompson, 1978b; Brews, 1972a, 1972b, 1975a, 1975b;
Ning and Sah, 1974) and is therefore useful on only rela-
tively ideal samples. Capacitance measurements are dif-
ficult to interpret at 4.2 K because the minority charge
must Aow in along a distributed-resistance-capacitor net-
work from the source and drain (Voschchenkov and
Zemel, 1974), and because depletion charge is not readily
established when the majority carriers are frozen out.
Use of infrared light to supply mobile charge introduces
various photovoltages such as the surface photovoltage
and Dember e6ects. However, at higher temperatures a
combination of complex conductance measurements has
allowed accurate determination of mobility and carrier
concentration as low as 10 cm (Shiue and Sah, 1979;
Chen and Muller, 1974).

The measurement of threshold voltage or the Aat-band
voltage VFB is important to determine oxide charge. It
also measures the charge in fast states for flat bands, Q„
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(acceptor states below the Fermi level and donor states
above). The oxide charge is taken conventionally as an
equivalent oxide charge residing at the silicon-silicon
dioxide interface,

de
eN,„=Q,„= en,„(z)dz,

dox
(4.10)

where N
„

is the equivalent charge density at the inter-
face, d,

„

is the oxide thickness, z is the distance &om the
gate to the point in the oxide where the charge concen-
tration is n,„(z)measured away &om the interface. Mea-
surement of the distribution of charge, which is needed
to calculate scattering, is dif%cult (DiMaria, 1978).

In general the fiat-band voltage depends on the oxide
charge, the work function of the metal, and the work
function of the silicon (and therefore on the doping of the
silicon and the temperature) so that

[(X„+E~E„) X—]-
~FS = Q..

C„
where X„andX~ are, respectively, the energy differences
between the valence band of the silicon and the Fermi
level of the metal and the conduction band of the silicon
dioxide, and E~ E„is the —Fermi energy of the silicon
measured &om the valence band. X„is 4.2+0. 1 eV for
silicon and X is about 3.2—3.5 eV for an aluminum
gate, depending on processing (Solomon and DiMaria,
1981). Hickmott (1980) has summarized his results and
those of others and has concluded that X —X„canvary
up to 0.1S V, depending on postmetallixation annealing.
The values for other metals range from 2.2 to 4.2 eV and
have been determined by internal photoemission (see, for
instance, Goodman and O' Neill, 1966).

The threshold voltage is approximately given by

Qdepl
~T VFB+ +ADC„ (4.12)

where Qd, ~i (a„eX„Q~——/2n)', P~ is the potential
across the depletion layer at the threshold for inversion
(see also Sec. III.A. 1) and X„is the acceptor density in
the silicon. At low temperatures and for all but patho-
logically compensated doping, Pd is approximately equal
to the energy gap (1.15 V) when the source is grounded
to the substrate at low temperature. However, Qd, ~i can
be varied by using a substrate bias, V,„b.

If there are interface states that are filled as the surface
is depleted, their effect Q~/C, „must be added. If the
fast states are normally neutral when filled (donors) then
VFB will be shifted but Vz. will not be, unless there are
states above the Fermi level at the surface at threshold.
As can be seen, the extraction of information about the
transport properties is easier in the absence of fast states
which by proper processing can be reduced below 10'
cm . In general, the various techniques used for extra-
polation of thresholds —Hall measurements, Shub-
nikov —de Haas fan diagrams, capacitance and extrapola-
tion of nitrogen temperature transconductance —are in
good agreement for samples with low fast-interface-state

density ( —10' cm ) and oxides that are relatively thick
(&500 A). They are not for samples with high fast-
interface-state densities, as when sodium is introduced, so
that errors can be larger (10"carriers/cm ) in such cases
(Fowler and Hartstein, 1980a).

B. Experimental results

1. Introduction

There is a large and confusing mass of data on trans-
port in inversion layers. Only a few papers have at-
tempted to survey the whole field: Fang and Fowler
(1968), Komatsubara, Narita, Katayama, Kotera, and
Kobayashi (1974), and a series of papers by Cheng (1971,
1972, 1973a, 1973b, 1974), Cheng and Sullivan (1973a,
1973b, 1973c, 1974), and Sah and associates (Sah et al. ,
1972b; Shiue and Sah, 1976, 1979, 1980). Most papers
have attacked limited ranges of temperature or sample
characteristics, with the result that a coherent picture is
not obvious. Here we shall attempt to give some coher-
ence to the experimental results by examining primarily
conduction of electrons in the unactivated regime mainly
on the (100) silicon surface. (We ignore weak localiza-
tion here; it will be discussed in Sec. V.B) The (100) sur-
face has been studied most because it has the highest mo-
bility and the most nearly perfect oxides of any of the sil-
icon surfaces. It also leads to a simpler theory because it
is orthogonal or parallel to all the principal axes of the
conduction-band minima. Hole conduction has been
studied in far less detail and is discussed briefly in Sec.
VIII.A.

In general at room temperature the electron mobility
in the surface is less than in the bulk because of in-
creased scattering. However, at low temperatures it is
higher, partly because the electrons are in the lowest sub-
band so that the effective mass parallel to the surface is
light and partly because they are separated &om their
compensating positive charge in the gate, so that
Coulomb scattering is reduced.

The general characteristics are illustrated in Fig. 47,
where Hall-mobility data are shown as a function of
N,:(ecRH) ' —for two samples, both with 2-ohm-cm @-

type substrates for V,„b——0. The high-mobility sample
had a 990 A oxide and was annealed at 1000 C in N2
after oxidation; the low-mobility sample had a 500 A ox-
ide and was not annealed in N2 at high temperature.
The first had an oxide charge of (6+2)X10' cm and
the latter (13.4+4) )& 10' cm

The di6erences between these samples are most strik-
ing at 4.2 K, although the samples show the same gen-
eral variation of mobility with X, and T. At 4.2 K there
is a smooth rise in mobility as X, increases, followed by
a decrease. At low X, the maximum mobility is 18000
cm V ' s ' for the low-oxide-charge samples. The
higher-oxide-charge sample had a maximum mobility of
only 4000 occuring at higher W, . At high values of X,
the mobilities approach the same values and decrease as
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FIG. 48. Typical temperature dependence of the effective mo-
bility p,g for an n-channel device. The carrier density X, in
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V~ =(VG —Vz) in volts is indicated for each curve. The oxide
charge X,„wasabout 2&10" cm . The upper and lower sets
of data are displaced. After Fang and Fowler (1968).

about N, to a value of about 1000 at N, =10'3 cm
Generally, this behavior can be ascribed to oxide charge
scattering, which decreases as N, increases, and surface
roughness scattering, which increases with K„although
other mechanisms may affect the mobility to a lesser ex-
tent, especially near threshold.

The mobility is seen to decrease between 4.2 and 77 K
at low X, but is relatively temperature independent at
high N, . At low carrier concentrations depending on
X,

„

the temperature dependence can reverse sign. The
77 K data also show some structure that will be dis-
cussed below.

At 300 K the mobility is lower than at lower tempera-
tures over most of the range of N, and is much less
dependent on N, or N „.This is a range where oxide
charge scattering should be weak, the conduction-band
electrons are not degenerate, many subbands contribute
to the conduction, and phonon scattering should be
strong.

Representative plots of the temperature dependence as
a function of N, are shown for samples with high N,

„

(-2X 10 ' cm ) in Fig. 48, taken &om Fang and
Fowler (1968). Similar extensive data may be found in-
that paper —all for low-m os hty samples —and rn
Komatsubara et al. (1974). Generally there is a strong
increase in p,~ with increasing temperature for
N, &2—10&&10" cm which can be activated (Fang
and Fowler, 1968). Above this N, range the mobility
varies weakly in high N,„samples in complex fashion
until it decreases at high temperatures as about T
In high-mobility samples the temperature dependence of
resistance can be stronger and has been reported as high
as T (Kawaguchi and Kawaji, 1980a) below 10 K.

Below we shall discuss in more detail these and other
data, dividing the data generally into the ranges around
300 K, near 4.2 K, and 4.2 —90 K for electrons on (100)
silicon samples. In Sec. IV.B.5 some other cases will be
discussed briefly.

2. 300 K range

As may be seen in Fig. 47, the mobility is nearly con-
stant or decreases slowly over the entire range of X, at
room temperature. This result differs &om early results
of Fang and Fowler (1968), where an initial increase was
observed as shown in Fig. 49. The samples showing a
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FIG. 49. Hall mobility pH for a sample with large oxide
charge (2X10" cm ) as a function of (ecRH) '=X, at 300 C.
Note the decrease in pa at low X,. After Fang and Fowler
(1968).
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decrease of p,g at low N, are characterized by oxide
changes of 2X 10" cm or greater.

Brews (1972a, 1972b, 1975a, 1975b) has considered the
effect of spatial fluctuations in N, resulting from fluctua-
tions in N,„and has concluded that p-(1 ——,(o, )),
where (o., ) is the variance of the surface potential. He
concludes that for N,

„

less than 3)&10I cm no de-
crease in mobility with decreasing N, should be seen, at
least down to N, =3&10 cm, whereas a maximum
should occur at N, =10" cm for N,„=3&&10"cm
This is consistent with Fig. 49, where there are about
2)&10" cm oxide charges, and Fig. 47, where the ox-
ide charge is low. Comparison with data of Chen and

Muller (1974) and with Shiue and Sah (1979) also bears
out his conclusion, although the latter have a somewhat
different explanation. The latter have carried out mea-
surements to values of N, as low as 10 cm and do ob-
serve a small decrease in mobility below 10 cm in
samples with N» —1.4 & 10" cm . However, their
samples with No„——1.17& 10' cm show only a slight-
ly greater decrease, even though pm»-600 cm V 's
as comparIxl to 1000 for the better samples.

In the now more generally studied samples with

N,„&10"cm the mobility is quite flat versus N, for
10' &N» ~ 2& 10" cm with mobilities over 1000
cm V 's ' for the best samples. Figure 47 demon-
strates thai the oxide charge contributes to the scattering
even at 300 K and that an oxide charge difference of
about 7.50(10' cm has reduced the maximum 300 K
mobility by about 30%%uo. This is clearly shown in Fig.
50, taken from Sah et al. (1972b), where a mobility
dependence on N,„wasmeasured. The mobility did not
depend on crystal orientation. As N, increases, the mo-
bility decrease is initially weak but grows stronger as N,
approaches the range where surface roughness scattering
may become important. No simple power 1aw in N,

describes the variation. For 10' ~ N, & 5 ~ 10' cm
again no power law seems to obtain in N„but the depen-
dence is roughly as (N, +Nd, ~I)

'~ . Calculation of the
scattering in this range is very difficult because many
subbands are occupied and because inter- and intra-
subband scattering and optical- and acoustic-phonon
scattering are involved, as is surface roughness scattering
at high N, . Probably the best comparison with phonon
scattering theory could be made at N, =2 —5 & 10'
cm in the cleanest samples.

In the 300 K range the mobility varies as about T
(Leistiko et al. , 1965; Fang and Fowler, 1968; Komatsu-
bara et al. , 1974) although acoustic-phonon scattering for
one subband (which is not realized at high temperature)
should follow a T ' law (Kawaji, 1969). Sah et al.
(1972b) found somewhat weaker temperature dependence.
Phonon scattering is discussed theoretically in Sec. IV.D.

It should be noted that in this temperature range the
Fermi level is usually below the conduction-band edge,
so that interface states can change occupancy with sur-
face field and temperature as discussed by Fang and
Fowler (1968), Sakaki, Hoh, and Sugano (1970), and Sah
et al. (1972b). The surface state contribution to the
scattering can vary, depending on temperature and on
whether the states are donors or acceptors.

3. 4.2 K range

At 4.2 K the electrons are generally in the quantum

limit, in that only the lowest-energy Eo subbands are oc-
cupied in a perfect unstrained sample. Gn the (100) sur-

face these have spin and twofold valley degeneracy.

Furthermore, as is well known, Matthiessen's rule may

be applied with confidence at 4.2 K to separate the vari-

ous scattering mechanisms. As noted above, there is a

large body of experimental data for samples with dif-
ferent N~„. However, as noted in Sec. IV.A, the estimate
of N,

„

is difficult for small values and for thin oxides.
Furthermore, the location of the charge in the oxide is
not usually known. The data are usually compared to
theory for the different scattering mechanisms added ap-
propriately. Another approach to the problem of
separating the contributions of the diff'erent scattering
mechanisms is to vary the oxide charge methodically.
Even though the absolute value of N,„may not be
known, the change may be determined accurately. The
oxide charge can be varied by annealing as in Sah et al.
(1972b) and Tsui and Allen (1975). The position of this
oxide charge is not known precisely. Oxides can be
grown with known densities of neutral electron and/or
hole traps that can be filled by charge injection
(DiMaria, 1978). Even though the positions and densi-

ties of these charges have been measured, an experiment
using trapping in the oxide has not been done. Double-
insulator structures such as MNQS (metal-nitride-oxide-
silicon) devices may be used (Pepper, 1974a), but the
charge distribution again is not accurately known.
Another approach is to drift sodium ions from the metal
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to the silicon interface (Harstein and Fowler, 1976, 1978,
1980b). The Na+ ions have been shown to reside very
near one or the other interface (DiMaria, Aitken, and
Young, 1976; DiMaria, 1978). Besides introducing 6xed
oxide charge, the sodium also introduces acceptor surface
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FIG. 51. Some of the extensive measurements on a set of sam-
ples in which N,„,the oxide charge density, was varied by
drifting Na ions through the Si02. The effective mobility p ff
is plotted as a function of the carrier density N, . The mea-
surements were made at 4.2 K. After Hartstein et aI. (1980).

states (Fowler and Hartstein, 1980a) which are neutral-
ized before the inversion electrons are induced. Tkis ap-
proach was used methodically to vary the mobility with
N„Nd,„i,and N,„.The mobility varied as a function of
%, and %, at V,„qequal to zero, as shown in Fig. 51.
At constant N, the data were fitted to

p,g' ——c +a%,„+bN„. (4.13)

The first term represents scattering that is not a function
of N,„and to first order was assumed to be primarily
p&z', the reciprocal of the surface roughness scattering.
This amounts to an assumption that there is no interac-
tion between surface roughness scattering and oxide
charge scattering. Values of the intercept are shown in
Fig. 52 plotted versus (Nd, ~i+N, ) for different substrate
biases. This plot most nearly rectified the curve and was
far better than a plot versus (Nd, „i+N,/2) . Compar-
ison of these data with theory is made in Sec. IV.C.
Sugano et ar. (1980) have reported significantly increased
surface roughness scattering on severely roughened sur-
faces. Earlier, Cheng and Sullivan (1973c) and more re-
cently Kohl et al. (1981) observed increased surface
roughness scattering as a result of treatments which
roughened the surface, although the latter ascribed the
effect in their treatment to an increase in neutral defects.
It should be noted that the failure of the curve in Fig. 52
to intersect the axis at 0 is an indication of an additional
scattering mechanism.

The reciprocal of the linear coef5cient a in Eq. (4.13)
is shown in Fig. 53. As may be seen, this part of the
scattering decreases with N, . These results are compared
with theory in Sec. IV.C. The quadratic term presum-
ably arises from multiple scattering events. It is only
strong for low values of N, where kF is long as com-
pared to the (N,„)'~. It is shown for N, =2X10'
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FIG. S2. The intercept of p,g', the reciprocal of mobility,
when extrapolated to N,„=Ofrom a plot against N„,is plot-
ted versus (Nd, » + N, ) . The mobility is in units of 10
cm V 's '. Nd~~, the number of charges per unit area in the
depletion layer, and N, (called Nqwv in the figure), the number
of electrons per unit area in the inversion layer, are in units of
10' cm . %'hile it is assumed that the scattering for N,„=O
is primarily due to surface roughness scattering, the failure of
the curve to intercept the origin indicates an additional scatter-
ing mechanism. Data are for various values of substrate bias
voltage V,„l„i.e., for different values of Nd, ~~ as well as N, .
After Hartstein et al. (1980).
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FIG. S3. The reciprocal of the linear coeNcient a, taken from
fitting p,~' ——c+ aN,„+bN „,as a function of N, at 4.2 and
80 K. The data were taken from Fig. S1. After Hartstein
et al. (1980).
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cin in Fig. 54 as a function of temperature for different
substrate biases. As may be seen, it decreases rapidly
with increasing temperature. It is only measured at low
N, . On the other hand, the temperature dependence of
the linear term a is much weaker and depends on N„as
may be seen in Fig. 55. At low carrier concentrations, a
increases with temperature. Unless this increase is taken
into account in analyzing the weak temperature depen-
dence of p &om phonon scattering, for instance, errors
will result. Oxide charge scattering is compared to
theory in Sec. IV.C.1.

Other scattering may obtain at 4.2 K that may modify
the simple picture above. Below 30 K a negative magne-
toresistance has been reported (Eisele and Dorda, 1974a;
Kawaguchi et al., 1978a, 1978b; Kawaguchi and Kawaji,
1980b, 1980c) that was at first attributed to the decrease
of some scattering mechanism in a magnetic field. It
varies as N, '. It depends only on the normal com-
ponent of magnetic field, in contrast to an effect in InAs
(Kawaji and Kawaguchi, 1966). Similar effects have
been seen on n-channel (111) samples and on p-channel
devices. The effect is quadratic at low fields and satu-
rates at about 1 —1.5 T. The saturation value of the
magnetoconductivity change has a maximum value of
4% at 4.2 K, decreases with increasing temperature, and
vanishes at about 30 K. The quadratic dependence of
the magnetoconductivity on magnetic field follows a
Curie-Weiss law. Dorda found that the effect decreased
with large surface state density. Attempts to explain
these effects on the basis of spin-spin scattering seem fu-
tile because of the dependence on the direction of mag-
netic field. Recently this effect has been related to locali-
zation effects (Kawaguchi and Kawaji, 1980b; Hikami
et al. , 1980) discussed in Sec. V.B.

Inability to fit experimental results, especially at low
N„itwh theories of the major scattering processes has
led to the postulate of an additional short-range scatter-
ing mechanism (Matsumoto and Uemura, 1974; Takada,

1979) sometimes called neutral impurity scattering.
Neutral impurities are difIicult to detect except possibly
by trapping (DiMaria, 1978) or by electron spin reso-
nance; so are charge dipoles (Hess and Sah, 1975). The
nature of these scatterers is elusive but Yagi and Kawaji
(1978, 1979) associated them with growth parameters, as
have Kohl et al. (1981). They found that the maximum
mobility decreased &om 10 to 7.5X10 cm V 's ' as
the oxide thickness was reduced &om 2700 to 910 A.
However, samples with different processing can show
mobilities of 2)&10 cm V 's ' for a thickness of 990
A (Fig. 47). These results may be related to surface
roughening results reported by Sugano et al. (1980) and
to the final oxidation rate and the oxygen defect gradient
at the silicon interface.

The temperature dependence of the mobility near 4.2
K has been the subject of extensive study and of some
controversy. As may be seen in Fig. 48, there is a signi-
ficant temperature dependence for high values of gate
voltage or carrier density above the activated regime. In
high-mobility (or low-oxide-charge) samples the mobility
shows a somewhat smaller decrease with increasing T,
but as in the low-mobility samples illustrated by Fig. 48
the effcx:t decreases as N, increases. These effects have
been studied by Cham and Wheeler (1980b) as a function
of the maximum mobility, which is a measure of the ox-
ide charge scattering in the sample, by Kawaguchi and
Kawaji (1980a), and by Kawaguchi, Suzuki, and Kawaji
(1980). Earher papers such as Fang and Fowler (1968)
or Komatsubara et al. (1974) contain some of the same
data, although they have not reduced the data in the
same way, nor gathered data with such care when the
variations with temperature were small. The more recent
papers have presented the data by extrapolating the re-
ciprocal mobility data to T =0 and subtracting the extra-
polated value of I/r from the value at any given tem-
perature. The difference is labeled I/rT. It is not clear
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FIG. 54. The coef5cient b of the quadratic term, for the same
fit described in Fig. 53. These data are for N, =2&& 10' cm
After Hartstein et al. {1980).

FIG. 55. The temperature dependence of 1/a, the reciprocal of
the linear coefficient, as described in Fig. 53, for three values
of X,. After Hartstein et aI. (1980).
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that this procedure has any simple physical meaning. It
may lead to erroneous conclusions if more than one
scattering mechanism is involved but, especially when
the temperature variations are small, it is convenient.
Some of the raw data of Kawaguchi and Kawaji (1980a)
are shown in Fig. 56. Kawaguchi and Kawaji (1980a)
have, in addition, corrected for the negative magne-
toresistance efFect, although it is not clear what the justi-
fication for so doing is or at least how it should be done
properly. The extrapolation to T =0 is also dangerous,
especially when the logarithmic effects arising from weak
localization are important (see Sec. V.B).

Kawaguchi and Kawaji (1980a), using these pro-
cedures, found a very strong dependence of 1/rT on tem-
perature, which they ascribed to phonon scattering al-
though they remarked that theory predicted a much
weaker magnitude of phonon scattering. Cham and
Wheeler (1980b) and Kawaguchi et al. (1981) found
much weaker temperature dependence (about T' ).
The former concluded that the effects arise primarily
&om the temperature dependence of other mechanisms
such as oxide charge scattering and surface roughness
scattering. The temperature variation for these processes
arises primarily from the temperature dependence of the
screening and has been calculated in a simple approxima-
tion by Stern (1980b). Stern's calculations for the tem-
perature dependence of impurity scattering have also
been compared with the results of Hartstein and Fowler
(1980) (see Fig. 55), and good agreement was found for
N, =3X10" cm . All of the experiments discussed
above require extreme care in measurement because often
the changes with temperature are small. The extraction
of the data in terms of 1/rr is not straightforward, and
the interpretation involves at least oxide charge, surface
roughness, and phonon scattering and possibly other
scattering mechanisms, so that this problem remains
somewhat unresolved. This has a bearing on the weak

localization effects discussed in Sec. V.B
Piezoresistance effects have proven a valuable tool for

the study of transport at 4.2 K. These have been studied
by applying stresses in various ways —most extensively
and controllably by bending bar samples (Colman et al. ,
1968; Dorda, 1971a; Dorda and Eisele, 1973; Dorda
et al. , 1972a; Eisele et a/. , 1976a; Eisele, 1978; Gesch
et al. , 1978), by studying silicon on sapphire (Kawaji
et al. , 1976), and by using epoxy cements (Fang, 1980).
The effects arise primarily because of the displacement of
the valleys lying along axes with diFerent orientations to
the stress. For the (100) surface a compressive stress
along the [010] direction lowers the valleys in that direc-
tion relative to the (100) and (001) valleys. Enough
stress can lower the (010) and/or (001) valleys which are
the subbands with light mass perpendicular to the
surface —the primed subbands —below the (100) or
unprimed subbands, especially if the surface quantum
splittings, Eo Eo, are—small (N, and Nd, ~~ small). An-
isotropy results &om such stresses and has been studied
by Dorda (1973). Typical results are shown in Fig. 57.
The mobility decreases as the electrons transfer to the
primed valleys. Dorda and Eisele (1973) have concluded
that there may be an intrinsic stress of 80 Nmm; on
the basis of other arguments (Eisele, 1978) they estimate
an average stress of 10—50 Nmm . Nicholas et al.
(1976) have estimated a stress of 30 Nmm using an op-
tical technique. These estimates are for the average mac-
roscopic stress. Local stresses may be higher. The local
and macroscopic stresses may vary depending on sample
size, oxide thickness, and on whether the sample is free-
standing or bonded to a metal or ceramic header. The
reader should refer to Sec. VII.B for further relevant
comments.

Electron transfer e6ects are demonstrated if the field-
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FIG. 56. The temperature dependence of the resistivity of a
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FIG. 57. Relative change of conductivity Ao. /o. o for a (100)
surface with current and strain in the [010t direction at 6.4 K.
After Dorda and Eisele (1973).
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trons can occupy the fourfold subbands even if they are
not lower than the twofold. Gesch et a/. were able to af-
fect this structure at 77 K under stress. The peaks could
be enhanced if there were intrinsic strains in the surface.
The common appearance of two and sometimes more
peaks might arise from an inhomogeneous strain or from
splitting of the (010) and (001) subbands. These peaks
are suppressed with substrate bias or as the doping is in-
creased because both increase Nd, p&

and therefore
Eo Eo. —Komatsubara et al. (1974) have seen more
complex behavior that depends on the samples. They at-
tributed some of the structure to interface bound states.
This was later also suggested by Tidey and Stradling
(1974). As shown in Fang and Fowler (1968),
d(R~ ')/d VG increases slowly and smoothly through this
range in samples where this structure appears, but the
Hall mobility shows the same structure as the eFective
mobility. Trapped electrons would not give the high
mobility observed in the first peak. On the other hand,
these data could be consistent with a two-band model of
the Hall eRect.

When these peaks are observed an anomalous magne-
toresistance is also seen (Tansal et al. , 1969; Sakaki and
Sugano, 1969) when the magnetic field lies in the silicon
surface. It follows the law bg/g =aHX I+PH .
Uemura and Matsumoto (1971) have ascribed the qua-
dratic efFect to a diamagnetic shift in the ground-state
wave functions, but have not calculated the change in
EQ' EQ The direction of the Lorentz-force term is in a
direction to increase this splitting and so to transfer elec-
trons to the low-mass valleys.

Clearly the behavior of the transport properties in this
range is complex. For a simple comparison with theory
it is probably best to work with a maximum subband
splitting, which corresponds to large Xd,„~.

5. Other surfaces —n channel

We have concentrated on the (100) surface because
even with its complexity it is the simplest and the most
studied. This does not mean that the other primary
surfaces —(110) and (111)—have not received attention
and do not have many interesting phenomena associated
with them. Indeed, the apparent anomalies in valley de-
generacy have been of very great interest. In general, the
mobilities on surfaces other than the (100) are lower and,
except for the (111), are anisotropic. Sato et al. (1972),
Sah et al. (1972b), and Arnold and Abowitz (1966) have
shown that there is a strong correlation with the oxide
charge. The Geld-effect mobility dependence is shown in
Fig. 61. Results for planes vicinal to the (100) plane
generally show a peak in the field-e6'ect mobility at low
N, at 77 K, but those for the (111) and (110) planes do
not. The temperature dependence of pFE for all planes is
similar to that of the (100) surfaces above 77 K. The an-
isotropies increase as the temperature is reduced (Sato
et al. , 1971; Sah et al. , 1969; Sakaki and Sugano, 1972a).

6. Noise

The subject of noise in metal-insulator-semiconductor
devices has a substantial literature that is only partially
represented in the bibliography (Abowitz et al. , 1967;
Aoki et al. , 1977; Berz, 1970a, 1975a; Berz and Prior,
1970; Broux et a/. , 1975; Das and Moore, 1974; Flinn
et al. , 1967; Fu and Sah, 1972; Jindal and van der Ziel,
1978; Katto et al. , 1977; Klaassen, 1971; Nougier et al. ,
1978; Park et al. , 1981; Sato et al. , 1969; Vandamme,
1980; Voss, 1977, 1978). Many authors find a correla-
tion between the amount of I/f noise and the density of
surface states, but there is no general agreement as to de-
tails of mechanisms. Noise is not discussed in any detail
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FIG. 60. Field-effect mobility as a function of X, for varying
substrate bias at 77 K for different values of surface electric
field I', (proportional to N, + Kd,PI). After Fang and Fowler
(1968).

FIG. 61. Dependence of field-effect mobility on surface and
current direction at 77, 208, and 298 K for X,=3X10' cm
The mobility is highest on the (001) surface, for which the ox-
ide charge is lowest. AAer Sato et al. (1971a).
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in this article. For a recent review, see Hooge et al.
(1981).

vanishing q. The screening effect can be included within
the linear approximation by dividing vz"'(z; ) by the
dielectric constant s(q) with

C. Scattering rnechanisrns at low temperatures

1. Coulomb scattering

(p) Z e(p)
V, (r,z)= [(r—r;) +(z —z;) ]2 2 —&l2

K

for z; & 0, and

Z(~'e'
Vty, )( )

~ [(r r )2+(z )2]—1/2

(4.14)

The scattering &om charged centers in the electric
quantum limit has been formulated by Stern and Howard
(1967). We briefly review the theory in this section. We
confine ourselves to the n-channel inversion layer on the
Si(100) surface where the Fermi line is isotropic. Let us
first calculate the potential of a charged center located at
(r;,z;). This problem has been treated in Sec. II.C within
the Thomas-Fermi approximation. Here we shall discuss
it in a diferent way which allows the treatment to be
readily extended to many-subband cases. Using the usu-
al image method, we have

s(q) =1+ F(q)II(q), (4.21)

where II(q) is the static polarization part defined by Eq.
(2.56) and F(q) is the form factor for electron-electron
interactions given by Eq. (2.51).

In the Born approximation the transport relaxation
time is given by

1

r(e(k)) g g f N "'(z)dz
~

u j',"'g (z)
~

2

k' p

X (1—cosO~ )5(s(k) —e(k') ),

(4.22)

where N"'(z)d xdydz is the concentration of the pth
kind of charged center within the volume dx dydz, 9~
is the angle between the vectors k and k', and
s(k)=Pi k /2m, . We have assumed that the charged
centers are distributed completely at random in the plane
parallel to the surface. The mobility is given by

[(r—r;) +(z+z;)']
IC~~( K~ +K;~s )

(4.15)

p=
m,

with

(4.23)

with

u "'(r)= g u~"'(z;)exp[iq. (r—r;)],
q

(4.17)

for z; &0. Here, 17=(v„+v;„,)/2 and Z'"' is the charge
of the pth kind of charge center. The efFective potential
for electrons in the inversion layer in the electric quan-
turn limit is given by

ug'"'(r)= f dz
~
gp(z)

~

V"'(r,z) . (4.16)

This can be expressed in a more elegant form in terms of
the following two-dimensional Fourier transform. We
have

g s(k)r(s(k))

g s(k)

as(k)

Bs(k)

(4.24)

( gp(z)
~

'=Biz) .

Vfe have

(4.25)

where f(e(k)) is the Fermi distribution function. At suf-

ficiently low temperatures we have (r) =r(E~), with EF
being the Fermi energy.

There are two cases where we can get explicit expres-
sions of the form factors. The simplest case is the two-
dimensional limit, defined by

2~Z(~~e'
u~"'(z;) = F(q,z;),

Kg

where for z; & 0

F(q,z;)=e ' f dze ~'~ gp(z)
~

(4.18)

(4.19)

F(q,z;) =e

corresponding to

Z(p)e2
v'"'(r)= [(r—r ) +z ]

(4.26)

(4.27)

and for z; &0

F(q,z;)= —, f dz
i gp(z) i

Kins —q ~z —z; ~1+ e
Ksc F(q,z;) =Ppe (4.28)

If we use the usual variational wave function (3.25), we
can express the form factor for z; &0 as

Kins1—
Ksc

—q(z+z;)
e and for z; ~0 as

(4.20)
The form factor F(q,z;) becomes unity in the limit of

0

F(q,z;) =—1+ P(z;)+ — 1 — Ppe
Ksc &, Ksc

(4.29)
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where I'0 and I'(z) are given by Eqs. (2.21) and (2.23),
respectively.

The important length in the scattering is 1 /k~. As is
clear &om Eqs. (4.19) and (4.20), charged centers which
contribute to scattering are limited by the condition
~z; ~

&1/kF. (If (z) & 1/kF for z; &0, the thickness of
the inversion layer (z) determines the region of z; in-
stead of 1/kF. Usually, however, (z ) & 1/kF. ) The
value of 1/kF is typically 100 A around N, =10I~ cm
Many charged centers can contribute to scattering at low
electron concentrations, but only a small number of
centers, especially ones which are located near the inter-
face, contribute to it at high electron concentrations.
Usually the charged acceptors in the bulk silicon play lit-
tle role as scatterers except at extremely small electron
concentrations. For bulk doping of 10' cm, for exam-
ple, there are only —10' cm acceptors within 100 A
from the interface. This density is very small and there
are many more oxide charges at or near the interface in
most samples.

In the random-phase approximation we have (Stern,
1967)

r

2g, m,
II(q) = 1 —8(q —2kF ) 1—

2~2

t 2 1/2
2 p'

(4.30)

where 8(x) is the usual step function [8(x)=1 for x ~0
and 8(x)=0 for x &0] and g„is the valley degeneracy
factor. Thus the efFective potential becomes

2~Z'~~e'
Uq'"'(z;)= I'(q, z;),

x(q +q,F(q) )
(4.31)

where q, is the Thomas-Fermi screening constant given
by q, =2Ire II(0)/2 =2g„me /KR We see. that 1/q, is
of the order of 5 A and much smaller than 1/kF. There-
fore the screening dominates the strength of scattering,
and the ratio of the form factors F(q,z; )/F(q) determines
the dependence of the mobility limited by the Coulomb
scattering on the electron concentration. Since I' (q, z; )

decreases much more rapidly than E(q) with increasing q
for z; &0, the net efFective mobility increases with the in-
crease of the electron concentration at low temperatures.
Further, the actual mobility is sensitive to the distance of
the charged centers from the interface and decreases
rather rapidly with increasing distances. A possible dis-
tribution of charged centers in the z direction causes an
additional dependence.

As has been discussed in Sec. IV.B, Hartstein, Ning,
and Fowler (1976) and Hartstein, Fowler, and Albert
(1980) extensively studied the mobility limited by the
Coulomb scattering. They varied oxide charges controll-
ably by drifting sodium ions through the oxide to the in-
terface. The numbers of ions which were believed to be
Just Rt tllc Interface (wltllln R fcw Rllgstlollls fl'OI11 the 111-

terface) were counted by measuring the shift of the con-
duction threshold. Hartstein et al. determined the mo-
bility which depended on the concentration of the ions.

)04 I

Si (IQQ) n-Inversion

]Q3

)012

X, (cm')

FIG. 62. Mobilities limited by charges at the Si-Si02 interface
(X „=1&10'cm ) calculated in the linear screening approxi-
mation. The solid lines represent the results calculated with
exchange-correlation effects included, the dashed lines those
calculated in the random-phase (Hartree) approximation, and
the dotted curve that of Stern (1978a), who took into account
effects of interface grading. Experimental results of Hartstein,
Ning, and Fowler (1976) are also shown.

An example of their results is shown in Fig. 62, together
with theoretical results for two difFerent values of Nd, ~I.
The theoretical result has been obtained in the electric
quantum limit, i.e., by assuming that only the ground
electric subband is occupied by electrons. An example
calculated by Stern (1978R) is also shown. He considered
graded interface effects, which tend to shift the electrons
to the oxide more than in the case of a sharp interface
and give larger effects of scattering at high electron con-
centrations. The agreement is reasonable except for some
difFerences at low and extremely high electron concentra-
tions.

In spite of such good agreement there are several prob-
lems with the theory of the mobility mentioned above.
We have used the Born approximation for the calculation
of the scattering strength. Stern and Howard (1967) stu-
died higher-order effects in the simplest two-dimensional
limit, using the phase-shift method. Roughly speaking,
higher-order effects tend to increase the scattering in case
of attractive scatterers, since the wave function tends to
have a large amplitude around the position of charged
centers. EQects are opposite for repulsive scatterers.
There has been no such investigation for more realistic
potentials, but we expect that the Born approximation
works quite well actually because the effective scattering
potential becomes much smaller in actual inversion
layers than that in the two-dimensional limit.

The effects of exchange and correlation on the screen-
ing pose a problem. As has been shown in Sec. III.B,
the exchange-correlation effec is important in determin-
ing the subband structure. The same is expected to hold
for the screening efFect. Maldague (1978R) studied the
exchange efFect on the dielectric function and found an
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increase of the polarization part with q, in contrast to the
constant value in the random-phase approximation, and
sharp structure at q =2kF. Such a sharp structure disap-
pears in actual systems because of the broadening effect
and higher-order correlation eKects, but the increasing
polarization part and consequently the increasing dielec-
tric function remains valid. If we go beyond the
random-phase approximation, however, the simple re-
placement of the impurity potential by a screened poten-
tial is not sufFicient, and we have to take into account
the so-called vertex correction. An example of mobilities
calculated in the density-functional formulation (Ando,
unpublished) is also shown in Fig. 62. If account is tak-
en of the exchange and the correlation, electrons do not
experience so much repulsive force due to other electrons
and consequently feel impurity potentials more strongly.
Thus the mobility decreases. The agreement seems to
become better.

There is a more serious question on the linear screen-
ing approximation. It is known that any attractive po-
tential has a bound state in two dimensions, in contrast
to three dimensions (see Sec. II.E). Thus the potential of
charged centers can have a bound state after being
screened by free electrons. In this case the linear screen-
ing might no longer be valid, and we have to calculate
the total potential self-consistently, although the differ-
ence in the effective potential and consequently in the
value of the mobility might be expected to be not so
large if the binding is weak. Takada (1979) calculated
the binding energy and effective potential assuming a
variational wave function of a bound electron and taking
into account the effect of other free electrons in the linear
screening approximation. This method is too crude and
tends to overestimate effects of screening, since orthogo-
nalization of the wave functions of extended states to
those of the localized states is completely neglected.
Therefore, it gives too large values of the mobility.
Vinter (1978, 1980) studied this problem in a density-
functional formulation. He calculated the energy for
cases of different numbers of bound electrons and showed
that the case in which four electrons are bound in a sin-
gle level is the only self-consistent solution. The binding
energy he obtained is less than 1 meV and slightly in-
creases with increasing electron concentration. The re-
sulting mobility has turned out to be very close to the
corresponding result of the linear screening approxima-
tion shown in Fig. 62. A plausible reason for the four-
fold occupancy of a single bound state is as follows: Be-
cause of the strong screening by free electrons, the poten-
tial due to a point charge near the interface has a short-
range attractive part and an additional oscillatory part at
large distances. The binding energy is small and the
wave function of the bound state is much extended. Sup-
pose that a single electron is bound in this bound state.
The bound charge gives only a slowly-varying repulsive
potential that can easily be screened out by other free
electrons. Therefore, the resulting potential has a large
short-range attractive part which can bind another elec-
tron of different spin or different valley. This continues

until the bound state can contain no more electrons be-
cause of the Pauli exclusion principle.

At lower electron concentrations like 1V, —10' cm
the broadening g/r is rather comparable to the Fermi
energy; the simple Boltzmann transport equation is no
longer valid, and multiple-scattering effects become im-
portant. The experimental analysis by Hartstein et al.
(1976) assumed that the change in the inverse of the mo-
bility due to N,

„

is linear in X,„.Subsequent more care-
ful analysis by Hartstein et al. (1980) seems to show that
the results deviate from the linear relationship at low
electron concentrations, where 1/kF becomes comparable
to distances between charged centers. At still lower con-
centrations the conductivity becomes activated and elec-
tronic states are believed to be localized. Therefore the
deviation from the above simple theory is not surprising.
At extremely high electron concentrations like %, & 10'
cm, higher electric subbands are occupied by electrons,
and we have to consider the problem of multisubband
transport. This problem will be discussed in Sec. IV.C.3.

There have been various investigations of the behavior
of the mobility with the increase of temperature. There
might be two different regions of temperature, where the
mobility shows different temperature dependence. At
suKciently high temperatures, around room temperature,
the screening effect is already very small, and the mobili-
ty ~ould be expected to increase roughly in proportion to
k&T (in the absence of phonon scattering) because of the
q-dependence of the Coulomb scattering matrix element.
There might also be additional temperature dependence
which arises &om the form factor and distribution of
charges in the oxide. At lower temperatures, around ni-
trogen temperature, the screening effect is still appreci-
able and the dependence becomes complicated. The in-
crease of the kinetic energy of electrons tends to reduce
the scattering but at the same time reduces the screening
effect. Therefore the actual temperature dependence is
determined by the relative importance of these two ef-
fects. The original experiments of Fang and Fowler
(1968) showed that the mobility, except at low electron
concentrations, decreased with increasing temperature.
At low concentrations the ~obility showed an increase
with temperature, but this was considered to be due to
thermal excitation of electrons from localized to extended
states. Sah, Ning, and Tschopp (1972b) argued that the
increase of the mobility observed by them at low electron
concentrations could be explained by the decrease in
Coulomb scattering with temperature. However, they
neglected the screening effect and the possibility of elec-
tron localization. Experiments of Komatsubara et al.
(1974) showed the decrease of the mobility except for a
very peculiar temperature dependence at extremely low
electron concentrations. More recently the temperature
dependence of the mobility at relatively low temperatures
has attracted much attention. Kawaguchi and Kawaji
(1980a; see also Kawaguchi et al. , 1980) ascribed a part
of the observed resistivity dependence on temperature to
acoustic-phonon scattering (see Sec. IV.D for more dis-
cussion). Hartstein et al. (1980) separated contributions
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from controllable Na+ ions and showed that the mobility
associated with scattering from the ions decreases with
increasing temperature at relatively low electron concen-
trations. Cham and Wheeler (1980a) also reported a de-
crease of the mobility. Stern (1978a) calculated the mo-
bility limited by the Coulomb scattering at 4.2 and 77 K
and demonstrated that the decrease of the screening ef-
fect is much more important and reduces the mobility
between these temperatures. A later more systematic
calculation (Stern, 1980b) showed that the reciprocal of
the mobility has a term roughly linear in T below 80 K.
This agrees with extensive measurements by Cham and
Wheeler (1980b) for samples containing a large number
of interface charges. The large change in the mobility
with temperature thus obtained roughly accounts for
most of the temperature dependence observed by
Kawaguchi and Kawaji (1980a) and by Hartstein et al.
(1980), although there remain disagreements concerning
detailed dependence on the temperature. Stern has
demonstrated further that a strong energy dependence of
the relaxation time makes simple separation of the resis-
tivity into di6erent contributions no longer valid at
elevated temperatures (Fig. 63), as in three dimensions.

2. Surface roughness scattering

Surface asperities at the Si-Si02 interface are con-
sidered to be inherent to space-charge layers and are ex-
pected to constitute a major cause of scattering, especial-
ly at high electron concentrations. Since their exact na-
ture is not yet known, this surface roughness
scattering —also called interface roughness scattering or

fi(u, ) =pf i( —v, ), (4.32)

where fi is the nonequilibrium part of the electron dis-
tribution function and u, is the velocity component per-
pendicular to the surface (see, for example, review papers
by Greene, 1969a, 1969b, 1974, 1975). We do not go
into the discussion of this classical case but confine our-
selves to the case of the inversion layer at low tempera-
tures, where the electron motion is quantized. The
scattering of electrons from such roughness in quantized
subbands was first theoretically studied by Prange and
Nee (1968) for magnetic surface states in metals, and by
many people for thin Glms. Later many authors tried to
apply this model to the inversion layer problem (Cheng,
1971, 1972, 1973b, 1974; Cheng and Sullivan,
1973a—1973c; Matsumoto and Uemura, 1974), but a
more complete theory has appeared relatively recently,

simply roughness scattering —has been studied theoreti-
cally within a simple model. This model assumes an in-
ffnite barrier at the interface, whose position z =b,(r)
may have a small and slowly varying displacement.
Classically when quantization of the electron motion in
the z direction is not important, scattering due to the
surface has customarily been treated by a boundary con-
dition on the electron distribution function, following the
initial work of Schrieffer (1957). He assumed diffuse
scattering at the surface. More generally, the so-called
Fuchs (1938) parameter p phenomenologically describes
intermediate cases between diffuse scattering (p =0) and
specular reflection (p =1). This is defined by the boun-
dary condition for the electron distribution function at
z =0, through
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FIG. 63. Temperature dependence of reciprocal mobility for a silicon inversion layer, with all electrons assumed to be in the
lowest subband, with (a) the long-wavelength limit for the temperature-dependent screening parameter and (b) the full wave-vector
dependence. Results are shown for oxide charge scattering alone (p „),surface roughness scattering alone (p„),and for the sum of
the two mechanisms (p). The difference between the upper full curve and the dashed curve shows the departure from
Matthiessen s rule. The mobility limited by surface roughness has been calculated without 5 V(r~) (see Sec. IV.C.2). After Stern
(1980b).
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even within such a simple inodel (Ando, 1977d). In the
following a brief review of the theory is given. We again
restrict ourselves to the n-channel inversion layer on the
Si(100) surface.

When energy separations between difFerent subbands
I

are suKciently large and the change in the form of the
wave function can be neglected, the efFect of surface
roughness is calculated to lowest order &om the matrix
element as follows:

V„z„i,——f dz f drL ' e '"'Ig„(z b(r—))[MO+bV(rz)]g„(z—h(r)) —g„'(z)~0/„(z)JL ' e'"'

= f dz f drL ' e '"' b, lr) P
g —g' P b,(r) +b(r) g'g +g*(z)EV(r z)g (z) L ' e'

(4.33)

where ~o is the Hamiltonian in the absence of surface
roughness and EV(r,z) describes the change in the poten-
tial energy due to surface roughness. For a matrix ele-
ment between states with the same energy, we have

(Matsumoto, unpublished)

VSR(1) fP ~ "go
2mI dz

(4.38)

where

sR
nkn'k'

2 k—k'

+ f dz f dre '" ""g„(z)hV(r,z)g„(z),

(4.34)

g f dz
( g (z)~

T

4me —%, +Xd,p)
&sc

(a.„—~;„,)e ) )
2

4K,~(Kz~+ K;«) z

(4.39)

(4.40)

(4.3S)b,(r) = g hqe'~',

and we have used the identity:

, av dpi= f dz g„' g„F.„—
Bz dz2P72I dZ dZ o

(4.36)

which can easily be proved by taking a matrix element of
the commutator:

r av(z)
z~ 0 i az

(4.37)
n [z —b.(r)] n(z) = ——h(r) an(z)

O'Z
(4.41)

The first term of Eq. (4.34) is the result of Prange and
Nee (1968). In the electric quantum limit we have gives the potential at (r,z) (z & 0),

Equations (4.38) and (4.39) are completely equivalent if
we use an exact self-consistent wave function. In the
case of variational wave functions, however, we should
use Eq. (4.39) rather than (4.38), since it gives the exact
result (4.40), while (4.38) does not. For example, if we
use the variational wave function (3.25) in Eq. (4.38), the
inadequate value of the derivative at z =0 gives a wrong
dependence on X, and Xd,~~, as shown by Matsumoto
and Uemura (1974).

Next we consider the potential EV(r,z). We first as-
sume that h(r', z)) 0 to calculate b, V(r, z). The other
case can be treated in a similar manner. The change in
the electron density distribution,

f dr' f dz'[(r —r') +(z —z')2] '~23, (r')
2

f dr f dz[(r —r') +(z+z')']' '&(r')
c}z'

iqr ~ i —q ~z —z'( Pl Z
&qe dZ e

sc lns g iq.r q ( + ) n Z
~qe dz e az'

The deformed Si-Si02 interface gives an effective dipole moment at z =0,

(4.42)

p, (r') =—
I ins

(N, +Nd, ~~ )b, ( r')d r',
4m

(4.43)

which gives the potential
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1 (1— )p, (r')z[(r —r') +z ]
+sc++ins

(4.44)

Thus we have the potential modiIIication

4m.e (K„—K;„,)
K$c( K$c +K;ns

(4.45)

The image potential is also modi6ed. An electron existing at (r,z) (z &0) causes an extra polarization at the deformed
interface. The extra dipole moment is given by

sc+ ins [(r r') +z ]
(4.46)

The dipole in the z direction, p, (r ), is obtained by replacing r —r by z in (446). This dipole moment gives rise to the
potential at (r,z)

p.(r —r')+p, z 1 K„—K;„, p. (r—r') —p,z
Ksc [(r r') —+Z ] Ksc sc(Ksc+ ins) [(i I') +Z ]

(4.47)

Thus we have the modification of the potential energy,

(K„—«;„,)e, ~ Ki (qz)
b,qe'q'q 1 +sc +ins

Xo(qz)
+sc++ins

(4.48)
iit

where Ko and Xi are the modi6ed Bessel functions and we have multiplied by a factor of —, in Eq. (4.48) because the
image potential is a self-energy. The final EV(r,z) can be obtained by adding all these terms. In the electric quantum
limit, we have

with

&u =I'oi,oi, =~i —kl (
I
&—&

I
) (4.49)

1(q)=y(q)+y; „,(q),
where

2ire (K„—K;„,)2 2

y(q)= ( —,~, +&d.,i)+ &, 1 — f dz ~g. ~2e-"
Ksc(Ksc+ K;ns)

4vre (K„«;„,)— OO

(~, +&d.,i) 1 —fKsc Ksc+Kins

(4.50)

(4.51)

Xi(qz)y;, ,(q)= " '"'
q f dz

i
go(z) iK„(K„+K;„,) QZ (qz)

1 +sc +ins
Kp(qz)

+sc++ins
(4.52)

%'e have

4n.e
y(q) =- ( , N, +Ad, pi

)— (4.53)

for q~O and

4me
y(q) = ( —,&, +&d.pi)

&sc
(4.54)

for sufficiently large q. The factor —, of the term includ-
ing X, in Eqs. (4.53) and (4.54), first derived by
Matsumoto and Uemura (1974), has a simple physical
meaning. This term describes the effective electric field
which arises from X, positive charges at the gate elec-
trode and —N, negative charges of electrons in the in-
version layer. The average value of the 6eld due to elec-

rsR(E(k) )
2wy([g[2)&(&&)

k, e(k —k')

2

X (1—coseiu, )5(e(k) —E(k') ), (4.5S)

trons themselves vanishes because electron-electron in-
teractions are an internal force. Only the field due to
positive charges at the gate electrode contribute to the
field, which gives the difference of the factor —, from the
term proportional Nd, ~]. The image term vanishes for
small q, since a uniform displacement of the interface
does not give rise to the change in the image potential
which an electron feels.

The relaxation time is given by
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where we have included the screening effect in the linear
approximation. The mobility decreases in proportion to

at high electron concentrations, which explains the
usual behavior of experimental mobilities. Although
there is no definite physical ground, we usually assume a
Gaussian form of the correlation of the surface rough-
ness:

I 2
{b(r)h(r') }=b, exp

A
(4.56)

where b, is the average displacement of the interface and
A is of the order of the range of its spatial variation in
the direction parallel to the surface. Then we have

r

A{
~

b,q ~

'}=nb.'Azexp (4.57)

I

h, =4.3 A

0
1 2

( N, +IVd~, ) (10 cm )

FICx. 64. Calculated mobility limited by surface roughness
scattering and examples of experimental results (Hartstein
et aL, 1976) for two different values of depletion charges. The
lateral decay length (A in the text) is denoted as d in the fig-
ure. After Ando (1977d).

For values of parameters usually used, this Gaussian
form of the correlation is not important as long as A is
not so large, and the product Ah is an important param-
eter which determines the value of the mobility. Since
the image effect is small, the dependence of rsR' on N,
and Nd, ~i is determined by (N, +2Nd, ~i) and the form
factor Ii(q) of the screening function s(q). Since the
form factor becomes larger with increasing Nd, ~i, the ef-
fect of Nd, i becomes smaller than that given by
(N, +2Nd, „i)if we take into account the screening effect.
An example of the calculated mobility limited by the
surface roughness scattering is shown in Fig. 64 together
with experimental results of Hartstein et al. (1976). To
explain the experimental results we need roughness of the
order of h-4. 3 A and A-15 A. We cannot choose
larger values of A, because the scattering effect becomes
ineffective at high electron concentrations and the calcu-
lated N, dependence of the mobility deviates &om experi-
mental N, dependence if A becomes comparable to 1/kz.
The existence of surface roughness of such magnitude is
considered to be reasonable. Hartstein et al. (1976) ex-

perimentally subtracted the contribution of scattering
from charged centers and showed that the dependence of
the mobility on N, and Nd, „iwas given by (N, +Nd, ~i)
rather than (N, +2Nd, „~). Because of the screening ef-
fect the theoretical result shows weaker dependence on

pJ but seems to deviate from the experimental results
at very high electron concentrations above X,—7&10'
cm . At higher electron concentrations, however,
higher subbands are occupied by electrons, and the above
simple result cannot directly be applicable. This problem
will be discussed in Sec. IV.C.3.

Although the simple theoretical model described above
seems to explain the experimental results reasonably well,
there are several problems on the theoretical side. The
validity of the expansion in terms of 6 is one of them
and has not been fully elucidated yet. The first term of
Eq. (4.34) can also be obtained more simply by treating
modification of the interface barrier as a perturbation
(Ando, 1977d). We assume a 6nite interface barrier
VOO( —z+h(r)} and the same effective mass mi also for
z & 0 for simplicity. The perturbation is given by
VOO{ —z + b,(r) }—VOO( —z) = Vob, (r)5(z). For sufficient-
ly large Vo the wave function near z =0 is given by

iy2 &
' ' 1/2

g„(z)= g„'(0)exp — z
2mI Vo

(4.58)

which is the saine as the first term of Eq. (4.34). If we
calculate higher-order terms we see that the expansion
parameter in this formalism is given by (2m' Vo/A )'
Therefore Eq. (4.59) is valid only if (2m' Vo/fP)' b, « 1.
Actually, however, 6 is comparable to or larger than
(fi /2m' Vo)'~ . Although this derivation is different
from the previous one and the relationship between the
two derivations is not yet clear, this fact casts some
doubt on the expansion in terms of the surface rough-
ness. The parameters of the surface roughness obtained
above might have only a qualitative meaning. More
theoretical investigation is necessary to clarify the prob-
lem of the surface roughness scattering even within the
simple model.

All the above expressions have been obtained under
the assumption of slowly varying surface roughness, i.e.,
6 «A. Actually, however, there can be roughness with
shorter ranges or of atomic scales. These might become
more and more important at high electron concentra-
tions. Such short-range roughness might be related to
the interface grading studied by Stern (1977). Stern
showed that the experimental behavior of the mobility at
high electron concentrations could also be explained by
assuming that the scattering due to the grading or to
scatterers in the oxide was proportional to the part of the

where g„'(0)is the derivative of the wave function in the
case of in6nite Vo. Therefore we get

d vari 0n
~nkn'k' =

~ & ~k —&' ~

2mI dZ dZ
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FIG. 65. Calculated mobility vs electron concentration ¹„,.
Curve A is obtained by combining oxide charge scattering and
surface roughness scattering. Curve 8 is obtained by adding a
third relaxation process, independent of the electron concentra-
tion. The circles show experiments of Kawaji (unpublished).
The lateral decay length of the surface roughness is denoted
here as L. After Matsumoto and Uemura {1974).

density distribution of electrons within the transition
layer and the oxide. Microscopic formulation of this pic-
ture has not been successful.

As has been discussed in Sec. III.E., there have been
various experimental investigations on the structure of
the Si-Si02 interface. From these measurements one can
now obtain preliminary information on the nature of the
interface roughness. For example, Krivanek, Tsui,
Sheng, and Kamgar (Krivanek et al. , 1978a, 1978b) stu-
died the interface using high-resolution (-3 A) cross-
sectional transmission electron microscopy. They found
that the interface is quite smooth, although it has a
long-range modulation of a height -4 A with a wave-
length of 200—500 A. This is not inconsistent with the
model discussed above, since cross-sectional transmission
electron micrographs give the envelope of the asperities
projected to the plane normal to the interface, and
short-range roughness contributing to the electron mobil-
ity is averaged out. Sugano and associates (Sugano
er al., 1980; see also Sugano, 1980) used normal
transmission microscopy. They obtained values for the
correlation length and the root mean square of the inter-
face roughness which are consistent with the model dis-
cussed above.

If we include the two scattering mechanisms, charged
centers in the oxide and surface roughness, we can ex-
plain the overall behavior of experimental mobilities at
low temperatures. The mobility increases first, takes a
maximum value around %,—10' cm, and then de-
creases with increase of the electron concentration.
Quantitatively, however, the two mechanisms alone can-
not reproduce the experimental behavior, as first noted
by Matsumoto and Uemura (1974). An example of cal-
culated mobilities and unpublished experimental results
of Kawaji is given in Fig. 65. Matsumoto and Uemura

assumed a uniform distribution of charged centers in the
oxide and neglecting b, V(r,z) for the surface roughness
scattering. The two mechanisms explain the behavior at
both low and high electron concentrations, but are insuf-
ficient near the electron concentration where the mobility
has a maximum. If we assume that charged centers are
located only at the interface, the agreement becomes
worse. The situation does not change even if the correc-
tion term b, V(r, z) is included. The curve B was obtained
by adding a phenomenological relaxation time indepen-
dent of X,. The figure shows that there are other
scattering mechanisms which are important, especially
around %, =10' cm . These are expected to be of
short range (see also the discussion in Sec. VI.B}.

Many people have proposed other scattering mechan-
isms in connection with various experimental results (see
also Sec. IV.B). Neumark (1968, 1969, 1970) has pro-
posed that misfit dislocations may form a network along
the interface and may contribute to scattering. Sakaki
and Sugano (1972a) argued that defects of gigantic cross
section (like cavities in Swiss cheese) could be important.
This model was originally suggested by Fang and Fowler
(1968). Hess and Sah (1975) and Pepper (1977a) argued
the existence of dipoles (positive and negative charges lo-
cated close to each other) in the oxide (see also Kar-
pushin and Chaplik, 1967), which would result in a
scattering with short range. Eisele and Dorda (1974b)
discussed scattering through surface states above the
conduction-band edge. This is in addition to scattering
by charges in surface states arising from dangling bonds
(Arnold and Abowitz, 1966). Two-electron localized
centers were proposed by Ngai and Reinecke (1976; see
also Ngai and White, 1978, 1980; White and Ngai,
1978a, 1978b}. Takada (1979) argued that neutral
centers consisting of a charge near the interface and a
bound electron in the inversion layer could be possible
scatterers. Yagi and Nakai (1980) tried to explain the
strong %, dependence of observed mobilities below the
mobility maximum by assuming a reduced screening of
the Coulomb scattering due to smearing of the density of
states at low energies. Qne must assume extremely large
values of the level broadening to account for the experi-
mental %, dependence, however.

3. Multisubband transport

So far we have mainly been concerned with the trans-
port problem in the electric quantum limit, where only
the ground electric subband is occupied by electrons. At
high electron concentrations or at nonzero temperatures,
higher subbands can be populated, and we have to deal
with the problem of the multisubband transport even in
n-channel inversion layers on the Si surfaces. This is
also true in the presence of appropriate uniaxial stresses,
where subbands associated with other valleys can have
the same or lower energies and electrons are transferred
&om the usual two valleys to other valleys in the n
channel layers on the Si surfaces. In this section we
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briefly review the work on this multisubband transport in
the n-channel inversion layer on the Si(100} surface at
suf5ciently low temperatures. The problem is also relat-
ed to the subband structure; the results of such investiga-
tion are expected to give further information on the sub-
band structure and scattering mechanisms in this system.

Gccupation of higher subbands leads to several effects.
The transport now includes contributions &om several
subbands, and we must also take into account intersub-
band scattering processes. Further, the screening effect
becomes larger, since all the subbands contribute to the
screening of scattering potentials. The polarization
caused by virtual intersubband transitions might also be
important.

The formal extension of the previous theory to the case
I

of more than one occupied subband is straightforward
and has been done by Siggia and Kwok (1970). Howev-
er, actual calculations are very tedious and have been
performed only relatively recently. In general, the densi-
ty matrix has off-diagonal elements between different
subbands in the presence of intersubband scattering
processes. When the broadening of levels due to inter-
subband scattering is suKciently small in comparison
with subband energy separations, we can neglect such
off-diagonal parts and use the usual Boltzinann transport
equation, which becomes a set of coupled equations for
distribution functions associated with each subband in
the presence of intersubband scattering processes. I et us
consider the case when the two-dimensional Fermi line is
isotropic. Then

a.(k) =,.
—'@,.H ' = y ( ((ik(~, (

jk) ('&5(E, +e(k) —E —e(k'))[f (k') —f (k)],J J I (4.60)

where E is an electri fiel, f;(k) is the distribution function of the ith subband, m is the effective mass for the motion
parallel to the surface (m =m, for the subbands Eo, E„.. .), A i describes potentials of scatterers, and ( }means
average over scatterers. At low temperature inte~alley scattering is exp~t~ to be sumciently weak and can be

neglect&. In this case electrons in the different valleys can be regard~ as independent cument carriers and there is
no coupling between their distribution functions. The coupled Boitzmann equations can be so»ed exactly by 'n«oduc
ing energy-dependent relaxation times associated with each subband. We have

af(E, +.(k) }
f;(k)=f(E;+e(k)) v;(E—~+a(k)} Rk 8 (4.61)

where f(E) is the Fermi-Dirac distribution function. The Boltzmann equation then leads to a system of linear simul-
taneous equations for ~;(E) as follows:

E E; = QI(ij(E—)~~(E), (4.62)

where

2 A' dk dk'
Xi(E)= 2 f z f 5(j g (

~

(ik
~

A ) ~

lk')
~

)5(Eg+E(k) —E)5(Ei+s(k') —E)k
m, (2n. ) (2n. )

—(
~
(ik

~

A i ~

jk')
~

)5(E;+s(k)—E)5(E~.+E(k') —E}k.k'
I

(4.63)

The current can be calculated as
E(ij)(i'j')(9) 5ij5i'j'+

2&8
+'j((I)+('j)('j')(&) (4.67)

J=( —e)2g„gf f;(k),
(2~)~ m

(4.64)

p; =(elm)r;(Ep),

The effective mobility is given by

(4.65)

where g„is the valley degeneracy. The mobility of the
ith subband at zero temperature is given by

where the form factor is defined by Eq. (3.37) and the
polarization part is given by

f(E, +s(k)) —f(E,+s(k+q))
Ilj(q)=2g„

E; +e( k) Ej —s(k+ q)—
(4.68)

The effective potential becomes
(4.66)

(Vq );=

g(&q'")(jan«(I)

'f(ij)(j) (4.69)

where %; is the electron concentration in the ith sub-
band.

The screening e6ect can, in the random-phase approxi-
mation, be included in terms of a matrix dielectric func-
tion,

where ( Vq'"'),j is the two-dimensional Fourier transform
of the matrix element of the bare scattering potential and
e(q) ' is the inverse of the matrix dielectric function.

So far we have assumed that there is only a single set
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of subbands associated with equivalent valleys. The ex-
tension of the above formalism to the case in which dif-
ferent sets of subbands are occupied by electrons is
straightforward. In this case the total current is a sum
of contributions of subbands of different valleys, since at
low temperatures intervalley scattering processes are ex-
pected to be sufficiently weak. As for the case of the
screening effect, we have a coupling of contributions of
different valleys, as has been discussed by Stern (1978a).
The polarization part is diagonal with respect to valley
indices but can be dependent on them. The same thing
applies to the form factor. There do not exist terms
which correspond to intervalley scattering, but we have
to take into account mutual interactions of electrons in
different valleys. Therefore the dielectric function also
has a matrix form.

The first actual calculation of the mobility in the mul-

tisubband system was done by Nelson and Brown (1974).
They assumed short-range scatterers which were distri-
buted near the interface to simulate the surface roughness
scattering and also uniformly throughout the bulk Si to
simulate bulk phonons. They used the triangular poten-
tial for the surface electric field and calculated mobilities
at room temperature. In spite of these ad hoc assump-
tions they demonstrated the importance of the intersub-
band scattering effects. Ezawa (1976) calculated
phonon-limited mobilities using Stern s Hartree results.

At low temperatures under usual conditions there are
two possible ways the excited subbands can be occupied
when the electron concentration increases. The Hartree
calculation of Stern predicts that Eo &Ei at suf5ciently
high electron concentrations, and consequently the first
excited subband of the usual two valleys becomes occu-
pied by electrons first. Many-body effects such as ex-

change and correlation modify the subband structure, as
has been discussed in Sec. III.B. A density-functional
calculation of Ando (1976a, 1976b) predicts a qualitative-

ly similar result to the Hartree calculation, while a per-
turbation calculation of Vinter (1977) showed that Eo is
lower. Stern (1977) studied effects of the grading of the
Si-Si02 interface and showed that the grading reduces

Eo, as has been discussed in Sec. III.E. Sham and
Nakayama (Sham and Nakayama, 1978, 1979; Nakaya-
ma, 1980) have suggested possible differences of efFective
interface positions for different sets of valleys, which can
also affect the relative positions of Eo and Ei subbands.
This theory will be discussed in Sec. VII.A. Therefore,
the occupation of higher subbands includes rather a sub-
tle problem, and we have to consider the two cases
separately.

Stern (1978a} studied the case in which the subbands 0
and 0' were occupied by electrons, neglecting the aniso-
tropy of the Fermi line of the 0' subband. In this case
intersubband scattering is absent and the problem is
slightly simpler. He employed a formulation which is an
extension of that described in Sec. II.C for the screening
effect and took into account the graded interface. As
long as the thickness of the graded region is sufBciently

0
small (-5 A), qualitative behavior of the results is the

same as for the results obtained by the above formula-
tion. An example of his results for charged centers is
shown in Fig. 66. The charged centers were assumed to
be located on the semiconductor side of the graded re-
gion. This might be unreasonable if we consider the fact
that the potential for positive Na+ ions has a very deep
minimum on the insulator side, as has later been shown
by Stern (1978b). Roughly speaking, the change in the
position of charged centers makes the absolute value of
the mobility larger or smaller but does not modify the
qualitative behavior. The mobility increases dramatically
when the subband 0' becomes occupied. %%en the excit-
ed subband is occupied, electrons in the subband have
very high mobility values because effective potentials for
the electrons in the excited subband become very weak.
Further, the screening effect itself also becomes stronger,
since electrons in both subbands contribute to the screen-
ing of scattering potentials. These two effects cause the
abrupt increase of the mobility when the subband 0' be-
comes occupied. Note that the position of the occupa-
tion of the excited subband occurs at higher electron con-
centrations than predicted in the Hartree approximation
because Stern has included an increase of the subband
separation due to many-body effects by phenomenologi-
cally adding an energy which is proportional to
(X,+Ad, ~i)' . He obtained similar behavior for the mo-
bility limited by the surface roughness scattering, al-
though he did not take into account various corrections
discussed in Sec. IV.C.2.

Mori and Ando (1979) studied the case in which sub-
bands 0 and 1 are occupied by electrons. In this case we
have to treat the intersubband scattering properly. An
example of results for surface roughness scattering is
shown in Fig. 67 together with the experimenta1 results

I I I I I I

10

N; {cm2)

FIG. 66. Measured and calculated mobilities resulting from
scattering by 10' charges per cm at the semiconductor edge
of the transition layer between Si and SiO2 vs the concentration
of inversion layer electrons (X;). The measured values are
from Harstein eI; al. (1976). The smooth curve is the calculat-
ed mobility with only the lowest subband occupied. The upper
branch is the calculated mobility with subbands Eo and Ep' oc-
cupied. After Stern (1978a).
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FIG. 67. Calculated and experimental mobilities limited by
surface roughness scattering for two different values of Xd p&.

The solid lines are obtained with the two subbands, Eo and E&,
included. The dotted line is the case in which only the lowest
subband is assumed to be occupied for Xd,pi

——3.6&10" cm
The dashed line is obtained if intersubband scattering is

neglected. Experimental results are from Hartstein et al.
(1976). The lateral decay length of the surface roughness is
denoted as d in the figure. After Mori and Ando (1979).

of Hartstein et al. (1976) for Nd, ~~
——3.6 X 10" and

1.9~10' cm . For %d,„)——3.6)&10" cm the E)
subband becomes occupied around (N, +Nd, ~~ )

=0.6& 10 cm . The mobility decreases discontinu-
ously at this concentration and becomes smaller than
that obtained by neglecting the occupation of the excited
subband. This is because the intersubband scattering is
crucial and reduces the mobility, especially of the excited
subband, considerably. The occupation of the excited
subband tends to make the mobility a function of
(N, +Nd, ~~) . The mobility limited by charged centers
shows the same behavior, as is shown in Fig. 67.

As we have seen, the mobility behaves quite di8erent-
ly, depending on which subband is occupied by electrons
first. Comparison with experimental results seems to
show that subband 1 is usually lower than the 0' subband
at high electron concentrations (in the absence of
stresses). This supports the result of the Hartree and the
density-functional calculations.

The sharp drop or increase of the effective mobility
when higher subbands become occupied by electrons is
very sensitive to the level broadening effect, which has
not been included in the above formulation. Mori and
Ando (1979) studied this effect within a simple model of
surface roughness scattering for the case in which sub-
bands 0 and 1 are occupied by electrons. They have
shown that the density of states of subband 1 has a rela-
tively large low-energy tail and that the sharp drop of
the mobility can easily be smeared out. Therefore, it is
not possible to observe such a structure experimentally.
The existence of the low-energy tail of the density of

states is more serious when the 0' subband becomes oc-
cupied. Electronic states in the tail region are highly
likely to be localized, and results might be quite di6erent
from the above, even qualitatively, when the Fermi level
lies in this tail region. Those problems have not been
worked out yet.

By applying an appropriate uniaxial stress we can
bring energies of the bottoms of different valleys down
and transfer electrons from the usual two valleys to other
sets of valleys. There have been a number of experiments
on the effects of uniaxial stress on various properties. A
humplike structure of the mobility has been observed by
Kawaji, Hatanaka, Nakamura, and Onga (1976) in an n
channel inversion layer on (100) surface of Si on sap-
phire, where a large difference in the thermal expansion
coefficient of silicon and sapphire gives a large compres-
sive stress along the interface. Similar structure has also
been observed by Cxesch, Eisele, and Dorda (1978; see
also Fang, 1980) on the Si(100) surface under applied
uniaxial stress. Those structures are believed to appear
when the Fermi level comes close to the bottom of sub-
band 0, which is higher in energy than the 0' subband at
low electron concentrations under sufficiently large
stresses. So far experimental results seem to show that
the valley degeneracy remains two in spite of the electron
transfer effect. More detailed discussion of this problem
will be given in Sec. VII.B.

Takada (1979) calculated the mobility in an n-channel
inversion layer on the Si(100) surface under stress. He
used the formulation described above and calculated the
mobility assuming two scattering mechanisms, charged
centers in the oxide, and surface roughness scattering.
He showed that the mobility increases by more than one
order of magnitude when the subbands of the different
valleys are occupied by electrons at the same time. This
is completely analogous to the result of Stern (1978a).
Experimentally such an anomalous increase of the mobil-
ity has not been observed, which seems to suggest the
importance of other kinds of scattering mechanisms at
relatively low electron concentrations where the mobility
has a maximum. Takada showed that neutral impurities,
which consist of positive charges near the interface on
the insulator side and a bound electron in the inversion
layer, could be a candidate for an additional scattering
mechanism. Vinter (1978, 1980) studied screening of a
positive charge in a density-functional formulation. He
investigated various possible confIgurations of numbers
of electrons in bound states and also calculated mobili-
ties. The self-consistent configuration of electrons seems
to be different from that assumed by Takada, as has been
discussed in Sec. IV.C.1.

D. Phonon scattering at high temperatures

Lattice vibrations are an inevitable source of scattering
and can dominate the scattering near room temperature.
In the range of electron concentrations X,=0.5—5& 10'
cm and around room temperature, the mobility p is
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laaaalg kg T I ~) $/3 T,
& pcr'(z) 2vrR'

(4.70)

known to behave like p~X, " ' 'T " ' ' and to
have the magnitude 200—1000 cm V 's ' depending
on the crystallographic orientation of the surface. This
behavior of the mobility has been discussed in Sec. IV.B
and is generally believed to be determined by phonon
scattering. In this section we shall review the theory of
phonon scattering in the inversion layer.

Scattering by lattice vibrations can be expected to
cause three different types of electronic transitions, i.e.,
transitions between states within a single valley via
acoustic phonons (called intra valley acoustic-phono n
scattering) and optical phonons (called intr av alley
optical-phonon scattering), and transitions between dif-
ferent valleys (called intervalley scattering). The intra-
valley acoustic-phonon scattering involves phonons with
low energies and is almost an elastic process. The intra-
valley optical-phonon scattering is induced by optical
phonons of low momentum and high energy and is con-
sidered to be negligible in silicon. The interv alley
scattering can be induced by the emission and absorption
of high-momentum, high-energy phonons, which can be
of either acoustic- or optical-mode nature. Intervalley
scattering can therefore be important only for tempera-
tures high enough that an appreciable number of suitable
phonons is excited or for hot electrons which can emit
high-energy phonons. Hot-electron effects are discussed
in the following section.

Kawaji (1969) proposed a model of two-dimensional
phonons and calculated the electron mobility limited by
acoustic phonons. His argument was essentially a
dimensional analysis based on the Bardeen-Shockley
theory in the bulk (Bardeen and Shockley, 1950), and led
to an expression:

where p is the mass density, cI is the longitudinal sound
velocity, "„is the deformation potential, mII is an effec-
tive mass parallel to the surface, and (z) -z,

„

is the ef-
fective thickness of the inversion layer. This expression
explains the qualitative behavior of the mobility observed
experimentally at high temperatures. Acoustic-phonon
scattering was later studied extensively by Ezawa,
Kawaji, Nakamura, and co-workers (Ezawa et al., 1971a,
1971b; Ezawa, Kuroda, and Nakamura, 1971; Kawaji et
al., 1972; Ezawa et al., 1974; Ezawa, 1976). In the fol-
lowing we first derive the above formula based on a more
rigorous formulation.

Let us restrict ourselves to the ground subband in an
n-channel layer on the Si(100) surface. We usually re-
place the silicon by an isotropic elastic continuum, which
is known to be a good approximation in the bulk in deal-
ing with acoustic-phonon scattering. Define U=(u, u, )
as the displacement of the elastic medium. We have

H„p„——=„P(r,z),

P(r, z) =DV.(r,z)+ u, (r,z),a
az '

(4.71)

(4.72)

where D =:-d/:-„is the ratio between deformation po-
tentials in the two di6erent directions. It is known that
:-„=9eV and D = —0.67. Silicon is, however, anisotro-
pic, and one must modify these numbers so as to be con-
sistent with the isotropic phonon model. Ezawa et aL
(1974) chose "„=12eV and D = —0.67. At sufficiently
high temperatures, around room temperature, a typical
Phonon energy, given by crq with q-(2m, kiiT/iri )' or
q —I/(z), is much smaller than a typical electron ener-

gy of the order of ksT, and can be neglected. This
means that the scattering can be treated as an elastic
process. The transport relaxation time becomes

1 2m :-„g(1—cos8~ )5(s(k) —e(k') )
r(e(k) ) A'

x I, dz I, «'1k'(z)l'100(z') I'D(zz', Ik —k'I» (4.73)

where D (z,z';q) is the phonon correlation function, deffned by

D(r,z;r', z') = g exp[iq. (r—r')]D(z, z', q)

Tr exp( —PA ~h)P(r, z)P(r', z')

TI'exp —A ph

U(r, z)= ggg
2pcog

where A ~h is the Hamiltonian for phonons and p= 1/kri T.
For simplicity we neglect the existence of the Si-Si02 interface and use the bulk phonon spectrum. We have

' ]/2
e~'[b~' exp(iQ r+iq, z)+.H c ], . .

(4.74)

(4.75)

where A, denotes phonon modes (A, =1,2 for transverse modes and A, =3 for the longitudinal mode), Q=(q, q, ), ~' is
the polarization vector, co~

' ——cg with c =c, for A. = I and 2 and c =cr for A, =3, b&' is the phonon destruction opera-
tor, and H.c. denotes Hermitian conjugate. At sufBciently high temperatures we can use
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(bg +by ) =5@@522(bg +by ) —=5@@522
()+ (~') (~)+ (~) BT

Q

and get

(4.76)

D(z,z', q)= 2 g D2+2 iq (z —z')
Z (4.77)

Therefore we have

r(e(k) )

~d8 + (z)dq,= f (1—cos8) f f dz
~
go(z)

~

e

2 4 2 2

2
qz D qs cr qz

g2 g4 2 2 g4
q =2k sin(8/2)

(4.78)

If we use the variational expression (3.25), it is easy to
perform the integration over q, . Since the right-hand
side of (4.78) is a slowly varying function of e(k) and N„
the main dependence of the mobility on the temperature
and the electron concentration is given by that of re,
thus confirming Kawaji s simple-minded result. Because
of the two-dimensional energy-independent density of
states, no additional T dependence appears in the mobili-
ty, in contrast to the usual result for three-dimensional
systems. As is clear &om the above derivation, the T
behavior of the mobility reflects the number of phonons
excited at T. The phonon system is essentailly three-
dimensional, while the electron system is two-
dimensional. Momentum conservation gives a severe re-
striction only on the components of the phonon momen-
turn q in the direction parallel to the surface, and pho-
nons which have q, with

~ q, ~
(1/(z ) contribute equal-

ly to the scattering. This gives the factor (z) ~N, ' in
the expression for the mobility.

The existence of the interface affects the phonon
modes near the interface. The oxide is softer than silicon
and has lower sound velocities. Thus the phonon am-
plitudes near the interface become larger than in the
bulk, and the electron-phonon scattering is expected to
be stronger. To investigate this eKect, Ezawa, Kawaji,
Nakamura, and co-workers (Ezawa et a/ 1971a; Ezawa,
Kuroda, and Nakamura, 1971; Ezawa et al., 1974;
Kawaji et al., 1972) studied an extreme case by assuming
that the oxide was infinitely soft, i.e., the interface could
be replaced by a stress-&ee boundary. Ezawa (1971) ob-
tained a complete orthonormal set of eigenmodes of pho-
nons in an isotropic elastic continuum occupying a half-
space. Those modes are called surfons. The Rayleigh

McSkimin {1953)measured the velocity in both Si and SiO2
at room temperature. According to him, for example,
ci ——9.13X 10 cm/s, c«,To&

——4.67 X 10 cm/s, and
c«00~&=5.84X10' cm/s for waves propagating in the (110)
direction in Si. For amorphous Si02 he obtained
cI=5 97X10 cm/s and c, =4.76X10 cm/s.

I

wave which is localized near the surface is one of the
surfons. We do not go into the problem of finding the
surfon modes, and those who are interested should refer
to Ezawa's paper. Ezawa et al. (1974) calculated the
phonon correlation function (4.74) and mobilities in n-
channel layers on three major surfaces, (100), (110), and
(111). Their work is equivalent to a corresponding one
for the bulk by Herring and Vogt (1956). It is clear that
the temperature and electron concentration dependence
of the mobility is essentially given by that for the bulk
phonon scattering, and that only the absolute value can
be modified by the interface eKect. Their results were
rather disappointing, however. The calculated mobility
was only 10—20% smaller than that for the bulk pho-
non scattering, which indicates that the interface effect is
not important in determining the strength of scattering.
Further, the oxide is actually not infinitely soft, and the
situation is rather closer to the bulk phonon case than to
the case of the stress-free boundary. We can conclude,
therefore, that the existence of the interface does not play
an important role in electron-phonon scattering in actual
inversion layers, except that the electron motion is two-
dimensional.

Ezawa and co-workers calculated the mobility and
found that it was quite sensitive to D Their assu. med
value D = —0.67 roughly corresponded to a maximum
value of mobility. In general theoretical results have
turned out to be much larger than experimental ones.
For example, the calculated mobility on the (100) surface
is given by p=3500 cm V 's ' at X, =1&10' cm
and T=300 K, and becomes larger roughly in propor-
tion to X, ' with decreasing electron concentration. In
contrast typical experimental values of the mobility at
room temperatures are between 300 and 400 cm V ' s
at X,—10' cm, one order of magnitude smaller than
the calculated values. There is, however, a possibility
that some other scattering mechanisms still contribute to
the mobility even at room temperatures for such high
electron concentrations.

So far we have assumed the electric quantum limit,
where only the ground subband is occupied by electrons.
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Actually this assumption may not be valid at room tem-
perature. Stern's self-consistent calculation (Stern,
1972b) shows that only 20% of the electrons are in the
ground subband on the (100) surface at X, =1X10'
cm . This occupation ratio increases with X„but40%
of the electrons are still in excited subbands even at
X,= 1 &( 10' cm . The situation becomes slightly
better on other surfaces like (110) and (111),but the elec-
tric quantum limit does not apply to the room-
temperature case. When excited subbands are occupied,
intersubband scattering becomes very important and
should be taken into account properly. Ezawa (1976)
studied this effect on the (100) surface using Stern's self-
consistent wave functions. Occupation of excited sub-
bands associated with the two valleys which are located
in the [100] and [100] directions and which give the
ground subband reduces the mobility because of impor-
tant intersubband scattering. This is completely analo-
gous to the case at low temperatures discussed previous-
ly. The mobility of electrons occupying subbands associ-
ated with the other four valleys becomes smaller than
that of electrons in the two valleys, because the decrease
of scattering caused by a larger (z) is cancelled by the
mass increase in the direction parallel to the surface.
Consequently the mobility decreases if we take into ac-
count the higher subband occupation. Ezawa showed
that the efFect was substantial and reduced the mobility
to as low as half of the value in the electric quantum
limit at X, =1&10' cm . It is easy to understand that
the temperature dependence becomes steeper than the
T ' dependence found for the electric quantum limit.
However, the agreement becomes worse for the
dependence. With decreasing N, population of electrons
in higher subbands, and consequently ihe reduction of
the mobility, becomes more and more substantial. Thus
the electron concentration dependence becomes smaller.
As a matter of fact Ezawa's numerical calculation gave
mobilities which were almost independent of X„in con-
trast to the X, dependence in the electric quantum
limit.

The theory of phonon scattering is, therefore, at an un-
satisfactory stage. The calculated mobility limited by
acoustic-phonon scattering is not only much larger than
experiments, but does not reproduce p o:X, ' behavior.
The discrepancy in the absolute value is easily reduced if
we assume a larger value of the deformation potential:-„
near the interface. If we consider the fact that electrons
are far from the interface on an atomic scale, however, it
is highly unlikely that the value is di6erent from that in
the bulk. The electron concentration dependence of the
mobility might become steeper if many-body effects on
the subband structure are included. Exchange and corre-
lation increase energy separations between subbands and
population of electrons in the ground subband. Further
the eAect becomes larger at lower electron concentra-
tions. Calculations have shown that the exchange and
correlation are still substantial, even at room temperature
(Nakamura et a1., 1978, 1980a; Kalia et al. , 1978, 1979;
Das Sarma and Vinter, 1981). This means that the elec-

tric quantum limit might still be a good approximation
and reduces the role of intersubband scattering. There-
fore the dependence of the mobility on the electron con-
centration becomes steeper, although its absolute value
becomes close to that for the electric quantum limit.
The calculation of Nakamura et al. , (1978, 1980a)
showed that the quasiparticle energy of electrons had a
large imaginary part caused by electron-electron scatter-
ing at high temperatures. A preliminary investigation of
the effects of such short lifetimes by Nakamura et al.
(1980b) suggested an increase of the mobility of electrons
in the ground subband. This is because the large ima-
ginary part of the self-energy gives rise to a low-energy
tail of the density of states and consequently reduces the
strength of scattering through the reduction of the final-
state density of state.

Intervalley phonon scattering is known to be necessary
to account for mobilities in the bulk at room tempera-
ture. As a matter of fact intervalley scattering reduces
the Inobility as much as a factor of 3 from the calculated
only for acoustic-phonon scattering in the bulk at
T =300 K (Long, 1960). This mechanism is also impor-
tant in the inversion layer and will reduce the discrepan-
cy between the theory and experiments discussed above.
There have been some investigations of intervalley pho-
non scattering eff'ects on the mobility (Sah et al. , 1972b;
Ezawa et al. , 1974; Ferry, 1976a; Roychoudhury and
Basu, 1980), but they are still qualitative. This is be-
cause of the need to know the subband structure, espe-
cially the relative energies of subbands associated with
the different valleys.

Electrons in the inversion layer are coupled to polar
optical phonons of SiO2 across the interface by the mac-
roscopic electrostatic fringe fields of these modes, as has
been discussed in Sec. III.A. This remote polar phonon
has been suggested to be an efFective scattering mechan-
ism, especially for energy loss of electrons in the
nonohmic (hot-electron) regime (Hess and Vogl, 1979).
However, since energies of optimal phonons in SiOz are
very large ( &670 K), this scattering mechanism is inef-
fective in determining the mobility at room temperature
in the ohmic regime (Moore and Ferry, 1980b, 1980c).

Experiments to study phonon scattering at lower tem-
peratures have also been carried out. Kawaguchi and
Kawaji (1980a; see also Kawaguchi et al. , 1980) mea-
sured the mobility for temperatures between 4.2 and 50
K. The total resistivity p was assumed to consist of
three terms, p=pph+p, +p„where p, is residual resis-
tivity, assumed to be independent of temperature, and p,
is an "anomalous" term dependent on the temperature
log arithmically. By applying a weak magnetic Geld
Kawaguchi and Kawaji suppressed the anomalous term
and determined the temperature-dependent resistivity pph,
which was ascribed to acoustic-phonon scattering. Al-
though the resulting temperature dependence of pph
seemed to agree with the calculation by Shinba and
Nakamura (1981), its absolute value has turned out to be
much larger. Hartstein, Fowler, and Albert (1980) made
similar but more extensive experiments for varying con-
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centrations of Na ions near the Si-Si02 interface. A
part of the resistivity independent of the concentration of
the charges was ascribed to acoustic-phonon scattering
and temperature-independent surface roughness scatter-
ing. The temperature dependence of the mobility was
also studied by Cham and Wheeler (1980a, 1980b), as has
been discussed in Secs. IV.B. and IV.C.1. Stern (1980b)
took into account the temperature dependence of the
screening effect and calculated the mobility limited by
charged centers and surface roughness. He demonstrated
that the charge and roughness scattering alone can ap-
proximately account for most of the observed tempera-
ture dependence. Further, Matthiessen's rule is invalid
at elevated temperatures, which cast doubt on the separa-
tion of various scattering contributions at such high tem-
peratures.
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0 I i I . I a I )

8 l 2 l6 20 24 28 32 36
It was observed very early (Fowler et al. , 1966a; Fang

and Fowler, 1968) that especially at low temperatures the
conductance of electrons depended on the source-drain
field FD. This result of electron heating can be viewed
either as an annoyance or as an opportunity. Experi-
mentally, it adds to the difficulty of making conductivity
or mobility measurements. At very low temperatures
elaborate techniques are sometimes required to extract
the conductivities because fields as low as 10 Vcm
may be required to avoid significant electron heating
(see, for instance, Bishop et al. , 1980). Generally, howev-

er, fields of the order of 0.1 Vcm ' are low enough to
avoid heating effects. Hot-electron effects represent an
opportunity in that they allow a study of phonon scatter-
ing in greater detail, especially at low texnperatures
where elastic scattering dominates at low I'D. At very
high fields, even at 300 K, most of the electron energy is
transferred to the lattice through optical phonons; even-

tually the electron velocity saturates as in the bulk (Fang
and Fowler, 1970; Coen and Muller, 1980). This has
practical implications for device design (Das, 1969) and
also allows further study of intervalley and intersubband

!200

IOOO

T(K)
FIG. 69. Temperature dependence of the zero-field mobility
for the same samples and electron densities as in Fig. 68.
These data can be used with those in Fig. 68 to infer the elec-

tron temperatures as a function of drain field. After Fang and

Fowler (1970).

scattering. Reviews have been written by Hess (1978a)
and by Ferry (1978a).

Hot-electron studies evolve naturally into two
regimes —low and high field. To understand the hot-
electron effects it is necessary to understand all of the
various scattering mechanisms oxide charge, surface
roughness, and optical and acoustic phonon —for the in-
trasubband, intersubband-intravalley, and interv alley
cases. As discussed in Secs. IV. C and IV. D, the first
two cases are reasonably well understood, but the phonon
scattering is much less well understood and the fits to
data are largely empirical.

There are two primary ways of observing electron
heating. If the mobility is temperature dependent, then
it is relatively simple to measure a change of conduc-
tance with FD and relate it to a change of electron tem-
perature as illustrated in Figs. 68, 69, and 70. However,
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FIG. 68. Field dependence of the electron mobility at 4.2 K
for different electron densities. After Fang and Fowler (1970).

FIG. 70. Electron temperature rise as a function of drain field,
deduced from the data in the two previous figures showing
ET=0.3I'D . In the range of these measurements, the conduc-
tivity is activated. After Fang and Fowler (1970).
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if the temperature dependence of the mobility is weak, as
it is at 4.2 K for N, & IO' cm, then measurements are
difficult. Then it is possible to use the temperature
dependence of the magneto-oscillations as a thermometer
in measuring the electron temperature as FD increased.
Results of such measurements are shown in Fig. 71 from
Fang and Fowler (1970).

When the conductance is measured as a function of VD

at a constant lattice temprature, T, the data can be fitted
at low values of ID with

(z) that enters in the areal density is not very well de-
fined, but is approximately equal to z,„(seealso Sec.
IV. D). For the warm-electron case at low temperature,
where only acoustic and elastic scattering are important,
Hess and Sah (1974a) show that the distribution is ap-
proximately Maxwellian. At higher values of F~, when

the electron temperature is such that many electrons
have energies greater than fuuz, there is a departure from
a Maxwellian distribution at E=ficoz. The mean energy
deviation 6 from kT is

(4.79) I =(E—kit)=7E( ),dE
(4.82)

To first order the field dependence can be fitted to an
electron temperature by comparison with the temperature
dependence of the low field mobility at the same electron
concentration. The electron temperature must be a valid
concept as FD approaches zero. Hess and Sah (1974a)
have argued that a Maxwellian distribution is more near-
ly valid for a two-dimensional than for a three-
dimensional gas when the electron distribution is per-
turbed by a 6eld.

While there are di6erent degrees of sophistication pos-
sible in discussing hot-electron effects (see Conwell, 1967;
Ferry, 1976c, 1978a, 1978b), we shall follow Hess and
Sah (1974a) by using a Boltzmann-equation approach.
First, the simplest expression for the acoustical- and
optical-mode phonon scattering is assumed to hold:

~„'=:-„k~T(m,m, )'~3' 'p 'ci (z)
(mImi) =ittrioIit1/2 2

r..=X [(Ng + 1 )$(x —x~ )+N~ ],
R 2 ipCR

(4.80)

(4.81)

where = is the deformation potential for the appropriate
mode, p is an areal mass density in a layer of effective
thickness (z ), c is the appropriate sound velocity,
X=+~kBT, XR =~R/kBT, 0" ls a step filllctloll, COR al'e
the appropriate phonon &equencies, and Kz is the
number of phonons per mode. The effective thickness

I.OO—

y OO. I—

I I ~ I I I II0
o~

o 82798
To= 3 K g~~' 2I kOe

o,+

Q

/

o ~

o qNs=«~O~z
to

o, Ns-2X IOI2

Ogo~
/g TO=2. .4 K

= I.O

lg0
/ , I, . lO.OI

O. I

—O. l

IOI.O

F (volt/cm)
FIG. 71. Electron temperature rise as a function of electric
field, deduced from the dependence of magneto-oscillation am-
plitude on temperature and drain field. The ambient tempera-
tures were 2.4 and 3.0 K. The electron densities were not in
an activated range. ET-FD . After Fang and Fowler (1970).

where v.E is the energy relaxation time and

=epED ' ep (4.83)

The change in mobility is fitted by Eq. (4.79) above.
Then approximately

p=e(dpfdb, )rE . (4.84)

This should hold in the limit as ID approaches zero.
From these arguments Hess and Sah (1974a) find that for
acoustic-mode scattering

( )„= I (k~r kpT, ) . —2(m, mi )'~:"z
dt $3p

(4.85)

Thus T, —T should be expected to vary as I'D in the lim-
it of small drain fields. For the optical modes

dE 1/2 2 2

2trtpc~2

Picots
X Ng (NR + 1)exp—

k~T,

(4.86)

They find that for the Maxwellian case on the (110) sur-
face p should decrease from a value of about 10
cm V at 50 K to 10 at 230 K. When optical-mode
scattering is important p is nearly constant at 10
cm V

Fang and Fowler (1970) have found results that seem
to be in contradiction to the above. At 4.2 K and low
values of N, ( &10' cm ) they found that P=10
cm V . However, these data are in a range where lo-
calization phenomena (see Sec. V.A) occur, so that the
above arguments are not expected to be relevant. Fur-
ther, they found at all values of N, studied that (T, —T)
is proportional to FD (Figs. 70 and 71). Clearly, more
experimental and theoretical work is required.

Assuming p not to be a function of Vg, Hess and Sah
(1974a) found experimentally that p on (110) surfaces
was proportional to the mobility p, as expected from Eq.
(4.84). They found at 77 K that p&,oo&=(5+2)&&10
cm V and P&iio&=(2+0.6)X10 cm V, while

p( ioo) =4000 cm V ' s and p| goo) =2800
cm V ' sec '. This is in reasonable agreement with the
predictions above. As they pointed out, repopulation of
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the higher subbands was not taken into account. To
have done so would have been a nontrival undertaking
because it would have had to be done self-consistently
and because the energy distribution would have been seri-
ously perturbed. They made a rough estimate of the ef-
fects of repopulation and concluded that in this case they
were small. Inherent in this approximation is a
knowledge of the Debye temperature O~ =—Acoz. For f-
type scattering (two valleys not on the same axes) Hess
and Sah used O~ ——670 K and Oq ——190 K (Norton et al. ,
1973). They used:-~ ——17.6 eV and:-q ——7.4 eV. There
is some uncertainty in these constants.

Fang and Fowler (1970) also measured the electron
velocities to very high fields (up to about 5 X 10
Vcm '). They used thick oxide films and relatively
small source-drain lengths to minimize the variation of
carrier density along the channel. Coen and Muller
(1980) used a resistive gate with the voltage drop along it
properly adjusted for the same purpose (but could not el-
iminate the effects of varying Nd, ~~). Their results and
those of others are quite similar [Sugano et al. , 1973;
Sato et al. , 1971b (for holes)] and show saturation at the
highest fields to a velocity U», . Typical results of Fowler
and Fang (1969) are shown in Fig. 72. These experi-
ments averaged the conductance over all directions on
the (100) surface. However there are quantitative differ-
ences between experiments. Recent results of Cooper and
Nelson (1981) give higher values of the saturation veloci-
ty. See also Muller and Eisele (1980). The differences
have not been resolved.

Hess and Sah (1974a) used the Eo and Eo. subbands,
only f phonons, and the arguments above to fit the
high-field data of Fang and Fowler (1969) with reason-
able success, as shown in Fig. 73. Ferry (1976a) used the
Ep Eo and E~ subbands and six phonons. Nakamura
(1976) carried out a somewhat more elaborate calculation
and compared it to unpublished data of Namiki and
Kawaji (Fig. 74). Basu made a Monte Carlo calculation
(1978a). Theory and experiment are compared in Fig.
75. Experiment is somewhat lower than theory. Ferry
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attained the closest fit to the data.
The saturation velocity (-6X 10 cm s ') for the (100)

surface at 300 K is somewhat lower than the bulk value
of about 10 cms ' (Canali et al., 1975). At first glance,
this may seem surprising because at the high electron
temperatures ( —1000 K) near saturation the electrons
might be expected to look almost bulklike, and they
would be so far &om the surface that surface effects
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FICx. 73. Comparison of theoretical predictions of Bess and
Sah (1974) for electron velocity saturation for two directions in
the (001) surface with experiment. The ordinate is o./o. o or
p/po. The data were taken from Fang and Fowler (1970).
After Bess and Sah (1974a, 1974b).
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FIG. 72. Typical drift velocity variation as a function of field
for electrons in the (100) surface at 300 K. The sample had a
channel length of 10 pm and a gate oxide thickness of 1 pm.
The two sets of data shown at high drain field are uncorrected
and approximately corrected for the slight decrease of carrier
concentration near the drain at high drain voltage. After Fang
and Fowler (1970).
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FIG. 74. Comparison of theoretical predictions of Nakamura
(1976) with unpublished data of Namiki and Kawaji for elec-
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subband approximation; the solid lines take account of higher
subbands. After Nakamura (1976).
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FIG. 75. Drift velocity vs drain 6eld for electrons in n-type
inversion layers. The calculated curves are from Bess and Sah
(HS) (1974a, 1974b) and the Monte Carlo calculations of Basu
(MC) (1978a). Experimental results are from Sato (S) et al.
(1971b) for two gate voltages, and from Fang and Fooler (FF)
(1970). After Basu (1978a).

transfer are of the order of 10—50 ns. If the electron
transfer mechanism obtained, one would expect these
times to be much shorter of the order 10 ps or less.
This intuition is supported by the calculations of Das
et al. (1978) and Moore and Das (1979). Sugano et al.
(1973), after an extensive series of measurements, con-
cluded that the relaxation was due to lattice heating.
Microwave measurements of hot-electron effects predict-
ed by Ferry and Das (1977) might show the transfer ef-
fects, but so far have not.

An interesting application of hot-electron sects has
been due to Gornik and Tsui (Gornik and Tsui, 1976,
1978a; Tsui 1978b; Gornik and Miiller 1979; Tsui and
Gornik, 1978; Gornik et al. , 1980a, 1980b). They ob-
served light emission due to transitions of electrons heat-
ed to higher subbands or higher Landau levels, or by ex-
citing plasmons. Because the emission is weak, it is dif-
6cult to measure the spectra with high resolution, but
they correspond roughly to the expected transitions.

Thus hot-electron eGects are approximately described
by simple theory. They offer the hope of better under-
standing of phonon scattering.
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FIG. 76. The drain current ID vs the drain voltage V~ at 4.2
K on (100) Si sampled at 70 ns from the pulse front. After
Sugano et al. {1973).

should be minimal. Nonetheless, because of the varying
potential perpendicular to the surface, the electron energy
distribution averages perpendicular to the surface might
be expected to be different than it would be in a constant
potential.

There is a fascinating possibility that negative differen-
tial resistance similar to that seen in bulk GaAs could be
observed if the heated electrons in the Eo subband were
transferred to the Eo subband, which has greater mass
and lower mobility. Qbservations of such an effect were
6rst reported by Katayama et al. (1972) and were further
studied by Sugano et al. (1973), Hess et al. (1975), and
Neugebauer et al. (1978). Experiments were carried out
by pulsing the drain voltage and observing the drain
current at a given time for different VD as shown in Fig.
76, as an example. It is remarkable that for these data
and all others reported the relaxation times attributed to

A. Activated conductance near threshold

intr odoct loll

In three-dimensional systems, the effects of disorder,
band tails, and metal-insulator transitions have long been
of interest. See Mott and Davis (1979) and Mott (1974b)
for reviews. Here we review evidence of similar effects at
the band edges in inversion layers. Again the ability to
vary Ez and W, is used to advantage.

There are known to be charges in the oxide either near
to the Si-SiQ2 interface or spread throughout the oxide.
Such charges can cause discrete bound states (Stern and
Howard, 1967; Fang and Fowler, 1968; Goetzberger
et a/. , 1968) (see Sec. II.E and Sec. V.C below) or ran-
dom surface potential fluctuations, as shown graphically
in Fig. 77. If the potential fluctuations are mainly long
range it is possible for k to be a good quantum number
for the electrons within a potential minimum. Then it
might be expected that the electron will behave accord-
ing to a classical percolation theory if the voltage is such
that there are isolated "lakes" or networks of electrons.
If short-range fluctuations dominate, the lowest-energy
electrons can be localized in the potential wells unless the
electron density is such that the Ioffe-Regel criterion (see
Mott, 1974a) that kzl &1/2m, where l is the mean free
path, is exceeded. In the latter case, the electronic wave
functions are extended. In either case, the density of
states averaged over the surface no longer abruptly in-
creases to its constant value for two dimensions of
g„m/m6, where g„is the valley degeneracy. Instead, as
shown graphically in Fig. 78, there is a band tail. Mott
(1966) has proposed that below some energy E„called
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Ec
EF

(b)

FICr. 77. Fluctuations in the conduction- and valence-band
edges. (a) shows long-range Auctuations, whereas (b) shows
short-range Auctuations. The Fermi level is shown for a case
where the electrons might be expected to be localized.

the mobility edge, the electrons are localized; above they
are free or at least in extended states.

In this section, experimental evidence for strong locali-
zation mill be reviewed. Here the conductivity is ther-
mally activated. The logarithmic regime of weak locali-
zation is discussed in Sec. V.B. It should be noted that
there are still many open questions both for weak (loga-
rithmic) and strong (activated) localization.

Mott (1973) and Stern (1974b, 1974c) had speculated
that the activated conductance reported by Fang and
Fowler (1968) was evidence of Anderson localization.
Several reviews of this subject have been written (Mott
et al. , 1975; Pepper et aI., 1975; Pepper, 1977a, 1978g;
Adkins, 1978a). There remains a lot of experimental
work to be done. Samples differ markedly, and no simi-
lar set of samples exists for which all of the various ex-
periments have been performed. Therefore it is not al-
ways possible to argue about the interrelationship of ex-
perimental results with confidence.

The conductance data are generally of two types, both
assumed to arise from fluctuations of the oxide charge
near the Si-Si02 interface. Both show thermally activat-

ed currents for N, less than about 10' cm in the tem-
perature range from 2 —4 K to 50 K, with the activation
energy decreasing as N, increases. The first case (some-
times referred to as "ideal" below) generally seems to fit
the Mott model for transport for an Anderson transition
as modified by Pepper (Pepper et al. , 1974c, 197S; Mott
et al. , 1975) for two dimensions in the thermally activat-
ed range. They find

—$V/k~ T
(5.1)O =O'mine

O. I e~/4
b

where o. ;„is approximately the minimum metallic con-
ductivity predicted for two dimensions O. l e /iri—8'
decreases with increasing X, but o.m;„is constant. In in-
version layers o. ;„appears never to be much smaller
than 0.1 e /iii but is often larger. This idealized behavior
is shown in Fig. 79(a). In the second case, shown in Fig.
79(b) (sometimes referred to as the "nonideal" case in
that it does not fit the Mott-Pepper model), the prefactor
o.o increases with X, and 8 decreases as in the other
case. This behavior has been ascribed to long-range fluc-
tuations in the oxide charge (Arnold, 1974, 1976), in
which conductance corresponds to classical percolation
either through metallic one- or two-dimensional paths
and/or by thermal activation over barriers.

Below we shall discuss the evidence from conductance

LL3

C)

Ec

(a)
c

Ec

FKx. 78. The density of states D(E) for (a) an unperturbed
and (b) a perturbed band in two dimensions. The mobility
edge is shown at E,.

(b)
FIG. 79. A graphic illustration of the two types of activated
conductivity. (a) demonstrates the "ideal*' Anderson localiza-
tion, with the curves converging at o;„=0.1e /A. (b) is the
"nonideal" case, with cro increasing with X,. The intercepts

: are normally at values greater than 0.1e /4.
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data for the short- and long-range fluctuation or alter-
nately the "ideal" and "nonideal" models, followed by
discussions of the effect of substrate bias, the Hall effect,
and miscellany. Very recently, Gold and Gotze (1981)
have analyzed the effects of long- and short-range fluc-
tuations. In general, their theory supports the idea that
the ideality is reduced as the range of the disorder in-
creases.

2. The Anderson transition

where z is the number of nearest neighbors. Thouless
(1974) found that Vo/8 at the mobility edge was —, so
that cr;„is about 0.07 e /fi or 1.8&(10 S in this rela-
tively crude model. Computer models of Licciardello
and Thouless (1975a, 1975b, 1976a) predict that
o;„=0.12e /A' or 2.9&&10 S.

Mott (1968) predicts that Eq. (5.1) holds at intermedi-
ate temperatures below the mobility edge. This isn't ob-
vious if one approaches the problem by assuming that
the electrons have some fixed mobility at and near the
mobility edge and a density of states N(E, ). Then

o =ep, ;„kzTN (E, ) exp[(EF —E, ) jks Tj . (5.3)

The derivation of cr;„assumes a diffusive process at the
mobility edge, and it is then argued that the diffusion
constant k~Tp is constant in analogy with metals, so
that o. ;„is not temperature dependent. This implies
that when (EF E, ) &0 the numb—er of carriers above the
mobility edge is activated and that the mobility decreases
as T . We shall return to this in a discussion of the
Hall effect. Experiments are not accurate enough to
determine any temperature dependence in o. ;„.

Figure 80 (Pollitt, 1976) shows one of the many exam-
ples of such behavior in the literature. Similar results
have been reported in n- and p-type inversion layers and

In 1958 Anderson argued that if fluctuations of
+Vo/2 were introduced in a tight binding model with
bandwidth 8, all of the electrons would be localized if
Vo/8 exceeded some critical value. Mott (1966, 1967)
argued that even if all of the electrons in the band were
not localized, those near the edges would be. He intro-
duced the idea of the mobility edge at E„anenergy
marking the boundary between localized electrons with
wave functions decaying as exp( ar) —and electrons in
extended states with short mean free paths. Just above
E, the electrons diffuse, but below they can only move

by thermally activated tunneling to another site (Miller
and Abrahams, 1960) or by being thermally excited to
states above the mobility edge. Mott has proposed that
the conductivity decreases to zero discontinuously as EF
passes through E, at T =0. A so-called metal-insulator
transition takes place.

For two dimensions Pepper (Mott et al. , 1975) modi-
fied Mott s derivation of the minimum metallic conduc-
tivity o. ;„,the conductivity at the mobility edge, to 6nd

' —1

~e' ~0
(5.2)
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FIG. 80. Logarithm of the conductance vs 1/T. The carrier
concentration X, (proportional to VG —VT) ranges from about
10 to 10 cm . The activation energies W(=E, —EF) in
meV are indicated. After Pollitt (1976).
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FIG. 81. (a) Density of localized states N(E) plotted against
E,—EF calculated from Fig. 80. (b) Logarithm of X(E) vs
E,—EF, the difference of energy between the mobility edge and
the Fermi level. After Pollitt (1976).

in simple MOS structures and MNOS memory devices.
The values of o. ;„measured range &om 1.5 to 5X10
S. This is certainly close to the expected value, although
o. ;„doesnot appear to be quite a universal constant.

Because the MOS structure is a capacitor, the number
of electrons is directly related to the gate voltage, so that
X, can be measured approximately and the change in N,
can be determined quite accurately. Therefore, if the
density of states and E, do not change as N, changes,
the density of states D(E, ) in the tail of the conduction
band can be inferred &om a measurement of the activa-
tion energy (E, Ez) as a function—of N, . This was first
reported by Adkins, Pollitt, and Pepper (1976) and has
been applied by Pollitt (1976) to data for a device with

1.8 ~ 10" cm localized electrons and o. ;„=2&(10 S.
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The results are shown in Fig. 81. The density of states
decreases exponentially in the band tail as expected (Zit-
tartz and Langer, 1966; Thouless and Elzain, 1978).
D(EF) does not exceed the density of states in the unper-
turbed conduction band (1.6X 10" cm meV '). This
analysis may be too simple. D(E) may vary either be-
cause of correlation effects (Tsui and Allen, 1974) or in
samples with low Nd, „~because increasing N, decreases
z,„and could change the potential fluctuations. In some
cases D(E) varies signi6cantly over AT, although the
experiments discussed were carried out below 10 K. The
maximum measured value of D(E) seems to lie between
0.5 and 0.75 of 1.6X10" cm meV ' so long as the
number of apparent localized states is less than about
3X10" cm (Pepper et al. , 1976; Adkins et a/. , 1976).
In samples with a higher number of localized states,
however, the deduced D(E) can rise to values well above
1.6&&10" cm meV ' (Tsui and Allen, 1975; Adkins
et al. , 1976) by as much as a factor of 20. Correlation
effects have been invoked by Tsui and Allen (1975) but
no model exists. Mott et al. (1975) have suggested that
electrons trapped on sites increase disorder —that is, the
increase in random potential due to the localized elec-
trons must dominate over the screening of the potential
fluctuations. It is not clear why this should happen. If
Xd,~&

is small, increasing N, should increase the depth of
the localized states just as reverse substrate bias does
(Pepper, 1977a and discussion below in Sec. V.A.4) be-
cause, for low Xd,~&, changes in X, strongly affect z,„.
No correlation of this effect to Xd,~~ has been made.

There are several arguments about the density of states
D(E, ) where the transition occurs. Early arguments
(Mott et a/. , 1975} suggested that D(E, ) was about —,

the unperturbed band value. Thouless and Elzain (1978),
using a white-noise model, have estimated that the ratio
is nearer —,, which is certainly more nearly consistent
with the measurements where the maximum ratio ob-
served in well behaved samples with a small number of
localized electrons was 0.7 (Adkins et al. , 1976).

At both higher and lower temperatures there is a
departure &om a simply activated dependence. At
higher temperatures other subbands may be involved (see
Sec. IV.B.4). At low temperatures, conduction is be-
lieved to proceed by variable-range hopping (Pepper
et al. , 1974c; Tsui and Allen, 1974). The theory (Mott,
1968; Ambegaokar et al. , 1971) for this process is
developed from the theory of Miller and Abrahams
(1960) for nearest-neighbor hopping within a band. Mill-
er and Abrahams found that nearest-neighbor hopping is
a simple activated process with an activation energy
comparable to the bandwidth. In the band tail, the
bandwidth has to be of the order of (E, EF) so that ac-—
tivation to the mobility edge would always be expected
to dominate nearest-neighbor hopping. However, at low
enough temperatures, longer hops with lower activation
energy become favored and the expected dependence is a
modi6cation of Mott's theory for three dimensions
(Mott, 1968), as made by Pollack (1972) and Hamilton
(1972). They found

a~(E, Ep}'.— (5.5)

Early experiments on (111) surfaces well below the mo-
bility edge, where an overshoot of D (E) was st,
showed s =0.73+0.07 (Pepper et a/. , 1974b). This was
close to a prediction of Abram (1973) that s-0.75 for a
two-dimensional system. However, more extensive mea-
surements on better behaved samples with fewer localized
electrons (Pollitt, 1976} showed that s was not constant
with (E, E~) an—d increased &om values of 0.6 deep in
the band tail to about one near the mobility edge. This
of course means that a is not described by a power-law
dependence in the energy difference. Mott (1976) has ar-
gued that s =1 for two dimensions as E~ approaches E,
because values of s less than one are inconsistent with a
discontinuous change in o at T=O—a metal-insulator
transition. Licciardello and Thouless (1975b) found even
higher values. At least some of Mott's arguments have
been disputed by Licciardello and Thouless (1977). At
large values of (E, E~) one might exp—ect that s —+0.5
(Adkins et al. , 1976).

8 ~
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FICx. 82. Logarithm of conductivity vs T ' . The data are
for two values of VG. After Mott et al. (1975).

ln(o'/op)= —3a [nD(E~)kgb (5.4)
1

where o'p= &D(Ep)[77tzD(EF)AT] v~ and D(E~) is
assumed to be constant over a few ktt T, a is the localiza-
tion factor in P-exp( —ar), and vz is a &equency factor
that depends on the electron-phonon interaction. The
condition that D(E) varies slowly as compared to k&T
does not appear unreasonably violated in Fig. 81 (Mott
et al., 1975). Pollitt (1976; see also, Mott et al. , 1975)
tested this relationship carefully for several samples and
found that lno was proportional to —(1/T)
Typical data are shown in Fig. 82. No account was ap-
parently taken in these Sts of any temperature depen-
dence in the prefactor.

From these data a can be calculated using the values
of D(E) as derived above &om the activated regime. It
has been predicted that
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Many of the apparent anomalies in these "ideally" lo-
calized samples, such as the Hall effect and substrate bias
effects, are discussed below. It is not clear that other
supposedly anomalous effects, such as the observation of
magneto-oscillations or cyclotron resonance below the
mobility edge, have ever been studied in "ideal" samples.

3. "Nonideal" activated conductance

As discussed in the introduction to this section, many
samples are not as "ideal" as those discussed above and
do not seem to conform to the Mott-Pepper model of
transport in a two-dimensional system experiencing An-
derson localization. Some data of this sort taken &om
Allen, Tsui, and DeRosa (1975) are shown in Fig. 83;
they are similar to data &om many sources (Fang and
Fowler, 1968; Fowler, 1975; Hartstein and Fowler, 1975;
Arnold, 1976; Cole, Sjostrand, and Stiles, 1976; Tsui
et al. , 1974). As will be discussed below, application of
reverse substrate bias, resulting in a decrease in z,„,can
sometimes change samples from nonideal to nearly ideal
(Pepper, 1977a).

It can be seen in Fig. 83 that the prefactor of the ex-
ponential temperature dependence of conductivity in-
creases with 1V', . For the nonideal case it is much more
difficult to define a "o. ;„"experimentally because oo
varies with X,. An approximate value is taken at the
lowest nonactivated conductivity. Values below 10 S
up to close to 10 S have been reported. Furthermore,
there is usually strong curvature in these data, sometimes
approximating the law expected for variable-range hop-
ping at temperatures where variable-range hopping is not
likely to dominate (Hartstein and Fowler, 1975a). It is
in such samples that many of the apparently anomalous
effects have been observed and used as evidence against
an Anderson transition. Another mechanism may be at
work.

Arnold (1976) has attributed such "nonideal" results to

=gi(EF), V(E~ (5.6)

where V is the energy of the local band edge. In the in-
sulating regions he finds a conductivity

2k'T' kgT, ~2o. v 2kT

(5.7)

where o. is the standard deviation of the potential and e
is the fraction of space occupied by the noninsulating re-
gions. He then uses the percolation theory of Kirkpa-
trick (1973) to determine the conductivity as a function
of temperature. At finite temperatures he finds that

1

g = —,(2p —1)(o-,—o, )

(5.8)

longer-range or macroscopic Auctuations in the oxide
charge and the surface potential. He has attempted to
explain his results in terms of a semiclassical percolation
theory, necessarily with many approximations and as-
sumptions. He assumes that near (or even below) current
threshold, pools or lakes of carriers form that are at Grst
not simply connected. They are below the percolation
threshold at 0 K, and conduction can only proceed by
tunneling through or by thermal excitation over the in-
tervening barriers. [He has suggested that resonant tun-
neling may give rise to the structure in the field-effect
mobility observed by Howard and Fang (1965), Pals and
van Heck (1973), Tidey et al. , (1974), Voland and Pagnia
(1975), and Voss (1977, 1978).j Even for higher values of
the average X„where there are percolation paths at
T =0, thermal excitation over the barriers could provide
current paths at finite temperatures. Arnold (1974, 1976)
supposes, as do Brews (1972a, 1972b, 1975a, 1975b) and
Stern (1974b, 1974c) that the oxide charges have a Pois-
son distribution across the surface which leads to pools
of the order of several hundred angstroms or more. This
assumption is questionable, but calculation of the con-
ductivity is mathematically tractable. Arnold finds that
if g, (EF) is the average conductance in the metallic re-
gions,

g (E~, V) =g i (Ep) exp( [E~—V ]lkii T), V) EF
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FIG. 83. Logarithm of conductivity vs T ' for a nonideal
sample. After Allen et al. (1975).

where p(EF) is the fraction of the surface occupied by
metallic regions, which reduces to a constant at T=0.
He has 6tted these expressions to experiment as shown in
Fig. 84 for a sample where the oxide charge was 6X10"
cm, apparently assuming a single constant mobility in
the conducting regions. It should be noted that he ob-
tained a reasonable fit and that there is a curvature in
the plots over the entire range, with decreasing activation
energy at lower temperatures. Sjostrand and Stiles (1975)
and Sjostrand et al. (1976) had observed a saturation
(below about 1 K), with the saturation conductance de-
creasing with X„ofthe conductance at a low tempera-
ture. This may represent the situation where conduction
by thermal excitation over the barriers is no longer im-
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10'
tends to increase with X,„.Hartstein and Fowler
(1975a) found that it was proportional to N,„.
4. Substrate bias
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FIG. 84. Logarithm of effective mobility p,~ divided by
po ——400 cm V 's ', the value at %,=1.6&(10' cm . The
parameter is N, . The solid curves are a Gt from Arnold's
effective-medium theory. After Arnold (1976).

portant. This would imply that the percolation thresh-
old occurs for N, well below the value reached at the ap-
parent minimum metallic conductivity. However, it is
not yet clear that this saturation of the conductance is
not an experimental artifact due to electron heating by
noise. An experimentally observed variable-range hop-
ping law is not predicted by Arnold's theory, but he re-
marks that the fit may be fortuitous.

Arnold's model would seem to be reasonably successful
in fitting the conductance data for the nonideal samples.
However, there are serious problems in fitting the model
to other experiments, as discussed below. Practically, the
minimum metaBic conductivity, a term which is only
broadly appropriate to this sort of sample, is not too well
defined even experimentally because there is no common
intercept for ino as a function of T ' and because k&T
is much larger than the activation energy near the "mo-
bility edge. " This lack of precision in definition seems to
be reflected when the reported "minimum metallic con-
ductivities" are compared (Adkins, 1978a) for different
samples &om different laboratories, as shown in Fig. 85.
Hartstein and Fowler (1975) had concluded &om their
data that o;„-N,„butAdkins (1978a) fe'lt that the
exponent was closer to —0.85. Adkins also concluded
that for many samples cr&-N,' Pepper (1977.a) found
that this result only obtained when the localized charge
exceeded the oxide charge. In general, increasing the ox-
ide charge for this type of sample decreases the depen-
dence of the intercept, oo, on N, . That is, the samples
become more nearly ideal and cpm;„approaches 0.1 e /A.
The number of states that are localized, i.e., N, at o
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FICx. 85. Apparent minimum metallic conductivity o
against the net number of positive charges in the oxide N „.
The gradient in the curve is —0.85. Data from Hartstein and
Fooler (1975), Tsui and Allen (1975), Pepper et al. (1974), and
Adkins (1978a). After Adkins (1978a).

Substrate bias can be applied so as to change the field
at the Si-SiOz interface, and therefore z,„,independently
of N, because the field is a function of both Nd, ~i and

Therefore, the electrons can be moved nearer or far-
ther from the oxide charge that causes the potential fluc-
tuations in the surface. Fowler (1975) and Lakhani and
Stiles (1976a) used substrate bias to study its effects in
the activated conductivity regime. Fowler found, unex-
pectedly, that the conductance increased rather than de-
creased as the electrons were forced closer to the surface.
As discussed in Sec. IV, the effect of forcing the elec-
trons closer to the surface is to increase all of the scatter-
ing mechanisms that are normally important when
EF & E,. These effects have received more study by Cole,
Sjostrand, and Stiles (1976) and especially by Pepper
(1977a, 1978h). In the nonideal samples, Fowler found
that the conductance increased with reverse substrate
bias before saturating, except at low N, (&10" cm ).
Furthermore, the activation energies for constant N, de-
creased with increasing reverse substrate bias. These
results are shown in Fig. 86. Cole, Sjostrand, and Stiles
(1976) observed similar results for electrons, but slightly
different results for holes in nonideal samples. Fowler
(1975) has suggested that this effect might be due to
band tails from the higher subbands that are split away
by reverse substrate bias.

Pepper (1977a) found that some samples that were
nonideal behaved very much like ideal samples when the
carriers were forced close to the interface, or alternately
ideal samples could become nonideal under the influence
of forward substrate bias which pulls the carriers away
&om the interface, as shown for holes in Fig. 87 and for
electrons in Fig. 88. In the latter case, as the electrons
are pulled away &om the surface, the apparent number of
localized electrons seems to increase. For Xd,~~-0 the
activated curves once again converge but at a value well
above 0.1 e /fi. Pepper (1977a) has found the effect of
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FIG. 86. Electron effective mobility as a function of inversion

layer electron concentration at 4.2 K. The bulk doping level is

N& ——1.36&(10' cm and the density of oxide charges is

N,„=9.1&10' cm . The curves, starting with the lowest,

are for substrate bias voltages V,„b——1, 0, —1, —2, —4, —8,
—16, and —32 V. At high densities the curves coincide.
After Fowler {1975).

substrate bias is strongest in samples that are not radia-
tion hard (Pepper, 1977e, 1978h). Samples that are not
radiation hard have large numbers of neutral traps near
the interface that trap positive charge when the samples
are exposed to radiation. Similar neutral traps have been
observed for electrons by Young (1980). They occur
after the same annealing treatment as in samples that are
not radiation hard. The electron and hole traps may be
the same, although no experiments have been done to
connect them. Furthermore, there is evidence of a neu-
tral short-range scatterer in the studies of metallic con-
ductance (Sec. IV). Pepper (1977a) supposes that these
centers are dipoles, probably short-range in potential.
They can easily exceed by an order of magnitude the net
number of positive charges in the oxide. He suggests
that when the electrons are far from the interface, the
fluctuations arise primarily &om the longer-range mono-
poles, but that when the electrons are pushed close the
interface the dip oles dominate. Such an explanation
would predict long-range fluctuations and nonideal
behavior for moderate %,„,that changes to ideal

behavior either when the N,
„

is much larger than the
number of neutral centers or when N,

„

is smaller but

Nd, ~&
is such that the dipoles contribute most of the fluc-

tuations. For very low doping ig the substrate this tran-
s1tlon could occur as X increases because Xd pJ is small.
It is possible to trap either holes or electrons in these
neutral centers (DiMaria, 1978), and it would be interest-

ing to study the effect on transport in this range. One
e6'ect of hole trapping is an observed increase of the ap-
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FIG. 87. The effects of substrate bias on a p-channel MQSFET. %,„=10"cm . The logarithm of conductance is shown for (a)

V,„b——+ 20 V and (b) V,„b———0.6 V. The curves are labeled with the values of X,[cm 2]=2&&10"VG[V] and the activation ener-

gy 8'. After Pepper (1977a).
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FIG. 88. Progressive effects of forward substrate bias in an n-channel MOSFET. V,„b——0, +0.4, +0.8, and + 1.1 V.
1V,„=1.7X10" cm . Xz ——2)&10'~ cm 3. N, [cm ~]=7.S)&10'OVG[V]. Values of X, and 8'are given. After Pepper {1977a).

parent density of surface states.
Pepper (1978h) has found also that if samples are

prepared so as to reduce the number of neutral states or
hole traps or dipoles at the interface, the usual
anomalous substrate bias effects are not seen. The con-
ductance decreases slightly as the electrons are forced
closer to the interface. He has not reported on the effect
on activation energies, density of states, or localization
constant.

The depletion charge itself is subject to fluctuation
that statistically might be expected to be fairly long
range. According to Keyes (1975a, 1975b), the range
might be expected to increase as Nd p] increases, which
does not seem to be consistent with Pepper's results.

Keyes takes as his length scale the depletion depth. If
z,„were more appropriate this conclusion would be dif-
ferent.

Thus it appears that the substrate bias experiments are
not necessarily inconsistent with the discussion above of
the two general types of samples with long- and short-
range fluctuations. Arnold's theory (1976) has not been
modi6ed to consider the effects of substrate bias. The re-
cent calculations of Gold and Gotze (1981), in which ac-
count has been taken of the range of fluctuations to 6t
various "ideal" and "nonideal" data, have not yet been
extended to the substrate bias data. It would be interest-
ing to see if the fluctuation parameter does in fact de-
crease with negative substrate bias.
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FIG. 90. NH ——(ecR~) ', the value of N, from Hall measure-
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and Shannon (1976).

FIG. 89. Hall mobility vs T ' for a p-channel sample demon-
strating the activated Hall mobility in this nonideal sample.
Each curve is labeled with the value of electron density N,
(here called n) and the activation energy O'. After Arnold
(1974).

5. Hall effect

The Hall effect in the activated regime has been re-
garded as anomalous since Arnold (1974) reported that
the Hall mobility rather than the carrier concentration
derived from the Hall effect—(ecRH) '—was thermally
activated as shown in Fig. 89. Arnold and Shannon
(1976) further found that there was an anomalous rise in
(ecRH )

' with decreasing N, somewhere close to the me-
tallic transition in these nonideal samples, as shown in
Fig. 90. In this range the Hall mobility goes to zero but
the conductance remains finite. A similar but weaker
structure was reported by Pollitt et al. (1976) for sup-
posedly ideal samples. Similar effects have been seen by
Pepper (1978f, 1978g} in samples where N,„,due in this
case to Na+ ions, is relatively high (7X10" cm ). He
found, as may be seen in Fig. 91, that this rise disap-
peared as the electrons were forced by substrate bias
closer to the surface and the samples became more nearly
ideal. Furthermore, with reverse substrate bias the
behavior that is intuitively expected for excitation to the
mobility edge was found. That is, (ecRH) ' was less
than N, for a &a;„but equal for the metallic regime
Further, the strong temperature dependence of the mobil-
ity decreased, so that most of the temperature depen-
dence in the activated regime was presumably in the car-.
rier concentration. Thus these preliminary substrate bias
experiments would seem to eliminate the Hall-efFect

6. Other experiments

It has been observed (Tsui and Allen, 1974) that
magneto-oscillations persist into the activated regime. It
should be remembered that these experiments were made

Or

E

O 0
cQ

' o~P

Ns(IO cm }

FIG. 91. (ecR~) ' vs N, for two substrate biases at 4.2 K. (a)
V,„b——0. (b) V,„b———15 V. The arrow marks a conductivity of
3X10 S (0.12e /A). After Pepper (1978fl.

anomaly in ideal samples, but more data are needed to be
confident.

The case for long-range fluctuations would still seem
to be anomalous. At 0 K, (ecRH) ' should take on the
value for the metallic regions (Juretschke et al. , 1956).
We believe that there is no theory of the Hall effect at
elevated temperatures where conductance is dominated
by excitation over barriers and especially none that yields
something like the experimental results.

It should be noted that Adkins (1978a, 1978b) has
come to very different conclusions.
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on nonideal samples. If they correspond to Arnold's
long-range fluctuation model then it would not be
surprising that cyclotron orbits could exist in the pools
of metallic electrons. However, it might be expected that
oscillations would be considerably smeared because it
would be almost unbelievable if X, were the same in
each pool. We have found no reference to measurement
of magneto-oscillations below o;„for ideal samples.

The situation is similar for cyclotron resonance experi-
ments. It is not apparent that cyclotron resonance oc-
curs anomalously in ideal samples. Some workers have
not measured the temperature dependence of the conduc-
tance but have assumed an activated behavior. Further,
there are still differences in results between difFerent
groups (Kennedy et al. , 1977; Kotthaus et al. , 1974b;
Abstreiter et al. , 1976b; %'agner, 1976a, 1976b; Wagner
and Tsui, 1979, 1980; Wagner et al. 1980). Both of the
above experiments might be clarified with substrate bias.

Allen et al. (1975) carried out some very instructive
and dif6cult experiments on 25 Qcm samples for which
the conductance data are shown in Fig. 83. The conduc-
tance was measured from 0 to about 10' Hz and is
shown in Fig. 92. At high X, the data fit the Drude re-
lationship,

X,e r
o(~)=

m(1+re) 2)
(5.9)

The scattering time ~ can be determined at co=0, and
the curves are fit for this value of r. When the conduc-
tance is activated in these nonideal samples v. is deter-
mined from the intercept from Fig. 83 (for T '=0 and
co=0). Apart &om understandable scatter, the Drude
curves seem to fit the data at frequencies somewhat
above those corresponding to the relevant activation en-

ergies from the dc data. At lower frequencies they drop
precipitously to the dc value. Allen et ol. (1975) believe
that these data cannot be explained in terms of a macro-
scopic fluctuation model because they believe the barriers
would be shorted out at the intermediate &equencies or
that the inhomogeneities would have to be unreasonably
large as compared to those in other smaller samples
showing similar conductance behavior. Thus this experi-
ment may contradict all of the arguments about non-
ideal samples above. Gne possibility is that these sam-

ples are well above the percolation threshold at T =0, as
the samples of Sjostrand er al. (1974, 1976) may have
been. In that case, most of the samples would be con-
ducting, and large pools of metallic electrons might exist.
This seems to be the only experiment of this sort report-
ed, so that it is important that more be done taking ad-
vantage of newer insights gained since it was done.

Hoshino (1976) developed a theory of &equency-
dependent conductance for a microscopic localization
model that results in curves similar to those in to Fig.
92. One of his parameters is the power s by which the
localization factor a varies [see Eq. (5.5)]. He found the
best Gt for s =0.75 in agreement with the early theory of
Abram (1973) and experiments of Pepper, Pollitt, and
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These curves correspond to the same conditions as in Fig. 83

with the dc data (5) taken from that figure. The open circles

are data taken using an infrared spectrometer; the closed cir-

cles are from microwave measurements. The solid lines are the

Drude behavior predicted from the dc conductivity, extrapolat-
ed to T '=0, at the indicated value of N, . After Allen et al.
(1975).

Adkins (1974b) but not with the later data of Pollitt
(1976).

It should be noted that nonohmic behavior can set in
at very low source-drain fields (as low as 10 Vcm ' in
the activated regimes). Experimentally it must be avoid-
ed and/or studied. Pepper (1978g) has reviewed this sub-
ject.

7. Summary

With the exception of the &equency-dependent experi-
ments of Allen et al. (1975) there seems to be some order
to these disordered systems. The samples seem to fall
into two classes which have been labeled ideal or
nonideal, or alternatively microscopically or macroscopi-
cally disordered, or simply I or II.

I. o = o;„exp[—(E~ —E, )Ikey T ], where o
=0.1e /A—the ideal Anderson-localization case in two
dimensions, with short-range fluctuations.
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II. o =o 0 exp( —W/kii T), where o.o increases with
X,—the nonideal, macroscopic case of classical percola-
tion, with long-range fluctuations.

However, as remarked at the beginning of this section,
the existing data are not much more than a framework.
Much experimental work has to be done, especially on
the Hall effect and on cr(co). It would be interesting if
the theoretical work of Gold and Gotze (1981) could be
applied to Hall effect, substrate bias, and cr(co)

Further, it has been long recognized (Allen and Tsui,
1974) that the correlation energies are comparable to the
size of the band tails and to the binding energies of elec-
trons to ions in the oxide, and evidence certainly exists
for strongly correlated states (Adkins, 1978a, 1978b; Wil-
son et al. 1980a, 1980b). These effects are discussed
below;

In all of the above discussions it has been assumed
that only one set of subbands is involved for electrons on
(100) surfaces. At higher temperatures ( ~ 30 K) this
may not be true, and if Nd, ~i is low or there are signifi-
cant strains it may not be so at. low %„even at 0 K.
Peculiar activated and Hall-e6ect behavior might be ex-
pected if two sets of valleys were close together. No ex-
periments have been reported varying the stress in the
activated regime.

Note added in proof. Recently Kastalsky and Fang
(1982) have reported experimental results not inconsistent
with the suggestion (Fowler, 1975) that higher band tails
may play a role in activated processes.

Pepper (1978c) has observed a transition &om three- to
two-dimensional minimum metallic conductance in an
impurity band in GaAs when the thickness was reduced
to several hundred angstroms. This case is more nearly
similar to that studied by Knotek, Pollak, Donovan, and
Kurtzman (1973) in thin amorphous Ge films than for
inversion layers. The value of o;„observed in the pres-
ence of a magnetic field was 2&&10 S, or about » of
0.1 e /fi, in rough agreement with the suggestion of
Aoki and Kamimura (1977) that if E, is in a Landau
level cr;„is decreased. With no magnetic field cr;„was
near 0.1 e /iii.

B. Logarithmic conductance at low temperatures

The experimental results on temperature dependence of
conductance generally allow an empirical division into
cases with activated conduction, as discussed in the
preceding section, and cases with nonactivated conduc-
tion, as discussed in Sec. IV. Vhthin the last few years
there has been growing evidence, both experimental and
theoretical, that there is an increase in resistance at very
low temperatures for samples previously thought to be
nonactivated or quasimetallic. Because the resistance
changes are rather small of order 10%—and because a
large body of theory attributes them to two-dimensional
localization in the limit of weak disorder, these effects
are sometimes called weak localization sects. In this

section we briefly discuss the theoretical and experimen-
tal work that has led to this new state of afFairs. No at-
tempt is made to give a definitive assessment of this rap-
idly developing field or to describe the theory in detail

Localization effects are most pronounced in one-
dimensional systems [see, for example, Mott and Twose
(1961); Landauer (1970); Thouless and Kirkpatrick
(1981)],but determination of the dimensionality of a real
sample requires a careful analysis of the characteristic
scale lengths, as discussed by Adkins (1977), Thouless
(1977), and many later authors. A review of the status of
localization in thin wires is given by Giordano (1980).
Chaudhari et al. (1980) point out that the magnitudes of
the inelastic scattering times required to account for the
temperature dependence of the resistance of metallic
wires at low temperatures are one or two orders of mag-
nitude smaller than theoretically estimated. They find,
however, that experiments which deduce the inelastic
scattering times from an analysis of the current-voltage
characteristics of superconducting wires in terms of
phase-slip centers give values in approximate agreement
with those deduced &om the scaling theory, and there-
fore do not allow a definitive choice to be made between
the scaling theory and the electron-electron interaction
theory. Although the one-dimensional systems are of
great interest, we shall not pursue them here. Most of
the remaining discussion in this section will be limited to
two-dimensional systems.

%'ork on weak localization received a major impetus
from the paper of Abrahams, Anderson, Licciardello,
and Ramakrishnan (1979), who gave a general discussion
of localization e6ects for systems in one, two, and three
dimensions. Their model includes the conventional
strong, exponential localization, independent of dimen-
sionality, for systems with strong disorder and proposes
that two-dimensional systems will have a weak, loga-
rithmic decrease of conductance with increasing sample
length, even for weak disorder. This implies that there is
no insulator-metal transition in an infinite two-
dimensional sample. In contrast, three-dimensional sys-
tems exhibit a transition from activated conductivity to
metallic conductivity as the degree of disorder decreases.

Indications that two-dimensional systems of nonin-
teracting electrons have zero dc conductivity at absolute
zero had also been obtained in the theoretical work by
Wegner (1979) and Gotze, Prelovsek, and Wolfle (1979).
Vollhardt and Wolfie (1980a, 1980b) calculated the
dynamical conductivity Reo(co)-co for co~0 using a
diagrammatic self-consistent perturbation scheme for the
dielectric constant. A similar self-consistent scheme has
been used by Kawabata (1981a). Various numerical ex-
periments have been performed to study the validity of
the one-parameter scaling theory, but will not be dis-
cussed here.

VA.ether there is any connection between these results
and the result, mentioned in Sec. II.E, that an arbitrarily
weak attractive potential has a bound state in two
dimensions, is not clear. Allen (1980) has drawn an
analogy between localization and random walks for sys-
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tems of one, two, and three dimensions.
The scaling theory of Abrahams et al. (1979) predicts

a logarithmic dependence of conductance on sample
length in two dimensions but does not explicitly discuss
the temperature dependence of the conductance. Such
discussions were given by Thouless (1977) and Anderson,
Abrahams, and Ramakrishnan (1979), who related the
characteristic length that appears in the scaling theory to
an inelastic scattering length. Related discussions have
also been given by Imry (1981). For two dimensions, the
acoustic-phonon scattering rate varies as T~, where the
value of p varies between 2 and 4 depending on the
dimensionality of the phonons that dominate the scatter-
ing and on the ratio of the thermal phonon wavelength
to the elastic mean free path l (Thouless, 1977; Anderson
et al. , 1979). If electron-electron scattering is the dom-
inant inelastic process then p =2, but this value can be
modified if effects of disorder are taken into account in
the electron-electron collision process. The logarithmic
dependence of conductance on sample length in the scal-
ing theory is therefore converted to a logarithmic de-
crease of conductance with decreasing teinperature, pro-
vided the sample length is larger than the distance a
wave packet diffuses between inelastic scattering events
(Thouless, 1977). This distance is of the order of the
geometric mean of the elastic and inelastic mean free
paths (Anderson et al. , 1979).

An alternative to the scaling theory which also
predicts a logarithmic decrease of conductance with de-
creasing temperature at low temperatures was given by
Altshuler, Aronov, and Lee (1980a) and by Fukuyama
(1980b, 1981), who considered combined effects of
electron-electron interactions and disorder. Related work
has also been done by Maldague (1981). For a recent ex-
periment on a three-dimensional system (doped bulk Si)
which gives results that tend to support the prediction of
the electron-electron interaction theory that there should
be a conductance increase proportional to T' at low

temperatures, see Rosenbaum, Andres, Thomas, and Lee
(1981).

The predicted conductivity o for a two-dimensional
electron gas in the quasimetallic, nonactivated range has
the form

surfaces depends on the relative magnitudes of the vari-
ous intervalley scattering rates. The electron-electron in-
teraction theory (Altshuler et al. , 1980a) gives

C = —,(1 I')—, (5.12)

—7000

I IOO—

where I' depends on the ratio of the Fermi wavelength to
the screening length. I" approaches 1 for strong screen-
ing and 0 for weak screening. Fukuyama (1980b, 1981)
gives a slightly different coefiicient because he includes
additional processes which were ignored by Altshuler
et al. In their theory, To Rl——k~r, where ~, the electron
scattering time, is generally dominated at low tempera-
tures by elastic scattering.

Experimental evidence in support of these theories was
first found for thin metal films. Dolan and Osheroff
(1979) found a logarithmic resistance increase with de-
creasing temperature in thin films of a gold-palladium al-
loy. The total resistance change in the logarithmic range
was —10%. Corresponding results for silicon inversion
layers were reported by Bishop, Tsui, and Dynes (1980),
as shown in Fig. 93, and by Uren, Davies, and Pepper
(1980).

The experimental values of the coef6cient C vary sig-
nificantly. Dolan and Osheroff (1979) found values be-
tween 0.36 and 0.84 for AuPd films with thicknesses of
2 —4 nm and resistances of 1 —5 kQ. Van den dries
et al. (1981) found values of order one for clean Cu films
with resistivities of 10—20 0, and values (0.5 for films
with resistivities above 100 Q. Markiewicz and Harris
(1981) measured thin, clean Pt films with thicknesses
from 0.1 to 10 nm deposited on clean Si substrates.
They found C=0.75+0.15, with the logarithmic tem-
perature dependence continuing up to room temperature
in the thinnest films, which were one monolayer thick.
For silicon inversion layers, Bishop et al. (1980) reported
C =0.52+0.05. Finally, for In2O3 films, Ovadyahu and
Imry (1981) found C in the range 0.75 to 1. The cluster-
ing of these results within a factor -3 for so many dif-
ferent systems, with electron densities and resistivities

Ce
o =o'o+ ln(T/To) .

fi

For the scaling theory,

C =g„ap/2,

(5.10)

(5.11)

IO80-Cy

K

I060—
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—6000

with a=1 for spin-independent scattering and a= —, for
strong spin-flip scattering (Anderson et al. , 1979; see also
Hikami et al. , 1980); g„is the valley degeneracy, which
equals 2 for (100) silicon inversion layers. Fukuyama
(1980d) showed that if the intervalley scattering in such a
system exceeds the inelastic scattering rate, as is likely at
low enough temperatures in a silicon inversion layer,
then there is an additional factor —, which cancels the
factor g, =2 for a (100) surface. The situation for other

—5500

l040 I

O.IO
I

I.O lo.o

FIG. 93. Resistance of silicon inversion layers, extrapolated to
zero source-drain voltage, vs absolute temperature on a loga-
rithmic scale. The electron density is 2.03&&10' cm for the
upper curve and 5.64&(10' cm for the lower curve. After
Bishop, Tsui, and Dynes (1980).
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varying over several orders of magnitude, gives support
to the theories that lead to Eq. (5.10), but does not clear-
ly distinguish between the localization theory and the
electron-electron interaction theory.

The comparison of theory and experiment is somewhat
ambiguous when one tries to convert &om conductance
to resistance if the value of To is not known. Several
analyses appear to include an implicit assumption that
the To which enters in Eq. (5.10) is close to the range of
the measurements. The theories presumably contain a
cutoff above which the logarithmic dependence no longer
holds, but this has not been spelled out clearly in relation
to experimental result's.

The conductance of two-diinensional quasimetallic sys-
tems is also found to have a term logarithmic in electric
Geld I' at low Gelds and low temperatures. Anderson
et al. (1979) propose that the effect is caused by simple
Joule heating of the electrons. Then the analog to Eq.
(5.10) in which the temperature T is replaced by the elec-
tric Geld E has a coefficient C'=2C/(p'+2), where p' is
the exponent in the temperature dependence of the rate
of electron energy loss to the lattice, which is not neces-
sarily the same as the inelastic scattering rate. Where
the terms logarithmic in temperature and in electric field
have both been measured, the comparison generally gives
physically reasonable values of Ji', although there are ex-
ceptions (Uren et al. , 1980).

Negative magnetoresistance at low temperatures which
depends only on the normal component of the magnetic
field and which has an approxiinately logarithmic tem-
perature dependence was observed in Si(111) inversion
layers by Kawaguchi, Kitahara, and Kawaji (1978a,
1978b) before recent ideas on weak localization had
developed. They attributed the effect to s-d scattering
(Kondo effect). The first measurements showing negative
magnetoresistance in inversion layers at low temperatures
were those of Eisele and Dorda (1974a) and Dorda and
Eisele (1974), who attributed it to interface effects (see
also Sec. IV.B.3).

More recently, detailed measurements of magnetocon-
ductance of electrons in Si inversion layers at low tem-
peratures and low magnetic fields have been carried out
by Kawaguchi and Kawaji (1980b, 1980c), as illustrated
in Fig. 94, and Wheeler (1981). They compared their
results with the theory of Hikami, Larkin, and Nagaoka
(1980) for weak localization, which predicts under some
simplifying but approximately valid conditions that

4aeH (5.14)

(5.13)

where 1(r is the digamma function (Abramowitz and
Stegun, 1964, p. 258), with @(z)-lnz —(2z) ' —- for
large z, ~ and ~;„arethe elastic and inelastic scattering
times, respectively,

D is the diffusion constant, and era e——DD(E~), where
the last factor is the density of states at the Fermi ener-
gy. If the elastic scattering rate is much larger than the
inelastic scattering rate, as is likely at low enough tem-
peratures, and if ra «1, then Eq. (5.13) leads to
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FICr. 94. Magnetic 6eld dependence of the conductance of a
Si(100) inversion layer with 1.9&10' electrons per cm at tem-
peratures from 1.9 to 10.4 K. The experimental points have
been 6tted to the expression of Hikami et cI. (1980) given in

Eq. (5.15). After Kawaguchi and Kawaji (1980c).

(5.15)

at constant temperature. Hikami et al. (1980) also con-
sidered magnetic scattering and spin-orbit interaction,
but we shall not consider those aspects of the problem
here.

Kawaguchi and Kawaji (1980b) Gnd that the coeffi-
cient a in Eq. (5.13) is between 0.5 and 0.7 and that the
inelastic scattering rate is approximately given by
r;„'=2X 10 " s ' (T/4 K)' for a sample with
N, =5X10' cm . Their second paper (1980c) shows
that the temperature dependence weakens to about the
1.3 power for N, =8 X 10" cm, that the inelastic
scattering time increases with increasing %„asshown in
Fig. 95, and that the coef5cient a decreases from 1 for
N, —10' cm to about 0.6 for N, =6X10' cm
smaller than the expected value one. The inelastic
scattering rate deduced by Wheeler (1981) &om his data
varies approximately linearly with temperature, and de-
creases with increasing values of N„reaching a
minimum near 1V, -6&10' cm, where the next sub-
band begins to be occupied. Wheeler finds that a= 1 in
Eq. (5.13) is consistent with his measurements.

There has been no quantitative analysis yet of the
mechanisms that lead to the temperature dependences
and magnitudes of the inelastic scattering rates in inver-
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FIG. 95. Temperature dependence of the inelastic scattering
time obtained from fitting experimental magnetoconductance
results to the theory of Hikami et al. (1980). After Kawaguchi
and Kawaji (1980c).

sion layers deduced &om analysis of the weak localiza-
tion effects. The inelastic scattering rate I /~;„is expect-
ed in clean samples to vary with temperature as T if
bulk phonon scattering is the dominant mechanism and

. as T if electron-electron scattering is the dominant
mechanism. However, strong elastic scattering can
modify these results, as shown, for example, by Schmid
(1974) for bulk systems. Abrahams, Anderson, Lee, and
Ramakrishnan (1981) and Uren et al. (1981) have shown
that under these circumstances the electron-electron
scattering rate at low temperatures is linear in T. If the
resulting value p =1 is used in Eq. (5.11) with the indi-
cated value (Fukuyama, 1980b) g„a= 1, then C ——,,
which is well within the range of experimental values re-
ferred to above.

Hall-effect results have been published by Uren, Davies

CC

a +

lI~ Q

4
R (kQ)

FIG. 96. Hall-coe%cient change divided by conductance
change vs resistance per square for silicon inversion layers.
The triangles are for a magnetic field of 0.4 T and for electron
concentrations of about 3& 10" cm and the squares are for a
magnetic field of 1.3 T and for electron concentrations from
0.8 to 2&10' cm . The solid symbols give changes with
variation of source-drain Geld, and the open symbols give
changes with variation of temperature. After Uren et al.
(1980).

and Pepper (1980), as illustrated in Fig. 96, and by
Bishop, Tsui, and Dynes (1981). The ratio s of the frac-
tional change of the Hall coefficient to the &actional
change of the resistivity as the temperature is changed is
found to depend on the magnitude of the resistivity,
varying from a value near two at resistivities of order 1

kQ to a value approaching 0 at higher resistivities.
Fukuyama (1980c, 1980e) showed that this ratio should
be zero in the localization theory, for which the loga-
rithmic corrections arise in the mobility rather than in
the carrier concentration. Altshuler, Khmel nitzkii, Lar-
kin, and Lee (1980b) showed that the ratio is two in the
electron-electron interaction model. Thus there is evi-
dence in the Hall-effect data for the presence of both
mechanisms. Kaveh and Mott (1981b) agree with the
finding of Uren et al. (1980) that their experimental re-
sults can be understood if the localization effects are
quenched at large enough magnetic fields, where the
electron-electron effects then dominate. This quenching
is implicit in the theory of Hikami et al.

Whether a magnetic 6eld destroys the weak localiza-
tion or not is an interesting theoretical problem that has
not yet been fully understood. Yoshioka, Ono, and
Fukuyama (1981; see also Ono et al. , 1981) extended the
self-consistent diagrammatic theory of Vollhardt and
Wolfle (1980a, 1980b) and studied this problem. They
showed that the magnetic field does not destroy the lo-
calization, although it tends to increase the spatial extent
of localized wave functions. It is known that all the
states cannot. be localized in strong magnetic fields (see
Sec. VI.D).

The experiments are quite difficult because of the
small signal levels required, and consequently the experi-
mental error bars are quite large. The best data are ob-
tained from electron heating effects, in which the
source-drain field rather than the ambient temperature is
varied, because these are considerably less troublesome to
carry out with precision. The determination of the de-
tailed dependence of the Hall-effect ratio s on sample
parameters and on magnetic 6eld requires additional
measurements.

The relation between localization and superconductivi-
ty is intriguing. Deutscher et al. (1980) found that su-
perconductivity appears in granular aluminum films
whose conductivity is in the weak localization regime,
where the resistance has a logarithmic temperature
dependence, but not in films whose conductivity is ac-
tivated at low temperatures. [For a review of granular
films, see Abeles et al. (1975).] Whether these results
have any bearing on silicon inversion layers, for which
superconductivity has been predicted (see Sec. II.D) but
not yet observed, is not clear.

This sketchy account gives only a hint of the great in-
terest in these new developments in the low-temperature
conductance of quasimetallic two-dimensional systems.
Apart &om resolution of some of the experimental prob-
lems that have been alluded to above, the principal need
is the development of a theory that includes both locali-
zation effects and electron-electron interaction. One ap-
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proach, based on additivity of the two effects, has recent-
ly been describmi by Kaveh and Mott (1981b). The sub-
ject is likely to see considerable progress in the near fu-
ture.

Note added in proof. AAer this manuscript was sub-
mitted, other theoretical treatments that include both lo-
calization sects and electron-electron interaction have
been published. See, for example, Fukuyama (1982) for a
more recent review.

C. Two-dimensional impurity bands

Silicon inversion layers afford a unique opportunity for
the study of impurity levels and impurity bands because
of the ease with which almost all of the relevant parame-
ters can be varied. The theory of bound states arising
&om charges near the Si-SiQz interface was discussed in
Sec. II.E. The impurity bands may be created by drift-

ing sodium ions to the proximity of the silicon-silicon
dioxide interface where they give rise to bound states in
the silicon. At high enough concentrations the bound
states overlap and result in impurity bands (Hartstein
and Fowler, 1975b). In practice the sodium concentra-
tion that gives rise to such states may be varied between
about 10" and 2)c 10' cm . The electron concentra-
tion may be varied simply by changing the voltage on
the gate electrode of a metal-oxide-silicon (MGS) device.
The potential binding the electrons to the ions may be
varied independently of the electron concentration by
changing the potential well due to the depletion charge
(Fowler, 1975) using a substrate bias between the surface
contacts and the bulk of the silicon.

The existence of bound states due to ions in the SiOz
near the Si-Si02 interface was suggested by Stern and
Howard (1967) to explain the peaks in p„Eobserved by
Fang and Fowler (1968) discussed in Sec. IV.B. Many of
the groups who have studied these peaks since then
(Kotera et a/. , 1972b; Komatsubara et al. , 1974; Tidey
and Stradling, 1974) have also suggested this explanation.
The last cited paper suggested that the ions were "field
deionized" as N, and the binding energy increased, giv-
ing rise to the minimum in pFE. Whether these peaks
are due to impurity states or to higher subbands (see Sec.
IV.B) may still be an open question. Here we shall leave
this question to discuss a more fully characterized and
identified structure that is believed to arise from impuri-

ty bands resulting &om electrons bound to sodium ions
near the Si-Si02 interface.

Sodium ions have long been known to be mobile in the
SiG2 films on MOS structures. (See, for instance, out of
a large literature, Hickmott, 1975; Boudry and Stagg,
1979; Verwey, 1979). These tend to be located near one
or the other interface (DiMaria 1977, 1981; DiMaria
et al. , 1976) and are easily drifted back and forth at or
above room temperature in an electric field across the
oxide, but are effectively &ozen in position somewhere
below 300 K. These positive sodium ions can give rise
to fast states, a variety of traps in the oxide (DiMaria,
1981), macroscopic inhomogeneities giving rise to band
tails (Hartstein and Fowler, 1975a), and gross inhomo-

geneities at least at high concentrations of about 10'
cm (DiStefano, 1971; Williams and Woods, 1973; Bot-
toms and Cxuterman, 1974; DiStefano and Lewis, 1974).
Evidence due to Fowler and Hartstein (1980a) implies
that at least at lower densities most of the sodium at the
Si-Si02 interface contributes fast interface donor states
well below the conduction-band edge. If these states
were acceptors they would dominate the scattering (Hart-
stein et al. , 1980). If they were within about 40 meV of
the conduction-band edge the structure (as a function of
Vo) discussed below would shift with temperature. In
addition, there are bound states 15—30 meV below the
conduction-band edge resulting from electrons in the sil-
icon bound to Na ions in the Si02 quite close to the in-
terface. These ions cannot be neutralized by transfer of
electrons from the silicon presumably because they are
energetically inaccessible. In a sense, they are neutral-
ized, or at least screened when electrons are bound to
them but the SiQ2 barrier keeps most of the electronic
wave function in the silicon.

If the wave functions of such states overlap, tunneling
is possible between them. Thermal excitation to the mo-
bility edge is also possible at higher temperatures. The
bound states may be random in position along the sur-
face, and because of background surface potential fluc-
tuations or because of variation of the distance of the
ions from the interface may be random in energy. The
wells are shown in Fig. 97(a) with the wave functions de-

(b)
FIG. 97. (a) The potentials due to the Na ions at the Si-Si02
interface are shown by the upper curves with wells. The over-
lapping wave functions which fall off' as exp( —ar) are also
shown. (b) Density. .of states averaged over the surface. The
impurity band is shown with a half width at half maximum of
I . The mobility edge E, is shown in the band tail.
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caying as exp( a—r). Below, in Fig. 97(b), the expected
density of electron states averaged across the surface is
shown with a band tail due to other fluctuations and an
impurity band.

The sodium-derived impurity bands have been ob-
served primarily by the study of conductance in the (100)
surface of MOSFET devices (Hartstein and Fowler,
1975b, 1976; Hartstein et al. , 1978a, 1978b; Fowler and
Hartstein, 1980b). Typical conductance curves as a func-
tion of gate voltage are shown in Fig. 98. The conduc-
tance peak has been reported only in the sodium-doped
samples and is believed to be due to an impurity band.
As may be seen, the impurity band peaks precede the on-
set of conduction in the first quasi-two-dimensional sub-
band as the gate voltage is increased and negative charge
is induced. At high enough Na+ concentrations the
peak is washed out. Reverse substrate bias sharpens the
peak but decreases its amplitude.

The number of sodium ions has been determined in
different ways which give difFerent results. Their number
and the carrier concentration ren1ain the greatest uncer-
tainty in these measurements. It is now believed that the
best measure of their number is from the shift of thresh-
old (onset of inversion) determined from an extrapolation
of the magnetoconductance oscillations in the meta11ic
conduction region to zero magnetic field (Fang and
Fowler, 1968; Fowler and Hartstein, 1980a). This pro-
cedure results in lower values of sodium concentrations
than those reported earlier for some of the same data.

Nox = ~.5 xlO crn

V, =0V

There could still be an error in N,„ofabout 0.5)&10"
cn1

The temperature dependence of the conductance has
been observed to exhibit three ranges; the two higher
ranges are thermally activated and are believed to corre-
spond to activation to the mobility edge (Ei ) and
nearest-neighbor hopping (E3), and the lowest appears to
be variable-range hopping (Mott, 1973). Early papers
(Hartstein and Fowler, 1976, 1978) gave approximate
values for Ei and E3. A recent paper (Fowler and Hart-
stein, 1980b) reports values &om least-squares fits to

0 =0 ) exp +03 exp
8

(5.16)

In Fig. 99 representative data are shown for the tempera-
ture dependence for a sample where the surface field, and
therefore the binding potential, has been increased by in-
creasing the negative substrate bias ( V,„b).In these mea-
surements the carrier concentrations have been fixed at
the conductance maxima, which presumably correspond
to the maxima of the density of states and to half-filled
impurity bands. The activation energies &om these
curves have been widely compared (Martin and Wallis,
1976, 1978; Lipari, 1978; Vinter, 1978) with calculations
of the binding energies, even though E& is thought to
correspond to activation to the mobility edge, which does
not necessarily correspond to the unperturbed
conduction-band edge. These calculations are reviewed
in Sec. II.E. As expected, a higher surface field forces
the electrons closer to the ions in the oxide and increases
both E) and E3. In Fig. 100 these data are compared
with the theories of Martin and Wallis and of Lipari.
(Note that in both of these papers the determination of
the experiinental values of electric field in electrostatic
units is wrong by an order of magnitude. ) These theories

that of Vinter, which agrees approximately with
Lipari, differ in the degree of sophistication of the trial
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FICx. 98. Typical conductance curves near current threshold at
two temperatures. The impurity-band maximum is assumed to
occur at the conductance maximum. Note that the position of
the maximum conductance is temperature independent. After
Fowler and Hartstein (19801).
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FICx. 99. Temperature dependence of the conductance at the
conductance maxima for different values of substrate bias and
for a substrate doping X~ ——8.9)&10' cm . The values of Ei
and E3 given here are not from least-squares fits. After
Fowler and Hartstein (1980b).
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FIG. 100. Comparison of the values of E& from Fig. 99 with
the theories of Martin and Wallis (1978) and Lipari (1978).
The binding energies from theory and E~ from experiment are
compared for different values of surface field corresponding to
di6erent values of V,„b.After Fowler and Hartstein (1980b).

wave functions. None take screening into account. The
earlier theory of Stern and Howard {1967)did, in a sim-
ple way, for strictly two-dimensional electrons. Hipolito
and Campos (1979) calculated the effect of screening, but
fits to the data of Fig. 100 could not distinguish between
screening and displacement of the ion from the surface.
All of these theories give results that are higher than the
experimental results for E~.

If screening is important, then an extrapolation of the
measured values of E& to zero sodium concentration, and
therefore N, =O, should be expected to be more nearly
comparable to the theory. Such data are shown in Table
III and plotted in Fig. 101 for the depletion charge

p] 3.63 &( 10" cm . It may be seen that the least-
squares fit to a linear curve gives a value of E~ of
24. 1+0.3 meV. An error in N,„probably would not af-
fect this value by more than 1 meV. The calculated
values for the binding energy for this case are 28. 1 meV
(Martin and Wallis, 1976, 1978), 29.3 me V (Vinter,
1978), and 29.8 meV (Lipari, 1978), where all theories as-
sume the ion is at the interface. According to Lipari, the

binding would be about 24 meV if the ions were dis-
placed about 4 A into the oxide {see Fig. 8). Vinter's
(1978) scattering theory puts the electrons at the interface
but would not be changed much by a displacement of 4
A. A dangerous extrapolation of E& in Fig. 101 to high
sodium concentration would result in E~ ——0 at
N,„=1.7& 10' cm . At this concentration the impuri-
ty band is observed to be merged with the band fail.

The extrapolation of the conductance in this range for
activation to a mobility edge to infinite temperature
should give the minimum metallic conductivity cr;„if
the fluctuations are mostly microscopic and if the values
given in Table III for the various sodium concentrations
are accurate. There is no strong dependence on N,„,and
the average value is (2.0+O. l)X10 S. This is high
compared to 0.12e /A or 3&(10 S. It is consistent
with the minimum temperature-independent conductivity
observed in the conduction band tail, which is not neces-
sarily a minimum metallic conductivity (see Sec. V.A).

Table III and Fig. 101 also show E3, which is related
to the bandwidth (Miller and Abrahams, 1960), as a
function of N,„.The bandwidth is strongly reduced as
the oxide charge is increased. It should be remembered
that these data are for half-filled bands, so that both the
density of states and the electron concentration increase
with N,„.One would expect that the effects of screening
should increase with N,„and that the effects of the fluc-
tuations should be reduced by screening. The only esti-
mates of screening effects are due to Stern (1976) and to
Hipolito and Campos (1979). Stern assumed that the
random potential arises &om the sodium ions giving rise
to the bound states and that the screening is proportional
to the density of states and is equal to that of a two-
dimensional electron gas [2m.e D(E)/K] [see Eq. (2.24)].
His iterated results do not give rise to an impurity band
for the values of N,„where one has been observed, so
that his treatment would seem to overestimate the level
broadening. The assumed screening which is possibly
appropriate for &ee electrons is probably not right.
one has calculated the polarizability of the bound elec-
trons for the two-dimensional case appropriate here, so
that no better screening theory exists. Vinter (1978) has
a more nearly appropriate theory but has applied it only
to scattering in the metallic regime. The extrapolation of
E3 from Fig. 101 to zero N „gives a value of about 5
meV. This may represent the intrinsic potential fiuctua-

TABLE III. Constants for activated conductivity as a function of N,„.Here, N
„

is the oxide
charge and E&, cubi, E3, and o.3 are from a least-squares 6t to Eq. (5.16).

N,
„

(10" cm (meV)
O&

(10 S} (xneV)

2.1

2.9
4.2
4.9
6.6

21.8
19.9
17.1
16.6
15.4

1.7
2.4
1.8
1.9
2.1

4.0
3.5
1.9
1.6
1.1

2.2~ 10-'
1.6~ 10-'
4.4~ 10-'
4.8~10 '
1.3~10 '
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hopping, variable-range hopping is observed. The best
data for this range are shown in Fig. 103. While these
data are not extensive, they reasonably fit the expected
variable-range hopping law [Eq. (5A)], where

)
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FIG. 101. The activation energies for excitation to the mobili-

ty edge, E&, and for nearest-neighbor hopping, E3, as functions
of N,„.Only the data (0) were used in the fit of the solid
lines. The two sets of data are for diAerent samples. After
Fowler and Hartstein {1980b).

tions in the absence of both screening and sodium, or it
may represent fluctuations in the displacement of the
sodium ions from the interface.

The data for nearest-neighbor hopping can be com-
pared to the two-dimensional hopping theory of Hayden
and Butcher (1979). They predict that

(73—o.o eXp
—2.39a
~ 1/2

OX

8
3k' T (5.17)

E

-II
IO

where

ciao

is proportional to N,'„,a appears in
f=gpexp( ar), the w—ave function of the bound states
parallel to the surface, and 8' is the bandwidth for a
band with a constant density of states. The extrapolation
of o 3 to T= 00, cr„,should be proportional to
N,„exp(—2.39aN,„).Figure 102 shows these data
in linearized form. A least-squares fit yields a '=69+2
A, a much larger value than previously estimated (Hart-
stein and Fowler, 1978). It should be remembered that
this procedure assumes that a is not a function of N,

„

even though E~ is.
Below the temperature regime for nearest-neighbor

Tp=27a /~kgD(EF) (5.18)

o. 0

Tp= 4.4 x 10 K

I/3 ie
~=we ' o

and where D(EF) is the density of states at the Fermi
level. D(EF) was taken as N,„/E3in the past (Hartstein
and Fowler, 1978). More recently Hartstein et al. (1979)
and Fowler and Hartstein (1980b) assumed that for a
Gaussian distribution of the form D (E)=D,

„

X exp( —E /2I ) one would have E3 ——2I /3. This was
chosen in analogy with a result by Hayden and Butcher
(1979) that for a constant density of states with width 8',
one has E3——W/3. More recently Al-Sadee, Butcher,
and Hayden (1981) have found that E3 ——1.2I for a
Gaussian. The maximum density of states is related to
the total number of states by Dm, „=Nto,/I &2', and it
was assumed that N„,=N,„.If E3 ——21 /3 was substi-
tutei in Eq. (5.18), it was found for the data discussed
above that a '=42 A. If the relation between E3 and I
given by Al-Sadee et al. was used, then a '=56 A. No
measurements of variable-range hopping have been made
as a function of substrate bias or N,„,so that the effects
of changing the surface field or N,„arenot known, un-
like the situation for EI and E3.

Some measurements have been made of EI and E3 as
functions of N, (Hartstein et al. , 1979; Fowler and Hart-
stein, 1980b). The dependence of EI and E3 on N, is
shown in Fig. 104 for different values of N,„.The varia-
tion of EI with N, was fitted with a Gaussian with
parameters N„,and I. The values of I, of the max-
imum density of states D,„,and of the integrated
number of states in the Gaussian were calculated and are
shown in Table IV. This procedure assumed that the
bandwidth, binding energy, and mobility edge do not
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FIG. 102. Logarithm of the conductance o.
„

from the extra-
polation of the nearest-neighbor hopping as (1/P goes to 0, di-
vided by N,'„,as a function of N,„'. A straight line is
predicted by Hayden and Butcher (1979). After Fowler and
Hartstein (1980b).

FIG. 103. Logarithm of current at the lowest temperatures vs
T ' . Here N,„=3.5)&10" cm and, at somewhat higher
temperatures, E3——3.3 me V. After Fowler and Hartstein
(1980b).
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the Fermi level is held constant. When the Fermi level
is above or below the center of the band there is a differ-
ence in the number of initial and final states, which leads
to an increase in the apparent activation energy as ob-
served. Hayden (1980) found that for a constant density
of states (finite rectangular band) of width W,

T

5'
jI.

28', +—8' 8"&5' (5.20)
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where 6'='6/k&T and &'= &/2k&T and 5 is the dis-
placement of the Fermi level from the center of the band.
Using these formulas and properly relating 5 to X„he
was able to get a reasonable 6t to the data of Fig. 104
both for Ej and E3. There may in addition be a real
change in the bandwidth because the screening might be
expected to change as the electron density and the densi-
ty of states changes. There is no explicit dependence of
o-, the infinite temperature extrapolation of the nearest-
neighbor hopping process, on electron concentration in
the theory of Hayden and Butcher (1979). This may
result from the constant density of states assumed. What
was observed experimentally was a monotonic increase of

Il -P,
hNs (10 cm )

FIG. 104. Ei and E3 for different values of N,„asfunctions
of N, . More accurate determination of the oxide charges gives
N,„=2.1, 3.4, and 4.5 & 10" cm for the three samples
shown. The data for Ei have been fitted using a Gaussian by
Hartstein et al. (1979) and using a constant density of states by
Hayden (1980). After Hartstein et al. (1979).

depend on the number of electrons in the band. The «-
fects of motion of the Fermi level were not considered.
The least-squares fit was relatively insensitive to the
parameters. In the table, I is compared to 3E3/2 at
the conductance maximum. Comparison with E3/1.2
would be consistent with Al-Sadee et al. (1981). The
data do not allow a clear choice between the two.

The dip in Ei in the data of Fig. 104 could arise from
two causes. It may arise, as has been suggested (Hart-
stein et al. , 1979), and as Hayden (1980) has confirmed
for his model, &om the statistics of the hopping process.
In the experiments the carrier concentration rather than

o as electron density increased, as shown in Fig. 105.
This is not in agreement with intuition, which would be
t»t o -&,(&„—~, ). A decrease of a with increasing
X, and decreasing E& might explain the results.

Attempts have been made to observe a second conduc-
tance peak that might correspond to a second Hubbard
band, with no success. The sodium concentration has
been increased to a level where one might have expected
to observe metallic conduction at the maximum in the
impurity band, again with negative results. An attempt
to observe impurity-band conductance anisotropy in a
(110) sample was inconclusive (Fowler and Hartstein,
1980b). Measurements in a magnetic field (Fowler and
Hartstein, 1980b) showed the expected reduction in con-
ductivity, but not enough measurements were made to
determine the changes in the activated processes. Voss
(1977, 1978) has measured the noise in these impurity
bands. Good Hall-effect measurements are probably
needed for really accurate determination of X,„andN, .
Pepper (1978b) has made preliminary measurements, but
has reported no results except when the peaks were

TABLE IV. Density of states in impurity bands. D(E),
„

is the maximum of the density of
states with a distribution exp( —E /2I ) and Nt„ is the integrated value. I and D(E),„were
determined by fitting to E&(N, ) in Fig. 104. The values of the activation energy E3 used in the
last column are the minimum values from Fig. 104.

(10"cm )

a(E) .„

(10' cm eV ') (10"cm-')
r

(meV)
3E3/2
(meV)

2.1

3.5
4.5

2.1

3.4
2.1

2.6
1.5
2.3

4.8
1.8
2.1

5.2
4.3
3.3
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FIG. 105. o. , the extrapolation of the nearest-neighbor hop-

ping conductivity to 1/T=0, as a function of X,. After
Fowler and Hartstein (1980b).

smeared out. No evidence of these impurity bands has
been seen in the capacitance (Fowler and Hartstein,
1980a).

Even at this preliminary stage of investigation the
Na+-MOS structure has generally shown many proper-
ties expected of impurity bands. The impurity bands are
somewhat different &om those in compensated three-
dimensional systems in that the fluctuations are not
caused by the compensating ions, but rather by variation
in the location of the Na+ ions parallel and perpendicu-
lar to the surface. This system seems to offer a unique
opportunity to study impurity-band phenomena. It ap-
pears that in the range of temperatures studied ( & 1 K)
there has been no need to invoke a Coulomb gap or
cooperative hopping processes (Pollak, 1980).

The ac conductivity of these samples has not been
measured using the techniques of Allen et al. (1975).
However, McCombe and Schafer (1979) and McCombe
and Cole (1980) have made measurements studying the
effects of sodium ions on the far-infrared absorption
spectra with the field perpendicular to the surface.
While their data are somewhat scanty, there is evidence
of a shifted absorption peak as compared to the intersub-
band absorption (EO~E~ ). See Fig. 106. Because the

bound state for the higher subband is expected to be less
tightly bound than the bound state for the lowest sub-
band, the shift in transition energy is expected to be posi-
tive, and a positive shift of about 5 meV was observed.
Kramer and Wallis (1979) have calculated a shift of
about 10 meV. A comparison has been made in Fig.
107. This measurement does not depend on the mobility
edge location as do the determinations of E~ &om con-
ductance as a function of temperature. It may depend on
the sodium and electron concentrations. One interesting
result is that the impurity-band transition was observed
when the Fermi level was below the conduction band,
but merged with the intersubband transition when the
Fermi level was in the conduction band. As can be seen
in Fig. 107, the difference between the shifted and un-
shifted lines effectively disappears for N, =2N,

„

for
N,„=7.4)&10" cm . This may mean that the impurity
bands merge with the conduction band in the presence of
large numbers of &ee electrons.

If measurements on the band tails, discussed in Sec.
V.A, are scanty, measurements on the impurity bands
are more so. As should be obvious, more data are need-
ed, especially relating to variable-range hopping as func-
tions of N,„,N„and V,„bor Nd, ~~. Better data on
E~ (&»NI, Nd, „~) and E3(N,„,N„Nd,~~) are needed.
Hall-effect data are needed. Additionally, surfaces under
strain where Eo and Eo are interchanged have not been
studied. It is clear that the opportunities afforded by an
impurity-band system where so many variables may be
changed relatively easily have only begun to be explored.

VI. TRANSPORT IN STRONG MAGNETIC FIELDS

VAen a strong magnetic field is applied normal to the
inversion layer, the energy spectrum becomes discrete be-
cause the quantization of the orbital motion converts the
constant density of states connected with motion parallel
to the surface into a series of Landau levels. This system
provides an ideal tool for the study of quantum transport
phenomena, whose characteristics are not so clear in the

l .75

N =6.2 x lo" cm-~
S

0
I . 50—

o 0
UJ

lis

I .25—

CI:

I I I
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FREQUENCY {cm ')

FIG. 106. Spectra for differential transmission through MOS-
FET samples for two values of N, and three values of X,„:

(1.6)( 10" cm 2); ——- (7.4)& 10" cm ); ——~ —-
(16.1)& 10" cm ). After McCombe and Schafer (1979).

I
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I

l2 i6
I .00
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g, (iO" crn ')
FIG. 107. Ratio of impurity-shifted transition to continuum
transition as a function of N, compared to the theoretical pre-
diction of Kramer and %'allis (1979). The experimental results
compare transition energies for samples with X,„=7 && 10"
cm and % „—10' cm . The calculations are for isolated
ions with no screening. After McCombe and Cole (1980).
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usual three-dimensional systems because of the existence
of the &ee motion in the direction parallel to magnetic
fields. There have been a number of theoretical and ex-
perimental investigations on phenomena such as magne-
totransport, cyclotron resonance, and magnetoplasmon
effect. Effects of electron-electron interactions which
play important roles in determining the subband struc-
ture and screening effects manifest themselves in various
properties brause of the singular nature of the density of
states. The discrete density of states can also modify the
localization strongly. In this section we describe various
investigations related to the quantum transport phenome-
na mainly in the n-channel inversion layer on the silicon
(100) surface.

We briefly summarize theoretical results on the
broadening of Landau levels, the conductivity tensor, and
dynamical properties in Sec. VI.A. Transport properties
of actual inversion layers and their interpretations are
given in Sec. VI.B Section VI.C is devoted to the discus-
sion of cyclotron resonance and related dynamical prop-
erties. A rough sketch of various investigations on elec-
tron localization is given in Sec. VI.D.

with

P'p —— P+ —A1 e
2Hz c

(6.2)

P', =$g u'~'(r —r;,z;), (6.3)

p~x(r)= exp i i —X~(x —X),1 . xy .Xy
L 2l l

(6.4)

with
r T

2

X~(x)=(2 N!~n. l) ' exp — H~
l

L

(6.5)

where H~(y) is Hermite's polynomial and L is the area
of the system. The Hamiltonian is rewritten as

where u'&'(r —r;,z;) is the effective two-dimensional po-
tential of the pth kind of scatterer located at (r;,z;). We
choose the symmetric gauge A=( Hy—/2, Hx/2). An
eigenfunction of A p is given by

A. Theory of quantum transport in a two-dimensional system ~p=+ENaxxaxx ~

+
NX

(6.6)

1. Static transport

—col p +cgl (6.1)

Let us consider an isoiropic two-dimensional system
characterized by an effective mass m. In the absence of
scatterers the density of states has a 5-function peak at
the position of each Landau level E =EN, where
Ez (N+1/2)%co„——co, =eH/mc, and H is the strength
of a magnetic field applied normal to the system. The
degeneracy of each level is given by 1/2n. l in a unit
area, where l is the radius of the ground cyclotron orbit,
given by / =cd/eH. For H =100 koe, for example,

0
1=81 A and the degeneracy is 2.5&10" cm . In the
presence of scatterers each Landau level is broadened.
So far many different approximations have been proposed
for the calculation of such level broadening and transport
properties. Among them the so-called self-consistent
Born approximation is known to be most established and
the simplest one free from various difficulties of diver-
gence caused by the singular nature of the density of
states. In the self-consistent Born approximation, effects
of scattering from each scatterer are taken into account
in the lowest Born approximation, while those of the lev-
el broadening are considered in a self-consistent way
within a framework of the Green's-function formalism.
This becomes equivalent to the Boltzmann transport
theory in the absence of a magnetic field in the weak
scattering limit, and is sufBcient to demonstrate charac-
teristics of the quantum transport in this system. In the
following we briefly review the theory and summarize
various characteristic results (Ando et al. , 1972a, 1972b;
Ando and Uemura, 1974a; Ando, 1974a—1974c; Ando
et al. , 1975).

The Hamiltonian is given by

where aN+x and aNx are the creation and destruction
operator, respectively. We introduce the Green's func-
tion

G~«)4w&xx =&(OIa~x« —~) 'aux IO)&
(6.&)

where
I
0) represents the vacuum state and ( . )

means an average over all configurations of scatterers.
The Careen's function is diagonal with respect to
Landau-level index N and center coordinate X and in-
dependent of X. The density of states D(E) is given by

D (E)= ——g ImG~(E + i 0)
1

NX

g ImGN(E+i0) .1 1

2~l
(6.9)

The Green's function is calculated perturbationally, using
iteratively

(E —A ) '=(E —~)
+(E—A p) 'A i(E —A ) (6.10)

and is usually written in terms of the self-energy X&(E)
as

GN (E)=G~ '(E)+ G~ '(E)&~(E)G~(E), (6.1 1)

with G~ '(E) =(E E~)—
The self-consistent Born approximation includes con-

tributions of the diagram shown in Fig. 108 and gives

A ( ——g gg g (NX
I

u'"'(r r;,z;)—IN'X')a~~a~x,
i p NX N'X'

(6.7)
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Xx«)=g g X ((NX
I

u'"' IN'X'}(N'X'
I

u'"'I N»
p i N'X'

where

g g g ((NX
I

u'&'
I
N'X')(N'X'

I

u'&'
I NX))

i p X'

=$ f dzN~"'(z) f dr; f dr f dr'$gzx(r)u'"'(r r;,—z;)fzx(r))~X(r')u'"'(r' r;,—z;)PNX(r')
X'

(6.12)

=2nlg. f dz N~"'(z) f f u'"'(r, z)u'"'(r', z)JN~
Ir—r'I

(6.13)

Here we have used

g y„x(r)y„'z(r')=,J„„
X 2n.lz

Ir —r'I .~Xr'
exp i

2l
(6.14)

with
' 1/2

Pf Il
'N —N'

2

~N'
2

expJivN (&)=( 1)—

with

2

where L~(x) is the associated Laguerre polynomial. In suKciently strong magnetic fields one can neglect couplings
between different Landau levels. When E-E~, one gets

&x«)= .I ~Gx«) *— (6.16)

I &
——4X2nl g f dzN"'(z) f f u'"'(r, z)u'"'(r', z)J&N

2m.lz 2m.l~
(6.17)

The density of states becomes

D(E)=
q g 1—

2ml2 N

2 1/2

(6.18)

The density of states for each Landau level has a semielliptic form with the width I &.
The nature of the level broadening I'~ depends strongly on the range of scattering potentials. In the case of short-

range scatterers (d &1/(2N +1)'~ where d is of the order of the range), one can replace u'"'(r, z) by V'"'(z)5(r) and get

IN ——I with

(6.19)

where ry is the relaxation time for H =0 obtained by assuming the same scatterers. The level broadening is essentially
the hfetime broadening and independent of the Landau level. However, it depends on the strength of the magnetic
field. In the case of long-range scatterers, on the other hand, one gets

IN =4X2nl g f dzN, '"'(z}f zu'I"(r, z} f z J»
2m 1 2@i

Ir—r'I
l

=4+ f dz N "'(z) f dr u'&'(r, z) =4(( V(r) —( V(r) ) ) ), (6.20)

where V(r) is the local potential energy. Therefore, the level broadening is of the so-called inhomogeneous type and is
determined by the fluctuation of the local potential energy. If the range is comparable to the wavelength of electrons
given by I/(2N+1)'~, the width depends on N in a complicated manner. Figure 109 gives an example of the range
dependence of I N for scatterers with a Gaussian potential,

r

V'~'(z) r'
u'"'(r, z) = exp

%d d
(6.21)

The width is independent of N for both short- and long-range limits and becomes smaller with increasing N for inter-
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mediate ranges. The eFect of the range is more important for large X because the electron wavelength becomes small-
er.

The transverse conductivities o~ and oz~ ( =cr~ ) are most easily calculated with the center-migration theory (Kubo
et al. , 1965). One has

1
Im E —A +i0 (6.22)

where f(E) is the Fermi distribution function and

1 1 Bu'"'(r —r;,z; )
[X,A ]=—ggg g NX l X'X'

p i NX N'x' Bp
+~XX&r'X' (6.23)

The conductivity can also be calculated perturbationally. One has to sum contributions of diagrams which are con-
sistent with those taken into account in the self-energy diagram. In the self-consistent Born approximation one should
include the diagram shown in Fig. 108, and one gets, in suf5ciently strong magnetic fields,

XX '2
e df ~N E E'NI dE — 1— (6.24)

fi N

where X should be chosen in such a way that E& is closest to E and

(I )=4X2 l Qrd N"'() —I I I ' l ' J
2~l' 2~1' y 3'

(6.25)

In the case of short-range scatterers one can expand
J~N(x) with respect to x and obtain

(I ~ ) =(N+ —,)I

The peak value of o.~ at zero temperature is given by

the limit of long-range scatterers. Figure 110 shows
peak values of cr for scatterers with the Gaussian po-
tential (6.21). The peak value decreases rapidly with in-

creasing range in proportion to (I/d) .
The Hall conductivity o„~( = —o») can be calculated

similarly (Ando et a/. , 1975) and is given by

(o )~ k= (&+—,),
iii

(6.27) X,ec
o~y +Leko'~y

H
(6.29)

which depends only on the Landau-level index X and the
natural constants and is independent of the magnetic
Beld and the strength of scatterers. In the case of long-

range scatterers one has 1.0

(I )'=((&V&(r))'), (6.28)

which is just the fluctuation of the gradient of the local
potential energy. The transverse conductivity vanishes in

PE
/

/
+ / 0.5

QZ

FIG. 108. A diagrammatic representation of the self-

consistent Born approximation. The crosses denotes scatterers
and the dotted lines represent interactions edith them. The
Grst term in the self-energy causes a trivial shift of the energy
origin and can be omitted. The terms other than the first in

the bottom figure do not contribute to the conductivity in

strong magnetic fields.

Range Dependence of Level VVidth

l 1 l I I

1.0 2.0 3.0

FICi. 109. The level broadening ratio I N/I 0 as a function of
the range a=i/1 of the Cxaussian potential. After Ando and
Uemura (1974a).
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1.0

Thus the instein relation gives

(6.36)
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Thus we have a relation:
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(6.32)
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Nge vg
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1
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(a),r/) 2' k~T 2n kqT
2 csch

I + (co,w/) %co,

27Tpcos exp
C

+
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where simple parabolic bands and evenly spaced Landau
levels are assumed and the chemical potential p is as-
sumed to be sufBciently larger than Rco, . This equation
enables us to extract the efFective mass and the zero-field
relaxation time ~/ &om experimental data of the tem-
perature dependence and magnetic field dependence of
the oscillation amplitude. This will be discussed in detail
in Sec. VI.B. It should be noticed that the oscillatory
part of the conductivity does not contain (fico, /p)'~, in
contrast to the result in a three-dimensional system. In a
three-dimensional system the nonoscillatory part of the
density of states increases as E'~ with increasing E be-
cause of the overlapping of the density of states of lower
Landau levels corresponding to large momenta in the
direction of a magnetic field, which gives rise to the fac-
tor (flu, /p )

'~ . In the two-dimensional system the
nonoscillatory part of the density of states is essentially
independent of E and such a factor does not exist.
Nevertheless many people have used a simple formula for
three dimensions containing this factor in analyzing ex-
perimental results (Niederer, 1974; Eisele et al. , 1976a,
1976b; Fang et al. , 1977). This factor does not influence
the effective-mass determination, which is usually based
on the temperature dependence alone.

To examine the validity of the self-consistent Born ap-
proximation, the Born series has been summed up to in-
finite order (the so-called single-site approximation)
(Ando, 1974a). The results approach those in the self-
consistent Born approximation for high concentrations of
weak scatterers, i.e., when an electron feels potentials of
many scatterers at the same time. In other cases we
have to use the higher-order approximation. Especially
when the strength of scatterers is weak enough to neglect
coupling with different Landau levels and their concen-
tration is small, the density of states associated with each
Landau level has structure because of the appearance of
so-called impurity bands. Such impurity bands can ap-
pear both at the low- and high-energy edges of the Lan-
dau level, depending on whether the potential is attrac-
tive or repulsive. )Vhen the potential is attractive and
strong, the impurity band can appear only below the bot-
tom of the ground Landau level. The Hall conductivity
has also been calculated in higher-order approximations
(Ando et al. , 1975). It has been noted that when each
Landau level is Glled at zero temperature o.„ztakes its
classical value N, ec/H, even in—the presence of local-
ized impurity states in the strong-Geld limit. This prob-
lem has attracted considerable attention, as will be dis-
cussed in Sec. VI.B. An early discussion of the level
broadening and transverse conductivities in a kind of
single-site approximation was given by Ohta (197 la,
1971b). The important self-consistency requirement was
neglected in this work, however.

The self-consistent Born approximation is not sufB-

cient in the energy region close to the spectral edges,
which is clear if we consider the unphysical sharp cutoff
of the density of states. The results obtained in this ap-
proximation, especially in strong magnetic fields where
the density of states vanishes between adjacent Landau
levels, are therefore not suitable for a detailed analysis of
the line shape of the conductivity tensor. To get reason-
able results near the spectral edges, one has to take into
account effects of multiple scattering. This is dif6cult,
however, since the simple multiple-scattering correction
does not give physically reasonable results because of the
analyticity problem (Ando, 1974b). In the case of high
concentrations of weak short-range scatterers, infinite
series can be summed up to infinite order in an approxi-
mate manner. One replaces terms by a common expres-
sion for each order of the perturbation expansion and
sums up the resulting asymptotic expansion. The profile
of the resulting density of states is a kind of average of
the elliptic form and a Gaussian form, as is shown in
Fig. 111. %'ith increasing Landau-level index N the pro-

~ ~ ~ ~ ~ 0 ~ ~ ~

I ~ '4t

——-[=00

q =1.25

y =1.0 ( Gaussian)

q =0.0 (SCBA)
~ ~~ ~

~ ~

0

LU

0.5—
I

0.0
-2

FIG. 111. The density-of-states profile of the ground Landau
level calculated by approximately summing up infinite series of
a perturbation expansion (the solid line). The broken line and
the dotted line give the elliptic and Gaussian form, respective-
ly. After Ando (1974b).
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with

X(t)=(exp — A—t ) . (6.42)

In the interaction representation one gets

)'t(t) )t'e(t)(Texp ——I dept t(r) ), (6.43)

with T being a time-ordering operator,

I

¹3
UJ

Cl
L

CV

and

l lA i(t) =exp Ao—t A i exp — Aot—

K (t) =exp — PPot—

(6.44)

(6.45)

I

~o.o
1 2'

A cumulant expansion of the time-ordered exponential in
Eq. (6.43) gives

FIG. 112. The density-of-states pro61e of Landau levels ealeu-
lated by approximately summing up infinite series of a pertur-
bation expansion. It approaches a semielliptie form with in-
creasing Landau-level index ¹ After Ando (1974b).

t ao

T exp —— wA I w =exp —,C„
L

(6.46)

(6.41)
I

file approaches the result of the self-consistent Born ap-
proximation, although the density of states has low- and
high-energy tails, as is shown in Fig. 112. This depen-
dence on N is consistent with the fact that the Born ap-
proximation becomes sufficient for large kinetic energy.
A similar calculation for the conductivity is difficult and
has not yet been carried out.

Gerhardts (1975a, 1975b, 1976) used a method of cu-
mulant expansion (or path-integral method) in calculat-
ing the density of states. The Green's function is written
as

GN(E) =f dt exp( —iEt)(0
I aNXK(t)aNx I

0),

The first-order term,

(6.47)

If the lowest nontrivial term is retained one has

(6.48)

is trivial and can be neglected. The second-order term is
nontrivial and is given by

2

T f dr f dr'[(A i(r}~,(r') ) —(~, )2] .

KN ( t}=«
I aNX« t )aNx I

o)
r

d d '
=exp — ENt exp ——g f dzN"'(z)2nl g f 2 f zfi 2m.l 2m.l

)& v'"'(r, z)v'("'(r', z)JNN
Ir —r'I Ir —r'I EN EN—

(6.49)

with

(6.50)

7

X(co,t) =f dr f dr'exp[ iso(r r')]— —
1+ z [1—exp( itot)] . —

ECO

(E EN)—
exp —2

IN

(6.52)

I

Thus, the density of states takes on a Gaussian form,
' —1/2

D(E)=, g —r„'
N 2

KN ( t )=exp — EN t exp
I t

8irt

In a sufficiently strong magnetic field, one gets

(6.51}

which is shown by the dotted line in Fig. 111. This ap-
proximation, called the lowest-order cumulant approxi-
mation, can take into account higher-order effects par-
tially and does not cause the unphysical sharp cutoff of
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the density of states. It gives, therefore, a theoretical
basis, together with the calculation of Ando, for using
the Gaussian form of the density of states in qualitative
line-shape analysis. Figure 112 shows that the line shape
calculated by Ando in higher approximation resembles
the elliptic form more closely than the Gaussian for
higher Landau levels. Such a result can be obtained in
the present approximation only if higher-order terms in
the cumulant expansion are included. It is rather diAi-

cult to calculate the transport coeKcients in a consistent
approximation with this method, and Gerhardts intro-
duced a simplified approximation. The peak value ob-
tained for the transverse conductivity is a factor m/2 as
large as Eq. (6.27). The transverse conductivity remains
Gnite in the limit of long-range scatterers. This result is
unphysical, since the potentials are ineffective in this lim-

it, and might originate from the inconsistency of the ap-
proximation for the Green's function and that for the
conductivity.

The theory mentioned above can easily be extended to
an anisotropic case with ihe electron dispersion given by
two different efFective masses, especially in strong mag-
netic fields (Ando, 1976d). The density of states and the
conductivities are given by expressions similar to Eqs.
(6.18), (6.24), (6.29), and (6.30), where x and y directions
are chosen in the symmetry directions. The nature of
the level broadening is essentially the same as in the iso-
tropic system, as is expected. In the case of short-range
scatterers the transverse conductivity is most anisotropic,
and one gets

I
XX

fPly

where m„and m~ are the efFective masses in the x and y
direction, respectively, m=(m„m~)'~, and o» is the
conductivity in the isotropic system characterized by the
mass m and the same scatterers. VAth an increase of the
range the anisotropy decreases and the conductivity be-
comes isotropic in the case of long-range scatterers. Fig-
ure 113 shows an example of the calculated range depen-
dence of the anisotropy for scatterers with a Gaussian
potential. %'e can see the range dependence clearly. One
can also calculate the Hall conductivity in the aniso-
tropic system. However, the anisotropy does not a6ect
the Hall conductivity strongly. %"hen a magnetic Geld
becomes weaker and mixing between difII'erent Landau
levels is important, the problem becomes considerably
more difficul, except in case of short-range scatterers.
In the case of short-range scatterers Eq. (6.53) is valid in
magnetic fields of arbitrary strength. In the case of
scatterers with finite ranges, however, we cannot give any
deGnite answers. Even the Boltzmann equation in the
absence of a magnetic field can be solved only with tedi-
ous numerical calculation or only approximately.
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light incident normal to the surface. Emission can also
be used (Gornik and Tsui, 1978a, 1978b; Gornik et al. ,
1980a). Usually the wavelength of the light is much
larger than the thickness of the inversion layer. The
response of the system to an external electric field can be
calculated by regarding the inversion layer as a conduct-
ing sheet having a two-dimensional conductivity tensor
cr„(co),defined by

Jp5(z) exp(

idiot)—

o.„„(co)E„(z)5(z) exp( —icot), (6.54)
v=x, y

where E (z) exp(

idiot)

—is the electric field, and the sheet
is assumed to be at z=0. Using this equation we can
calculate the transmission coefficient easily (An do,
1975a; von Ortenberg, 1975; Abstreiter et al. , 1976b;
Chiu et al. , 1976; Kennedy et al. , 1976a). When the
conductivity is not too large we can easily show that the
change of the transmission of light linearly polarized in
the x direction is proportional to the real part of cr»(co).
Thus the problem is reduced to the study of the dynami-
cal conductivity o (co). Note that Fabry-Perot —type
multiple refiection effects due to finite layer thickness
should be avoided in experiments. Otherwise various
lineshape distortions can appear in the transmission (von
Ortenberg; 1975; Abstreiter eI; al. , 1976b; Chiu et al. ,
1976; Kennedy et al. , 1976a). Note also that the conduc-
tivity can become large and the line shape of the
transmission can deviate &om that of the real part of
cr»(co), especially at high electron concentrations. A full
transmission coef5cient should be used in analyzing the
line shape in such cases.

The theory discussed in the previous section can be ex-
tended to the calculation of the dynamical conductivity
a (co) (Ando and Uemura, 1974d; Ando, 1975a). Here
we present only some of the results obtained. In the case

2. 0ynamical conductivity

Dynamical properties of the inversion layer are usually
studied by measuring the transmission of far-infrared

FIG. 113. An example of the range dependence of the
transverse conductivity in an n-channel inversion layer on a
Si(110) surface. Scatterers with a Gaussian potential are as-
sumed. After Ando (1976d).
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of short-range scatterers optical transitions between all
states in adjacent Landau levels become allowed, since
the level broadening is essentially the lifetime broaden-
ing. Consequently the resonance width is determined by
the level width itself. In the case of long-range scatterers
only the transition between states with nearly the same
relative energy measured &om the center of each
broadened Landau level is allowed, since those states cor-
respond to those with nearly the same position of the
center of the cyclotron motion in the case of inhomo-
geneous broadening. The width of the resonance I cR is

l

d
b(Ace) =2rrl g f dzX;(p)(z) f 2 f z JN~

2g I2

determined by the fluctuation of the gradient of the local
potential V(r), i.e.,

(6.55)

It is rather difficult to give an explicit expression of the
width of the cyclotron resonance in general cases. Ando
(1975a) has obtained the second inoment of the spectrum,
5(Ace), when the Fermi level lies midway between adja-
cent Landau levels in strong magnetic Gelds:

/r —r'/+JN+1%+ j

u'"'(r, z)u'"'(r', z)

=g f dz N, i'(z) g vq" (z) [J~~(lq) J~+i~—+i(lq)] (6.56)

with

v'"'(r, z) =g u~"'(z) exp(iq r) . . (6.57)

We have h(fico) =I /2 in the case of short-range
scatterers. There is a possibility, however, that the actu-
al width can be smaller than the second moment in the
case of long-range scatterers. As a matter of fact Eq.
(6.56) gives

b, (irido) —((1 V V(r)) &, (6.58)

which is shown to be larger than I CR with the aid of
Schwarz's inequality. Examples of o~(co) calculated in
the self-consistent Born approximation for scatterers with
a Gaussian potential are given in Fig. 114. With increas-
ing range the linewidth becomes narrower than the level
width. A part of this effect is the same as the difference
between the usual lifetime of states and the velocity re-

laxation time in the absence of a magnetic field. The
line shape is strongly dependent on the position of the
Fermi energy, especially in the case of short-range
scatterers. This is a result of the Pauli exclusion princi-
ple and the discrete nature of the density of states
characteristic of the two-dimensional system. Thus it is
rather difficult to deffne the exact width of the transition
in this system at low temperatures. This strong depen-
dence of the dynamical conductivity on the position of
the Fermi level causes the appearance of quantum oscil-
lation of the cyclotron resonance line shape at low tem-
peratures. Usually the cyclotron resonance is observed

by sweeping H at a constant %co. With the change of H
the Fermi level passes through many different Landau
levels successively, and an oscillatory behavior appears in
the cyclotron resonance line shape. The dynamical con-
ductivity o~(co) has a dip when co, is smaller than co

and a peak when ~, is larger than co, when the Fermi
level lies midway between adjacent Landau levels. The

I

period of this quantum oscillation is determined only by
the electron concentration X„as for the usual
Shubnikov —de Haas oscillation of the static conductivi-
ty. Examples of the results of numerical calculation for
an n-channel inversion layer on the Si(100) surface are
shown in Fig. 11S. Short-range scatterers are assumed.
We can clearly see the strong quantum oscillation below
10 K. The asymmetry of the line shape is a consequence
of the fact that the level width is proportional to H'
The structure around H =30 kOe and 20 kOe is a
subharmonic structure, which is again a direct conse-
quence of the discrete density of states of our system.
Because of a coupling of different Landau levels due to
scatterers, the profile of the density of states of each Lan-
dau level has a small peak at the position of other Lan-
dau levels. This structure of the density of states gives

1 1

rise to the subharmonic structure at co, /co= —,, —,, . . . in
the two-dimensional system. In three-dimensional sys-
tems such structure might exist in the density profile, but
is not strong enough to cause the subharmonic structure
in the line shape since the singularity of the density of
states is much weaker than in the two-dimensional sys-
tem. Those are the main characteristics of the cyclotron
resonance line shape in the two-dimensional system.

Prasad and Fujita (1977a—1977c, 1978; see also Fujita
and Prasad, 1977; Prasad, 1978, 1980) calculated the
width of the resonance using a more simplified approxi-
mation scheme. In their formalism one starts from the
self-consistent Born approximation and introduces a fur-
ther approximation to get an explicit expression of the
dynamical conductivity. It cannot describe the detailed
structure of the resonance line shape, such as the quan-
tum oscillation and the subharmonic structure, although
it is quite useful for qualitative discussion of the
broadening. They obtained an expression for the width
which is the same as the second moment (6.56). A dif-
ferent approach was used by Gotze and Hajdu (1979) and
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FIG. 114. Dynamical conductivity in the case of scatterer with the Gaussian potential at zero temperature I. is the level width
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in the case of short-range scatterers. This causes the quantum oscillation of the cyclotron resonance line shape. A er An o
(1975a).

gave similar results for the broadening. Effects of pho-
non scattering at higher temperatures have been con-
sidered (Prasad et a/. , 1977; Prasad, 1979). Electron-
phonon interactions were also discussed by Horovitz and
Madhukar (1979). Various theories have been proposed
in connection with effects of electron-electron interac-
tions. Those will be discussed in Sec. VI.C.

B. Magnetotransport in the silicon inversion layer

1. Case of strong magnetic fields

As we have seen in Sec. IV.C, the screening of scatter-
ing potentials by free carriers in the inversion layer plays
an important role in determining the conductivity and
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FIG. 115. Dynamical conductivity as a function of applied magnetic field in an n-channel inversion layer on a Si(100) surface
Short-range scatterers are assumed. The broken lines are obtained by the classical formula in which the Lorentzian line shape with
a single relaxation time ~f is assumed. In the calculation use has been made of m=0. 195mo and g~=2, and the valley splitting is
ignored. %co=3.68 meV. After Ando (1975a).

the mobility. Since the Thomas-Fermi screening con-
stant is given by the density of states at the Fermi energy
at zero temperature, the discrete density of states in
strong magnetic fields makes the screening quite different
from that in the absence of a magnetic field. Thus the
application of the theory discussed in the previous sec-
tion is not a simple problem in realistic inversion layers.
The dielectric function in magnetic fields depends strong-
ly on the broadening of Landau levels, which is deter-
mined by the strength of scatterers, i.e., by the screening.
We have to determine the broadening and the screening
in a self-consistent manner. Such a calculation has been
performed only for the case in which the strong magnetic
field limit is applicable, i.e., when interactions between
different Landau levels can be treated perturbationally
(Arido, 1977d). The assumed scatterers are charged
centers, which have been assumed to be distributed al-
most uniformly in the oxide, and surface roughness. An
example of the results for H =100 kOe is shown in Figs.
116 and 117. In Fig. 116 are shown the calculated mo-
bility in the absence of a magnetic field, the width ob-
tained &om Eq. (6.19), the width I z of the Landau level
N where the Fermi level lies, and the second moment of
cyclotron resonance. Two different moments are given,
corresponding to the fact that we have two transitions,
&om N to N+1 and &om N —1 to N. The actual width
is expected to be given by an average of the two mo-
ments and might be smaller in the case of long-range
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FIG. 116. Various kinds of widths calculated in the self-
consistent Born approximation in an n-channel inversion layer
on Si(100) for H= 100 kOe. Charged centers in the oxide and
surface roughness are assumed as dominant scatterers. The
mobility at H=O and the corresponding I are shown by the
dotted lines. The level broadening I ~ depends strongly on the
position of the Fermi level, whereas the broadening of the cy-
clotron resonance (I ~ ~+i, I ~ i N) does not vary so much.
After Ando (1977d).

scatterers. The width I z depends on the position of the
Fermi energy E~ and becomes very large when E~ lies at
the tail region of each Landau level. The moments of
the cyclotron resonance do not vary so much with N, .
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20

and the additional splitting observed in X=O and 1 is
considered to be valley splitting. In Fig. 120, o.~ is
shown for various strengths of H. It shows clearly that
the peak values are almost independent of H, which is
explained by dominant short-range scatterers. The ex-
perimental peak values are plotted as a function of N in
Fig. 121. If one takes into account the degree of the
splittings observed experimentally, one can conclude that
the theoretical peak values for short-range scatterers are
in semiquantitative agreement with the experiments.

Lakhani and Stiles (1976b) also made a systematic
study of the peak values of cr~ for a wider range of H
and for diFerent values of substrate bias. Their peak
values tend to decrease rather more rapidly with decreas-
ing H than the theoretical prediction for very short-range
scatterers. This can qualitatively be explained by the
result of the calculation for realistic scatterers discussed
above. Quantitatively, however, the calculated Hdepen-'
dence of the peak values is too large in comparison with
the experiments. This suggests the existence of addition-
al and unknown scatterers in actual inversion layers. La-
khani and Stiles suggested that interv alley scattering
which couples different valleys might be important (see
Sec. IV.C for more detailed discussion of scattering
mechanisms). Peak values of cr~ have also been studied
as functions of the source-drain electric field (Kawaji and
Wakabayashi, 1976; Kawaji, 1978).

As has been shown in Sec. VI.A, we can determine the
broadening of levels &om the Hall conductivity o„~.A
measurement of the Hall conductivity o„~was Grst made
by Igarashi, Wakabayashi, and Kawaji (1975) in strong
magnetic 6elds. They used a wide rectangular sample
(length-to-width ratio —,) and deduced o and o.„zfrom
the measured source-drain current and Hall voltage.
Figure 122 gives an example of their results. The experi-
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experimen a resut l results for two different samples a
kOe and at 1.4 K. After Ando et al. (1972a).

ments are qualitatively explained by the theory. For ex-
ample, the theory shows that the effective width of b.o„~
as a function of the Fermi energy is narrower than that
of o~. This explains the experimental result that the
spin splitting is resolved in ho~ but not in o for
N =3. Kawaji, Igarashi, and Wakabayashi (1975) made
a line-shape analysis of their results using a Gaussian
form of the density of states. The spin splitting and its
enhancement due to the exchange effect (see Sec. VI.B.3)
was taken into account, but the valley splitting was not
in the analysis. The calculated line shape is given by the
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FICx. 122. The conductivities o. and o„~ measured by
Igarashi, %akabayashi, and Kawaji (1975) together with a
theoretical prediction based on a line-shape analysis {Kawaji,
Igarashi, and Wakabayashi, 1975). After Kawaji, Igarashi,
and Wakabayashi (1975).
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solid lines. The agreement is satisfactory for o~ but not
so good for Acr„~, for which the absolute value is much
larger than the theoretical one. Various possible correc-
tions for b.o.

„„

in higher-order approximations have
theoretically been considered, but are too small to ex-
plain this large disagreement (Ando et aI , 1.975). Waka-
bayashi and Kawaji (1978; see also Kawaji, 1978) have
shown that the observed o.~ and o.„~depend strongly on
the sample geometry and that the simple procedure for
determining cr and o„zfrom measured quantities does
not give correct values for the conductivity tensor. For
wide samples, the value obtained for o is close to that
observed in circular samples (the Corbino geometry) and
is reasonable, but the Hall conductivity turns out to be
unreasonable. For long samples, on the other hand, the
transverse conductivity becomes completely diFerent
&om that of circular samples. It has been suggested that
a large electric field distortion near the edges of the sam-
ples is responsible. Because of these problems a direct
comparison between theory and experiment was not pos-
sible for the Hall conductivity. o„~has been successfully
obtained by measuring the Hall current instead of the
conventional Hall voltage for wide samples (Wakabayashi
and Kawaji, 1980a, 1980b). The electric field distortion
is not so serious in this method. Figure 123 shows an
example of the results obtained. A solid line in o.„zis
the result calculated from the measured o. with
Acr„z-Io. /duo„where I is obtained from the mea-
sured mobility through Eq. (6.19). One sees that the
theory explains the experimental results on the absolute
value of b,o„~quite satisfactorily.

The theory discussed in Sec. VI.A predicts that
cr„~= N—,ec/H=¹ /2M when the Fermi level lies
midway between adjacent Landau levels X and %+1 in
sufficiently strong magnetic ffelds. In 1980 von Klitzing,
Dorda, and Pepper (1980), Braun, Staben, and von Klitz-
ing (1980), and Kawaji and Wakabayashi (1981) mea-
sured o.~ on the Si(100) surface and showed that o.

„„

is
independent of N, in the range where o.~ is extremely
small in comparison with its peak value. An example of
the experimental results is given in Fig. 124. Von Klitz-
ing, Dorda, and Pepper (1980) showed that the value of
u„~ in the Qat region is given by an integer multiple of
e /2rrh to high accuracy (within a relative error of
—1.5)& 10 ). They suggested further that it is possible
to determine the fundamental constant e /fi more accu-
rately. This application, as well as the use of the quan-
tum Hall effect as a possible secondary resistance stand-
ard, has attracted considerable attention and is being ac-
tively pursued in ihe standards laboratories of several
countries (Taylor and Phillips, 1982). A review has been
given by von Klitzing (1981). The quantum Hall effect
has also been found in GaAs-(AI, Ga)As heterojunctions
(Tsui and Gossard, 1981; Narita et a/. , 1981a; Baraff and
Tsui, 1981). These interesting developments have raised
a fundamental problem on the validity of the theoretical
prediction obtained in the previous section within rather
simple approximations (Aoki and Ando, 1981; Prange,
1981; Laughlin, 1981).

The Hall conductivity o.
„„

is given by Eq. (6.29). The
correction 4o.„zarising from the presence of scatterers is
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FIG. 123. The conductivities o. and cr y (dotted curves) ob-
served by Wakabayashi and Kawaji (1980a, 1980b) in Hall-
current measurement. The solid line for the transverse conduc-
tivity represents that observed in the Corbino geometry (circu-
lar samples) giving purely u . The solid line for the Hall con-
ductivity is calculated through 6o.xy

——(I /fur, )~~ by using a
measured mobility in the absence of a magnetic field. After
Wakabayashi and Kawaji (1980b).

FIG. 124. Recordings of the Hall voltage, U~, and the voltage
drop between the potential probes, Upp as a function of the
gate voltage at T=1.5 K. The magnetic field is 18 T. The
oscillation up to the Landau level n =2 is shown. The Hall
voltage and Up„are proportional to p„y and p, respectively,
whe e pxx =~xx/ (~xx + ~xy) an pxy = —oxy/ (~xx+~xy).
inset shows a top view of the device with a length of L =400
pm, a width of 8'=50 pm and a distance between the poten-
tial probes of Lp„=130pm. After von Klitzing, Dorda, and
Pepper (1980).
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written as (Kubo et al. , 1965)

e'r f«)
Ao."-;i &(E. E,+,O)

X[(a)X(P)(P( &(~)

(6.59)

where
~

a) describes eigenstates and E corresponding
energy. When the state

~
u) is localizedw, e have

(a ~X
~

P)= . (n [ [X,A ) ~
f3)

1
(Ep E)(a—iX iP) .

sA
(6.60)

where V(r) is the local potential energy and
~

a') is the
eigenstate in the presence of E„.In the strong-field limit
we have

0 (r)=y exxon(r) (6.62)

a' a'BV
By

(6.63)

where ( . . ) means the spatial average and use has
been made of the orthogonality of cgx and Eq. (6.14).
Therefore, we have Ao„„=Owhen each Landau level is
completely filled with electrons. In localized states wave
functions deform infinitesimally in the electric field in
such a way that the efFective field of scatterers
(a'~BV/By ~a') exactly cancels the external field Ez.
Gn the other hand, wave functions of some extended

With the aid of [X,Yj =i/, we immediately see that the
contribution in ho„~ of the state

~

a) is given by ec/H,
which exactly cancels the corresponding term in the first
term of (6.29). This means that o.„„becomesfiat as a
function of N, as long as the Fermi level lies in the ener-

gy region of localized states. This agrees with an intui-
tive picture that localized states carry no current and ex-
p1ains the experimental results. It can immediately be
shown from Eq. (6.59) that o„~vanishes when a Landau
level is completely occupied by electrons in a strong-Geld
limit where mixing between different Landau levels is not
important. Therefore, cr„„is given by the same value (an
integer multiple of e /2vrA) as in the absence of scatter-
ers, even in the case when some of the states are local-
ized. This has a simple physical meaning: The induced
current lil the x direction ln an lnfinlteslmal electric field

E~ in the y direction is written as

j„=—elf (E ~ )(a'~ X
)
a')

a'

states deform in the opposite way because their wave
functions are orthogonal to localized wave functions, and
electrons move faster than eE—~/H by an amount given
by the effective field due to scatterers. This extra Hall
current compensates for that not carried by the localized
electrons.

Under actual experimental conditions, mixing between
difFerent Landau levels cannot be neglected completely
and might give rise to corrections to the value of o&y.
This interesting problem has not been fully studied yet,
although there is some indication that higher-order mix-
ing effects are not important (Prange, 1981; Ando, un-
published). Laughlin (1981) has presented an argument
which shows that the Hall conductivity should be exactly
an integer multiple of e /h in arbitrary magnetic fields
as long as the Fermi level lies in localized states and a
gap exists in the density of extended states. The problem
has also been studied by Thouless (1981).

There have been attempts to obtain the width of the
Landau levels by measuring the temperature dependence
of the minimum values of o when the Fermi level lies
midway between two adjacent levels (Nicholas et al. ,
1977, 1978; Englert and von Klitzing, 1978). If there is
no overlap of the density of states of adjacent levels, o.~
is determined by thermal excitation of electrons to the
Landau levels and is expected to be given by

AE —2I
(a'xx )min ~ exp

2k~ 7 (6.64)

where b,E is the separation of the levels and I is their
width. Nelgecting valley splitting, Nicholas et al. and
Englert and von Klitzing determined I from their exper-
imental results. The I s obtained in this way are consid-
erably smaller than the width obtained from zero-field
mobilities and have no simple relationship with them.
This is not surprising. As has been discussed above,
scattering when the Fermi level lies near the tail of Lan-
dau levels can be quite different from scattering in the
absence of a magnetic field, due to the difference of the
screening effect. Further, this determination of the width
is closely rdated to the localization in strong magnetic
fields (see Sec. VI.D).

Warm-electron effects in strong magnetic fields were
studied theoretically by Uchimura and Uemura (1979a,
1979b). They solved an energy-balance equation for the
gain from the applied electric field and the loss to the
phonon system and calculated the increase of the tem-
perature of the electron system. In spite of the discrete
density of states the temperature increase does not show
singular behavior as a function of the electron concentra-
tion. This is due to a cancellation of the density-of-states
function appearing in the expressions for the energy loss
and gain terms. The results were compared with experi-
mental results (Kawaji and Wakabayashi, unpublished),
which were estimated from comparison between the con-
ductivities for high fields at low temperatures and for
low fields at elevated temperatures The calcu. lated tem-
perature rise has turned out to be slightly smaller than
the experiments.
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2. Shubnikov-de Haas oscillation in weak magnetic fields

%'hen the magnetic 6eld becomes weaker, the conduc-
tivity exhibits a sinusoidal oscillation. In general we can
write it as

dEcr~(E) .Bf (6.65)

In sufFiciently weak magnetic fields we have

~ (E)=r"'(E)—cos r"'(E), (6.66)

where p is the chemical potential. Therefore we can
determine co, or the effective mass m defined by
co, =eH /me from the temperature dependence of the os-
cillation amplitude of o. if F' ' and F'" are indepen-
dent of temperature. Very early (Fowler et al , 1966.b)
the mass was found to be (0.21+0.01)mo at low X, .
Smith and Stiles (1972, 1974; see also Stiles, 1974a,
1974b) made a systematic study of such temperature
dependence and determined the effective mass as a
function of N, . It is about 15% enhanced from the
conduction-band mass I,=0.191m0 around
X,= 1 & 10' cm and decreases with increasing
This X, dependence is in the opposite direction to that
expected &om nonparabolicity and is considered to be a
result of electron-electron interactions. It has provoked a
lot of theoretical investigations. As has been discussed in
Sec. II.F, the theoretical calculation of the mass enhance-
ment due to electron-electron interactions explains the
experimental results reasonably well. Furthermore, the
enhancement has turned out to be in agreement with that
estimated from the so-called subharmonic structure of
the cyclotron resonance line shape (Kotthaus et al. ,
1974a; Abstreiter et al. , 1976b). The position of the
subharmonic structure has been shown by Ando (1976e)
to be determined by the effective mass enhanced by the
many-body effect. This will be discussed in more detail
in Sec. VI.C.1.

Many later experiments, however, cast some doubt on
the accuracy of the effective masses determined in this
way. Stiles (1974b) made similar experiments in tilted
magnetic fields, and obtained mass values strongly
dependent on the spin splitting, although the general ten-
dency of the mass to be enhanced, and decrease with X„
was the same as that determined by Smith and Stiles.
Lakhani, Lee, and Quinn (1976) studied efFects of the
substrate bias and found that the mass increased when
electrons were brought close to the surface. However,
the mass obtained in the absence of the substrate bias
showed a completely opposite behavior tq that observed
by Smith and Stiles, i.e., the mass increased with X, .

where E' '(E) and F"'(E) are slowly varying functions of
E. Thus we have at low temperatures

2m krrT
csch —cos F"'(p),

Rcu, Ace,

(6.67)

Fang, Fowler, and Hartstein (1977, 1978) made a more
systematic study of the temperature dependence of the
Shubnikov —de Haas oscillation. They determined the
mass for diAerent values of H, substrate bias, bulk dop-
ing, and concentrations of charges in the oxide. Their
conclusion is rather disappointing. According to them
the masses obtained from such an analysis do not behave
in a consistent way as a function of the doping and the
substrate bias. If the enhancement were caused by an in-
trinsic eAect, such as electron-electron interactions, the
mass values obtained for the same %d,„& shou1d be the
same. Their results suggest that the masses derived from
an analysis of Shubnikov —de Haas oscillations depend
on the detailed nature of scatterers in the system. This
fact has been demonstrated by changing the concentra-
tion of charges in the oxide. For low concentrations of
the oxide charges the masses obtained show behavior
similar to that found by Smith and Stiles, but they show
opposite X, dependence when scattering due to the oxide
chaI ges becomes important.

There might be several possible reasons for such a
strange behavior of the temperature dependence of the
Shubnikov —de Haas oscillations. As has been shown in
Sec. IV.C, the screening of scattering potentials by free
carriers in the inversion layer plays an important role in
determining the mobility. Thus the oscillatory behavior
of the screening e6ect can cause additional temperature
dependence of the term I" ' and F'" when the oscillation
amplitude is not suf5ciently small. As a matter of fact,
the Thomas-Fermi screening constant (q —&0) is given by

2 e f dE — D(E) .
BE (6.68)

Q cos exp
2&p

C

(6.69)

where use has been made of a result (Ando, 1974c):

NZ 2'D (E)= 1 —2 cos exp2M', Ace,
(6.70)

The spin and valley degeneracies have been neglected, for
simplicity. There have been some theoretical investiga-
tions on the screening in magnetic fields (Lee and Quinn,
1976; Horing et al., 1974; Horing and Yildiz, 1976).
However, explicit expressions for the dielectric constant
cannot easily be obtained for nonzero values of q, espe-
cially in the presence of leve1 broadening due to scatter-
ers. Further, so far there has not been any re1iable
theory of the Shubnikov —de Haas oscillation for realistic
scatterers, and we can not rule out the possibility that
such a change in the screening is responsible for the
strange behavior of the effective mass. A possible tem-

In the case of short-range scatterers we have the oscilla-
tion of q, in weak magnetic fields, given by

2m kgT 2m kgT
9's =

2
1 —2 csch-

7r 2mB C
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perature dependence of the spin and valley splittings due
to the change in the many-body effect (see Sec. VI.B.3)
also affects the temperature dependence of the oscillation
amplitude. Another possibility is a strong perturbation
of the energy spectrum due to the existence of scatterers.
In the presence of impurity-bound states, energy levels of
low-lying extended states are pushed up due to
quantum-mechanical interactions. Consequently the
separation between adjacent Landau levels becomes
smaller, causing an increase of the effective inass
(Overhauser, 1978). This model predicts that the effec-
tive mass increases with impurity concentrations, which
is, however, opposite to the behavior obtained by Fang,
Fowler, and Hartstein (1977, 1978). An effective-mass
modification caused by impurity scattering has been pro-
posed also by Sernelius and Berggren (1980). There is no
doubt that a large part of the mass enhancement and its
strong dependence on the electron concentration in
high-mobility samples is due to electron-electron interac-
tions discussed in Sec. II.F. At present, however, it is
hard to separate experimentally the exact contribution of
the electron-electron interaction &om other kinds of ef-
fects.

As is clear from Eq. (6.40), the oscillation amplitude
decreases exponentially with decreasing H. This so-
called Dingle factor was used to determine the relaxation
time in this system. Fowler (1969, unpublished) obtained
relaxation times which were in reasonable agreement
with the values deduced from the mobility at high N,
but which were much larger at low N, . Niederer (1974)
made similar measurements and obtained results which
were in good agreement with the mobility around the
electron concentration where the mobility had a peak,
but became smaller at high X,. Lakhani, Lee, and
Quinn (1976) used this method to show that the relaxa-
tion time decreased with increasing negative substrate
bias. Experiments of Fang, Fowler, and Hartstein (Fang
et al. , 1977, 1978; Hartstein and Fang, 1978) gave results
in good agreement with the mobility. Although there
still remain some disagreements between the experimen-
tal results, one can conclude that the relaxation time
determined from the oscillation amplitude is roughly
equal to the relaxation time which determines the mobili-
ty in the absence of a magnetic Geld. This fact is rather
surprising because there is no a priori reason that the
two kinds of relaxation times should be the same for ar-
bitrary scatterers. It might be related to the fact that the
short-range scatterer model works quite well in strong
magnetic fields. Hartstein and Fang (1978) investigated
the Dingle temperature (kiiTD fi/2m'~) for diffe——rent
concentrations of charged centers in the oxide. They
have found that the oxide charge dependence of the Din-
gle temperature agrees quite well with the theoretical
prediction.

3. Spin and valley splittings

We have seen in the previous section that the observed
values of a. are explained by the theory quite well.

There remains the problem of explaining the line shape
of cr, especially the observed degree of splitting for dif-
ferent Landau levels. The measured mobility and the
level width calculated froin Eq. (6.19) are shown in Fig.
119. If one assumes a g factor of two, the spin-Zeeman
energy gp&H (typically, 1.16 meV at H =100 kOe) is
smaller than the level width I, and one cannot expect to
see either the spin splitting or the valley splitting, which
is even smaller than the spin splitting for low-lying Lan-
dau levels (see Sec. VII.A for a detailed discussion on the
valley splitting). Further, the width is a relatively slowly
varying function of N„and one cannot expect a large
change of the degree of the splitting with increasing Lan-
dau levels observed experimentally.

In 1968 Fang and Stiles (1968) performed a celebrated
experiment. In the electric quantum limit the Landau-
level structure is determined by the component of a mag-
netic field normal to the surface, and the spin splitting is
given by the total magnetic Geld, when the magnetic
field is tilted from the normal direction (see Sec. III.D).
Thus the separation of Landau levels and that of dif-
ferent spin states can be controlled independently. An
example of observed oscillation of the transconductance
da IdN, in tilted magnetic fields is given in Fig. 125.
From the characteristic change of the line shape, Fang
and Stiles determined the tilt angle where the energy
separations between adjacent levels (N, t ) and
(N, t ), (N, l ) and (N + 1, t), are equal to each other.
From such a tilt angle one gets a relation between the g
factor (gs) when the Fermi level lies midway between
the (N, &) and (N, l) levels and the g factor (gL ) when it
lies between the (N, g) and (N + 1, t) levels,

62O
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FICr. 125. Transconductance oscillations with the surface-
electron concentrations at 90 kOe for different tilt angles 0.
The arrows identify the surface-electron concentration at which
the energy separations are equal. After Fang and Stiles (1968).
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AeH
ggpgH = cosO —gl pgH

mc
(6.71)

Putting gL, ——g~ and using m =I,=0.191mo they deter-
mined the g factor for various values of N, . The g factor
is strongly enhanced &om the bulk value (-2) and in-
creases drastically with decreasing electron concentration.
Note, however, that the absolute value derived in this
way can be somewhat in error if the mass is diQerent
&om the bulk value.

The g-factor enhancement has been explained by the
exchange effect among electrons in the Landau level. Let
us assume that the number of electrons with t spin is
larger than that of electrons with i spin because of the
spin-Zeeman splitting. Electrons with 4 spin feel more
repulsive force than those with t spin, since electrons
with the same spin cannot be close to each other due to
the Pauli exclusion principle and electrons feel stronger
repulsive force from electrons with different spins. The
original splitting is therefore enhanced by electron-
electron interactions. Such enhancement of the g factor
has been calculated by a number of authors in the weak
magnetic field limit, as has been discussed in Sec. II.F.
The actual experiments were performed in strong mag-
netic fields, where the quantization into Landau levels is
appreciable. Thus the assumption that gl* ——g~ is actual-
ly not so good, since the difference of the numbers of
electrons with t and J, spins is different for the two cases
corresponding to gL and gz. In strong magnetic fields
the density of states becomes discrete and the difference
in numbers of electrons with g and l spins, to which the
enhancement is proportional, depends strongly on the po-
sition of the Fermi level. When the Fermi level lies at
the middle of the gap between (N, t ) and (N, t) levels, the

difference becomes maximum and the g factor has a cer-
tain maximum value larger than 2. When it lies midway
between the (N, t) and (N+1, t) levels, the difference be-
comes minimum and the g factor has a minimum value
close to 2. Therefore the g factor oscillates with the
change of X,.

This oscillatory g factor has been calculated in the so-
called screened Hartree-Fock approximation (Ando and
Uemura, 1974b, 1974c; see also Uemura, 1974a, 1974b).
The effective g factor is defined by

g pbH =gpgH +g~q —&~) .

Here, we have

X~,—Xiv, ——g J~~(lq) (n~, n~, —),V(q)
E(q, O)

(6.72)

(6.73)

where n~ is the filling factor of the Landau level (N, o.),
which equals one when the level is filled by electrons,
V(q) is the Fourier transform of the effective two-
dimensional electron-electron interaction given by
V(q)=(2melxq)I'(. q) with E(q) being the form factor
given by Eq. (2.51), and e(q, O) is the static dielectric
function. The dielectric function is calculated within the
random-phase approximation in strong magnetic fields.
Since the difFerence of the occupations, n~, —n», and
the dielectric function depend on the energy separation of
the g and l spin levels, one has to determine the splitting
self-consistently. An example of the results is shown in
Fig. 126. The g factor oscillates with N„and peak
values increase with increasing magnetic fields. Figure
127 shows the ratio g*p&H/I & when the Fermi level
lies midway between & and & spin levels. The points
connected by the dashed lines are the values obtained by

5 ~
I

I

2

80 kOe

5

~ 60kOe

2 3

N (1Q cm )

FIG. 126. Calculated oscillatory g factor as a function of the electron concentration in magnetic fields. The solid and broken lines
represent the g factor for the level width I ~ ——I and 0.8I", respectively. After Ando and Uemura (1974b).
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FKx. 127. The ratio of g*p&H, when the Fermi level lies at
the middle point between g and 4 levels, to the level width I ~.
The points connected by broken lines are the values obtained

by neglecting the enhancement of the g factor (g =2). Those
connected by solid lines are obtained by the values for
I ~ ——0.SI in Fig. 126. After Ando and Uemura (1974b,
1974c).

neglecting the enhancement of the g factor. The points
connected by the solid lines are obtained by the enhanced

g factor (g~). When this ratio is larger than a certain
critical value, (g p&H/I z)„the spin splitting can be
resolved in the line shape of cr . Although the critical
value depends on the actual form of the energy depen-
dence of o~, it is reasonable to assume that
(g*p~H/I N), —1. Therefore the theory predicts that
the spin splitting should be seen in levels with X &2 in
accordance with the experimental results.

Because of such oscillatory behavior of g*, we cannot
determine the value of g~ from Eq. (6.71) even if we

know the tilt angle 49. Kobayashi and Komatsubara
(1974) performed a tilted magnetic field experiment simi-
lar to that of Fang and Stiles (1968), and obtained the
upper and lower bounds of the actual values of g*. Since

g~ ~gL we can get g,„byputting gI* ——2 and g;„by
putting gI' ——g&. Their values are given in Fig. 128 to-
gether with the results of Fang and Stiles. Calculated
values of g~ for the tilted magnetic fields experimentally
found are also shown. The calculated gq lies between

g;„andg,„except for low Landau levels N =0 and 1,
where the sharp cutoff of the density of states calculated
in the self-consistent Born approximation causes singular
results. One can conclude that the experiments are ex-
plained by the enhancement of the g factor rather well.

By further tilting magnetic fields one can bring about
a situation in which the levels of (N, t) and (N+1, T)

coincide with each other and can obtain the g factor.
From the above discussion it is clear that the g factor ob-
tained by this coincidence method can give different
values of the g factor &om that of Fang and Stiles (1968).
Kobayashi and Komatsubara (1973; see also Komatsu-
bara et al. , 1974) obtained a g factor which was very

2 ' ——

0 2

N, (10cm )

FIG. 128. Oscillatory g factor under tilted magnetic fields
versus electron concentration N;„„.H„„~is 95 kOe. Hq (com-
ponent perpendicular to the surface) is shown in the figure.
The solid and broken lines represent the g factor for I"&——I
and I ~ ——0.SI, respectively. The upper (g,„)and lower
bounds (g;„)obtained by Kobayashi and Komatsubara (1974)
and the value obtained by Fang and Stiles (1968) are also
shown.

close to the bulk value of 2. There seemed to be a prob-
lem, however, concerning the determination of the tilt
angle where the coincidence occurred. Landwehr,
Bangert, and von Klitzing (1975) made similar experi-
ments more carefully and showed that the g factor ob-
tained in this coincidence method was also enhanced.
The same result was obtained recently by Englert (1981).
Theoretical calculation for such a large tilt angle has not
yet been done, however.

Lakhani and Stiles (1973) proposed a method to mea-
sure gs by considering the minimum value of o~ be-
tween adjacent levels. They assumed that all the quanti-
ties except the level separations remain unchanged with
the change of H and that the minimum values of o.

„„

depended only on the energy separation of the two adja-
cent levels. At a constant total magnetic field they
determined the tilt angle ~here the average of the
minimum values for the cases when the Fermi level lies
at the midpoint between (N, J, ) and (N, T) levels and the
midpoint between (N, &) and (N+1, T) levels become the
same as the minimum value of o.~ for the case when the
Fermi level lies midway between (N, T) and (N, t) in the
magnetic field perpendicular to the surface. They ob-
tained experimental values of gz using Eq. (6.72) assum-
ing gL ——2. Although this seemed to be an excellent idea
to determine gs, the peak value of the oscillatory g fac-
tor, the basic assumption was not correct since the level
broadening depends on the normal component of the ap-
plied magnetic 6eld and changes with the tilt angle.

Englert and von Klitzing (1978) proposed an ingenious
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shape analysis requires the self-consistent determination
of the broadening and screening and proper treatment of
the localization effect, in addition to the enhancement of
the spin and valley splittings. Such analysis is extremely
dificult, even if we know the precise nature of scatterers
in this system. A more detailed discussion of the valley
splitting is given in Sec. VII.A.

I I I l

S (~0m i»' '
P f-8906Hz

C. Cyclotron resonance

A brief discussion of the theory of the dynamical con-
ductivity of a two-dimensional electron-impurity system
in strong magnetic fields has been given in Sec. VI.A.2.
This section deals with various problems related to cy-
clotron resonance in actual inversion layers.

't. Characteristics of the cyclotron resonance

Cyclotron resonance was observed for the 6rst time in
an n-channel inversion layer on the silicon (100) surface
by Abstreiter, Kneschaurek,

'
Kotthaus, and Koch (1974)

and by Allen, Tsui, and Dalton (1974) independently.
The quantum oscillation predicted theoretically (Ando
and Uemura, 1974d; Ando, 1975a) was first observed by
Abstreiter, Kotthaus, Koch, and Dorda (1976b). An ex-
ample of their results is shown in Fig. 130. The magnet-
ic fields where the Fermi level lies just at the midpoint
between adjacent Landau levels are denoted by black tri-
angles. One sees clearly that the absorption has a dip at
the low magnetic field side, i.e., below M-60 kOe, and a
peak at the high magnetic field side, in agreement with
the theoretical prediction. An example of corresponding
theoretical line shapes is also shown. One sees the posi-
tion of the quantum oscillation is in excellent agreement
with the theory, although the theoretical line shape
shows slightly larger amplitude. This disagreement con-
cerning the amplitude of the quantum oscillation cannot
be explained by a possible difference of the real part of
o (co) and the transmission coefficient, which was men-
tioned in Sec. VI.A.2. There are many possible reasons
for the disagreement. The self-consistent Born approxi-
mation used in the theoretical calculation is the simplest
approximation. If one considers higher-order effects, the
density of states has low- and high-energy tails, where
the broadening is expected to be inhomogeneous. There-
fore the energy region where our simple approximation
holds becomes effectively narrower, and consequently the
amplitude of the quantum oscillation becomes smaller.
Further, the short-range scatterer model is not strictly
applicable, and the quantum oscillation decreases with
increasing range of scattering potentials. Sample inho-
mogeneity, if present, could make the amplitude smaller.
In any case one can conclude that the agreement is satis-
factory.

Abstreiter, Kotthaus, Koch, and Dorda (1976b) ob-
tained the width of the cyclotron resonance by fitting
their results to a classical Lorentzian line shape and
compared it with the relaxation time at H =0. The
result is shown in Fig. 131. The width of the cyclotron

FIG. 130. Examples of cylotron resonances observed in an n-
channel inversion layer on a Si(100) surface. fico=3.68 meV.
T=5 K. The magnetic fields where the Fermi level lies at the
center of each Landau level are denoted by downward pointing
arrows with corresponding Landau-level indices. The dotted
line represents a theoretical prediction by Ando (1975a). The
electron concentration is proportional to the gate voltage and is
given approximately by 0.9X 10' cm at 10 V. After
Abstreiter et al. (1976b).
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FIG. 131. Comparison of the zero-field scattering rate 1/v. o

with the scattering rate at resonance 1/~, . The dashed line in
{a) {-0.65) is the value predicted for short-range scatterers in
the self-consistent Born approximation. Here, ~0 corresponds
to r~ in the text. After Abstreiter et al. (1976b).
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resonance is larger than the level broadening Pilaf at
H =0, which is consistent with the theoretical predic-
tion. In the upper part of the figure the ratio of the cy-
clotron width to the square root of Pilaf is plotted.
Theoretically this ratio should be constant and is given
by the broken line if scatterers are of short range and the
same both at nonzero H and H =0. At high concentra-
tions (N, & 1.5X 10' cm ) the agreement is satisfactory.
Near the electron concentration where the relaxation
time has a peak, the actual width becomes smaller than
the result for short-range scatterers. This suggests that
actual scatterers are different &om complete short-range
scatterers. At very low concentrations (N, &0.5X10'
cm ) the cyclotron width becomes very large because of
the inhomogeneous broadening. Abstreiter, Koch, Goy,
and Couder (1976a) studied the &equency dependence of
the cyclotron resonance line shape. At high X, the ex-
perimental results were consistent with the H' depen-
dence predicted theoretically, but they found a significant
deviation from the H' dependence at low N„i.e., the
width became almost independent of H. Wagner, Ken-
nedy, McCombe, and Tsui (1980; see also Kennedy et al. ,
1975a) performed a much more extensive study of the
frequency dependence of the cyclotron resonance line
shape for wider ranges of external frequencies. The H'
dependence was found for high densities (X, & 1X10'
cm ) and high fields, in agreement with the theoretical
prediction. Again very little dependence on magnetic
field was found at low electron concentrations. In order
to explain those detailed results we need accurate
knowledge of the nature of scatterers and theoretical cal-
culation of the actual line shape for realistic scatterers.
This is a very difBcult task, however. Experiments with
controlled concentrations of scatterers like Na+ ions,
performed quite recently (Chang and Koch, 1981), can
give important information on the broadening.

Another interesting feature of the cyclotron resonance
line shape in the two-dimensional system predicted
theoretically (Ando, 1975a) is the appearance of the
subharmonic structure. The subharmonic structure was
experimentally observed by Kotthaus, Abstreiter, and
Koch (1974a; see also Abstreiter et al. , 1976b). An ex-
ample of their results is shown in Fig. 132, where the ab-
sorption derivative is plotted against H. The existence of
such structure can be seen in Fig. 131, although the
structure is very small. The actual position of the
subharmonics is, however, shifted to the higher magnetic
field side. This shift has been explained by the mass
enhancement effect due to electron-electron interactions
(Ando, 1976e).

Kohn (1961) has proved that the position of the cyclo-
tron resonance is not a6ected by electron-electron in-
teractions in homogeneous systems (Kohn's theorem).
Although Kohn's proof is restricted only to short-range
mutual interactions, the theorem is a consequence of the
fact that electron-electron interactions are an internal
force. In inversion layers, the presence of scatterers
violates the translational invariance of the system and
the theorem is actually not applicable. It suggests, how-

ever, that one should make a careful and consistent ap-
proximation in calculating dynamical conductivities
which include effects of electron-electron interactions. In
calculating the dynamical conductivity, one must consid-
er an important correction called the vertex correction,
which cancels the mass enhancement effect completely if
applied to a homogeneous system. Landau's Fermi-
liquid theory is an example of such methods, but is not
adequate for the discussion of the subharmonic structure,
which is a direct consequence of the complete quantiza-
tion of the orbital motion.

Ando (1976e) considered a model two-dimensional sys-
tern in which electrons are interacting with each other
via a weak short-range potential. Within the simplest
approximation (essentially Hartree-Fock) we can calcu-
late the mass enhancement and the dynamical conduc-
tivity consistently. The resulting dynamical conductivity
is given by

o+(co) =o+(co) 1+ice m
2 o+(co)

X,e'

p-Si {100j A1

f =890 7GH

Q3

a
CL"a

2 3
H (tesla)

FIG. 132. Subharmonic structure in the absorption derivative
for diQerent gate voltages. Pm=3. 68 meV. The electron con-
centration is roughly proportional to the gate voltage and is
1)& 10' cm at 10 V. The position of the subharmonic struc-
ture is shifted to the higher magnetic Geld side corresponding
to the increase of the mass with decreasing electron concentra-
tion. After Abstreiter et aI. (1976b).

(6.76)

where m and m* are the bare and dressed masses, respec-
tively, + ( —) denotes the left (right) circularly polarized
wave, and o.+ is the conductivity of a noninteracting sys-
tem characterized by the dressed mass m*. If we substi-
tute a simple classical Lorentzian line shape in the above
expression we immediately see that the resonance posi-
tion is determined by the bare mass m. If the line shape
is quite different from the Lorentzian, however, the peak
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position can be shifted. At the tails of the cyclotron res-
onance o+(co) is small and can be neglected in the
denominator of (6.76). Therefore the subharmonic struc-
ture is determined by that of o.+(co), i.e., by the condition
that co n—co,

' (n is an integer larger than 2), where
co,

*=eH/m ~c. This model of electron-electron interac-
tions is too simple and not directly applicable to actual
inversion layers. However, the fact that the subharmonic
structure is essentially determined by the dressed mass
m* is true of actual systems. Since the vertex correction
is not important at tails, the position of the subharmonic
structure is given by the difference of the quasiparticle
energies of adjacent Landau levels, i.e., by m~. Figure
133 shows an example of the line shape calculated in this
model together with an experimental result of Abstreiter,
Kotthaus, Koch, and Dorda (1976b). The peaks denoted
by arrows correspond to the subharmonics. If we assume
8%%uo enhancement of the mass, the position is shifted to
the higher magnetic field side and agrees with the experi-
ment. Enhancement of this order is theoretically quite
reasonable. Figure 134 gives the comparison of three dif-
ferent experimental masses. The mass determined from
the main peak is essentially independent of N, except for
the strange behavior at low N„while the masses deter-
mined from the temperature dependence of the amplitude
of the Shubnikov-de Haas oscillation of static conductivi-
ties and from the subharmonics are enhanced and show
the same N, dependence. Thus we can say that the mass
enhancement due to electron-electron interactions ex-
plains the shift of the subharmonic structure quite well.

Ting, Ying, and Quinn (1976) suggested a similar
mechanism of the shift of the subharmonic structure

------- Experiment (A1, Vs=25V, T-l, 5K)
Theory (Ns--2.60x10 crn 2)

--—— I IassicaI Lineshape

based on a different formalism. We can generally express
the dynamical conductivity as

iK,e /m
o+(co) =

co+co~+M(ci))
(6.77)

where M(co) is called the memory function (Gotze and
Wolfle, 1972). If we expand M(co) in terms of the
strength of scattering we have, to the lowest order in the
strength of impurity scattering,

M (co)= g f dz Ni'"'(z)
%,corn

Xg
~

u~"'(z)
~

'q„'[s(q,co)
q

—s(q, 0) '] .

(6.78)

If such an expansion to the lowest order in the impurity
concentration is meaningful, this is the exact expression
to this order. In our system, however, the validity of
such an expansion is highly doubtful because a self-
consistent treatment is essential, as has been discussed in
Sec. VI.A. One might be able to use this expression only
for looking at the qualitative behavior of the conductivi-
ty. It is easy to see that the imaginary part of M(co) has
a peak near neo,

* due to magnetoplasmon modes (Chiu
and Quinn, 1974; see also Horing and Yildiz, 1973, 1976;
Horing et al. , 1974). Because of the dispersion of mag-
netoplasmon modes the actual subharmonic structure can
be shifted and broadened, depending on what wave vec-
tors q are important in scattering. In the case of short-
range scatterers a wide range of q contributes to the
structure, and the position of the subharmonic structure
is expected to be close to n~,*. A later numerical calcu-
lation of the line shape based on this method, however,

p =7000crn~/Vsec.

f7' = 0.197&0
i

O.24—

0.23—
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~ SdH (Smith-Stiles)
o Main Peak of CR

E O.22-
E

0.21—

0.20—

20 30 40 50 60 70 80 90 100

Magnetic Field (kQe}

FIG. 133. An example of theoretical and experimental cyclo-
tron resonance line shapes in an n-channel inversion layer on a
Si(100) surface. The energy of the incident light is 3.68 meV.
The magnetic Gelds given by ~=2', and ~=3m,* are shown
by the arrows. After Ando (1976e).

0.19
2 3

N, (10 cm )

FIG. 134. A comparison of various masses in an n-channel in-
version layer on a Si(100) surface. The mass obtained by put-
ting co equal to 2',* from the position of the subharmonic
structure of the cyclotron resonance (Abstreiter et al. , 1976b),
the mass measured by Smith and Stiles (1972) under 25.9 kOe,
and the mass deduced from the main peak position of the cy-
clotron resonance (Abstreiter et aI., 1976b) are shown. After
Ando (1976e).
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failed to give a definite subharmonic structure (Ting
et al. , 1977).

Many-body effects on the cyclotron resonance have
also been studied at high temperatures in high magnetic
6elds (Fukuyama, Kuranioto, and Platzman, 1978;
Fukuyama, Platzman, and Anderson, 1978).

2. Cyclotron effective mass

& =890.7 6Hz
K

C3
)(

(lOO)

pIes:

A1

D3

Ds

W7

—i0.10
3-
0 O.s 1 O

N {IO cm 2)

FIG. 135. Resonance magnetic 6eld and cyclotron effective
mass versus electron density (n, ) for different samples at rela-
tively low electron concentrations. @co=3.68 meV. After
Abstreiter et al. (1976b).

The problem of the cyclotron mass m„de6ned by the
position of the main cyclotron resonance, is in much
controversy. Kotthaus, Abstreiter, Koch, and Ranvaud
(1974b; see also Kotthaus, 1978, 1979, 1980; Abstreiter
et al. , 1976b) observed an increase of m, with decreasing
N, at low N, (N, &0.8X10' cm ) for the laser fre-

quency Ace=3. 68 meV as is shown in Fig. 135. At still
lower N, (N, &0.4X10' cm ) m, decreases very rapid-
ly, depending on the samples. At higher X, the mass al-
most has a constant value close to m, =0.198mo. This
mass value is slightly larger than the bulk conduction-
band mass of m, =0.191mo, but has been shown to be
consistent with the bulk mass for the same laser frequen-

cy (Abstreiter et al. , 1976b). Abstreiter et al. (1976a)
studied the frequency dependence of m, and found no
systematic variation outside experimental error for X,
above 0.4& 10' cm

The reason for the increasing m, with decreasing X,
below X, &0.8X10' cm is totally unknown. The de-
crease of m, at even lower X, was attributed by
Kotthaus et al. (1974b) to perturbed cyclotron resonance
due to potential fluctuations. When a slowly varying po-

tential fluctuation V(r) exists, the change of the frequen-
cy of the cyclotron motion is given by the curvature of
the local potential, i.e., by

&(~, ) —= 2 (IV)'&(r) . (6.79)
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FIG. 136. The density (n, ) dependence of the cyclotron eA'ec-

tive mass and scattering time v at four far-infrared radiation
frequencies. The lines connecting the mass data at a particular
frequency are drawn as aids to the eye. A dc scattering time
derived from the 4.5 K effective mobility and the band mass
m=0. 19mo is shown as a solid line. AAer Kennedy et al.
(1977).

When electrons occupy the ground Landau leve1 com-
pletely, this shift vanishes because the curvature of the
potential becomes zero on the average. At low concen-
trations electrons are considered to be in local potential
minima where 6(Aco, ) &0, and the effective cyclotron en-
ergy becomes larger or m, decreases. Such a shift should
become appreciable roughly below the electron concen-
tration where only the ground Landau level is occupied
by electrons. This simple consideration explains the
value of X, where the rapid decrease of m, occurs. A
similar shift of the peak can appear even for short-range
scatterers (Ando, 1975a). Mikeska and Schmidt (1975)
examined this effect theoretically by assuming an artifi-
cial potential fluctuation and showed that the abrupt de-
crease of m, observed experimentally could be explained
by such a mechanism. A later temperature dependence
study gave results consistent with such a model
(Kiiblbeck and Kotthaus, 1975; Kotthaus and Kiiblbeck,
1976).

Similar experiments at low electron concentrations
were also performed by Kennedy, Wagner, McCombe,
and Tsui (1977; see also Wagner et al. , 1976a, 1976b,
1980; Wagner and Tsui, 1979, 1980). An example of
their results is shown in Fig. 136. They found a charac-
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FICs. 137. Cyclotron resonance in the extreme quantum limit.
The solid lines represent raw data; the structure is residual
noise. The expected classical line shape is shown as a dash
line. The dotted line is a theoretical calculation of the frequen-

cy response of a pinned charge-density wave with m=0.21rno
and a pinning frequency y=20.2 cm ', following Fukuyama
and Lee (1978). The filling factor is 0.43. After %'ilson et al.
(1980).

teristic N, dependence similar to that of Kotthaus et al.
(1974b), but their m, depended on the photon energy of
the laser light, in contrast to the results of Abstreiter
et aI. (1976a). As is seen in the figure, the linewidth be-
comes narrower with decreasing N, at fuu=7. 6 meV, in
contrast to the opposite behavior for lower magnetic
fields. They argued that this was inconsistent with the
perturbed cyclotron resonance and tried to attribute it to
some phase change of the two-dimensional electron gas.
Wilson, Allen, and Tsui (1980) measured the cyclotron
resonance at low concentrations with the use of a far-
in&ared spectrometer. This technique enabled a direct
observation of the &equency dependence of the conduc-
tivity at a fixed magnetic field and electron concentra-
tion, when the usual magnetic field sweep at constant
&equency is not adequate for investigation of phenomena
strongly dependent on the field. Figure 137 gives an ex-
ample of observed resonances for v=0.43, with v being
the 61ling factor of the ground Landau level defined by
v=2ml X,. The broken line shows the expected classical
line shape. The peak is shifted to the higher-frequency
side and the line shape is narrower than expected from
the zero-field mobility. They also showed that the line
shape exhibits a peculiar change as a function of the
filling factor. As a possible explanation they proposed a
highly correlated or crystalline ground state. As a
matter of fact, a pinned charge-density-wave model
(Fukuyama and Lee, 1978) gives the dotted line, which
explains the observed line shape. However, it is not
completely certain that the existence of a crystalline
ground state is the only explanation for the behavior in
the absence of any reliable theory of localization effects
for realistic scatterers and that of electron solids in
strong magnetic fields. The electron solid will be dis-
cussed in Sec. VII.C. A similar narrowing has also been

observed under compressional stress (Stallhoffer et al. ,
1976; Kotthaus, 1978, 1979).

Kennedy, Wagner, McCombe, and Tsui (1975b, 1976b;
see also Wagner et al. , 1980) measured the frequency
dependence and observed that m, increased with decreas-
ing frequency except at low concentrations. They
showed that m, was a function of co~ and proposed that
this was caused by a reintroduction of electron-electron
interactions caused by the presence of strong scattering.
To explain this anomalous frequency dependence, Tzoar,
Platzman, and Simons (1976) calculated a high-&equency
conductivity neglecting the presence of magnetic Gelds,
using the formula (6.77). They defined the mass shift by
comparing a high-frequency expansion of the phe-
nomenological expression:

iN, e
o.(co)= m~(co+i/r)

(6.80)

and that of Eq. (6.77). Naturally the calculated mass de-

creases with increasing frequency because such a correc-
tion should vanish in the limit of infinite co. A similar
calculation was also made by Cxanguly and Ting (1977).
It is not clear, however, that this enhanced mass is relat-
ed to the actual resonance position. Actually what we

need is the dynamical conductivity at co-co„which cor-

responds to ~=0 in the absence of a magnetic Geld in

Eq. (6.77) and has nothing to do with the calculated
mass shift in the high-frequency limit. Ting, Ying, and

Quinn (1977) calculated the dynamical conductivity, sub-

stituting E(q,co) calculated in the random-phase approxi-
mation in the presence of magnetic fields. Because the
lowest-order expression has a difficulty with divergence,
as has been mentioned before, they calculated E(q, co) in

an approximation similar to the self-consistent Born ap-
proximation. Figure 138 gives an example of the com-
parison between observed and calculated line shapes.
They obtained a slight enhancement of m, (around 2%)
which is almost independent of the &equency. So far the
theories cannot give any definite conclusion on the effects
of electron-electron interactions on the cyclotron reso-
nance in this system. This is a very difficult theoretical
problem, and further study is needed. More experimen-
tal work is also necessary in order to clarify important
parameters which cause such differences of experimental
results.

Ngai and Reinecke (1976) proposed a new model of lo-

calization effects based on localized two-electron states
which have been proposed to exist in amorphous Si02.
Using a very simplified model Hamiltonian, they claimed
that the increase of m, with decreasing N, below
0.8)&10' cm could be explained by such a model.
This and related models were further investigated (Ngai
and White, 1978, 1980; White and Ngai, 1978a, 1978b).

Theis (1978, unpublished) has carefully measured the
cyclotron resonance at high N, and observed an increase
of m, with increasing N, . This behavior is consistent
with the effect of the nonparabolicity of the silicon con-
duction band. Falicov (1976) calculated the nonparaboli-
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FIG. 138. Calculated and measured cyclotron resonance line

shapes for electron concentration (X) of 1.S&10' cm and at
Ace=3. 15 meV. The dotted curve is from Kennedy, Wagner,
McCombe, and Tsui {unpublished). After Ting et al. (1977).

3. Plasmon and magnetoplasmon absorption

So far we have discussed a response of the system to
homogeneous external fields (q =0, where q is the two-
dimensional wave vector in the direction parallel to the
surface). A response to an external field with nonzero q's

is also observable. Allen, Tsui, and Logan (1977; see
also Tsui, Allen, Logan, Kamgar, and Coppersmith,

city e6ect in an approximation similar to that employed
by Falicov and Garcia (1975) in calculating the effective
mass in p channels of silicon. He calculated the bulk
Fermi surface and then cut it at k, corresponding to the
conduction-band minimum. Although the qualitative
behavior of the calculated X, dependence of m, seems to
agree with the experiments, this method is known to be
inadequate in p channels (see Sec. VIII.A). More work is
necessary concerning such a nonparabolicity eFect.

Kiiblbeck and Kotthaus (1975; see also Kotthaus and
Kiiblbeck, 1976) measured the cyclotron resonance as a
function of temperature. They found a surprising result
that m, increased considerably with temperature. Ken-
nedy, Mccombe, Tsui and Wagner (1978) found no such
anomalous behavior. Stallhoffer, Kotthaus, and Koch
(1976) investigated the cyclotron resonance under uniaxi-
al stress and found an increase of I, similar to the tem-
perature eS'ect. These strange behaviors are related to
the existence of another set of subbands associated with
valleys located in di6erect directions in the silicon Bril-
louin zone and will be discussed in Sec. VII.B together
with more recent experimental results.

1978) observed the two-dimensional plasmon in the in-
version layer. The two-dimensional plasmon was 6rst
observed by Grimes and Adams (1976a, 1976b; see also
Grimes, 1978a) in the system of electrons trapped by the
image potential on the liquid-helium surface. Allen,
Tsui, and Logan made a grating structure on top of a
semitransparent gate electrode, as is shown in Fig. 139.
When far-in&ared light is incident normal to the surface
with a polarization parallel to the grating periodicity
(say, x direction), the light is longitudinally modulated
with the wave vectors q„=2mnla (n =1,2, . . . ),

E„(x,z) = g E„(q„,z) exp(iq„x i cot),—
n=0

(6.81)

J&(q)6(z) exp(iq r i cot) = g—o~ (q, co)5(z)E,(q,z)
v=x,y

X exp(iq. r —i cot),

(6.82)

where the sheet is assumed to be at z =O. Usually the
capacitive reactance of the grid is small compared to the
average resistive admittance of the metallization, and we
can calculate the response of the inversion layer to such
electric 6elds assuming the conductivity of the gate is in-
finite. Neglecting the retardation efYect (infinite light
velocity) and solving Poisson's equation by the image
method, we can calculate the induced electric field corre-
sponding to the induced current in the inversion layer.
We have for q=(q, 0)

where a is the period of the grating. The strength of
each component of the electric field can easily be calcu-
lated. Roughly speaking, fields with high n become rela-
tively larger with decreasing width t of the semitrans-
parent region of the gate, since the field is concentrated
across this part while being essentially zero over the
highly conductive part. Such modulation of the field is
appreciable within a distance of the order of the grating
period a from the gate electrode.

Usually the wavelength of such modulated far-infrared
radiation is much larger than the thickness of the inver-
sion layer, and we can still regard the layer as a conduct-
ing sheet having the two-dimensional conductivity tensor
tr& (q, co), defined by
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E„'"(q,z)=—
co Kgg +Icj~g cotll( qd j~s )

Xexp( —q ~z
~
)J„(q), (6.83)

J„(q)exp(iqx ice—t)5(z) = cr~(q, co)E„(q,z)5(z)

)& exp(iqx i co—t),
where

(6.84)

with

o (q, co)=a (q, co)s(q, co) (6.85)

where d;„, is the thickness of the insulator (SiQz).
Therefore we have

The plasmon has also been observed in emission experi-
ments (Gornik et al. , 1980a).

In the presence of a magnetic field perpendicular to
the surface, the plasmon resonance turns into the so-
called plasma-shifted cyclotron resonance or magneto-
plasmon. If we substitute o~(co)=iN, e colm(co —co, )
into Eqs. (6.85) and (6.86) we have a resonance at
co =co, +co&. Theis, Kotthaus, and Stiles (1977; see also
Theis, 1980) observed such a resonance. An example of
their results is given in Fig. 141. A plasma-shifted cy-
clotron resonance can be seen at the lower magnetic field
side of the usual cyclotron resonance, and its position is
shifted to lower H with increasing N, . They found that

s(q~~) =1+ o~(q, co) .4mi q
co a„+i~;„,coth(qd;„,)

Therefore the absorption is given by

P = —, Reo.,ii(co)
~
E„(q=O,z =0)

~

with

(6.86)

(6.87)

0.03—

0.02—

0.0 I—

0

ns=0.36 x IOI~ crn. ~

m"=0.3
I/~ =0.4e x IOI2 sec-I

cr,g(a)) = g o (q„,co)5„, (6.88)

where

~
E„(q„,z =0)

~

=5„~E„(q=O,z =0)
~

(6.89)

2 4m&, e
COp =

7?l x„+a;„,coth(qd;„,)
(6.90)

with q =q„.See Sec. II.D for some more discussion on
the plasmon.

An example of absorption observed by Alleri et al.
(1977) is shown in Fig. 140. We can see the clear ab-
sorption due to the excitation of the plasmon (n =1) su-
perposed on the Drude background, corresponding to ab-
sorption of the spatially unmodulated (n =0) component
of the radiation field. They analyzed their data using the
simple Drude formula of the conductivity (6.80) and
determined the mass. They obtained a value close to
0.2mo almost independent of N, at high N„but found
an increase of the mass with decreasing X, at low N„a
result similar to that observed in the cyclotron resonance
(Kotthaus et al. , 1974b; Kennedy et al. , 1977). Theis,
Kotthaus, and Stiles (1978a, 1978b; see also Theis, 1980;
Kotthaus, 1980) observed resonances associated with
higher n for various energies of far-in&ared light. They
analyzed their data using a mass value close to 0.2mo in-
dependent of N, and concluded that the theoretical
dispersion relation (6.90) explains their results quite well.

Under the experimental conditions the period of the
grating is much larger than the length scale, and we can
replace o. (q, co) by o (co). Further, if we substitute the
Drude expression cr (co) =iN, e /mao into (6.85) and
(6.86) we have the resonance absorption at the position of
the two-dimensional plasmon
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FIG. 140. Fractional change in transmission caused by inver-
sion layer electrons at 1.2 K. Resolution is 1 cm '. Solid
curves are theoretical results with indicated mass and relaxa-
tion time. The lower curve is the Drude part and the upper
curve contains the plasmon absorption. After Allen et al.
(1977).
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FIG. 141. Absorption as a function of magnetic field for dif-
ferent electron concentrations in an n-channel inversion layer
on a Si{100)surface. fico=3.68 meV. The numbers in the 6rst
row at the bottom represent electron concentration X, (called
n, in the figure) in units of 10' cm . The inverted triangles
indicate the expected magnetoplasmon position. The dashed
curves have been generated with the use of a classical Lorent-
zian line shape of the cyclotron resonance. A coupling of the
magnetoplasmon with the subharmonic structure can be seen
around H-35 kQe for %,=2.42~10' cm. After Theis et al.
(1977).

the position of the plasma-shifted cyclotron resonance
agreed reasonably well with the theoretical prediction
based on the simple Drude conductivity. However, they
observed additional effects, i.e., a coupling of the
plasma-shifted cyclotron resonance with the subharmonic
structure when their positions were close to each other,
i.e., for X, =1.95, 2.42, and 2.90)&10' cm in Fig. 141.

A corresponding theoretical calculation of the magne-
toplasmon resonance line shape was performed by Ando
(1978d). An example of the results corresponding to the
experimental conditions is given in Fig. 142. The posi-
tion of the plasma-shifted cyclotron resonance is denoted
by downward-pointing arrows and the position of the
subharmonic structure by upward-pointing arrows.
%'hen the two positions are close to each other as shown
in the figure, they repel each other, and the two peaks
appear in the plasma-shifted cyclotron resonance
o~(qi, co) and also in the total absorption. If we take
account of the nonzero value of q (nonlocal efFect), the
dynamical conductivity o.~(q, co) has a resonance struc-
ture at neo, (n ~ 1) because of the existence of the mag-
netoplasmon modes (Chiu and Quinn, 1974). The cou-
pling with such modes has been shown to be negligible

') 0.3

0.2
C:
C&~ 0.1

100 120

under experimental conditions.
The technique of using a grating structure for the gate

electrode has made it possible to observe the two-
dimensional plasmon and magnetoplasmon. So far, how-
ever, we have not been able to get much new information
from such observations. As is clear from the above dis-
cussion, what we need to explain the experimental obser-
vations is a precise knowledge of the local two-
dimensional conductivity o (q=0, co), which might as
well be obtained from the more usual transmission-type
experiments without a grating structure. Therefore a
technique to get much larger wave vectors is highly
desirable. At large wave vectors comparable to the Fer-
mi wave vectors or the inverse of the thickness of the in-
version layers, a variety of interesting physical effects
should become accessible, such as observation of various
magnetoplasmon modes (Chiu and Quinn, 1974), effects
of exchange and correlation on the plasmon dispersion
(Rajagopal, 1977a; Beck and Kumar, 1976), and mixing
of plasm on and intersubband resonances (Dahl and
Sham, 1977; Eguiluz and Mar adudin, 1978a, 1978b).
Attempts in this direction have been made already
(Theis, 1980), and we may expect to see much more
work on inversion layer plasmons in the next few years.

D. Electron localization in strong magnetic fields

It has long been known that states are localized near
the edges of low-lying Landau levels in strong magnetic
6elds. This fact can clearly be seen even in the 6rst ex-
periments of Fowler, Fang, Howard, and Stiles (1966a,
1966b), where the conductance is very small for a consid-
erable range of gate voltages between the peaks for dif-

20 40 60 80

H (kOe}
FIG. 142. Calculated dynamical conductivities for
%,=3)&10' cm in an n-channel inversion layer on a Si(100)
surface as a function of the magnetic field normal to the sur-
face. Ace=3.68 meV. The solid lines represent the result of
the self-consistent Born approximation and the dotted lines the
classical. o. gives the usual cyclotron resonance, o. the
plasma-shifted cyclotron resonance, and o.,p the total absorp-
tion. The positions of the plasma-shifted cyclotron resonance
and the subharmonic structure are denoted by the downward
and upward pointing arrows, respectively. The other struc-
tures denoted by triangles are the quantum oscillation. After
Ando (1978d).
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FIG. 143. Concentration of immobile electrons vs magnetic
field for different Landau-level indices N observed by Kawaji
and Wakabayashi (1976). The straight lines give
[2~l'(2% + 1)]

—'.

ferent spin- and valley-split levels. This problem was left
untouched for a long while and then received consider-
able theoretical and experimental attention. Various ex-
perimental results and corresponding theoretical models
(sometimes rather speculative) have been reported.

Kawaji and Wakabayashi (1976; see also Kawaji, 1978)
made a careful study of the transverse conductivity o~
in strong magnetic fields and observed the vanishing of
o in several finite regions of N„ indicating the
existence of localized electrons at the edges of Landau
levels. They have shown that the concentration of local-
ized electrons associated with the tail of the Nth Landau
levels is approximately given by [(2K+ i)2irl ] ', as is
shown in Fig. 143. This roughly means that the electron
wave functions become extended when the cyclotron or-
bit covers the whole space. They suggested as a possible
explanation a two-dimensional Wigner crystal pinned by
random potential fluctuations. In this model, only elec-
trons in the Landau level where the Fermi level lies are
supposed to form an electron crystal, and it becomes un-
stable when the condition [(2%+1)2' ] ' —1 is satis-
fied. This interesting experimental result has provoked
various theoretical investigations.

The possibility of two-dimensional signer crystalliza-
tion, with and without strong magnetic fields, has been
studied theoretically by a number of authors. Tsukada
(1976a, 1977a, 1977b) investigated the properties of the
electron crystal in strong magnetic fields, extending the
theory of Platzman and Fukuyama (1974) in the absence
of a magnetic Geld. He showed that the X dependence
and 0 dependence of the concentration of localized elec-
trons could be similar to that obtained in the experi-
ments of Kawaji and Wakabayashi (1976) discussed
above. To explain the actual experimental values he had
to assume large potential Quctuations, which he did only
to stablize the Wigner crystal. In the presence of large
potential fluctuations we must consider sects of the An-
derson localization, however, There have been various
theoretical estimates of critical concentrations in the case
when electrons occupy only the ground Landau level, as
will be discussed in Sec. VII.C. The results show essen-

tially that the critical electron concentration increases
with the strength of a magentic field roughly in propor-
tion to II. However, if we consider the fact that Platz-
man and Fukuyama's (1974) criterion for classical elec-
trons in the absence of a magnetic field is different by a
factor of about 50 from the results of various more recent
numerical experiments, those considerations can predict
only qualitative behaviors. The possibility of a charge-
density wave ground state originating from the mutual
Coulomb interaction has been discussed also (Fukuyama,
Platzman, and Anderson, 1978, 1979; Fukuyama, 1979;
Kuramoto, 1978a, 1978b; Kawabata, 1978; Yoshioka and
Fukuyama, 1979, 1980, 1981a, 1981b). A more detailed
discussion on the electron solid in the two-dimensional
system is given in Sec. VII.C.

Another possible explanation of the observed localiza-
tion is the Anderson localization due to large potential
fluctuations analogous to that in the absence of a mag-
netic field. Tsukada (1976b) assumed slowly varying po-
tential fluctuations and calculated the density of states in
the tail region of Landau levels. In the case of slowly
varying potentials the center of the cyclotron motion
moves according to Eq. (6.37), and the percolation of
such loop orbitals around potential minima determines
the delocalization of electrons. Assuming simplified cir-
cular orbits, Tsukada obtained a condition for the locali-
zation which was very close to the experimental results
for the ground Landau level. For higher Landau levels
such a calculation does not predict the observed X
dependence, however. In actual inversion layers it is not
certain whether the slowly varying limit is applicable or
not, because different kinds of scatterers can contribute
to scattering and because the short-range scatterer model
works relatively well, as has been discussed in previous
sections.

Aoki and Kamimura (1977) proposed a condition for
the localization by a heuristic argument corresponding to
the Ioffe —Regel condition kzl-1 where I is the mean
free path (see, for example, Mott and Davis, 1979).
Their argument is not so convincing, but leads to the ex-
istence of a minimum metallic conductivity independent
of the Landau-level index. Assuming a value for the
minimum metallic conductivity and using the result of
cr in the self-consistent Born approximation, they
derived an expression for the concentration of localized
electrons similar to the experimental results. Aoki (1977,
1978b) made a numerical study of localization in strong
magnetic fields. He considered a finite system with ran-
dom short-range scatterers, and calculated the density of
states and electron wave functions for the ground Landau
level. The results demonstrated the localization of elec-
tronic states at the tail region in agreement with a simple
intuitive picture. He calculated the dynamical conduc-
tivity and showed that the conductivity became much
smaller than the result of the single-site approximation
when the Fermi level was in the tail region (Aoki,
1978b). The calculation was extended to the N =1 Lan-
dau level and showed that the region of the energy corre-
sponding to localized states became narrower than for
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xx =min exp
k~T

(6.91)

where W is the energy separation between the mobility
edge and the Fermi level (see, for example, Mott and
Davis, 1979). They suggested that the temperature
dependence might be explained by a quantum diffusion
of Schottky defects in the Wigner crystal. Kawaji, Wak-
abayashi, Namiki, and Kusuda (1978) found that the
temperature dependence was strongly sample-dependent.
They showed that in samples with low mobilities, Eq.
(6.91) was consistent with their results, and they obtained
a minimum metallic conductivity which slightly depend-
ed on the strength of the magnetic fie1d.

Nicholas, Stradling, and Tidey (1977) measured the
temperature dependence of minimum values of o.

„

for
diferent H. They showed that the existence of the mo-
bility edge and the minimum metallic conductivity ex™
plained the behavior at sufficiently low temperatures.
They obtained values of minimum metallic conductivity
which are about the same as the minimum metallic con-
ductivity in the absence of a magnetic field for the
ground Landau level, but are one order of magnitude
smaller for higher Landau levels. Similar experiments
were extended to stronger magnetic fields and difkreni
samples, and values of minimum metallic conductivity
strongly dependent on the samples were obtained (Nicho-

%=0. However the calculation was not accurate enough
to conclude whether this was consistent with the
minimum metallic conductivity independent of X, as had
been proposed by Aoki and Kamimura (1977).

Wigner crystallization and Anderson localization cor-
respond to the two extreme limiting cases of strong
electron-electron interactions and large potential Quctua-
tions, respectively. In actual inversion layers we expect
that both random potential Quctuations and electron-
electron interactions are important. The interplay of the
two mechanisms is one of the most diflicult theoretical
problems. Aoki (1978a, 1979) tried to study this prob-
lem numerically. He considered a Gnite system con6ned
within a square, and calculated electronic states in the
Hartree-Fock approximation in the presence of both
electron-electron interactions and short-range scatterers.
His calculation demonstrated the change of the electronic
states from the Wigner crystal to the Anderson localiza-
tion with the change of their relative strengths. In the
intermediate cases the system can be regarded as a
Wigner glass. Although the results look very beautiful,
we could hardly say that we understand this difIicult
problem, since the system size is too small and we can
not neglect important edge eAects.

Kawaji and Wakabayashi (1977; see also Kawaji, 1978)
measured the activation-type temperature dependence of
the transverse conductivity when the Fermi level lies in
the low-energy part of the lowest Landau level. The
temperature dependence was shown to be given by a sum
of two activated conductivities and to be difFerent from
the characteristic behavior of the Anderson localization:

las et al. , 1978; see also, Nicholas, 1979). The existence
of sample dependence of the minimum metallic conduc-
tivity is analogous to that in the absence of a magnetic
6eld (see Sec. V.A), and its origin is not well understood.
Nicholas et al. suggested that the electron concentration
corresponding to the mobility edge was rather indepen-
dent of the strength of the magnetic 6eld, in contrast to
the result of Kawaji and Wakabayashi (1976). This is in-
consistent with the Wigner crystal and possibly favors
Anderson localization. Work has been extended to lower
temperatures (Nicholas et al. , 1979; Nicholas, Kress-
Rogers, Kuchar, Pepper, Portal, and Stradling, 1980).
At extremely low temperatures the dependence of o.~ on
the temperature is shown to deviate from Eq. (6.91) and
obey

8o~ 0'o exp
T

(6.92)

This suggests that so-called variable-range hopping (see,
for example, Mott and Davis, 1979) is a dominant con-
duction process.

Similar experiinents were performed by Pepper (1978b)
for the ground Landau level. He obtained results which
were similar to those obtained by him in the absence of a
magnetic field. Some samples show the beautiful charac-
teristic behavior (6.91) for the constant minimum metal-
lic conductivity and others do not. He could control
such behavior by either applying substrate bias or chang-
ing the surface conditions. The resulting value of the
Ininimum metallic conductivity for the ground Landau
level was close to those found in other work.

Tsui (1977) extended magnetoconductivity measure-
ments up to 220 kOe and found new fine structures re-
sulting from localized electrons at the high-energy side of
each Landau level. Those structures were very sensitive
to applied source-drain electric field and disappeared for
large fields.

At low concentrations, especially where only the
lowest Landau level is occupied by electrons, the cyclo-
tron resonance has been known to exhibit a peculiar
behavior, as has been discussed in Sec. VI.C. The line
narrowing and shifts of the peak have been linked to the
existence of a highly correlated or crystalline ground
state.

We have given a rough sketch of recent investigations
on localization in strong magnetic fields. The present
understanding of the problem is very poor, especially
theoretically, and much more work is necessary in order
to clarify the situation. As discussed in Sec. VI.B, the
Hall conductivity has been shown experimentally to be
independent of X, in the region where o. vanishes and
given by an integer multiple of e /2'. This experimen-
tal result and subsequent theoretical study (Aoki and
Ando, 1981) have shown that all the states in a Landau
level cannot be localized in the strong-6eld limit. This
shows that the theory of Abrahams, Anderson, Licciar-
dello, and Ramakrishnan (1979; see V.B above) does not
apply to two-dimensional systems in strong magnetic
fields.
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Vll. OTHER ELECTRONIC STRUCTURE PROBLEMS

A. Valley splittings —beyond the effective-mass
approximation

As has frequently been mentioned, the ground subband
in an n-channel inversion layer on the Si(100) surface is
formed from states associated with two conduction val-
leys located near X points in opposite (100) directions
in the Brillouin zone. It has long been known that this
valley degeneracy predicted in the effective-mass approxi-
mation is lifted in actual inversion layers, as observed in
the experiments of Fowler, Fang, Howard, and Stiles
(1966a, 1966b). Usually the valley splitting is observed
in the Shubnikov —de Haas oscillation in strong magnet-
ic fields and at relatively low electron concentrations, as
has been discussed in Sec. VI.B. Only relatively recently
have extensive investigations been performed on these in-
teresting old phenomena. A valley splitting has been ob-
served also on the (111) surface (Englert, Tsui, and
Landwehr, 1980; see also Landwehr, 1980). The valley
splitting attracted further attention in connection with
observation of minigaps in the electron dispersion rela-
tion in inversion layers on Si surfaces slightly tilted from
the (100). The minigaps on tilted surfaces are considered
to arise from the valley splitting. However, their actual
magnitudes are much larger than those predicted by
straightforward extension of the mechanisms of the split-
ting on the exact (100) surface and remain to be under-
stood in the future. In this section we discuss the valley
splitting and related phenomena. Various mechanisms
proposed theoretically and their mutual relations are
briefly discussed first, and experimental attempts to
determine values of the valley splitting are summarized
and results are compared with theoretical predictions.
Minigaps on tilted surfaces and related topics are dis-
cussed also.

1. Mechanisms of valley splittings

a. Ohkawa-Uemura theory —electric breakthrough

The problem of valley splittings in donor states of
semiconductors with multivalley structure like Si and Ge
was left controversial and unsolved after the formulation
of the effective-mass theory (Luttinger and Kohn, 1955)
and its success in explaining their excited states (Kohn
and Luttinger, 1955). Many attempts have been made to
explain the binding energy of the split levels originally
degenerate in the effective-mass theory. However, none
of them has been conclusive. Especially the so-called
multivalley effective-mass theory formulated by Twose
(see Appendix of Fritzsche, 1962) and its analogs have
been widely used and seemed to give values of valley
splittings in reasonable agreement with experiments on
donors in Si and Cxe. The multivalley effective-mass
theory was criticized and shown to be inconsistent by a
number of authors independently (see, e.g., Ohkawa,
1979a; Pantelides, 1979, and references therein). The

multivalley effective-mass equation, if treated correctly,
should give identical vanishing of the splitting, and vari-
ous nonzero values of the valley splittings calculated
based on it are incorrect. The first theoretical attempt to
obtain the valley splitting in the inversion layer was
made by Narita and Yamada (1974). Their method con-
tains an inconsistency similar to that appearing in the
multivalley effective-mass theory and gives an expression
which depends on the choice of the energy origin. They
obtained a relatively large value of the splitting which is
proportional to an applied electric field. However, this
result seems to originate from an artificially chosen ex-
tremely large value of the potential energy at the Si-Si02
interface.

Ohkawa and Uemura (1976, 1977a, 1977b) calculated
the valley splitting on the Si(100) based on a naive gen-
eralization of the efFective-mass formulation of Luttinger
and Kohn. They constructed a k.p effective Hamiltoni-
an which describes the lowest conduction band for
kp —k3 0, where k2 and k3 are [010] and [001] com-
ponents of the wave vector. Cardona and Pollak (1966)
obtained the energy bands across the entire zone by di-
agonalizing a 15&15 k.p Hamiltonian. The 15 states
used correspond to free-electron states having wave vec-
tors (000), (111),and (200) in a unit of 2n/a, with. a
being the lattice constant given by 5.43 A. The calculat-
ed energy bands of silicon in the (111)and (100) direc-
tions are shown in Fig. 144. Three bands of b,

&
sym-

metry, which include the lowest conduction band 6]', are
obtained from the 3X 3 matrix,
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FKr. 144. Energy bands of silicon in the [111] and [100]
directions of k space calculated in the k p method by Cardona
and Pollak 4,'1966).
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A (ki)=
E(1 &)+

2PPz p

"
Tk2' p

"
Tk,

2tPl p

Q2
E(I „)+ (1+S)k i

2%i p

(7.2)

with

where mo is the free-electron mass, k& is the [100] com-
ponent, and E(I ~5), E(I &), and E(I'I) are the energies of
the corresponding bands at the I point. Ohkawa and
Uemura have reduced (7.1) to the following 2X2 matrix
by treating j."1 perturbationally:

48mmI e 2
11

(&a+ —
„&delhi» (7.8)

and L„(x)is the associated I.aguerre polynomial. The
term n=0 is the same as the usual variational wave
function (3.25). Instead of determining V(z) self-
consistently they used the Hartree potential correspond-
ing to the electron density distribution given by Eq.
(3.25). The valley splitting was calculated variationally
by a numerical diagonalization of a large matrix given by
truncating the sum over n in Eq. (7.7) at n =9. The
resulting valley splitting is shown in Fig. 145 and is ex-
pressed approximately by

A T' IS=
2mo E(1 )5)—E(I ))

(7.3)

32
N, +—„Xd,p1

AE, -0.15&(
2 meV .12 cm

(7.9)

=eA(k, )A(k, ), (7.4)

where A(k, ) is a two-component envelope wave function
V(k, —k,') is the Fourier transform of the external

potential V(z). The above is approximately transformed
into a usual effective-mass equation in real space,

If we use E(1 &)—E(I »)=0.268 Ry, T =1.080 atomic
units (a.u.), and S =0.041, the two conduction-band
minima are at k&

——+ko with ko ——0.84(2n/a), which is
very close to the known value of ko ——0.85(2m'/a). The
effective mass at the minima is given by mI = 1.035mo in
contrast to the known value of 0.9II6mp. These minor
insuf5ciencies cause no serious errors. The bands do not
have zero slope at an X point on the Brillouin-zone
boundary. This degeneracy is called "sticking together"
and is characteristic of the diamond structure. Because
of this fact one can partly include effects of the b.2 band
just above the lowest conduction band by extending (7.2)
to the second Brillouin zone, i.e., one uses (7.2) also for
—4m/a &k& &4n./a. In the presence of an external po-
tential the effective-mass equation is shown to be given
by

A (k, )A(k, )+ f dk,' V(k, —k,' )A(k,' )

I.
(+ ) sink+F —= ~- g(z)exp(+ikoz) . (7.10)

The usual variational procedure in which (+
~

A + V
~
+)

is minimized gives A, + and g(z). One has

d2
2 g(z)+ V(z)g(z) =ED'(z),

2m' dz2 (7.11)

where m, -0.98m' is shghtly different from the experi-
mental value ml ——0.916mp. Since the overlap integral
(+

~ +) is extremely small, the valley splitting is obtained
from the off- idgaon laelement (+

~

A + V—so —Eo
~

—),

& 5 k„~„0

Since the above expression is essentially proportional to
the effective electric Geld an electron feels, this mechan-
ism has been called the electric breakthrough by Ohkawa
and Uemura.

An analytic expression for the valley splitting has been
obtained in a more simplified treatment of Eq. (7.5)
(Ando, 1979b). Assume a trial wave function

with

F(z)+ V(z)F(z)=sF(z),I
i Bz

F(z)= I dk, A(k, )e

(7.5)

(7.6)
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Ohkawa and Uemura expanded the envelope function
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FIG. 145. The valley splitting calculated by Qhkawa and
Uemura {1976, 1977b) as a function of the inversion layer elec-
tron concentration. The broken line is calculated assuming a
triangular potential. The solid lines are calculated assuming
nearly self-consistent potentials for two different dopings.
After Ohkawa and Uemura {19771).
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where eo is the energy of the bottom of the conduction
band. The resulting expression, in the limit that kp is
much smaller than the scale of the variation of g(z), is
given by

In the limit of large ko, the overlapping integral is deter-
mined by a region of z where g(z) spatially varies most
strongly, i.e., near z =0 where the wave function itself is
continuous but its derivative changes discontinuously
across z =0. We have

b,E„= 3 er I
g'(0)

I

4ko'
(7.12)

f dze Ig(z) I

= hm f dze ' z
I
g'(0)

I

(7.18)
2)ko 3

BVz
az

(7.13) Thus we obtain

with

where P is a quantity close to unity, er ——E(I ~ ) —E(I ~5),
and g'(0) is the derivative of the wave function at z =0.
Using an identity (3.33) it is written as

2m, I 0a= —PEr -0.25 A . (7.14)
&r

I P0)
I
',

4kp
(7.19)

Since the potential is determined self-consistently, we
have in the electric quantum limit, where only the
ground subband is occupied,

BV z 4me

z Ksc
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(7.15)
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The Hamiltonian gives two independent subbands when

c& is zero. The valley splitting is given to lowest order
in Ep by

b,E, -sr f dze '
I
go(z)

I
(7.17)

The last term represents a contribution from a classical
image force and has a relatively large contribution, as
will be discussed below. The factor —, in the term pro-
portional to X, has an important meaning, as has been
discussed in Sec. IV.C.2, and is a result of the exact self-
consistency of g(z) and V(z). This result (7.13}is several
percent smaller than the numerical result (7.9) of
Ohkawa and Uemura. This difference partly originates
&om the difference of II=1.035mo and m, =0.98mo
and the neglect of the self-consistency by Ohkawa and
Uemura. However, such a discrepancy is certainly
within the accuracy of the present approximate treatment
of the conduction band.

The essential part of Eq. (7.13) is reproduced by a
simpler argument. When we neglect small S in Eq. (7.2)
and change the representation, we can write (7.2) to
lowest order in c.j- as

which is close to (7.12). Equation (7.19) means that the
overlapping integral, and consequently the valley-valley
interaction, is given by a portion of the electron density
distribution within a distance from the interface of the
order of the lattice constant (-2m/ko). Ohkawa and
Uemura used the variational wave function (3.25) in
evaluating the overlapping integral (7.18) and obtained
values almost three times as large as those given by Eq.
(7.9}. Their elaborate numerical calculation was actually
necessary only to get accurate values of the derivative of
the wave function at z =0.

There are various insufBciencies in the Ohkawa-
Uemura theory. They treated the I

~ band perturbation-
ally in Eq. (7.2). This approximation is valid near the I
point, but might break down near the conduction-band
minima. As a matter of fact, the energy separation be-
tween hi and 6&' has become smaller than that between
h~' and hi' around the X point. The analytic treatment
of the 2&(2 matrix Hamiltonian can easily be extended to
the original 3 X3 matrix Hamiltonian (7.1), which is
shown to give about 20%%uo larger splitting than Eqs.
(7.13) and (7.14) (Ando, unpublished). As is clear from
the above discussion, the interaction of the two 5&' bands
at the I point and the resulting gap c.~ are the main ori-
gin of the valley splitting obtained by Ohkawa and
Uemura. Figure 144 shows that A2 bands which have
been included in the extended zone scheme should have
interactions at the I point (or at k~ ——+4m/a in the ex-
tended zone scheme). The valley-valley coupling caused
by these interactions is completely neglected, but might
also give a significant contribution to the splitting be-
cause the distance from the band minimum
k~ ——0.85(2m. /a) to the second edge k~ ——4m/a is compar-
able to that to the I point (k& ——0). There can be a prob-
lem concerning the boundary condition at the interface.
The barrier height at the Si-SiG2 interface is believed to
be about 3 eV, while the gap between A~' and A~' at the
conduction-band minima is of the order of 13 eV.
Therefore, the condition that the envelope functions for
both of these bands should vanish at z =0 may be un-
reasonable, and more realistic conditions should be em-
ployed. Ohkawa (1979a} later extended his theory to a
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case of finite barrier heights and showed within the two-
band model that the absolute value of the splitting is in-
dependent of the barrier height as long as it is much
larger than the subband energy Ep. However, it is not

I

certain that this result is applicable to many-band cases.
Effects of nonzero values of wave vectors in the direc-

tion parallel to the interface have also been studied using
the k.p Hamiltonian near the X point,

A (ki, kp, k3)=

fi
(k) —ko) + (kp+k3)

2ml 2

@2
Lk2k3+l, "„e23

2mp

g2
Lk2k3 ~ e23

2mp

(k, +k;)'+ (k', +k3)
2ml 2m

(7.20}

obtained by Hensel, Hasegawa, and Nakayama (1965), where k& is measured &om the X point, ko =0.15(2m/a), :-„'is
a deformation potential constant, and ez3 is a shear strain. Ghkawa and Uemura (1977b) treated the off-diagonal part
of Eq. (7.20) perturbationally and claimed that the valley splitting for a Landau-level X was given by

1/2

32 1

N, +—„Nd,p) ~ (X + —, )fuu,
LE„=0.1SX

10'2 cm 2 8 10 meV

2

=u exy+ 10 meV
(7.21)

(in meV in strong magnetic fields. Here y, proportional
to L, is a dimensionless quantity larger than unity.
Qhkawa (1978b) found later that the second term in the
curly bracket of (7.21) does not exist actually and that
the valley splitting should be almost independent of the
Landau level.

5. $'ham-Nakayama theory —surface scattering

1 —2ia, ~ (7.23)

where a, is called the scattering length. In the interior
of the semiconductor where the evanescent waves have
died down, the asymptotic wave functions become

the conduction-band edge, the S matrix for sui5ciently
small v is given by

1 —2ia v —n a'

Sham and Nakayama (1978, 1979) have presented a
more elegant theory of the valley splitting which includes
the Ohkawa-Uemura theory as a special case. In this
theory we first solve a problem of the band structure in a
half-space and then construct an effective-mass equation
which includes the slowly varying potential V(z) but
does not contain the potential of the abrupt interface.
Let us consider the vicinity of the conduction-band mini-
ma k~ ——+ko. In the presence of the interface the wave
function for the states with energy so+A a /2ml is writ-
ten as

p,„=e'"'pko S„e'"'pko—Sp, e'"'p
ko
—QTk)Xk,—

(7.22a)

02a e P—ko S12e 4O S22e P —ko g TA,2+k ~

A,

-2 simc(z —a, )gk i axcos—~(z —. a, )g

1

q'~~ 4z~+ p
a &4—'i~

(7.24a)

-2 sine(z —a, )g k +i a*~cosz(z —a, )pk, .

(7.24b)

The effective position of the boundary for the asymptotic
wave functions is given by the scattering length a, .
These V~„and %q„for positive values of ~ form the basis
set in treating bound states due to an external potential.

Since electrons in the inversion layer exist in the inte-
rior, and the external potential V(z) is sufficiently slowly
varying, the wave function can be expanded as

(7.22b) q = y f "" ~„(z)q
„„

.
2m

(7.25)

where p+k is the Bloch wave function at k~ ——+ko and
0

k 2 —k 3 —0, sc is the wave vector measured from +k p,
is an evanescent wave corresponding to the given energy,
and ml ——0.916mp. The first term of the right-hand side
of Eq. (7.22a) represents an incoming wave with wave
vector ko —a. propagating toward the interface, and the
second and third terms are scattered waves with kp+a
and —kp+~, respectively. The quantity S,& is called the
S matrix. If there is no intrinsic interface state around

('P,„~V
~
ql„„)= V(x —x') —V(~+~'),

V(~)= I dz V( iz i
)e

(7.26)

(7.27)

We choose the origin of z at z =a„for simplicity. The
matrix elements of V(z} are evaluated in the approxima-
tion of the slowly varying potential and by neglecting in-
tervalley terms such as (pk

~

V
~ g k ). The diagonal

element becomes
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( )
a* BV(z)
2l clz

and W( —z) = W(z). If we define

(7.29)

A„(z)=f simczA„(v), (7.30)

we have the coupled equations

fi d
2 + V(z)Bz

2m1 dz2

i BV(z)
2 Bz

i, BV(z)
2 Bz A i(z)

d A2(z)
, +V(z)

2mI

The off-diagonal element becomes

(~pi„
i

V
i ipse„)= W(a —x') —W(a+a'),

where W(~) is the Fourier transform of W(z), defined by

scattering mechanism.
Sham and Nakayama evaluated a for k„=kz——0 em-

ploying the k-p band structure model of Cardona and
Pollack (1966). They used a model for the interface of
an infinite barrier in a plane at a distance zo from a (100)
atomic plane and calculated a as a function of zo. For a
given energy just above the conduction-band edge, the
3)& 3 matrix associated with the b, i symmetry (7.1) yields
four Bloch states +ko+~ close to the minima. The 5&5
b,2 matrix yields four evanescent waves with wave vec-
tors +0 09.5i a.u. and +0.835i a.u. , neglecting terms of
O(~ ). Evanescent waves of symmetry other than b i and
A2 are ignored since they are incompatible with the I"1
symmetry in the plane parallel to the interface (Jones,
1966). We expand these Bloch and evanescent waves in
terms of the plane waves of symmetry I i at z =zo.

g'i(r) =1,
IA i(z)

A2(z) (7.31) 2m 2m 2mjz(r) =2 cos x cos y cos zoa a a

with the boundary condition that A i(0}=A 2(0) =0.
When only the diagonal part is retained, the usual
single-valley effective-mass equation is recovered,

2' . 2m . 277+sin x sin y sin zoa a a
(7.35)

fi d
z g(z)+ V(zg'(z) =ED'(z),

2m I dz 2
(7.32)

2& 2' . 2'
$3(r) =2 cos x cos y sin zoa a a

(7.33)

Therefore, the problem has been reduced to that of ob-
taining the quantity a, i.e., the off-diagonal element of
the S matrix. This has been called the surface scattering
mechanism.

There have been controversies as to whether the elec-
tric breakthrough mechanism of Qhkawa and Uemura
and the surface scattering of Sham and Nakayama are
essentially equivalent or completely independent
(Ohkawa, 1978a, 1979a; Nakayama and Sham, 1978).
As can easily be understood &om the derivation of (7.19),
the presence of the abrupt interface plays an important
role even in the electric breakthrough formalism. Fur-
ther, Eq. (7.33) is quite similar to (7.13). The similarity
of the expressions obtained in both theories suggests that
they are not independent of each other. Nakayama and
Sham (1978) have calculated a in the two-band model
(S =0) considered by Ohkawa and Uemura as

2mpEI o=0.23 A,
kofi T (7.34)

which agrees with Eq. (7.14) except for some minor
di6erences arising from terms with higher order in
2moer/R T . Thus one can conclude that the Sham-
Nakayama theory contains the Ohkawa-Uemura theory
as a special case and that the electric breakthrough
mechanism is essentially equivalent to the surface

with A, (z) =A2(z) =g(z}. The lowest-order perturbation

gives the valley splitting,

2m . 2m 2m—sin x sin y cos zoa a a

4m 4m.
$4,(r) =cos x +cos y .

The Bloch waves pk of b, i symmetry are expanded at
z=zo as

(7.36)

and the evanescent waves p~ of h2 symmetry are given
by

Xi(r,z=zo)= gb;ig;(r), (7.37)

c;(ko «) Si i c;(ko+x')—S2—i c;(—ko+a )—
2—g Tgibii =0,

A, =1

C& ( —k 0 —K ) Si zc; ( ko +~ ) —S»c;( —k 0 +~—)
2—g T,b,,=o,

A, =1

(7.38a)

(7.38b)

for i =1-4. These constitute a set of eight equations

where the coef5cients c;(k) and b;i can be determined by
the original k.p Hamiltonian and its basis plane waves.
In particular, one has c&(k) =0. The S matrix can be ob-
tained by substituting Eqs. (7.36) and (7.37) into the
right-hand side of (7.22) and imposing the condition that
the left-hand side should vanish. One gets
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which determine eight unknown S,J and T~z. In Fig.
146, the resulting ~a I

is plotted as a function ofzo. We
have

~

a
~

=0.43 A except in the extreme neighborhood
of zo ——0.047a, where the energy of an interface state
present in the model crosses the conduction-band minima
and a diverges due to a resonance scattering. We can
discard the possibility of such resonances in Si-SiOq sys-
tems, since it would be impossible to form an inversion
layer if there were intrinsic interface states near the
conduction-band edge. Sham and Nakayama have

0
chosen

~

a
~

=0.43 A. This value of a is almost twice as
large as that calculated in the two-band model of
Ohkawa and Uemura. This large enhancement is partly
due to the inclusion of additional couplings of the two
valleys neglected in the two-band model, as has been dis-
cussed previously, and due to intervalley interactions
through intrinsic interface states.

Schulte (1979, 1980a) calculated directly the energy
levels of the system described by the k.p Hamiltonian of
Cardona and Pollak within the model of a constant
external electric field (the triangular potential approxima-
tion) and the abrupt interface, which is the same as used
by Sham and Nakayama. He replaced the constant field
by a staircase potential and expanded the wave function
for each small interval of z in terms of four Bloch waves
and four evanescent waves obtained by Sham and Nakay-
ama. Those functions are joined smoothly at each step
edge. The resulting valley splitting or the value of

~

a
~

is almost the same as that of Sham and Nakayama,
which confirms the validity of the effective-mass approx-
imation for the external potential V(z). The k„and k»
dependence of a was studied within the same model and
shown to give very small distortion of the Fermi line
(Schulte, 1980b).

Within the model of the infinite potential at the inter-
face, the Sham-Nakayama theory is certainly more com-
plete and gives a more accurate value of the valley split-
ting. However, the validity of the model is highly doubt-
ful in actual inversion layers, especially if it is literally

I
I

I

I

extended to many-band Hamiltonians. The Si-SiO2 in-
terface is not yet understood in detail, although various
experiments have already been started to investigate its
microscopic structure (see, for example, Pantelides,
1978b, and Sec. III.E). The interface is expected to be
sharp, but SiO2 is known to be amorphous, and a thin
transition layer of several angstroms of SiO, where x is
between 0 and 2, is thought to exist at the interface.
This has been discussed in Sec. III.E. The wave function
in the vicinity of the interface, which determines the in-
tervalley couplings, is actually very sensitive to such mi-
croscopic structures. It is hardly possible to conclude,
therefore, that the value of o. obtained by Sham and
Nakayama is more appropriate in actual inversion layers
than that of Ohkawa and Uemura. At present one can
discuss only the order of magnitude of the valley split-
ting. Further, there may well be a problem of m.isorien-
tation eAects in actual systems, as will be discussed
below.

Nakayama (1980) has presented a calculation of a
based on an LCAO (linear combination of atomic orbi-
tals) version of the Sham-Nakayama theory For. bulk
silicon he has used a semiempirical LCAO model of
Pandey and Phillips (1976), which consists of 3s and 3p
atomic orbitals whose interaction parameters are deter-
mined so as to fit to known band energies. A very sim-
ple model is taken for the oxide and interface region: An
infinitely large diagonal atomic energy is assumed in the
oxide and a diagonal shift b. is assumed for all atomic
orbitals for Si atoms in the interface layer. The values of

~

a
~

and a, are calculated as functions of A. Both
~

a
~

and a, are shown to vary strongly and exhibit resonance
behavior as 6 varies. Furthermore, the absolute values
of

~

a
~

and a, are quite sensitive to the choice of the
LCAO parameters. Although this model is much too
simplified, and its relation to the actual Si-SiO2 system is
not clear, the results suggest that the valley splitting is
extremely sensitive to models of the interface, and its ac-
curate value could be obtained theoretically only if the
detailed structure of the interface were well understood.

There are some problems in estimation of
F, a(BV(z)/Bz) in addition to that of ~a ~. As a
matter of fact, I',g is quite sensitive to treatment of the
image potential. Sham and Nakayama (1979) evaluated
I',g assuming the image potential,

2
(+sc +ins)

VI(z) =
4a„(a„+x;„,)(z +5) (7.39)

0 I I 1 l I 1

-O. I -0.047 0 0.047 O. I

Zp/0

FIG. 146. The coefficient
~

a
~

of the
matrix for the conduction-band edge on
function of the interface position, from a
to midway between two crystal planes,
Sham and Nakayama {1979).

intervalley scattering
a Si{100)surface as a
crystal plane at zp ——0
at zo ——+a/8. After

where 5 is a cutoff distance of the order of the lattice
constant. They used the more accurate variational wave
function (3.34). Figure 147 shows the resulting N,~,
which is defined by F,tr 2me N,a/~„, as a——function of

for' Xd pJ 0. The modification of the image potential
by a finite 5 of the order of the lattice constant a affects
the energy levels rather weakly but changes I',g drasti-
cally. This fact can be another source of uncertainty in
the exact theoretical estimation of the valley splitting.

As has been shown in Eq. (7.24), the effective interface
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Eo
bJ0

5
E

4
OJ

1

S=o/2
8=a/4

c. Kummel's theory —spin-orbit interaction

dk,
%(r,z) =I F(k, )@k (r,z), (7.42)

Kummel (1975) proposed a mechanism for the valley
splitting which is completely different &om the two men-
tioned above, namely spin-orbit coupling. Gne may
write the wave function in the presence of an external
potential as

l

0 I 2 3 4 5 6 & 8 9 IO

N(IOI2 cr -2)

where E(k, ) is the envelope function and gk (r,z) is the
Bloch function of the conduction band for k~=kz ——0.
In the presence of the potential V(z) =eFz, the envelope
function satisfiesFIG. 147. The effective electron concentration N, —2N;, de-

fined by F,g——2me (N, —2N; )/K„, as a function of the elec-
tron concentration N, (called N in the figure) when Nd, p~

——0
for various values of the distance parameter 5 which modifies
the denominator of the image potential. In the case of infinite
5 {no image force), one gets N; =0. After Sham and Nakaya-
ma {1979).

for the envelope function should be placed at the scatter-
ing length z =a„which can depend on the interface
boundary conditions. In the presence of a perturbing po-
tential V(z) the effective-mass approximation gives an
energy shift of the subband by an amount

av(z)AE =a,
BZ

(7.40)

with respect to that obtained under the condition that
the envelope function vanishes at z=0. This does not
affect the energy separations of the subbands associated
with the two valleys which we have considered and
which are assumed to be occupied by electrons. Howev-
er, this effect can shift the relative energies of the sub-
bands for different sets of valleys. We have

BV(z)
b,Eee ——(ag —a, ) pt

BZ
(7.41)

where a,' is the scattering length for the four valleys
which present a lighter normal effective mass and
(i3V(z)/Bz)o' is the average of the field for the 0' sub-
band. Shain and Nakayama (1979) have shown that a,'

is rather sensitive to the position of the interface zo in
their k.p infinite-barrier model. Nakayama (1980) ob-
tained an interface-induced increase of Ep'o of the order
of meV in his LCAO model. This behavior is opposite
to the result of Stern (1977), who found that effects of in-
terface grading make Eoo smaller than in the case of an
abrupt interface, as has been discussed in Sec. III.E. The
possible existence of internal strains in the vicinity of the
interface a6ects the relative positions of Eo and Eo sub-
bands. In any case, the energy di6erence Epp is quite
sensitive to the actual interface condition. Since SiG2 is
amorphous, the scattering length a, can vary spatially.
This Quctuating a, can be another source of electron
scattering. The effect is similar to that of the interface
roughness considered in Sec. IV.C.

e(k, )E(k, )+eE —. „+X(k,) E(k, )=sF(k, ),1 8
Bk,

X(k, )=—f„dRuk (R) uk (R), (7.44)
2

where 0 is the volume of a unit cell and uk (R) is the
g

periodic part of the Bloch function. Assuming that
E(k, ) has nonzero values only around the minima +ko,
Kummel has obtained two series of subbands whose ener-
gies are shifted by eFX(+ke) from the energy levels cal-
culated in the usual efFective-mass equation. In the ab-
sence of a spin-orbit interaction uk can be chosen as real

z

and X(+ke) can be set zero. In its presence, however,
X(+ke) can be nonzero aild X(+kp) = —X( —ke). Thus
the spin-orbit coupling may give rise to a valley splitting

EE„=2
~
X(+kp)

~

eF

=2iX(+ko)i( ). (7.45)

This is the spin-orbit mechanism proposed by Kurnmel.
Since the spin-orbit interaction is not important in the
conduction-band edge of silicon, it is not certain whether
such a mechanism really contributes a sizable amount to
the valley splitting in actual inversion layers. Estimation
of X(+ke) requires understanding of the detailed band
structure and has not been done yet. Kummel claims
that

~
X(+ke)

I
takes a nonzero value which is one order

of magnitude smaller than the lattice constant. There
have been arguments as to whether a nonzero value of

~
X(+ko)

~

can give the splitting given by (7.45) to
lowest order (Campo et al. , 1978; Ando, unpublished).

2. Valley splittings on Si(100)

a. Many-body effects

A typical example of the Shubnikov —de Haas oscilla-
tion of the transverse conductivity in strong magnetic

(7.43)

where the F before the bracket is the electric field, E(k) is
the dispersion of the conduction band, and
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6elds (Kawaji, Wakabayashi, and Kusuda, unpublished)
is given in Fig. 148. A similar Ggure has also been given
in Sec. VI.B. The lowest two Landau levels (% =0 and
1) show splitting of the peak into four. The larger split-
ting is the spin-Zeeman splitting and the additional one
is considered to be the valley splitting. The Landau level
X=2 exhibits a small valley splitting. For X=3, only
the spin splitting is resolved in magnetic 6elds below 150
kOe, and a characteristic structure called a cusp by
Qhkawa and Uemura (1976, 1977c) appears above
H-150 kOe, as is denoted by an arrow. For higher
Landau levels no splittings are resolved. Therefore, the
valley splittings disappear at high concentrations. On
the other hand, calculated valley splittings, as discussed
in Sec. VII.A. 1, are extremely small at low X, and in-
crease roughly in proportion to X,. Such characteristic
behavior of the line shape is closely related to the prob-
lem of the level broadening eFect. As has been discussed
in Sec. VI.B estimated level widths of Landau levels are
typically 1.5-2 meV in H-100 kOe and much larger
than the valley splitting predicted theoretically. Further,
the width does not increase so rapidly with X, as to ex-
plain the rapid change of the line shape of the
Shubnikov —de Haas oscillation. It is clear, therefore,
that simple inclusion of the bare valley splitting cannot
account for the experimental results and that the addi-
tional enhancement of the splitting, which is the same as
that of the spin splitting as discussed in detail in Sec.
VI.B, is crucial.

A schematic illustration of the relative motions of
Landau levels with different spins and valleys is given in
Fig. 149, where the spin orientations are denoted by &

and & and the valleys by + and —.The occupied levels
suffer a self-energy shift roughly proportional to their oc-
cupation and inversely proportional to the screening of
the system. Therefore, the enhancement oscillates as a
function of the electron occupation of the levels.
Qhkawa and Uemura (1976, 1977c) calculated the self-
energy shift in the screened Hartree-Pock approximation
used by Ando and Uemura (1974b, 1974c) for the ex-

ta) Metal

(b) Insulator

Meta l

planation of the spin splitting, using their value of the
bare valley splitting and taking a Gaussian form as the
density of states of each level. A.n example of calculated
line shapes of the Shubnikov —de Haas oscillation has
been given in Fig. 129, which explains the characteristic
feature of the experimental results. Although there
remain various problems in such a line-shape analysis
such as electron localization eff'ects discussed in Sec.
VI.D, they clearly demonstrated the importance of the
exchange enhancement eFect in explaining the experi-
mental results.

Rauh and Kummel (1980a—1980c) extended the cal-
culation of Ohkawa and Uemura to nonzero tempera-
tures and calculated the maximum enhanced valley split-
ting when the position of the chemical potential is mid-

way between the valley energy levels (the cases A and F
in Fig. 149). They have demonstrated that with the in-
crease of temperature and enhanced splitting stays ap-
proximately constant at its zero temperature value and
then drastically drops down around a certain tempera-
ture of the order of the bare valley splitting. At higher
temperatures the valley splitting is not resolved. This ra-
pid decrease occurs due to a twofold positive feedback
mechanism: With increasing temperature the diAerence
in occupation numbers of the two valleys decreases and
the screening increases simultaneously.

0
E

2

U
C
O

lA

Or ]
lA
C
Q

Si {001) n-1nversion

Insulator

Metal

Insulator

Metal

3 4

N, {30"cm ')
FIG. 148. Examples of transverse conductivity observed by
Kawaji, %'akabayashi, and Kusuda (unpublished) in an n-

channel inversion layer on a Si(100) surface. The arrows indi-
cate positions of %=3 Landau levels. After Ando (1980a).

FIG. 149. A schematic sketch of the enhancement of the spin
and valley splittings. The occupied level sufFers s self-energy
shift proportional to its occupation and inversely proportional
to the screening of the system. The enhancement is large in an
insulating situation, and small in a metallic situation. After
Ohkawa and Uemura (1977c).
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b. Experimental determination of the valley splitting

The line shape of the Shubnikov —de Haas oscillation
calculated by Ohkawa and Uemura does not necessarily
mean that their value of the bare valley splitting agrees
with experiments. This is because the actual splitting,
according to their calculation, is dominated by many-
body enhancement, especially at low electron concentra-
tions. It should be noticed that the enhancement due to
the exchange effect is still appreciable and cannot be
neglected even at higher electron concentrations where
the valley splitting is not resolved in the Shubnikov —de
Haas oscillations. This makes experimental determina-
tion of the valley splitting quite dif6cult and ambiguous,
although one can get some information on the splitting
from the experimental results.

Let us 6rst focus our attention on the characteristic
difference of the line shape of the peak for N =3 (denot-
ed by arrows) in Fig. 148. At H =110 kOe the peak
shows only the spin splitting, which means that the ener-

gy separation of the levels X =(3, l, +) and (3, T, —)
when the Fermi level lies midway between them is larger
than that of the levels (3, t, —) and (3, t, +) when the
Fermi level lies at the corresponding middle point. Al-
though this relation holds for the level separations modi-
Ged by the strong many-body enhancement, one can safe-
ly assume that the same is applicable to the energy levels
in the absence of the enhancement effect. Therefore, one
can conclude that the valley splitting is smaller than half
of the spin splitting around the peak electron concentra-
tion, i.e., EE„&p&H,with p~ being the Bohr magneton.
The line shape at H =150 kOe, on the other hand, shows
that the valley splitting is slightly larger than half of the
spin splitting. In this way one can obtain such upper
and lower bounds (sometimes the exact values) of the
bare valley splitting from line-shape analysis in different
magnetic Gelds. One can be more precise in the case of
tilted magnetic 6elds because the spin splitting is deter-
mined by the total magnetic Geld. Figure 150 gives an
example of results of the line-shape analysis done by
Kawaji, Wakabayashi, and Kusuda (unpublished), togeth-
er with the theoretical results of Ohkawa and Uemura
(1976, 1977b) and of Sham and Nakayama (1978, 1979),
in the case of no cutoff of the image potential. Both
theoretical results become about 10%%uo larger than those
shown in the figure if one chooses 5-a/4 in Eq. (7.39).
The bare valley splitting for N =3 seems to lie between
the two theoretical curves. Note, however, that the
theoretical results are shown in the figure only for visual
aid and are not meant to be compared with the experi-
mental results because of various uncertainties originat-
ing from the model of the interface.

The most naive determination of the valley splitting
should be possible in lower magnetic Gelds where the
Landau-level separation Ace, is comparable to the valley
splitting (Stiles, 1979; see also Ando, 1979b). An exam-
ple of the Landau-level structure for H =25 kOe is
shown in Fig. 151 together with a schematic illustration
of the Shubnikov —de Haas oscillation of the conductivi-

ty. The result of Sham and Nakayama (1979) for 5=0 is
assumed, and the many-body enhancement is completely
neglected for simplicity. Although the valley splitting is
small and not resolved, the Shubnikov —de Haas oscilla-
tion should show a characteristic phase change of m at
the electron concentration where the valley splitting is
half of the Landau-level separation (around N, =3.8X
10' cm in Fig. 151). Such a phase change did not at-
tract much attention until quite recently, and the experi-
mental situation is still unclear. This is mainly because
of its strong sample dependence. Some samples seem to
exhibit such a phase change at high electron concentra-
tions but others do not. Stiles (1979) reexamined earlier
experimental results of weak-field Shubnikov —de Haas
oscillations of various samples systematically. The phase
change does not happen in all samples, but the behavior
is nearly the same for all samples from a given wafer.
He has found also that such a phase change even occurs
twice or more in some samples for a certain range of ap-
plied magnetic Gelds, suggesting an oscillatory behavior
of the valley splitting as a function of N, . Figure 150
contains a single experimental result obtained by Kawaji,
Wakabayashi and Kusuda (unpublished). The valley
splitting is much smaller than those in strong magnetic
fields. Note that the splitting determined in this way
contains the exchange enhancement, which cannot be
neglected even at small magnetic fields, and that the bare
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FICr. 150. Upper and lower bounds (black dots with a down-
ward and upward pointing arrow, respectively) obtained from a
line-shape analysis of magnetoconductance oscillations in
strong magnetic fields by Kawaji, Wakabayashi, and Kusuda
(unpublished). Theoretical predictions by Ohkawa and Uemu-
ra (1977b) and by Sham and Nakayama (1979) for 5=0 are
also shown. A phase change of the Shubnikov —de Haas oscil-
lation in weak magnetic fields gives the data point shown by a
small circle. After Ando (1980).

Rev. Mod. Phys. , Vol. 54, No. 2, April i982



574 Ando, Fowler, and Stern: Electronic properties of 2D systems

30

P
CD
t

LLI 2p

Landau Levels Si (001 j n-Inversion

Bonding
—————Ant ibonding

a theoretical prediction. In all these works, however, the
important many-body effect has not been considered ex-
plicitly. Therefore, the values of the valley splitting can-
not be compared directly with the theoretical values, al-
though their qualitative behavior is expected to be
correct. We do not give a deiailed account of these ex-
periments here, since they require quite complicated ar-
guments on the level structure and the line shape of the
conductivity.

c. Misorientation effects
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Ando (1979a) has suggested that crystallographic
misorientations of the surface can affect the valley split-
ting. Since the valley splitting is a result of coupling of
the two valleys located near the opposite ends of the
Brillouin zone, a slight tilt of the interface from the (100)
direction can give rise to a large change in the splitting.
Suppose that the interface is tilted by 0. The Fermi lines
associated with the two valleys projected to the interface
plane (k, =O) are separated by an amount of 2kosin8 in
the k„-k~ plane. Therefore, if we neglect coupling of dif-
ferent Landau levels of the two valleys, we get

FIG. 151. Schematic illustration of the Landau-level energy
and the Shubnikov —de Haas oscillation of the conductivity as
a function of electron concentration X, in H=25 kOe. The
thin solid lines and broken lines represent the bonding and an-

tibonding levels, respectively, and the dot-dot-dashed line the
position of the Fermi energy in the absence of magnetic field.
The vertical dot-dashed line at 3.8X 10' cm shows the elec-
tron concentration where the valley splitting is one-half of the
Landau-level separation. The oscillation changes its phase at
this electron concentration. After Ando (1979b).

splitting is even smaller. One sees, therefore, that the
valley splitting depends on magnetic field rather strongly.

Actually there have been many other attempts to
determine the value of the valley splitting. Kohler and
co-workers (Kohler et al. , 1978; Kohler and Roos, 1979a,
1979b; Kohler, 1980) tried to determine the valley split-
ting using a slightly different argument of the phase
change of the Shubnikov —de Haas oscillation in tilted
magnetic fields. Von Klitzing (1980) analyzed the
Fermi-energy dependence of the transverse conductivity
by tilting a magnetic field and keeping its normal com-
ponent fixed. He has obtained maximum allowed values
(upper bounds) of the valley splitting from such an
analysis. Oscillations in strong magnetic fields as a func-
tion of the substrate bias were studied by Nicholas et al.
(1980a), who demonstrated a strong sample dependence
of the absolute value of the splitting and an increase of
the splitting with increasing Xd,p~. More recently Nicho-
las, von Klitzing, and Englert (1980) performed a line-
shape analysis of the conductivity in strong magnetic
Gelds in a way similar to that discussed above by varying
Xd pi and the tilt angle of the magnetic field. They
showed, for the first time, that the valley splitting in-
creases linearly as a function of Nd, „i,in agreement with

Ev ~EU
l
JNN(2kol Sli18)

l
(7.46)

—Jo[2koR, sin8], (7.47)

where Jo(x) is the Bessel function of the zeroth order
0

and R, is the classical cyclotron radius. Since ko —1 A
0

and l —100 A typically, very small values of 8 (of the or-
der of 0.5') are sufficient to modify the splitting drasti-
cally. Further, the effect is larger for high Landau levels
and weak magnetic fields. Examples of results of numer-
ical calculations in which couplings between different
Landau levels are also included are given in Fig. 152,
where the valley splitting of the Landau level where the
Fermi level lies is plotted against N, for M =25 and 1SO
kOe. EAects are enormous, especially in weak magnetic
fields, and even give rise to an oscillatory behavior which
can be understood from Eq. (7.47). This can be a candi-
date to explain the experimental results of Stiles (1979)
mentioned above. Additional valley-valley interactions
through an X point are present for nonzero values of k
and k„and can become important in the case of large
misorientations.

There can be various sources of nonzero values of 0 in
actual inversion layers. Since experimental accuracy of
the determination of the crystallographic orientation is
usually limited to -0.5, usual MOSFETs are believed
to have misorientations of the same order. Actual sam-
ples have the so-called interface roughness, whose exact
nature is not well known (see Secs. IV.B and IV.C) and
which can give rise to a large-scale (slowly varying) de-

where bE, is the valley splitting for 8=0, J&z(x) is the
overlapping integral of the Landau levels, and I =cd/eH
is the radius of the ground cyclotron orbit. For suffi-
ciently large X,

J~~(2kol sin8) —Jo[(2%+1)' 2kol sin8]
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FIG. 152. Calculated valley splittings of the Landau level
where the Fermi level lies at zero temperature as a function of
the electron concentration N, for different values of the tilt an-

gle 0 in (a) H=25 kOe and (b) 150 kOe. Nd, ~~
——0.1&(10'

cm . After Ando (1979b).
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FIG. 153. Observed conductivity on various tilted surfaces as
a function of the electron concentration n, . Curve A, a~'S 9 JTP 9

curve B, o. in n channel on a Si(811) surface at low tempera-
ture; curve C, cr~ on a Si(811) surface at high temperature (77
K); curve D, p channel on a Si(811) surface. After Cole et al.
(1977).

formation of the interface similar to misorientations.
These are almost uncontrollable experimentally and can
cause valley splittings which are strongly sample depen-
dent, especially in lower magnetic fields. Therefore, the
misorientation effect can explain various strange
behaviors of the splitting which are observed experimen-
tall . Thlly. ere are some problems, however, in applying
the above simple-minded theory to actual systems. The
tilt angle of 0.5 corresponds to a distance of several hun-
dred angstroms along the surface for each lattice con-
stant step, which might cast some doubt on the meaning
of such a small tilt angle. The interface might locally be
flatter than expected and directed in the exact (100)
direction, which weakens the misorientation effect, espe-
cially in strong magnetic fields where the cyclotron ra-
dius is suf5ciently small. Thus the effective tilt angle
can depend on the strength of the field through the ra-
dius of the cyclotron orbit.

tron concentration N, . An oscillation with large arnpli-
tude appears above N, -3.2)&10' cm in weak mag-
netic fields. This oscillation has longer period in N, than
the usual one which can be seen at smaller concentra-
tions (N, &2.5X10' cm ). From the period and the
temperature dependence of the oscillation amplitude Cole
et al. have obtained the concentration of electrons parti-
cipating in the oscillation and their effective mass. The
results are given in Fig. 155. One sees that the electron
dispersion relation for high concentrations is highly non-
parabolic. Such anomalous behavior was explained by
assuming a minigap in the two-dimensional dispersion
relation caused by the existence of a one-dimensional su-
perlattice potential. A minigap which is about 4 rneV at
&, =3&10 cm and increases linearly with &, seems
to explain all the characteristics of the observed results.

3. Minigaps on vicinal planes of Si('IOO)

Cole, Lakhani, and Stiles (1977; see also Stiles et al. ,
1977) have observed an anomalous structure in the elec-
tron concentration dependence of the conductivity in an
n-channel inversion layer on the Si(811) surface. The
(811) surface was tilted only 10 from the exact (100) sur-
face and both the subband structure and transport prop-
erties were expected to be almost the same as those on
100. Examples of observed conductivities are given

'
en in

ig. 153. Let us choose in the following the x and y
directions in [288] and [Oll], respectively, and the z
direction in [811]. The conductivities in the principal
directions, cr~ and cruz, exhibit a double-dip (or W-

shape) and single-peak structure, respectively. Such
structures disappear at high temperatures and do not
seem to exist in p-channel layers. Figure 154 shows ob-
served Shubnikov —de Haas oscillations of the y corn-
ponent conductivity (Ocr~~/BN, ) as a function of the elec-

Kl
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2 4 5 6

N, (ial' cm-')

FIG. 154. Transconductance do.~/dn, on Si(811) at 1.5 K for
different magnetic fields. Curve A, H=O; curve 8, H=3 kOe;
curve C, H=8 kOe. AAer Cole et al. (1977).
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FIG. 155. Measured effective masses as a function of the elec-
tron concentration on a Si(811) surface. The solid curve is the
measured number of carrier in the lens orbit. The dashed
curves are the expected values for the one-dimensional super-
lattice model. After Cole et al. (1977).

The structures of the conductivities are caused by the
change in the density of states and electron velocities
near the minigap. Electrons in the upper lens orbit cause
the Shubnikov —de Haas oscillation with a longer period

and a larger amplitude. From the electron concentration
corresponding to the anomalous peak of o.„„,one can
determine the period of the superlattice potential to be
104 A. This is different from the expected step period
31.4 A at the Si-Si02 interface. The origin of the as-
sumed superlattice potential has remained unknown.
Other surfaces have also been studied (Lakhani et al. ,
1978). The (511) surface (tilted 16) has been shown to
exhibit a similar expected behavior, whereas a striking
difference occurs on the (23 22) surface (tilted -7 ).

Sham, Allen, Kamgar, and Tsui (1978) have proposed
an alternative model in which minigaps result from the
removal, by valley-valley interactions, of the valley de-
generacies at crossings of the surface subbands obtained
by projecting the bulk dispersion to the plane parallel to
the interface (k, =0). This so-called valley projection
model predicts that the minigap occurs at the electron
concentration where the Fermi wave number measured
from the bottom reaches 0.15(2m/a)sin8, where 8 is the
surface tilt angle. This electron concentration explains
the position of the gap observed on the (811) and (911)
surfaces. Tsui, Sturge, Kamgar, and Allen (1978) later
made a systematic study of the tilt-angle dependence and
con6rmed the valley projection model.

Although the position of the minigap can be explained,
the size of the observed minigaps is much larger than the
valley splitting on the exact (100) surface and is not un-
derstood yet. For tilt angles like O-10' valley-valley in-
teractions through the X point are expected to be impor-
tant. One can estimate the value of the minigap from
Eq. (7.20) in a manner similar to that discussed previous-
ly (Sham, 1979a; Ohkawa, 1978b, 1979b, 1980). One ob-
tains

—sinO 0 cosO kx

k3

k2 —— cos8cosg —sing sin8cosg k»

cos8 sing cosP sin8 cosP
(7.48)

where P is the azimuthal angle of the surface direction with respect to the [010] direction and the x direction has been
chosen in the direction of the tilt. In the absence of shear strains e23 the minigap at k =k~ =0 is given to the lowest
order in I. and O as

b,E„—i I.J dz go(z)e —,k, sin8sin(2$)gp(z)e sin 8
~

sln2$
~

fg2 ~ ~ —ik'~ &
—«+ I. ~t . 2 . BV(z)

2mo o 4ko mo Bz
(7.49)

where (BV(z)/Bz) is given by Eq. (7.15). This value
depends strongly on 8 and P. For the (911) surface, for
example, it gives 0.6 meV at X, -3&10' cm by put-
ting 8-10 and P=m/4. This number is much smaller
than that observed by Cole et al. (1977). One can calcu-
late the gap for nonvanishing k and k~, which shows
that the gap depends rather strongly on k~ and k~.

Various experiments have been performed to obtain
the value of the minigap. Sham, Allen, Kamgar, and
Tsui (1978) observed far-infrared optical absorption
across the minigap on the (811) surface. Figure 156

I

shows an example of observed dynamical conductivities,
a (co) and o~z(co), when the Fermi level lies at the
center of the minigap. The y component of conductivity
is close to the Drude conductivity given by the observed
mobility, while the x component exhibits a clear inter-
band transition. Since the largest valley-valley coupling
occurs at k =0 where the two valleys are degenerate, the
predominant contribution to the optical transition comes
from regions of k -k~ space close to the points where the
two Fermi circles in the absence of a minigap cross each
other. One can expect, therefore, that such optical mea-
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FIG. 156. Optical conductivity vs frequency on a Si(911) sur-
face observed by Sham, Allen, Kamgar, and Tsui (1978). (a)
o.~, (b) o. . The solid and dashed curves in (b) represent
theoretical predictions based on the superlattice model and the
valley projection model, respectively.

surements give the minigap at these points, while the
structure of the static conductivities gives the minigap at
k„=kz——0. Far-infrared absorption has also been ob-
served by other workers (Tsui, Allen, Logan, Kamgar,
and Coppersmith, 1978; Cole et al. , 1978; Sesselmann
et al. , 1979; see also Kotthaus, 1980) and has been inves-
tigated extensively on various surfaces with difFerent tilt
angles by Sesselmann and Kotthaus (1979) and by Kam-
gar, Sturge, and Tsui (1980). The results show that the
minigap increases with the tilt angle and X„in qualita-
tive agreement with the theoretical prediction based on
Eq. (7.20). However, the absolute value is much larger
than the theoretical one. Far-infrared emission resulting
from radiative decay of electronic excitations across the
minigap has also been observed (Tsui and Gornik, 1978;
Tsui, Gornik, and Muller, 1979; Ciomik and Tsui, 1978a,
1978b; Gornik et al. , 1980a) and used for the investiga-
tion of the N, and 0 dependence of the gap. The condi-
tion of the onset of the magnetic breakthrough in the
Shubnikov —de Haas oscillation (see, for example, Pip-
pard, 1962}, bE, -(fico,EF}'~, has explicitly been em-

ployed by Kusuda and Kawajii (unpublished} and by
Okamoto, Muro, Narita, and Kawaji (1980). Roughly
speaking, the minigap obtained in this way is expected to
be the same as the optical minigap. Although this
method cannot determine the absolute value, it can
describe the qualitative behavior such as the %, and 0
dependence. E6ects of substrate bias have not been fully
studied yet. Cole, Lakhani, and Stiles (1977) have shown
that the minigap increases with increasing depletion 6eld
proportional to Nd, p~, consistent with the theoretical pre-
diction given in Eq. (7 49). Gornik, Schawarz, Lin-
demann, and Tsui (1980a) have suggested from experi-

ments on far-infrared emission that the minigap is a
function of (N, +Nd, ~i), in disagreement with Eq. (7.49).

All the experiments mentioned above indicate ex-
istence of a large 0-independent term in the expression of
the minigap. One possible candidate for this large term
is existence of large strains which might originate from
the tilting of the interface. In the presence of a strain
the off-diagonal term i:-„'e23of Eq. (7.20) gives rise to a
0-independent valley splitting. Since the overlapping in-
tegral of the wave functions of the two valleys is dom-
inated by the region of z close to the interface, strains ex-
tremely localized in the vicinity of the interface are suffi-
cient. In this case, however, such localized strains can-
not be described by Eq. (7.20). The amount of strain can
depend on the tilt angle, which might cause additional 0
dependence of the minigap. A possible appearance of in-
terface states near the conduction-band edge on tilted
surfaces and resulting resonance interactions of the two
valleys, as demonstrated by Sham and Nakayama on the
exact (100) surface within a k.p infinite barrier model, is
another candidate. One needs experimental study of the
minigap on samples made by different preparation tech-
niques to give an answer.

Equation (7.49) suggests that the valley splitting can
strongly depend on the azimuthal angle P. Such a
dependence has been studied by several groups, but is
still in controversy. Sesselmann and co-workers (Sessel-
mann et al. , 1979; Sesselmann and Kotthaus, 1979) have
suggested from measurements of optical absorptions and
static conductivities that the minigap on (n 10) surfaces
(/=0) is much smaller than on the (n 11), consistent
with the sin2$ dependence of Eq. (7.49). Stiles (1979)
obtained a minigap on (n 10) surfaces similar to those on
the (n11) although the structure of the conductivity is
much weaker. Kusuda and Kawaji (unpublished) ob-
tained, from the condition for magnetic breakthrough,
minigaps on (n10) which are about half of the corre-
sponding gaps on (n11) with the same tilt angle. It is
not certain at present whether such contradictory results
originate from a large k„and kz dependence of the mini-

gap or are inherent in its strong dependence on interface
conditions.

The valley projection model predicts a possibility of
appearance of many other higher minigaps (Tsui, Sturge,
Kamgar, and Allen, 1978; Tsui, Kamgar, and Sturge,
1979). Figure 157 shows the E vs k„relation of inver-
sion layer electrons on surfaces tilted by 8 from (100). In
the extended zone scheme and if minigaps are neglected,
it consists of two parabolas centered at k„=+ko,with
ko ——0.85(2m/a), one from each of the two (100) valleys.
The model assumes that projection of the reciprocal lat-
tice vector, (4n./a, 0,0), onto the surface gives a surface
reciprocal lattice vector Q=(Q, O) with Q =(4m/ci)sin9
in the tilting direction. Consequently minigaps in the
surface bands can appear whenever these bands cross
each other in the periodic zone scheme, as is illustrated
in Fig. 157. The minigaps occurring at k„=O, +Q/2,
+2Q/2, . . . arise from valley-valley interactions, while
the interaction of degenerate states &om the same valley
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FKJ. 157. E vs k„relation of inversion layer electrons on sur-
faces tilted by an angle 8 from (100): (a) in the extended-zone
scheme in the absence of valley-valley interactions and (b) in
the periodic-zone scheme with degeneracies at band crossings
removed. Q ={4~/a)sin8. After Tsui, Sturge, Kamgar, and
Allen (1978).

will result in the minigaps at k„=+(2m/a —ko)sin8.
Therefore one can expect minigaps to appear with in-
creasing electron concentration N, at k~ ——(2m /
a —ko)sin8, kosin8, (2'/a)sin8, (4n/a —ko) sin8, . . .
where kF (mX, ) ~. Ts——ui, .Sturge, Kamgar, and Allen
(1978) observed at expected positions anomalies in the
second derivatives of conductivities with respect to K,
associated with those additional higher minigaps
[kz ——0.85(2n./a)sin8, (2n/a)sin8, and 1.15(2'/a)sin8j
on (n ll) surfaces with large n Optical . absorption was
observed across the second minigap 0.85(2m. /a)sin8 and
gave a gap which is similar in magnitude to the 6rst
minigap corresponding to the same X, and tilt angle
(Tsui, Sturge, Kamgar, and Allen, 1978; Kamgar et al. ,
1980). Far-in&ared emission also gives some of these
higher minigaps (Gornik et al. , 1980a).

When electrons are confined within an extremely nar-
row region close to the interface plane, and the momen-
tum haik, in the direction perpendicular to the interface
spreads out in the whole momentum space, the two-
dimensional reciprocal lattice vectors Cx can be obtained
by projecting the corresponding reciprocal lattice vectors
in three dimension onto the interface plane (Volkov and
Sandomirskii, 1978, 1979; Sham, 1979a). This projection
can give reciprocal lattice points in two dimensions
which are different from those obtained in the simple
valley projection model discussed above. One can show
that on the (n 11) surface G„=m(2m/a) sin8 for even n
and G» =m (4n/a)sin8 for odd n, where m is an integer.
The two-dimensional Brillouin zone becomes a half of
that obtained previously in the k„direction for even n.

Although this does not affect the electron concentration
corresponding to the lowest minigap, it can give rise to
additional higher gaps on (n 11) surfaces with even n
Those new minigaps have not yet been observed, howev-
er. In the case of the (2322) surface, the same argument
gives G„=m(m'/a)sin8, and even k~ or the electron con-
centration corresponding to the lowest minigap can be
diferent from that predicted in the simple valley projec-
tion model (Volkov and Sandomirskii, 1978). It is not
certain whether this new gap explains the observed
anomalous behavior on the (23 2 2) surface (Lakhani
et g/. , 1978). Such new minigaps can certainly exist in
principle. However, if we consider that couplings be-
tween bands which are quite far apart in momentum
space are needed, there might be some doubt as to
whether they have values big enough to be observable ex-
perimentally.

Although there is no doubt about the existence of a
minigap on tilted surfaces, there remains a problem as to
whether the minigap due to the valley splitting explains
details of the anomalous behavior of the transport ob-
served experimentally. Actually the inversion layer on
the tilted surfaces provides an ideal system where one
can study effects of nonparabolicity and band gaps in the
dispersion relatio~ on transport phenomena. Transport
properties of such a system have been investigated
theoretically (Ando, 1979d; see also Ando, 1980a). The
model assumes a gap independent of k„and kz to
describe the dispersion around the lowest minigap on til-
ted surfaces and short-range scatterers as a main
mechanism which limits the electron mobility. The
model of short-range scatterers has been shown to ex-
plain various characteristics of the quantum transport in
the inversion layer, as has been discussed in Sec. VI.
The transport coef5cients o~(co) and o~~(co) have been
calculated within the model both in the presence and in
the absence of a magnetic field and both for co=0 and
for co+0. Figure 158 shows an example of calculated
density of states and static conductivities as a function of
the Fermi energy. The energy is measured from the bot-
tom of the subbands in the absence of their coupling and
is normalized by the Fermi energy corresponding to the
crossing of the two subbands. The scattering strength is
parametrized by the level broadening in the absence of a
minigap I o, which is given for the present example by
0.15. The minigap lies between 0.7 and 1.3. The density
of states shows structure near the bottom and the top of
the gap, reflecting a logarithmic divergence and a step-
function —like increase, respectively. This sharp struc-
ture has been smoothed by the level broadening e6ect.
Both cr and o„zexhibit a small peak when the Fermi
level crosses the minigap, and o. has a larger peak.
This is quite difFerent from the characteristic feature of
the experiments shown in Fig. 153. Experimentally o~
has a peak, while o.~ has a 8'-shaped structure. Similar
disagreements have been shown to exist also in the
Shubnikov —de Haas oscillation and the dynamical con-
ductivities describing the minigap absorption. The vari-
ous anomalies in the transport coefficients associated
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such scatterers are inherent in interface conditions on til-
ted surfaces or common to all the different surfaces. De-
tailed experimental investigations of Shubnikov —de Haas
oscillations in this system have been carried out by
Matheson and Higgins (1982).
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FIG. 158. An example of the density of states D(E) and con-
ductivities u and o.~ calculated in a model system. The
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FIG. 159. An example of the density of states and conductivi-
ties calculated in a model system. A weak intervalley scatter-
ing has been included. After Ando (1979d).

with the existence of the minigap are very sensitive to
the presence of intervalley scattering, which has been
completely ignored. Figure 159 gives an example in the
presence of intervalley scattering, i.e., in the case when
25% of the mobility is determined by intervalley scatter-
ing. The y component is not affected, but o~ now exhi-
bits a 8'-shaped structure in agreement with experi-
ments. Both the Shubnikov —de Haas oscillations and
the dynamical conductivities are strongly modified by
such intervalley scattering and now explain the experi-
mental features. We see, therefore, that the existence of
minigaps explains various characteristics of transport
only if we assume the presence of a sizable amount of in-
tervalley scattering at low temperatures. This suggests
the existence of scatterers with short ranges of atomic
scales in the inversion layer. It is not certain whether

B. Valley degeneracy and stress effects

1. Valley degeneracy on Si(111)end (110)

As has been discussed in Sec. III, the multivalley
structure of the conduction band of Si can give various
valley degeneracy factors g, on different surfaces.
Constant-energy ellipsoids of the conduction band of Si
are schematically illustrated in Fig. 5. The six valleys
will be denoted by a, b, c, d, e, and f, following the nota-
tion of Kelly and Falicov (1977a). Sometimes we will
call the valleys a and d 1 valleys and the valleys b and f
2 valleys. For the Si(100) geometry, valleys a and d (the
1 valleys) present their major axes and a high effective
mass normal to the surface, while the other four have
their major axes in the plane of the surface and present a
lower normal e6ective mass. Consequently the ground
subband consists of the 1 valleys on the (100) surface,
giving g, =2. All the experimental results have con-
firmed this expectation except for the existence of a small
valley splitting arising from the deviation from the sim-
ple efFective-mass approximation. A similar considera-
tion gives g„=4and g„=6for the ground subband on
the (110) and (111) surface, respectively. Until quite re-
cently, however, all the experiments failed to observe any
valley degeneracy factor other than g„=2on these sur-
faces. The puzzling problem of the valley degeneracy
has excited much controversy.

Although experimental study on the Si (110) and (111)
surfaces began simultaneously with that on the (100) sur-
face, the low electron mobility has long prevented de-
tailed investigation on those surfaces. The
Shubnikov —de Haas effect was first reported by Lakhani
and Stiles (1975a) and Neugebauer, von Klitzing,
Landwehr, and Dorda (1975, 1976). These two groups
found that g„=2on both surfaces. The degeneracy fac-
tor g„was determined unambiguously from the
Shubnikov —de Haas period by using the electron con-
centration which is proportional to an applied gate vol-
tage and by the orbital degeneracy of the Landau level,
1/2n. l with I =cd/eH. Qccupation of higher subbands
was not observed for a wide range of electron concentra-
tion. The latter authors obtained the effective mass and
the effective g factor by extending the usual method em-
ployed on the (100) surface. These quantities were
shown to be enhanced and to decrease with increasing
electron concentration. This behavior is essentially the
same as on the (100) surface.

The relative energies of the valleys can be shifted in
the presence of stresses, as is well known in the case of
bulk samples. There can be built-in stress fields in an
MOS structure. As a result of thermally grown SiO2 on
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Si, for example, stresses develop on cooling to room or
lower temperature because of the di6erent thermal ex-
pansion coefficients of Si and Si02 (and also of metallic
gate electrode). However, such stresses caused by the
thermal mismatch are known to be less than 10
dyncm (Jaccodine and Schlegel, 1966; Whelam et al. ,
1967; Conru, 1976; Jacobs and Dorda, 1978) and are too
small to account for the observed lifting of the valley de-
generacy. Further, any stress Gelds along the plane of
the interface cannot remove the degeneracy g„=4on the
(110) surface. Therefore, such a macroscopic uniform
stress mechanism can be ruled out for removal of the
valley degeneracy.

Effects of uniaxial stresses applied externally were later
studied on the (111) surface (Tsui and Kaminsky, 1976b;
Dorda et al. , 1976). Occupation of other subbands was
not observed even for stresses up to 2)&10 dyncm
The mobility, which was isotropic in spite of g„=2,be-
mme anisotropic in the presence of a stress. This aniso-
tropy roughly corresponds to that estimated from the
effective-mass anisotropy for the occupation of a single
set of valleys.

Tsui and Kaminsky (1976b) proposed the existence of
inhomogeneous stresses at the interface arising from
mismatch between the Si—Si bonds in Si and Si—0—Si
bonds in Si02. The interface is assumed to be divided
into small domains of uniaxial stresses, and within each
domain the uniaxial stress lowers two of the sixfold-
degenerate subbands in energy. In this model the
domains are supposed to be randomly oriented, and the
mobility is isotropic in the absence of external stresses.
%'hen a uniaxial stress is applied to the sample, the
domains with favorable stress directions gmw, which
causes mobility anisotropy.

Kelly and Falicov (1976, 1977a; see also Falicov, 1979)
proposed that a large intervalley electron-electron in-
teraction mediated by phonons could give rise to a
broken-symmetry ground state with a valley degeneracy
lo~er than the usual paramagnetic occupation of the six-
fold and fourfold valley degeneracy on the (111) and
(110) surface, respectively. This theory will be discussed
in detail in a subsequent section. It was claimed that the
so-called charge-density wave (CDWtt) state, in which the
two "right-angle" valleys are coupled, giving two degen-
erate subbands (g„=2),is realized on the (111) surface.
Since there are three possible ways of coupling, this
COWL state would lead to domain structure.

Extensive investigations were made on the problem of
valley degeneracy by Dorda and co-workers (Dorda
et al. , 1976, 1978, 1980; Eisele, 1978). They measured
the mobility anisotropy and Shubnikov —de Haas oscilla-
tions carefully in the presence of various different uniaxi-
al stresses. The valley degeneracy was always 2
throughout their investigations. However, the anisotro-
pic mobility behaved just as expected from the usual
electron transfer from the six valleys to an appropriate
set of valleys with the increase of stress. It was conclud-
ed that the stress mechanism was unlikely bemuse the
valley degeneracy of 2 required local stresses much larger

than the applied stress, whereas the behavior of the mo-
bility suggested that local inhomogeneous stresses were
of the same order as the applied stress. They also mea-
sured the temperature dependence of the anisotropic mo-
bility and found a kinklike structure around T-272 K
for X, =5.4X10' cm on the (111) surface. They ar-
gued that this temperature corresponded to a critical
temperature at which the first-order phase transition oc-
cured &om the charge-density wave state to the usual
paramagnetic state. This temperature was, however, al-
most independent of the strength of applied stresses, and
much larger than a predicted critical temperature which
is of the order of the Fermi energy.

Some information on the nature of the ground state
can be obtained from intersubband optical absorptions.
On the (111) and (110) surfaces the electron motions
parallel and perpendicular to the surface are coupled
with each other because of the anisotropic and tilted con-
6guration of the valleys. Consequently intersubband
transitions can be induced by an electric Geld parallel to
the surface. In such a simple transmission geometry, the
depolarization effect and exciton effect can be diFerent
from those in the usual transmission line geometry.
Ando, Eda, and Nakayama (1977) have shown that the
depolarization effect and a part of the exciton effect
disappear when the state has a full symmetry, i.e., g„=6
on the (111) surface and g„=4on the (110) surface.
When electrons occupy only two opposite valleys under
sufficiently strong stresses, on the other hand, the spec-
trum has been shown to be the same as that for the
transmission line geometry. Nakayama (1978) examined
resonance spectra of both geometries for possible models
of the ground state on the (111) surface, i.e., the normal
state (g„=6),stress-induced states (g„=2),and charge-
density wave state with and without domain structure.
A characteristic feature of the spectra was shown to
depend on the symmetry of the ground state and the size
of the domain in a complicated way. A comparison of
the resonance line shapes in the different geometries can
be used for distinguishing a possible ground state among
those so far proposed. There has been some progress on
this direction experimentally (Kamgar, unpublished;
McCombe and Cole, 1980; Cole and McCombe, 1980).
However, the results are still preliminary and no definite
conclusion has been deduced so far.

2. Stress effects on Si(100)

%'hen a compressional stress is applied, for example,
along the [010] direction, the 2 valleys located in the
same direction are lowered in energy with respect to the
1 valleys. Consequently the separation between Eo and
Fo becomes smaller. Tsui and Kaminsky (1975b, 1976a)
found a change in the oscillation period at high electron
concentrations in an unstressed sample and suggested oc-
cupation of higher subbands. In the presence of uniaxial
compressional stresses such a period change was shown
to occur at lower electron concentrations, which suggest-
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ed the simultaneous occupation of Eo and Eo subbands
because of the decrease of their energy separation caused
by stresses.

The electron transfer under stress provides an interest-
ing theoretical problem, since electron-electron interac-
tions are known to be important in our system. Takada
and Ando (1978) studied this problem in the case when a
compressional stress was applied in the [010] direction.
They assumed variational wave functions of the type
given by Eq. (3.34), with parameters b& for the 1 valleys
and b2 for the 2 valleys. The total energy E at a concen-
tration X, and under a given stress characterized by the
energy splitting of the 1 and 2 valleys in the bulk was
calculated as a function of b» bz, N&, and N2, where N~
and N2 are concentrations for the corresponding valleys
(N&+Nq ——N2). The parameters b~ and b2 were deter-
mined so as to minimize E(b&,b2, N&, N2) at a given N~,
and the resulting energy was then minimized with
respect to %&. This procedure is a natu. ral extension of
the method described in Sec. III.A, where only a single
subband is considered. Kawaji, Hatanaka, Nakamura,
and Onga (1976) discussed the subband structure of sil-
icon on sapphire in the Hartree approximation using this
method and assuming the wave functions of the type
given by Eq. (3.25). Takada and Ando extended this
method to higher approximations such as the Hartree-
Fock and random-phase approximation. This approach
has the merit of being able to describe the change in the
electron density distribution caused by exchange and
correlation effects, which could be included in the pertur-
bation method considered by Vinter (1975a, 1976) and by
Ohkawa (1976a, 1976b) only if intersubband mixings are
taken into account. As a matter of fact, it gives a densi-
ty distribution of electrons in good agreement with the
results of the density-functional calculation (And o,
1976a, 1976b) in the single-subband case.

An example of the calculated "phase diagram" is
shown in Fig. 160, where the stresses at which the elec-
tron transfer begins or ends are plotted against the elec-
tron concentration. The Hartree approximation (the dot-
ted lines) always predicts a continuous electron transfer
and also a large range of the stress where electrons occu-
py both the 1 and 2 valleys. This is related to the
Fermi-level "pinning" which occurs when a higher sub-
band having a large spatial extent begins to be occupied,
as has been discussed in Sec. III.A. The Hartree-Fock
approximation gives an abrupt first-order transfer be-
tween the two sets of valleys up to %,—1&10' cm
Even above N, —10' cm there are jumps in X& and
N2 at the beginning and the end of the transfer. When
the correlation is included in the random-phase approxi-
mation, the region of the abrupt transfer is reduced to
below W, -2& 10" cm since the correlation greatly
reduces the exchange effect.

Vinter (1979b) studied the same problem in the
density-functional formulation. He extended the approxi-
mation scheme used by Ando (1976a, 1976b) to the case
when electrons occupy both the 1 and 2 valleys. The
exchange-correlation potentials for the 1 and 2 valleys

40
Si (100) under uniaxiai
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1 -valleys

ns ( 10 crn )

FIG. 160. A phase diagram in an n-channel inversion layer on
a Si(100) surface under uniaxial compressional stresses in the
Hartree, Hartree-Fock, and random-phase approximations.
The mixed state shows the coexistent region of the two kinds
of valleys. After Takada and Ando (1978).

can differ from each other and were chosen to be the
exchange-correlation part of the chemical potential of
those electrons in a uniform electron gas with the local
electron densities n &(z) and n2(z). This procedure is
similar to the spin-density-functional formalism for a
spin-polarized system (von Barth and Hedin, 1972; Cxun-
narson and Lundqvist, 1976). The results were shown to
be in reasonable agreement with those calculated by Ta-
kada and Ando with a different method. Tews (1978)
has presented a calculation of the subband structure
within a quite simplified approximation.

Experimental piezoresistance study started quite early
(Dorda, 1970, 1971a, 1971b; Dorda et al. , 1972a, 1972b;
Dorda, Friedrich, and Preuss, 1972; Dorda and Eisele,
1973; see also Dorda, 1973). Following this pioneering
work, the study of stress e6ects was continued by Dorda
and co-workers. They employed two methods in apply-
ing stresses to MOS transistors: Narrow slabs containing
one row of devices were mounted on one side, whereas
the other free end was bent upwards or downwards, giv-
ing rise to uniaxial compression or tension at the surface.
This method could produce stresses up to

~

I'
~

-3.2X10 dyncm in the [010] direction. Larger
mechanical pressure was achieved by direct compression
(

~

I'
~

-5X10 dyncm ). Using bulk deformation con-
stants, values of 4/I'-8. 4X10 meVdyncm were
obtained where 6 is the difference of the bottoms of the
1 and 2 valleys.

The effective mass was determined from the usual tem-
perature dependence of the amplitude of the
Shubnikov —de Haas oscillation and found to increase
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considerably with applied compressional stresses in the
[010] direction (Eisele et al. , 1976a, 1976b). A later
more systematic investigation revealed that it varied
from 0.2mo to 0.45mo sharply with stress at sufFiciently
low electron concentrations like N, &10' cm (Eisele
et al. , 1977). The latter 0.45mo is close to theoretically
predicted 0.42mo of the 2 valleys. This seemed to sug-
gest that the complete electron transfer really takes place
under stresses. No clear indication of simultaneous occu-
pation of the four valleys was observed, although the os-
cillation amplitude became extremely small around the
crossover stresses.

The Shubnikov —de Haas eAect was also studied by
Englert et al. (1978). The valley degeneracy was again
found to remain 2 for stresses up to
P-3.3X10 dyncm, although some disturbance of the
phase was observed for moderate stresses and electron
concentrations. They could not observe change in the
period even at high concentrations similar to that found

by Tsui and Kaminsky (1975b). Instead, the conductivi-

ty exhibited a phase shift of the oscillation by an amount
of m in comparison with the phase in the absence of
stress. This was attributed to a result of the mass in-
crease from 0.2mo to 0.45mo mentioned above, which
makes the spin splitting larger than half of the Landau-
level separation and can cause the phase change, as has
been discussed in Sec. VI.B in connection with eIIects of
tilted magnetic Relds.

Relaxation times and mobilities in the presence of
stresses have also been studied (Eisele et al. , 1976c; Dor-
da et al. , 1978; Gesch et a/. , 1978). Details will not be
discussed, as they are contained in the review by Eisele
(1978). Here, we note the result of Gesch, Eisele, and
Dorda (1978), who measured the 6eld-effect mobility de-

6ned by pFz Ocr le dN,——as a function of uniaxial
compressional stress in the [010] direction. Usually @zan

increases rapidly and then decreases slowly with X, in
the absence of stresses. With increasing stresses the peak
X, was found to be shifted to higher electron concentra-
tions and then pzz had a double-peak structure as a
function of the electron concentration. This behavior
was related to the electron transfer eRect. Assuming that
Eo-Eo around the dip position Gesch et al. estimated

Eoo in the absence of a stress. They showed that the es-
timated values coincided with the corresponding theoreti-
cal result of Ando (1976b).

Takada (1979) studied the mobility under stress
theoretically, assuming simultaneous occupation of the
Eo and Eo subbands. It was shown that the mobility of
electrons in the Eo subbands limited by surface rough-
ness and charged centers in the oxide increased consider-
ably (more than a factor 10) when electrons occupied
both the subbands. He suggested the importance of oth-
er kinds of scatterers, and especially neutral impurities,
as a candidate. The results qualitatively explain the ob-
served behavior. See also Sec. IV.C.3 for more discus-
sion on related problems.

The calculations by Takada and Ando (1978) and by
Vinter (1979b) show that as soon as both subbands con-

tain electrons, the Fermi energy is almost pinned to the
Eo subband, and for all practical purposes the number of
electrons in the Eo stays constant, especially at relatively
low concentrations. Thus only the electrons that go into
the Eo subband show up in the Shubnikov —de Haas os-
cillations in a "gate voltage sweep. " This could explain
why only a single period is seen in the X, sweep, why a
change of phase upon increasing the electron concentra-
tion at higher stresses was observed by Englert et al.
(1978), and why only the mass corresponding to the Eo
subband or the one corresponding to the Eo can be deter-
mined from the temperature dependence of the oscilla-
tion amplitude. In a magnetic sweep at a constant N„
however, one usually expects that two periods in I/H
should show up, or at least the period observed corre-
sponding to one of the systems should change with pres-
sure because of the change in the population of that sub-
band system. No evidence of this mas seen experimental-
ly (Eisele et al. , 1976b; Eisele, 1978).

Large compressional stresses can also be produced on
MOSFETs made by silicon grown on sapphire films. A
large difference in thermal expansion coef5cients causes a
large lateral (anisotropic) stress in the Si 61ms on cooling
from the deposition temperature. Various properties,
such as anisotropies in the electron mobility, elastoresis-
tance, and Inagnetoresistance, mere studied and explained
by the anisotropic two-dimensional dispersion relation
corresponding to the two valleys with the density-of-
states eR'ective mass md -0.42mo which were lowered in
energy due to the stress.

Kawaji, Hatanaka, Nakamura, and Onga (1976) ob-
served a hump in the electron mobility versus gate vol-
tage curves in n-channel layers on silicon on (1012)
A1203 The hump was attributed to electron population
of the usual Eo subband with increasing N, . The
Shubnikov —de Haas effect was also studied (Hatanaka
et al. , 1978; see also Kawaji, 1978). Considering that
%co, -2p@H, they assumed that each peak did not have a
spin degeneracy and concluded that the ground subband
consisted of the fourfold-degenerate 2 and 3 valleys.
Later experiments in tilted magnetic fields (von Klitzing
et a/, 1977; Hatanaka et al. , 1978; Englert, Landwehr,
Pontcharra, and Dorda, 1980) revealed, however, that
each peak consisted of two Landau levels of electrons
with difFerent spins (i.e., g„=2).This was considered to
be due to the enhancement of the g factor caused by the
exchange effect. An enhancement of the g factor similar
to that in the absence of a stress gives g*p&H-%co„
which predicts that each peak consists of the (N, l) and
(%+1,&) levels, and that the total degeneracy of the
ground Landau level should be a half of that of higher
Landau levds. A careful examination of the oscillation
period by Wakabayashi, Hatanaka, and Kawaji (1979)
showed, however, that the ground Landau level had the
same degeneracy as others, which let them choose a dif-
ferent model in which g'piiH-2%co, . This model gave
an extremely large value of the g factor. The oscillation
amplitude became extremely small near ihe electron con-
centration corresponding to the mobility hump. Again,
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no clear change in the oscillation period was observed.
More information can be obtained &om cyclotron reso-

nance experiments. Before going into a discussion of
stress effects, let us consider the cyclotron resonance at
high temperatures in the absence of a stress, since the in-
crease of the temperature causes electron occupation of
the Eo subband and is expected to give rise to effects
similar to those of compressional stresses. Kiiblbeck and
Kotthaus (1975; sm also Kotthaus and Kiiblbeck, 1976)
obtained a surprising result on the temperature depen-
dence of the cyclotron resonance in the absence of exter-
nal stresses. An example of their results is shown in Fig.
161. The cyclotron mass deduced from the peak position
and the broadening increased drastically with increasing
temperature. The temperature effect was shown to be
enormous at low electron concentrations and to become
smaller with increasing concentration. Around
N, —10' cm, for example, the effective mass increased
by as much as 30% between 4.2 and 65 K. In intersub-
band optical transitions under similar conditions,
Kneschaurek and Koch (1977) found a new transition,
suggesting the population of the Eo subband. Naively
this would lead to two cyclotron resonances correspond-
ing to m, -0.2mo and 0.42mo. However, the cyclotron
resonance experiment showed only a single peak which
shifted to the high magnetic field side with increasing
temperature.

Cyclotron resonance under stress was investigated by
Stallhofer, Kotthaus, and Koch (1976). They failed to
see two peaks, even under their largest compressional

II ~
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FIG. 161. Cyclotron resonance in an n-channel inversion layer
on a Si(100) surface at diAerent temperatures for X,-S)&10"
cm . The dots are fits of the classical expression to the line
shape. Values for m, /mo of 0.210, 0.217, 0.232, 0.252, and
0.272, and for co~, of 6, 3.2, 2.S, 2, and 1.8 were obtained for
temperatures of 7.8, 25.5, 41.5, S6, and 65 K, respectively.
The corresponding values of the resonance magnetic field are
marked by arrows. After Kublbeck and Kotthaus (1975).

stresses, but observed only a single peak which exhibited
an increase of the cyclotron mass with decreasing elec-
tron concentration, as at high temperatures. The mass
became as large as 0.42mo, the efFective mass of the Eo
subband, at sufhciently low concentrations. They also
found a peculiar behavior of the line narrowing at low
concentrations under the influence of stresses.

In systems consisting of two kinds of electrons with
di6erent masses, Kohn's theorem is no longer valid and
electron-electron interactions can directly modify the cy-
clotron resonance positions. Takada and Ando (1978)
calculated the dynamical conductivity o.~(co) in
Landau's Fermi-liquid theory and studied such effects.
Effects of electron-electron scat terings on relaxation
times were neglected. They found that the resonance
peaks for corresponding electrons were both shifted to
the higher inagnetic field side (mass enhancement). Fur-
ther, the peak shiA for electrons with a lower mass was
shown to be much larger than that for electrons with a
higher mass, and the resonance intensity was found to be
inodified by interactions in such a way that the intensity
for electrons with a small mass was enhanced consider-
ably. In the limit of strong interactions, there remains
essentially a single peak which lies around a certain aver-
age of the positions of the original two peaks. This is a
result of the fact that both kinds of electrons move in a
correlated way when interactions are strong enough.
With the use of the Fermi-liquid parameters calculated
by the use of the subband structure discussed previously,
they calculated the resonance line shape under stress.
They demonstrated that the line shape could behave as if
it had a single peak which shifted from the positoin cor-
responding to the 2 valleys to that corresponding to the
1 valleys with increasing X, at a fixed stress when the
line broadening was large enough (d'or-2). This qualita-
tively explains the observed behavior of the cyclotron res-
onance under stress, but quantitatively stronger electron-
electron interactions were shown to be needed to fully ac-
count for the experiments.

Appel and Overhauser (1978) proposed an alternative
effect of electron-electron scattering on the cyclotron res-
onance. They calculated the dynamical conductivity us-
ing kinetic equations for the total currents J~ and J2 of
electrons of the 1 and 2 valleys, respectively. In addition
to the ordinary scattering term —J;/v (i =1,2) describ-
ing effects of impurity scattering, they added a term
characterized by an electron-electron collision time ~, .
This new scattering term, which makes each carrier relax
to a common velocity, was Grst proposed by Kukkonen
and Maldague (1976) and arises because scattering
among electrons with different masses does not preserve
the total velocity. This ~, was shown to make the reso-
nance peaks for the two kinds of electrons come closer
together, and to merge into a single peak in the limit of
short ~„because the scattering reduces the relative velo-
cities of their cyclotron motions. The collision rate 1/r,
is proportional to (kii T) +(fico/2m) at low temperatures
and for a small frequency, ~, of an external Geld because
of the presence of the sharp Fermi surfaces. This effect
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is, therfore, independent of that studied by Takada and
Ando (1978), which does not vanish in the limit of small
T and co. Appel and Gverhauser made a rough estimate
of z, using an expression for a three-dimensional system
and claimed that both the temperature efFect of Kublbeck
and Kotthaus (1975) and the stress effect at low tempera-
tures could be explained by the similar electron occupa-
tion of the 1 and 2 valleys.

Takada (1980a) incorporated the two effects within a
&amework of the Fermi-liquid theory and investigated
the relative importance of the above-mentioned two ef-
fects. He showed that 1/r„if calculated more accurate-
ly, is one order of magnitude smaller than that estimated
by Appel and Overhauser and is not important at low
temperatures like T &10 K. It could become important
at high temperatures like T-77 K. As is well known,
the Fermi-liquid theory is valid only when Aeo «EF and
kgT«EF, where EF is a typical Fermi energy. How-
ever, these conditions were often not satisfied experimen-
tally. Ting (1980) extended a memory-functional method
used by Ganguly and Ting (1977) to the two-carrier sys-
tem and calculated the dynamical conductivity to the
lowest order in the Coulomb interaction between elec-
trons of different valleys. Although the validity of such
an approximation is not clear, he obtained essentially the
same conclusion as that of Takada. Tzoar and Platzman
(1979) calculated the high-frequency limit of the conduc-
tivity in the absence of a magnetic field and showed that
effects of electron collisions could be represented by a
frequency-dependent relaxation time. Then, they extend-
ed the results to a lower-frequency side by a phenomeno-
logical argument. The resulting expression was similar
to that of Ting (1980), in which a magnetic field was set
equal to zero. All the above-mentioned investigations
treat a magnetic field semiclassically or neglect it com-
pletely, and the quantization of the orbital motion is
completely neglected. Perhaps strong magnetic field ef-
fects might be most crucial under actual experimental
conditions, since the cyclotron energy is comparable to
the typical Fermi energy.

3. Kelly-Faltcov theory

To explain the observed reduction of the valley degen-
eracy factor g, on the Si(111) and (110) surfaces dis-
cussed previously, Kelly and Falicov (1976, 1977a) pro-
posed a charge-density wave (CDW) ground state result-
ing from a large phonon-mediated intervalley electron ex-
change interaction. As an illustrated example let us con-
sider a model Hamiltonian for a two-valley system
(Paulus, 1978):

A = g [E,(k)ak+~k +eh(k)bk bk ]

with

—V* g «k bk~+bk+uk~)+2~'V'
ko

(7.51)

b, = g(b~+~k ), (7.52)

where V" = V —2U, and we have neglected unimportant
terms which contain the usual (ak ak ) or (bk bk )
and assumed that 6 is real. Further, we assume that

e, (k)=Eb(k)= k =E(k),
2fPl

(7.53)

for simplicity. The term "charge-density wave" stems
from the fact that the state with a nonvanishing 6 gives
rise to an electron density which varies spatially with a
wave vector given by the di6erence of the positions of
the two valleys in the two-dimensional k space. In terms
of the bonding and antibonding combinations,

(ak +bk ) (ak —bk )
+ka ~ ~ Pkn (7.54)

A = g [e(k)—b, V"]ak+ak

+ g [e(k)+b, V']pk+ pk +26,'V*, (7.55)

with
~= —, X [&~k+.~k. &

—&Pk.Pk. &] . (7.56)
k

Introduce the Fermi energy EF in the case of vanish-
ing b, , i.e., N, =2(2m/2vrR )E~ Then the total . energy
becomes

EF 1 — b, V" (b—, V" (EF),
2+%2 m V*

Here, al+, and b~+ are the creation operators for electrons
in valleys a and b, respectively, and the wave vector k is
measured &om each valley minimum. The second term
proportional to V represents the usual Coulomb repul-
sion, and the last term describes an intervalley interac-
tion introduced by Kelly and Falicov. Usually this term
is extremely small for the Coulomb interaction, since it
includes a large momentum transfer. Kelly and Falicov
assumed that U arose &om a phonon-mediated interac-
tion, as discussed by Cohen (1964), and took a large neg-
ative value.

Let us consider the stability of a charge-density wave
state in the unrestricted Hartree Fock approximation.
The charge-density wave state is characterized by the
nonvanishing expectation value of the product aj+, bi,
and biz . In the Hartree Fock approximation

A = g [e,(k)ak+~k +eh(k)bk bk

+ —, V g «~uk-q +bk+bk q )
kk'qatar'

+ (a k'o'a k'+quar' +b k'o'b k'+quar' )+ +

+U g ak bk+q bk~ak q
~ . (7.50)

kk'qo. o'

mV"
2M'

2m% ~ m V"

m V" 2vrR2
(hV*)Ep) .

(7.57)
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1+exp[(E V'+@ )/k~ T]5=—k~Tln
2 1+exp[( —XV*+@)/kgT]

(7.58)

where p is the chemical potential. This critical tempera-
ture T, is given by the condition that (7.58) does not
have a solution except 6=0, and becomes

1
kg T, = —EF/ln 1 ——

5
(7.59)

This shows that the critical temperature is always of the
order of the Fermi energy except in the vicinity of 5= 1.

In actual inversion layers on the (111) surface the
problem is slightly more complicated. The model Ham-
iltonian is given by

This gives b, =0 for 5 & 1 and 6 =(m/2M )Ez for 5 & 1,
where 5=mV" /2M is a dimensionless coupling con-
stant. One sees, therefore, that the first-order transition
&om the usual paramagnetic ground state to the charge-
density wave state occurs at 5=(m/2m% )(V —2U)=l.
In the charge-density wave state only the bonding state
(a) is occupied by electrons, since the 2b. V is larger
than 2EF, which means the reduction of the valley de-
generacy. At finite temperatures, on the other hand, the
transition is of the second order. The gap equation (7.56)
becomes

b,.d = g (ak+~k ), A = g (ak+~k ), etc.
k k

~bf t

+~hfdf

~ceg +~ceg ~

B =C =E =I' =X,/8 . (7.62)

Examples of the phase diagrams as a function of U~ and
V are shown in Fig. 162 for several different values of
U /Up. The phase diagrams depend strongly on the ra-
tio U~/Up. According to Cohen (1964), the phonon-
mediated electron-electron interaction U varies as
(co~k), where soak is the appropriate phonon frequency
of the wave vector equal to the intervalley k vector. By
using both the selection rules of Lax and Hop6eld (1961)
and the phonon spectrum of Martin (1969), Kelly and

Ui
--2xl0

Ferro m

(7.61)

The valley degeneracy factor becomes unity. The CDWp
state couples four valleys into two pairs, pushing two
below the Fermi level while the remaining two valleys
are uncoupled and unoccupied. It has the occupation
multiplicity of 2 and is characterized by

A = g[a, (k)ak+~k + . . ]
kcr

~ ~ . +,—, V[akrQk qn+ ][ak'aak+qcr'+ l

qkk'acr'
U [akAk+q dk ak-, + 1

+, +,

Up[ak bk+q~bk~k q
~ + ' ' ' ], (7.60)

U)
--2x$0

qkk'acr'

where the 6rst term is the kinetic energy of electrons of
the 6 valleys (a, b, c, d, e, and p, the second term
represents the usual intravalley term dominated by the
Coulomb repulsion, the third the intervalley exchange be-
tween the valleys along the same axis, and the last be-
tween the valleys at right angles to each other. The last
two terms are assumed to be attractive phonon-mediated
interactions ( U, Up ~ 0). In the above Hamiltonian
four-valley terms such as a+bd+e, etc., which are con-
sidered to have the same order of magnitude as a+bb+a,
are neglected.

Kelly and Falicov examined the total energy of various
less exotic states of the above Hamiltonian in the unre-
stricted Hartree-Pock approximation (both for positive
and negative U's for completeness). It was shown that
there were two types of charge-density wave states,
driven by U and Up. The CDW solution couples two
opposite valleys, pushing one below the Fermi level,
while the other four valleys remain uncoupled and unoc-
cupied. It is characterized by a nonvanishing correlation
5 d, ——+A,d, ——X, /4 and the occupation number

=D =N, /4, where

)

-10
I

10

FIG. 162. Phase diagram for Si(100) inversion layer ground
state. U~, U2, and U2p correspond to V, U, and U&, respec-
tively, in the text. U~, U2, and U2p are given in a unit of
10 ' eVcm . SDW means spin-density wave states. After
Kelly and Falicov (1977a).
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Falicov estimated U /Up to be somewhat less than uni-
ty. Keeping the observed g„=2in mind, they suggested
that the sample was in the CD' regime for the actual
experimentally accessible range of X, .

In the CDW~ phase, the C3, symmetry of the (111)
surface is reduced to mirror symmetry, and domains of
different CDW~ solutions, each with just one of the three
possible q vectors, should appear. Consequently the
transport properties will be isotropic for random distri-
bution of such domains, and the anisotropy will appear
under uniaxial stress as just one density-wave domain is
preferentially driven. Therefore the existence of the
CD%'p state can explain the main features of the experi-
mental findings on the (111)surface.

The CDW~ causes various other effects. Since the two
valleys with different efFective masses are coupled, the
Fermi line is distorted and the density-of-states efFective
mass at the Fermi level is enhanced. Further, this dis-
tortion allows optical transitions from the bonding to an-
tibonding states in an electric field parallel to the surface
(Kelly and Falicov, 1977b). Drew (1978) suggested the
appearance of harmonics in the cyclotron resonance at
co=(2n + 1)co„with n being an integer.

On the Si(110) surface the two-dimensional effective-
mass tensors for the four heavy-normal-mass valleys are
identical, and the possible density-wave solutions, while
they alter the occupied valley degeneracy, do not affect
the effective masses. The nonvanishing intervalley corre-
lations, h, b for example, merely split the bands rigidly
apart. The simple model considered above is applicable
to this surface. The phase of the paramagnetic occupa-
tion of two valleys (g, =2) becomes stable for values of
U and U~ corresponding to the CD' phase on the
(111) surface, thus explaining the observed g, =2 on the
(110) surface. A similar model was also applied to vari-
ous surfaces of Ge and CxaP where the conduction-band
minima possess difFerent symmetries (Kelly and Falicov,
1977c).

On the Si(100) surface a similar consideration predicts
the usual ground state with g„=2(Kelly and Falicov,
1976, 1977a). When the energies of the 1 and 2 valleys
are close to each other under a uniaxial compressional
stress in the [010] direction, two valleys, a and b for ex-
ample, can be coupled into bonding and antibonding
combinations, and it becomes favorable to establish a
charge-density wave ground state if the intervalley in-
teraction Up is sufficiently strong. This stress-induced
CDW was proposed by Kelly and Falicov (1977d, 1977e,
1978) to account for various anomalous behaviors of the
experiments mentioned earlier. The application of the
previous theory is straightforward. The only difFerence is
that one is now dealing with the coupling of two valleys
having diFerent normal e6ective masses and has to con-
sider the change in the wave functions for electron
motion in the z direction normal to the surface. Kelly
and Falicov assumed the same envelope function of the
form given by Eq. (3.25) for both kinds of valleys and
minimized the total energy calculated in the unrestricted
Hartree-Pock approximation with respect to the varia™

tional parameter.
Kelly and Falicov assumed extremely large values of V

(V- 54 & 10' cm meV), for which a discontinuous
first-order transition always takes place between the 1

valleys and 2 valleys, even for vanishing U's. Their re-
sults show as a function of the stress a first-order transi-
tion from paramagnetic occupation of the 1 valleys to a
charge-density wave state and a second-order transition
from the charge-density wave state to paramagnetic oc-
cupation of the 2 valleys for sufficiently large values of
U and Up (comparable to V). Correspondingly the ef-
fective mass changed discontinously from -0.2mo to in-
termediate values and then continuously to the high ef-
fective mass -0.42mo. If we look at the eff'ective mass
as a function of the electron concentration under stress,
the effective mass remains -0.42mo till some electron
concentration which depends on stress, decreases con-
tinuously, and then drops discontinuously to -0.2mo.
Throughout these transitions the occupied valley degen-
eracy remains 2. Similar phase changes were shown to
occur as a function of temperature (Kelly and Falicov,
1977e, 1978). With increasing temperature at a constant
stress and electron concentration, electrons occupied the
2 valleys as well, even if they were only in the 1 valleys
at zero temperature. At sufficiently high temperatures
the number of electrons in the 2 valleys could become
much larger than that of electrons in the 1 valleys be-
cause of the difFerence in their efFective masses. It was
demonstrated that for certain values of stress and the
electron concentration successive transitions similar to-
those which occur as a function of stress could take place
as a function of temperature. These results seem to ex-
plain at least qualitatively the experimental results of the
temperature and stress dependence of the cyclotron reso-
nance (Kiiblbeck and Kotthaus, 1975; Stallhofer et al. ,
1976). Effects of strong magnetic ffelds were studied and
shown to modify the phase boundary slightly (Kelly and
Falicov, 1977f).

Some additional work was subsequently done on the
properties of charge-density wave states. Nakayama
(1978) suggested the so-called triple charge-density wave
as a possible ground state on the Si(111) surface. This
state is characterized by nonvanishing correlations,
draco. =~ceo ~eao nd ~bdo ~dfo ~fbo
briefly treated by Kelly and Falicov (1977a) and claimed
to be unstable with respect to the CDW and/or CD'
states. Actually, however, the state can be lower in ener-

gy than the other states. It also has g„=2. Since the
trigonal symmetry of the surface is retained, one need
not assume the existence of a domain structure to explain
the observed isotropic conductivities. Gn the other hand,
Kelly (1978a) argued that the triple CDW state could
easily be taken over by the CD' state in the presence
of a small built-in stress. Effects of four-valley terms
neglected in the Hamiltonian (7.60) were studied by
Quinn and Kawamoto (1978) and by Kelly (1978a).
Especially the former paper showed that the CD'
and/or triple CDW states were more stabilized against
the CDW state by their inclusion. Qno and Paulus
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(1979) calculated low-lying collective excitations in the
charge-density wave state within the simple two-valley
model and found acoustic-phonon —like modes related to
the phase oscillation of the charge-density wave and fluc-
tuation of the population difference between the two val-

leys.
As we have seen, the Kelly-Falicov theory seems to

explain qualitatively various anomalous and unexplained
features of experimental results on the (111) and (110)
surfaces and on the (100) surface under stresses. In spite
of such a success the magnitude of the assumed parame-
ters of the model Hamiltonian poses a serious problem.
Kelly and Falicov (1976, 1977a) tried to estimate V as-
suming a three-dimensional screened Coulomb potential
and leaving the screening constant as an adjustable
parameter. This procedure is certainly not appropriate.
There might be several different ways to estimate V &om
more elaborate treatment of the electron-electron
Coulomb interaction discussed in Sec. II.F. One way is
to note that the effective g factor calculated in the
Hartree-Fock approximation &om the Hamiltonian (7.50)
for U=O is given by

g =2 1 — V
2

(7.63)

A comparison of the above with the result of Sec II..F.
leads to the conclusion that mV/2iriri lies between 0.3
and 0.4 for the electron concentration
1 X 10' cm & N, & 5 X 10' cm on the Si(100) sur-
face. This gives 5& V&8X10' cm meV, which is one
order of magnitude smaller than that assumed by Kelly
and Falicov (1977d, 1977e) to explain the stress effect on
the (100) surface. For nonvanishing U~ the g factor is
given by

g*=2 1 — (V+U )
2M2

(7.64)

on the (100) surface in the absence of stress. Therefore,
the enhancement of the g factor is reduced if U~ is nega-
tive. If we consider the fact that the observed g factor is
actually enhanced and is well explained by the conven-
tional theory', we inust place

~

U
~

as being much less
than 5 X 10' cm meV. Kelly (1978b) estimated the
phonon-mediated intervalley interactions U~ and U~ in
the bulk within a tight-binding formulation. The results
are given by U~ ——0.11)&10' cm meV and Up
——0.25&10' cm meV, which are nearly two orders of
magnitude smaller than the values necessary for the
charge-density wave ground state. He suggested, howev-
er, that near the Si-SiO2 interface phonon selection rules
might be relaxed and the phonon-mediated interactions
could be enhanced from the bulk values. Recently Kelly
and Hanke (19811) carried out a detailed calculation of
the phonon-mediated electron-electron interaction and its
enhancement near the Si-SiQ2 interface. They found the
effect to be too weak to lead by itself to the density-wave
effects predicted by Kelly and Falicov.

Beni and Rice (1979) argumi that in Si all intervalley

exchange interactions are negligible in comparison with
the direct Coulomb interactions, on the ground that cal-
culations of the electron-hole-liquid binding energy in
bulk Si can be fully explained by neglecting intervalley
exchange interactions. They compared the energy of the
states with g„=6and 2 on the Si(111) surface and
showed that the state with g„=6is lower in energy for
usually accessible electron concentrations.

Although the smallness of the parameters makes the
proposed charge-density wave ground state highly unlike-

ly, a definite conclusion can be obtained only experimen-
tally. The best way to check the existence of such a
broken-symmetry ground state is to observe characteris-
tic phenomena which appear only in the charge-density
wave phase and not in the usual phase. The optical tran-
sitions between the bonding and antibonding states and
the harmonics of the cyclotron resonances might be a
good candidate.

4. Additional developments

In the last few years various experimental results have
appeared which apparently contradict previous ones and
are unfavorable to the Kelly-Falicov theory. Tsui and
Kaminsky (1979, 1980) studied the Shubnikov —de Haas
oscillations in a large number of MOSFETs on the Si(111)
surface prepared under various experimental conditions.
They observed the expected sixfold valley degeneracy in
some devices fabricated in a way difFerent from that for
samples which showed g, =2. The influence of uniaxial
stress was also studied and the expected change in the
valley degeneracy was observed. It was suggested that
the previously observed g„=2was not an intrinsic effect
caused by electron-electron interactions but more likely
was related to the condition of the interface of the device.
However, it is still unclear what the changes are at the
Si-SiQ2 interface for different oxidation procedures and
how such changes are related to the valley degeneracy of
the electronic state of the inversion layer. The expected
fourfold degeneracy has also been observed on the (110)
surface (Stiles, 1980). Roos and Kohler (1980) argued
that g„=2could not explain Shubnikov —de Haas oscil-
lations observed on the (110) and (111) surfaces in tilted
magnetic fields.

An attempt has been made to apply external biaxial
stress on the (100) surface so that the four valleys of the
heavy-mass band should be equally lowered and the ex-
pected fourfold degeneracy and mixed sixfold bands may
be observed under favorable conditions (Fang, 1980).
The desired isotropic biaxial stress was created by the
differential expansion coefficient of the Si and a suitable
epoxy. The situation is quite similar to that of silicon on
sapphire except that the lateral stress on sapphire is an-
isotropic. Unfortunately, Fang failed to observe the four-
fold degeneracy, possibly because of slight anisotropy of
stress. However, he could study the heavy-mass band in
detail in the highly compressed sample. A phase reversal
of the Shubnikov —de Haas oscillation was observed at
an electron concentration depending on temperature.
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This was attributed to the X, and temperature depen-
dence of the exchange-enhanced g factor. As has already
been discussed above in connection with the experimental
results of Englert, Landwehr, von Klitzing, Dorda, and
Gesch (1978), the spin splitting is larger than half of the
Landau-level separation at low concentrations. At high
electron concentrations the situation becomes just the op-
posite because of the decrease of the effective g factor. In
a sample under moderate stress the Shubnikov —de Haas
oscillation suggests occurrence of transitions at two dif-
ferent electron concentrations. The transition at lower
concentration (N, —1.9X 10' cm ) is accompanied by a
small phase shift. The period remains unchanged by the
transitions. The transition at higher concentration
(N, -4X10' cm ) is accompanied by a small phase
shift and the period is increased by about 15% after the
transition. The latter transition is similar to the one pre-
viously observed by Tsui and Kaminsky (1975) and the
former resembles that reported by Eisele et al. (1977).
Both the phase and period change do not support the
charge-density wave ground state.

Cyclotron resonance at elevated temperatures was also
studied by Kennedy, %'agner, McCombe, and Tsui
(1977). No appreciable temperature dependence of the
cyclotron effective mass was observed, in contrast to the
experiments of Kiiblbeck and Kotthaus (1975). The
dependence of the cyclotron mass at high temperatures
on the depletion charge was studied by Stallhofer, Mios-
ga, and Kotthaus (1978). In the original experiments on
the temperature dependence by Kiiblbeck and Kotthaus
and on the stress dependence by Stallhofer, Kotthaus,
and Koch (1976), the samples were continuously il-
luminated with band-gap radiation, and the local Fermi
level at the interface was much higher than that in the
bulk (the quasiaccumulation layer). It was demonstrated
that the temperature dependence of the resonance posi-
tion became smaller with increasing Xd,~~ and disap-
peared in the large Nd, ~~ limit. These experiments
strongly suggest that the change in the cyclotro~ efkc-
tive mass with temperature is related to the occupation
of the heavy-mass subband EQ Although the above
mentioned experiments are not inconsistent with the
charge™density wave ground state, the experimentally ob-
served temperature dependence of the intersubband opti-
cal absorption spectrum cannot readily be interpreted
within the framework of the Kelly-Falicov theory.
Kneschaurek and Koch (1977) observed that with rising
temperature a new peak grows and the resonance lines
originating from the Eo subband shift and diminish in
amplitude. This behavior was attributed to the electron
occupation of the EQ subband. The existence of two dis-
tinct resonance lines indicated at least the presence of
two distinct types of electrons at high temperatures, con-
trary to the prediction of Kelly and Falicov.

The stress effect on the cyclotron resonance on Si(100)
has been reexamined. Stallhofer, Kotthaus, and
Abstreiter (1979) and Abstreiter, Stallhofer, and
Kotthaus (1980) observed for the first time two distinct
cyclotron resonance peaks under stress except at low car-

rier concentrations and high temperatures. The compres-
sion quoted by the earlier work (Stallhofer et al., 1976)
was found to be overestimated by a factor of 3. The cy-
clotron effective masses deduced &om the resonance
peaks agree well with the expected value for the Ep sub-
band but are more than 10% higher than predicted for
the EQ subband. The dependence on the depletion
charge was also studied and shown to be consistent with
the expectation that EQ increased with Xdcp& From the
stress dependence of the relative population they extract-
ed Eo' —Ep in the absence of a stress as -6 meV rough-
ly independent of N, . This number is smaller than
theoretically predicted for an accumulation layer (Ando,
1976b), which is, however, consistent with the intersub-
band optical absorption spectrum at high temperatures
(Kneschaurek and Koch, 1977). The electron concentra-
tion in a given subband can also be extracted from the
period of the quantum oscillation of the cyclotron reso-
nance, as has been discussed in Sec. VI.A. With increas-
ing stress the quantum oscillation of the cyclotron reso-
nance for the Eo subband was found to increase in period
(decrease in electron concentration). This change in the
population of the EQ subband agreed with the one ob-
tained from the relative strength of the two peaks. The
quantum oscillation was, however, observed to disappear
under high stresses, possibly due to the existence of some
inhomogeneities in the stress, and such comparison was
not possible for a wide range of the stress.

These new observations can be well understood within
the conventional theory, and completely contradict the
Kelly-Falicov theory. The relative occupation of the 1

and 2 valleys extracted from the experiments is explained
by the theoretical results of Takada and Ando (1978) and
of Vinter (1979b), although one has to assume smaller
Epp for a given strength of stress. The shifts of the
peaks when both kinds of valleys are occupied can be ex-
plained by the usual electron-electron interaction (Takada
and Ando, 1978; Takada, 1980), and the behavior at high
temperatures is consistent with the prediction of Appel
and Overhauser (1978). Therefore, the cyclotron reso-
nance under stress seems to be perfectly explainable
without introducing the charge-density wave ground
state. However, the problem of the valley degeneracy
still remains unexplained. Gesch, Dorda, Stallhoffer, and
Kotthaus (1979) measured the Shubnikov —de Hans os-
cillation on the same sample used for the cyclotron reso-
nance under identical conditions and found that the os-
cillation period always gave a valley degeneracy of two.
In order to reconcile the two contradicting experimental
results, they suggested a domain model where the
domain sizes were large enough for cyclotron orbits to
exist, and in each domain only one of the subbands was
occupied. Such a model is, however, highly doubtful if
we consider the fact that the various characteristics of
the cyclotron resonance are explained as has been men-
tioned above. Vinter and Overhauser (1980) suggested
the possibility of explaining this valley degeneracy para-
dox in terms of the discreteness of the density of states in
two dimensions. When the energy level is completely
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discrete, the Fermi level is always pinned to some Lan-
dau levels, and the oscillation of the density of states is
determined only by the degeneracy of Landau levels with
the same energy. Therefore, slight lifting of the degen-
eracy of Landau levels associated with different sets of
valleys can give rise to the valley degeneracy of 2 instead
of 6 on Si(111). The argument is not convincing, howev-
er, since they must assume extremely narrow Landau-
level width to explain the experimental results. The
problem of the stress eff'ect and the valley degeneracy
remains open at present.

C. Electron lattice
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1. introduction

As first pointed out by Wigner (1934, 1938), the elec-
tron system will adopt a configuration of the lowest po-
tential energy and crystallize into a lattice when the po-
tential energy dominates the kinetic energy. In the
Wigner lattice (or crystal, solid, etc.) each electron be-
comes localized about a lattice site. For a two-
dimensional electron gas with a density per unit area
N, =(mro) ', the mean potential energy per electron be-
comes

2

( v) = ' =e'~'"x,'" .
ro

(7.65)

~, =(r k, T/~'"e')', (7.67)

and at zero temperature the melting occurs at N, =N,
with

4me 4 1

vrA I ma I
(7.68)

where a~ —fi /me . If we introduce r—,=ro/az as usual,
we have r, =(m./4)'~ I ~ at the melting point.

At zero temperature (called the quantum regime) the ki-
netic energy becomes (K) =mX, fi /2m. Therefore crys-
tallization will occur at sufficiently low concentrations.
At sufficiently high temperatures (called the classical re-
gime) the kinetic energy is given by k&T and crystalliza-
tion will occur at high concentrations. Usually the in-
version layer at sufficiently low electron concentrations
corresponds to the quantum regime, and the classical re-
gime is hardly realizable. On the other hand, the elec-
tron system on liquid helium is in the classical regime.

We can get a qualitative picture of the shape and na-
ture of the phase diagram by setting

r=—(I&
K (7.66)

the ratio of the average potential energy to the average
kinetic energy, equal to a constant I along the melting
curve. Figure 163 shows a phase diagram obtained by
Platzman and Fukuyama (1974) in this way. At high
temperatures, where (K) =k&T, the melting curve be-
comes

FIG. 163. Parametrized phase diagram of the two-dimensional
system. The shaded region corresponds to the crystal phase.
n, =4/ma~I . k~T, =2e m/A I . After Platzman and
Fukuyama (1974).

In the three-dimensional system the Wigner crystal is
believed to have a body-centered cubic lattice (Fuchs,
1935), since it has the lowest static lattice energy among
several possible lattice structures. There have been a
number of different estimates of the critical r, denoted by
r„atwhich the "Wigner transition" is expected to occur
at zero temperature. These estimates have varied over a
wide range, say from 5 to 700. [See also a review paper
by Care and March (1975) for more detailed discussion
in three dimensions. ] Wigner ascribed to each electron a
fixed potential energy e2/ro and—a zero-point energy
3fico/2, with co =e /mro and compared their sum with
the energy of the liquid phase calculated in the lowest or-
der. He obtained 6 & r„&10. Carr (1961) calculated the
energy of the lattice state and obtained r„-5from the
behavior of the lowest-order anharmonic contribution.
Mott (1961), on the other hand, used as the zero-point
energy that of a particle in a spherical cavity of radius ro
and obtained r„-20.The most common method of es-
timating r„is by using the Lindemann melting criterion,
which states that melting will occur when the root-
mean-square electron displacement (u ),„

is some frac-
tion 5 of the square of the intersite separation ra.
Nozieres and Pines (1958) calculated (u ),„onthe as-
sumption that only longitudinal vibrations at frequency
co& with co& 4mne /m contr——ibuted, and obtained r„-20
for the known empirical value 5= —,. However, this
method is very dependent on the choice of 5, as was
pointed out by Coldwell-Horsfall and Maradudin (1960).
As a matter of fact, we have r„=5 /12 in the
Nozieres-Pines theory, which gives r„-20for 5- —, and

1r„—1 for 5-—,. Further, the result also depends strong-
ly on the way in which (u ),„

is determined. If we use
the harmonic frequencies of Carr (1961), one hasr„=65,which gives r„—1S36 for 5- 4 and r„-96

I
for 5- 2. Kugler (1969) obtained r,~-21.9, calculating
the &equency of transverse phonons in the renormalized
harmonic approximation (or self-consistent harmonic ap-
proximation). This approximation has been widely used
in the calculation of the phonon spectra of rare gas solids
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(see, for example, Koehler, 1966, 1968; Werthamer,
1969). Kugler then attempted to estimate the effects of
anharmonicity not contained in the self-consistent har-
monic approximation and found that deviations from the
harmonic result could become important at much higher
values of r„i.e., around r, -700. De Wette (1964) es-
timated that r„lay between 47 and 100 by a criterion for
the appearance of bound states for an electron in a
single-particle potential well. This criterion was later
reexamined by Van Horn (1967) to give r„-27.Isihara
(1972) obtained r„=14.4 by the Pade approximant inter-
polation of the ground-state energy. More recently
Shore, Zaremba, Rose, and Sander (1979) used a
density-functional theory and obtained r„-26from the
condition that a nonuniform electron distribution in a
Signer-Seitz sphere becomes stable. Such a wide varia-
tion of predicted critical r, reflects the difficulty of the
problein, and the whole subject of the transition density
remains rather open.

In the two-dimensional system the problem becomes
more dificult since the meaning of the two-dimensional
crystal is not well understood yet. Peierls (1935) has
shown that thermal motion of long-wavelength phonons
will destroy the long-range crystalline order of a two-
dimensional solid in the sense that the mean-square devi-
ation of an atom from its equilibrium position increases
logarithmically with the size of the system, and Bragg
peaks of the diffraction pattern are broad instead of
sharp. The absence of long-range order of the conven-
tional form has been proved by Mermin (1968) with the
use of rigorous Bogoliubov s inequalities. He has sug-
gested, however, that the thermal motion does not neces-
sarily destroy the correlation in orientation of crystal
axes at large distances.

Kosterlitz and Thouless (1973) proposed that the melt-
ing is associated with a transition from an elastic to a
fluid response to small external shear strains, i.e., the
solid phase supports a long-wavelength transverse pho-
non, but the fluid phase does not. As a criterion for
such a solid-liquid phase transition, they proposed a
change in the sign of the free energy of a dislocation. In
the solid state there are no &ee dislocations in equilibri-
um, and above the melting temperature there is some
concentration of dislocations which can move freely
under the influence of an arbitrarily small shear stress.

Nelson and Halperin (Halperin and Nelson, 1978; Nel-
son and Halperin, 1979; Nelson, 1978; Halperin, 1979,
1980) extended the theory of dislocation-mediated melt-
ing and found that melting should occur in two stages
with increasing temperature. The state just above the
melting temperature does not have ihe properties of an
isotropic liquid, but is a new type of liquid-crystal phase
termed the hexatic phase, in which there is quasi-long-
range order of the orientation of nearest-neighbor bonds.
With increasing temperature the hexatic phase becomes
unstable to the formation of free disclinations and a tran-
sition occurs to an isotropic phase.

It is not obvious that the above-mentioned general
theory of the two-dimensional solid-liquid transition is

directly applicable to the electron solid which is deter-
mined by the long-range Coulomb force. As a matter of
fact, the Coulomb potential does not satisfy a condition
assumed by Mermin (1968).

A review of various aspects of the electron crystal in
two dimensions has been given by Fukuyama (1979).

2. The two-dimensional electron crystal

Crandall and Williams (1971) first suggested that an
ordered state might minimize the potential energy of
electrons on the liquid helium surface by forming a two-
dimensional electron crystal. Independently Chaplik
(1972a) discussed the possibility of crystallization of
charge carriers in low-density inversion layers. Several
people investigated properties of the two-dimensional
Wigner crystal assuming its presence.

There seems to be little doubt about the fact that the
two-dimensional Wigner solid forms a hexagonal lattice.
Meissner, Namaizawa, and Voss (1976) calculated the
ground-state static potential energy Eo, defined by

e21
0 0 (7.69)

gp + —, g g iI p(ij)u; u p,
i ij a,p=x,y

(7.70)

where u;=r —r; is the displacement vector relative to
the lattice site r;, and @~p(ij ) is the force-constant ten-
sor, defined by

+ p(ij)= — v(r)
m ~a BrP

i+j
r=I0

EJ

1 ~ 8 8
( )

k+l ~a ~~P I'= I'.
k
0

(7.71)

with v(r)=e /r, and r;J =r; —rJ. The two eigenvalues
of the Fourier transform

&0 p(k)= g@ p(ij)exP( ik r,j)—
J

give the squared vibrational &equencies

(7.72)

where N is the number of electrons and r; is the equili-
brium position of the ith electron. They obtained
Eo —2.21/r, Ry——for the hexagonal lattice. Bonsall and
Maradudin (1976, 1977) performed calculation of Eo for
the five two-dimensional Bravais lattices and showed
that the hexagonal lattice has the lowest energy. Strictly
speaking, one has to add the zero-point energy of the lat-
tice vibration and compare the total energy. This can be
especially important for the comparison of the hexagonal
and square lattices, which have static energies very close
to each other. As will be discussed bdow, however, the
square lattice is unstable for long-wavelength shear
waves.

In a harmonic approximation the spectrum of lattice
vibrations is determined by the Hamiltonian
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~i', + = —, I C'~(»+~'yy«)

+[[@~(k)—C)yy(k)] +4@~(k) ]'

(7.73)

where the upper and lower branches become the longitu-
dinal and transverse phonon &equencies, respectively, in
the long-wavelength limit. In terms of the polarization
vector e(kA, ), which satisfies

N p(k)ep(kA, ) =coi„(k)e (kA, ),
P=x,y

the above can be written as

(7.74)

co&(k)= — g ge (kA)eti(kA)[1 —exp(ik. rz)]
i &ja,P

X U(~)
a a

Br Br~
(7.75)

To see the long-wavelength limit we can use an expan-
sion in reciprocal lattice space,

2mN, e k kp (k+G) (k+G)ti
@ gk)=

m k a~ /k+Cx
/

GaGp
(7.76)

For long wavelengths the frequency of the longitudinal
phonon is determined by the first term of Eq. (7.76) and

2m&, e
erat (k)= k . (7.77)

This is independent of the lattice structure and is the
same as the plasma frequency of the two-dimensional
electron gas (or liquid). For the transverse phonon, on
the other hand, the term including summations over
nonzero reciprocal lattice vectors becomes important and
the dispersion becomes linear, i.e., coi,(k) =c~hk.

Crandall (1973) calculated the phonon spectrum of the
square lattice, but his calculation seems to contain errors.
Platzman and Fukuyama (1974) made a crude estimate
for the hexagonal lattice. More accurate calculations
were later performed by Meissner et al. (1976) and by
Bonsall and Maradudin (1976, 1977). It was found that
the transverse branch in the (10) direction is imaginary
in the square lattice, which implies that the square lat-
tice is unstable against shear forces in this direction. A
similar instability has also been found for the honeycomb
lattice (Meissner and Flammang, 1976). In the hexago-
nal lattice, on the other hand, the &equency is positive
everywhere in the Brillouin zone and the transverse mode
becomes isotropic in the long-wavelength 1imit, as is ex-
pected. Meissner et al. (1976) and Bonsall and Maradu-
din (1976, 1977) also calculated the zero-point vibrational
energy in the hexagonal lattice.

There have been several attempts to determine the crit-

ical temperature or electron concentration at which the
two-dimensional Wigner solid melts. Platzman and
Fukuyama (1974) applied the self-consistent harmonic
approximation proposed by Kugler (1969) in a three-
dimensiona1 system. In this approximation the normal
mode &equencies are given by

co&(k)2= g g [1—exp(ik rz. )]
i& aJ,P

)(v ()vk)eV()v). )( — v( )v)V,
2ria ~rip

(7.78)

where ( . . ) means the average over the phonon distri-
bution at temperature T and r;j =r; —rj. This consti-
tutes an equation which self-consistently determines
coi(k). It was solved by assuming a longitudinal
plasmon mode given by Eq. (7.77) and an isotropic
transverse mode having a velocity c~h, i.e., co, (k)=c~hk,
and by determining c~h in a self-consistent manner. The
melting of the crystal is related to the vanishing of a
self-consistent solution. One of the remarkable features
of their results is that the phonon frequency increases
with the fluctuation, suggesting that the solid becomes
harder in the presence of fluctuations. The transverse
phonon velocity in the vicinity of the melting tempera-
ture is even higher than that at zero temperature (the
value calculated in the harmonic approximation). This is
because in two dimensions interaction between broadened
charge distributions is larger than between point charges
if the broadening is small enough. Platzman and
Fukuyama found I =2.8 at high temperatures (the
classical regime) and r, =4.5 (I -3) at zero tempera-
ture. These va1ues are extremely small, and it is hard to
believe that the system really crystallizes under these
conditions.

Thouless (1978) used the Kosterlitz-Thouless (1973)
theory of dislocation-mediated melting to discuss me1ting
of the two-dimensional electron crystal. In this theory,
there are supposed to be no isolated dislocations at low
temperatures, and melting takes place when the &ee ener-

gy of a dislocation changes sign. The energy of an iso-
lated dislocation with Burgers vector of magnitude b (the
lattice constant) is given by

2b 2

4~ g2 (7.79)

where c~h is the velocity of the transverse phonon, p is
the mass per unit area, and L is the area of the system.
Since there are approximately L /b possible positions
for the dislocation, the entropy is given by

L 2

S=kgln
b2 (7.80)

Therefore, the melting temperature Tm is

k~T cphp b
(7.81)

4~
Using the value of c~h calculated by Bonsall and Mara-
dudin (1977) at zero temperature, Thouless obtained
I m =79 in the classical regime. This number is much
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larger than that of Platzman and Fukuyama. The actual
value of I has been expected to be larger than the
above, since as the melting temperature is approached
from below, bound dislocation pairs appear, and these
reduce the rigidity modulus below its zero-temperature
value [opposite to the behavior found by Platzman and
Fukuyama (1974) in the self-consistent harmonic approx-
imation].

Morf (1979) employed a molecular dynamic simulation
to calculate the temperature dependence of the rigidity
modulus and found that the low-frequency shear
modulus decreases slowly with increasing T until
T-0.9T~, and drops rapidly as T approaches T~ due to
nonlinear phonon interactions. A melting temperature
was calculated by solving the renormalization group
equations of Halperin and Nelson with the use of this ri-
gidity modulus and the dislocation core energy (Fisher
et al. , 1979a) and gave I ~ = 128.

Hockney and Brown (1975) carried out a computer ex-
periment using a molecular-dynamic method for a sys-
tem of 10 classical point charges confined to move in a
plane. They discussed a lambdalike anomaly in the elec-
tronic specific heat at I =95, which they took to be a
transition between a fluid and a polycrystalline phase.
All other calculated properties (internal energy, pair
correlation function, and structure factor) varied smooth-
ly through the phase transition. More recent numerical
experiments have failed to confirm the anomaly in the
specific heat and have found the phase transition at
larger values of I . It has been suggested that the system
was not allowed sufficient time to reach thermal equili-
brium in the Hockney-Brown simulation (Gann et al. ,
1979; Morf, 1979). A Monte Carlo calculation by Gann,
Chakravarty, and Chester (1979) places the melting tran-
sition in the range 110&1 (140. The experimental ob-
servation of coupled plasmon-ripplon resonances on the
liquid helium surface by Grimes and Adams (1979, 1980)
gives I ~ 135.

The dislocation theory of the melting of the two-
dimensional electron solid seems to work quite well in
the classical regime. The value of I ~ estimated in the
self-consistent harmonic approximation (Platzman and
Fukuyama, 1974) is, on the other hand, almost two or-
ders of magnitude smaller than the actual value. Since
the self-consistent harmonic approximation for phonons
assumes that the lattice vibrations are nearly harmoniC, ,
it cannot take proper account of effects of local disorders
like dislocations which play important roles in the melt-
ing of the lattice. The dislocation theory is not applica-
ble to the quantum regime, since it is essentially classi-
cal. There have been some attempts to include
quantum-mechanical effects (Fukuyama, 1980a; Fukuya-
ma and Yoshioka, 1980a). So far there is no reliable
theory in the quantum regime.

3. Electron crystals in magnetic fields

There have been various investigations on magnetic
field effects on the two-dimensional electron crystal. Let

us 6rst consider the vibrational spectrum in the harmon-
ic approximation. Effects of a magnetic field applied
perpendicular to the plane can be taken into account
quasiclassically by replacing p; in Eq. (7.70) by
p;+eA(r;)/c, where A(r) is the vector potential. Then

[p; +—A(r; )] + g @„„(ij)u;„u.„.2m, . ' e ' 2

(7.82)

When we introduce the phonon Green's function defined
by

P 4

D„„(ij;iso„)=—,f dec " (T,u;&(r)uz ), (7.83)

where P=1/k&T, co„=2m.nk&T, T, is a time-ordering
operator, and n is an integer, we have

oi„D~„(ij)+co„co,E„~q„(ij)

+ g g Np (il)D~„(lj) = 6;J5p
1

I a=ay
(7.84)

The eigenfrequencies of phonons, co+(k), are determined
by detD(k) '=0 as

+[(co( +co, +co, ) 4coico, ]'~ J—, (7.86)

where cur and co, are frequencies of longitudinal and
transverse phonons in the absence of a magnetic Geld and
co, =eH/mc. The above expression was first derived by
Chaplik (1972a).

In the long-wavelength limit we have

co+~~c ~

' 1/2
2m.&,e

c k'~2
Cph

(7.87)

(7.88)

We see that the cyclotron frequency, which is co+(k =0),
is unchanged even in the crystalline state, in agreement
with Kohn's (1961) theorem. Because of interactions
with the cyclotron motion the transverse phonon be-
comes softened and is proportional to k ~ .

With the use of the above spectrum the orbital mag-
netization was calculated by Chaplik (1972a) and later
also be Fukuyama and McClure (1975). Fukuyama
(1976a) studied the qualitative behavior of dynamical
conductivities and efFects of impurity pinning. The pho-
non spectrum in a magnetic field has also been discussed
by Meissner (1976, 1978).

There have been various discussions as to whether a
magnetic field tends to stabilize the electron crystal. Lo-
zovik and Yudson (1975a) suggested that the solid phase
became more stable in the presence of a magnetic field.

with c„~=1,c~„=—1, and c& ——0, otherwise. In terms
of the Fourier transform, one has

cg„+@ (k) co„cii,+@„y(k)
—co„co,+@Y„(k) co„+@yy (k)

(7.85)
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They used a simple Einstein model of phonons with a
&equency coo-co&(k-ir/b) in the absence of a field and
argued that the amplitude (u )„=Pi/mco of the zero-
point oscillations decreased and consequently the crystal
was more favored, since co is given by (coo+co, )'~ in a
magnetic field. This discussion, however, does not take
into account the ~ mode, which is proportional to k
in the long-wavelength limit. If one uses the usual ex-
pression of the mean displacement in the absence of a
magnetic field,

(u'),„= g g (ni, i, + —,),
mN q ~ cogk

(7.89)

one might expect the melting temperature to become
smaller in a magnetic field because of the softening of the
co mode. In Eq. (7.89) N is the total number of elec-
trons and nii, is the Bose occupation number of phonons
with a frequency coi(k). As a matter of fact, there have
been several arguments based on the above that the elec-
tron crystal would melt in a strong magnetic field
(Fukuyama, 1975; Chaplik, 1977a, 1977b).

In a magnetic field, however, Eq. (7.89) is not valid.
A correct expression is

COI l
(ni, + —,), (7.91)

which means that the magnetic field works rather to sta-
bilize the solid phase. Fukuyama (1976b) calculated
(u ),„atzero temperature, where it does not diverge,
and showed that application of magnetic 6elds enhanced
the localization of electrons in spite of the fact that the
phonon was softened by the field. A similar conclusion
was reached by Lozovik, Musin, and Yudson (1979).

Jonson and Srinivasan (1977) extended the Platzman-
Fukuyama calculation in the self-consistent harmonic ap-
proximation to the case in a magnetic Geld. They
showed that the magnetic field tends to crystallize elec-
trons and increases the melting temperature monotonical-
ly. This was also suggested &om comparison of the free
energy of the liquid and solid phases. Lerner and Lozo-
vik (1978c) also discussed magnetic Geld efFects.

So far, the magnetic field has been treated quasiclassi-
cally, and the quantization of the orbital motion and the
discrete energy spectrum in the two-dimensional system
have not been considered explicitly. Actually, it is possi-
ble that electrons belonging to each Landau level form a
kind of crystal when their concentrations are sufBciently
small, although all the electrons can not form a Wigner

(u 2),„=kiiT g —g [D~(k)+Dye(k)]
n k

2 2 22co+ —coI —
cog

(ni, ++ —, )
mN I co+(co+ —co )

2 2 22' —coI —
cog 1+ 2 2 (ni, + —, ) . (7.90)

co (co —co+ )

In the long-wavelength limit (k —&0) the second term in
the large parentheses becomes

c,(q) =1+ II(q) .
q

(7.92)

If we consider only the lowest (N =0) Landau level, we
have

II(q) =—exp
—q l2 2

2

(7.93)
in the Hartree (random-phase) approximation, where
f(E) is the Fermi distribution function. At sufficiently
high temperatures the above is reduced to

r

II(q) =exp (7.94)

In the Hartree-Fock approximation exchange can be tak-
en into account by replacing II(q) by II(q)/

solid. Such a possibility was studied theoretically by
Tsukada (1976a, 1977a, 1977b). When one neglects in-
teractions between different Landau levels, the Hamil-
tonian is expressed in terms of center coordinates of the
cyclotron orbit. Assuming that the center coordinates
form a hexagonal lattice, Tsukada determined vibrational
frequencies in the self-consistent harmonic approximation
and showed that the electrons could form a lattice when
the occupation ratio of each Landau level, v=2m. l X,
with / =cd/eH, was sufficiently small (v-0.3 and 0.17
for the ground and first excited Landau level, respective-
ly) for the n-channel inversion layer on Si(100). These
numbers are too small to explain experimental results ob-
served in the Si inversion layer by Kawaji and Waka-
bayashi (1976). Tsukada also considered efFects of im-
purities, assuming that they would tend to stabilize the
crystal.

In magnetic fields the x and y components of the
center coordinates of a cyclotron orbit, X and Y, do not
commute with each other, i.e., [X,FJ=XY—YX=il,
which makes the system difFerent from a simple classical
system. In the strong-field linut where v«1 is satis-
fied, this incommutability is unimportant and the system
becomes classical. The melting temperature of the elec-
tron lattice is, therefore, given by Eq. (7.81) in the
Kosterlitz- Thouless theory. Fukuyama and Yoshioka
(1980b) estimated quantum effects, i.e., effects of non-
commuting X and F, on the shear modulus within a har-
monic approximation. It has been shown that the quan-
tum eIFects cannot be neglected and reduce the melting
temperature already around v-0. 1. Electron crystals in
strong fields have been discussed also by Canel (1978)
and by Doman (1979).

Fukuyama, Platzman, and Anderson (1978, 1979) cal-
culated the &ee energy within the Hartree-Fock approxi-
mation and suggested that the usual phase with a uni-
form electron density distribution becomes unstable
against the formation of charge-density waves at tem-
peratures well above the melting temperature of the elec-
tron lattice. This instability may be obtained as follows.
The dielectric function describing response of the system
is written as
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[1—2m.l (e /l)I(q)II(q)], where

1/2

I (q) = — exp
2

q 2(2 q 2(2

4
'

4
(7.95)

Vill. SYSTEMS OTHER THAN n-CHANNEL Si

A. Si p-channel layers

The investigation of p-channel silicon inversion layers
began in earnest even before that of n channels. Espe-
cially in the mid-1960's the literature on p-channel de-
vices exceeded that on n channels because many sem-

with Io(x) being the modified Bessel function. The
dielectric function vanishes at T = T, [—=0.557v
(1—v)e /I] around q=qo (—= 1.568/l), corresponding to
the instability toward charge-density wave formation.
The wavelength of the charge-density wave is indepen-
dent of the electron concentration and determined by the
exchange matrix element I(q). It has been expected that
as the temperature is lowered, the period and harmonic
content of the charge-density wave change, evolving to-
wards an anharmonic electron solid.

Electronic properties of the charge-density wave
ground state have been investigated within the Hartree-
Fock approximation (Kuramoto, 1978a, 1978b; Kawaba-
ta, 1978; Yoshioka and Fukuyama, 1979, 1980, 198lb).
Kuramoto and Kawabata concluded that the charge-
density wave state was a kind of zero-gap semiconductor,
i.e., there was not an energy gap at the Fermi level, for
v= —, (half-filled Landau level). However, a later calcu-
lation (Yoshioka and Fukuyama, 1979, 1980, 1981a) has
shown that the charge-density wave state is essentially an
electron lattice and has a large gap at the Fermi level.
Dynamical properties of the impurity pinning of phasons
of the charge-density wave have been studied (Fukuyama
and Lee, 1978). Kawabata (1980) discussed effects of
charge-density wave Quctuations on the conductivity.

All discussion of the charge-density wave instability
has been made within the mean-Geld-type Hartree-Pock
approximation. It is not so certain, therefore, that the
results can describe real features of actual two-
dimensional systems. Especially the instability at high
temperatures as T, -0.557v(1 —v)e // may critically
depend on the nature of the approximation. As can easi-
ly be seen, the charge-density wave formation with q-qo
at T, originates purely from the exchange interaction,
which is known to be overestimated in the Hartree-Fock
approximation. Fukuyam a, Platzman, and Anderson
(1979) suggested that T, does not represent the actual
melting temperature of the charge-density wave, but
rather a kind of transition temperature between an essen-
tially gaslike phase and a phase with charge-density
waves but no long-range order. Wilson, Allen, and Tsui
(1980) have tried to explain recent experiments on cyclo-
tron resonance at low electron concentrations in a Si in-
version layer by the existence of such short-range order
of charge-density waves. See Sec. VI.C for more details
on the cyclotron resonance.

iconductor companies concentrated their efForts on them.
Some information may be found in the papers by Mur-
phy (1964), Leistiko, Clove, and Sah (1965), Colman,
Bate, and Mize (1968), Sato, Takeishi, and Hara (1969),
Murphy, Berz, and Flinn (1969), Cheng (1974), Hess, En-
glert, Neugebauer, Landwehr, and Dorda (1977), and
Guzev, Cxurtov, Rzhanov, and Frantsuzov (1979), among
others. The two-dimensional properties of p-channel de-
vices are more dif5cult to observe than those of n
channel devices primarily because the efFective masses
are higher and the mobilities are lower. Furthermore,
the theory is more dificult because of the complex na-
ture of the warped valence bands.

The powerful experimental methods like the
Shubnikov —de Haas efFect or infrared spectroscopy,
which can give direct information about electric sub-
bands, were applied more recently. Surface quantum os-
cillations in p-channel inversion layers have been studied
on the (110), (111), and (100) surfaces by von Klitzing,
Landwehr, and Dorda (1974a—1974c) and on the (111)
and (100) surfaces by Lakhani, Stiles, and Cheng (1974).
From the temperature dependence of the amplitude of
the Shubnikov —de Haas oscillations both groups deter-
mined the effective mass as a function of the hole con-
centration. They showed that the effective mass in-
creased considerably with X,. There is a large discrepan-
cy between these two experimental results. Mass values
obtained by Lakhani et al. (1974) are about twice as
large as those of von Klitzing et al. As will be discussed
below, difFerent theories appeared which agreed with ei-
ther set of experimental results. This caused quite a con-
troversy. Qn the (110) surface von Klitzing et al.
(1974a) observed a second set of oscillations associated
with the occupation of the first excited subband above
X,=3.2& 10' cm

Hole cyclotron resonance was observed by Kotthaus
and Ranvaud (1977) on the (100), (110), and (111) sur-
faces. By fitting a classical line shape to experimental
data they determined the efFective mass. The masses ob-
tained from the cyclotron resonance turned out to agree
with those determined from Shubnikov —de Haas oscilla-
tions by von Klitzing et ak. The reasons why Lakhani
et al. obtained mass values about a factor of two larger
than the actual ones are not understood yet and might
originate from bad quality of their samples.

Intersubband optical transitions were studied in inver-
sion and accumulation layers on the (100) surface by
Kneschaurek, Kamgar, and Koch (1976) and on the
(110) and (111) surfaces by Kamgar (1977). Resonance
line shapes were broader than corresponding ones in n-
channel layers. The line shape turned out to be extreme-
ly broad in accumulation layers. The temperature depen-
dence was also studied briefly (Kamgar, 1977).

The band structure of the valence band in the vicinity
of the I point is known to be described by the 6&6 ma-
trix Hamiltonian (Luttinger and Kohn, 1955),

A ]I,.p 0
Ao ——

0 ~ +A (8.1)
k-p

Rev. Mod. Phys. , Vol. 54, No. 2, April 'l982



Ando, Fowler, and Stern: Electronic properties of 20 systems 595

where A Q.p given by

fi K +Lki+M(k2+k3)
2Ptl p

Xk, k2

Xk, k,

Nk ik2

fi K'+Lk,'+M(k', +k f )
2&i p

Xk2k3

Xk, k,

Nk2k3

Q2 K'+Lk', +M(k', +k', )
277l p

(8.2)

and

1 i 0 0 0 —1

1 0 0 0 i
0

H, =——
0

0 1 1 —i 0
0 1 1 —t 0
0 i i 1 0

(8.3)

and for the spin-splitoff level:

E(K)= —b, +AK',

where

1

A = —,(L+2M}+-
2mo

8 = —,(L —M),

C = —,[N —(L —M) ] .

(8.S)

(8.6)

The band parameters I., M, X, and 5 have been deter-
mined by microwave cyclotron resonances and effects of
uniaxial stresses (Dresselhaus, Kip, and Kittel, 1955;
Dexter, Zeiger, and Lax, 1956; Hensel and Feher, 1963).
Because of the degeneracy at k~ ——k2 ——k3 ——0, the disper-
sion cannot be expressed in terms of the usual effective-
mass tensor for the heavy and light holes. One sees that
the band is highly nonparabolic and anisotropic. Be-
cause of the existence of inversion symmetry each band
has Kramers degeneracy.

In principle the extension of the subband structure cal-
culation in n channels to that in p channels is straight-
forward. As usual we choose the z direction normal to
the surface. The subband structure can be obtained by
solving the coupled effective-mass equation

k„,k», — +V(z) —e "
g;k k (z)

1 a I'k„X+iky

i Bz

(8.7)

—1 —i 0 0 0 1

where K=(ki, kz, k3) and K=
~

K ~. This Hamiltonian
has been obtained by the k p perturbation for p-like wave
functions at the I point. In the approximation that the
spin-orbit splitting of the p3/2, pi/z levels is sufficiently
large, one has approximate expressions of the dispersion
relation for the heavy and light holes:

E(K) AK2+[g2K2+( 2(k2k2+k2k2+k2k2)]1/2

(8 4)

with the boundary condition that g;» k (z =0)
Z g

=g;k k (z = oo)=0. The potential V(z) should be deter-
Z

mined self-consistently in the Hartree approximation.
The actual numerical procedure is, however, very tedi-
ous, and several simplincations have been tried.

The simplest procedure proposed by several authors
(Colman et al. , 1968; Sato et al. , 1969) is to cut the
three-dimensional energy contour E(k„,k», k, ) of the
heavy hole in the bulk at k, =+kp with
ko ——(2m

~
Eo

~

/fi )'/, where m is an appropriate effec-
tive mass and Eo is the energy of the bottom of the
ground subband calculated in a triangular potential ap-
proximation. This gives a two-dimensional E vs k rela-
tion. Such a simple estimation has been used for a rough
explanation of the anisotropy of mobility at room tem-
perature.

Falicov and Garcia (197S) slightly improved the above
approximation. Instead of putting k, =+ko in the bulk
dispersion of the heavy hole, they determined the E(k)
relation by minimizing the expression

E,(k„,k„)=f E(k„,k„k,)f "d . "'~g( ) ~'

+f dz V(z)
i g(z) i

(8.8)

where g(z) is a variational wave function of the usual
form (3.25). From the area A(E) in the k„k» space-
given by E =E(k), they calculated a classical cyclotron
mass

fi BA (E)
2m BE EE (8.9)

The calculated effective mass was coincident with experi-
mental results of Lakhani et al. (1974) on the (111) and
(100) surfaces, but turned out to be about twice as large
as more exact experimental results of von Klitzing et al.
(1974a—1974c) and of Kotthaus and Ranvaud (1977).

One sees that such simplified treatment is not ap-
propriate in p channels. This originates &om the degen-
eracy at the I point and large ofF-diagonal elements of
the matrix Hamiltonian (8.1). In the theories mentioned
above, k, appearing in the off-diagonal elements has been
replaced by some effective kp and the matrix has then
been diagonalized. When an inversion layer is formed,
however, terms linear in k, become much smaller, as has
been suggested by Landwehr, Bangert, von Klitzing, En-
glert, and Dorda (1976). This can easily be seen if one
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considers the fact that (k, ) =0 for a bound state. Con-
sequently, such theories overestimate effects of the off-
diagonal elements and give too large an effective mass.

Garcia and Falicov (1975a, 1975b) and Garcia (1976)
made attempts to calculate the subband structure using a
single-band effective-mass equation by assuming an ap-
propriate isotropic eRective mass determined in the sim-
plified theory. The accuracy of their calculated results is
highly doubtful, however, for the reasons mentioned
above.

More rigorous calculations of the subband structure
were performed independently by 8angert and co-
workers (Bangert et a/. , 1974; Bangert and Landwehr,
1976; see also Landwehr, 1975) and by Ohkawa and
Uemura (1975; see also Uemura, 1976). Both groups
solved the 6X6 matrix effective-mass equation (8.7) at
zero temperature in the absence of a magnetic Geld. The
former authors expanded g;k k into a linear combination'xy
of six Airy functions and diagonalized a matrix Hamil-
tonian for different sets of points in the k„-k» plane.
Self-consistency was established iteratively using the cal-
culated electron density as the initial distribution for the
next step. The eRective mass was calculated by (8.9)
semiclassically. Ohkawa and Uemura used a similar
method except that they used a more complicated set of
trial functions.

The calculations revealed that the ground subband
could be approximately regarded as the heavy hole, the
erst excited subband as the light hole, and the second ex-
cited subband as the excited state of the heavy hole. Fig-
ure 164 shows an example of Fermi lines of the ground
subband for the three major surfaces calculated by
Ohkawa and Uemura (1975). The dispersion is highly
nonparabolic. Further, the spin degeneracy is lifted ex-
cept at k~ =ky =0~ cvcn ln thc abscncc of a magnetic
6eld. This lifting is considered to arise from the spin-
orbit interaction and breaking of the inversion symmetry,
and is larger for excited subbands. Such splittings have
never been observed experimentally, however.

For the (110) surface, the calculation of Bangert et al.
(1974) predicts that the Brst excited subband becomes po-
pulated at N, -4X10' cm for Nd, „&

——1.3X10" cm
while that of Ohkawa and Uemura (1975) predicts
&,=2.8)&10' cm . Both calculations neglect the im-
age potential. This difference arises partly because of
slight differences of values of band parameters used in
the two calculations. Insuf5ciencies of the number of
basis wave functions might be another possible reason.
The experimental value found by von Klitzing et al.
(1974a) is N, =3.2X 10' cm

Calculated effective masses on the three major sur-
faces, i.e., (100), (110), and (111), are compared with ex-
perimental results determined by Shubnikov —de Haas
oscillations (von Klitzing et al. , 1974a—1974c) and cy-
clotron resonances (Kotthaus and Ranvaud, 1977) in Fig.
165. Experimental results of Lakhani, Stiles, and Cheng
(1974) and theoretical results of Falicov and Garcia
(1975) are also shown. Although there exist slight differ-
ences between the results of Bangcrt et al. and of
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Ohkawa and Uemura and between the experimental re-
sults of von Klitzing et aI. and of Kotthaus and Ran-
vaud, they are in reasonable agreement.

The eRect of exchange and correlation on the subband
structure was studied by Ohkawa (1976b) in a crude ap-
proximation. He neglected the nonparabolicity and cal-
culated the self-energy shift of the subbands associated
with the heavy hole using a parabolic dispersion on the

I I

3 4 5 6
10'cm'

FIG. 164. The Fermi line of the ground subband in p-channel
inversion layers on Si: (a) (100); (b) (110); (c) (ill). The solid
and dashed curves are for two spin-split levels. The electron
concentration for each curve is given in the figure. After
Ohkawa and Uemura (1975).
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(100) surface. As had been expected, the many-body
correction to the subband energy level was shown to be
as important as in n-channel layers, while the correction
to the e6ective mass was small. Although calculations
have never been made for the light-hole subband, the
shift of that subband is also expected to be appreciable.
Thus the coincidence between theory and experiment
concerning the concentration at which the first excited
subband becomes occupied by holes on the (110) surface
must be accidental.

Intersubband optical transitions from the ground to
the second excited subband (heavy-hole subbands) have
the largest oscillator strength. Transitions to the first ex-
cited subband are not strictly forbidden but have been
shown to be small (Qhkawa, 1976b). The energy differ-
ence between the ground and the second excited subband
calculated by Ohkawa, crudely including the many-body
shift, seems to coincide with the resonance energy mea-
sured by Kneschaurek et al. (1976) on the (100) surface.
However, additional corrections like the depolarization
effect and its local field effect, which appear in the opti-
cal absorption, are expected to be as important as in n-
channel layers. Reliable theoretical estimation of these
corrections seems very difficult, and we do not know
whether the coincidence is accidental or not.

0.2
SdH ~

B. The III-V and related compounds
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n (10'cm ) Investigations of space-charge layers on narrow-gap

III-V semiconductors also started in the mid-1960s
(Kawaji et al. , 1965; Chang and Howard, 1965; Kawaji
and Kawaguchi, 1966; Kawaji and Gatos, 1967a, 1967b).
However, the difficulty of obtaining samples with good
quality has long prevented progress in this system. We
first summarize results of theoretical investigations of the
energy-level structure and then discuss experimental
results for the more widely studied materials.

0.4-
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SdH a,o 1. Energy-level structure
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FIG. 165. Cyclotron effective mass m, vs electron concentra-
tion n, for p-channel inversion layers on (a) (100), (b) (110), and
(c) (111) surfaces of Si. Acu=3.68 meV. T-10 K. Typical
absolute errors are indicated by the error bars for m,* (black
dots) determined by the cyclotron resonance (Kotthaus and'

Ranvaud, 1977). Shubnikov —de Haas experiments give the
open circles (Lakhani et al. , 1974) and the triangles (von
Klitzing et al. , 1974a—1974c). Theoretical results are
represented by solid lines (Ohkavva and Uemura, 1975), dashed
lines (Bangert et al. , 1974), and dotted lines (Falicov and Gar-
cia, 1975). After Kotthaus and Ranvaud (1977).

In narrow-gap III-V semiconductors with the zinc-
blende structure, the bottom of the conduction band and
the top of the valence band are located at the I point in
the Brillouin zone. A schematic illustration of the band
structure is shown in Fig. 166. The band structure near
the I point is well described by a simpli6ed version
(Bowers and Yafet, 1959) of a k p Hamiltonian obtained

by Kane (1957) from one s-like and three p-like basis
wave functions:

(8.10)

with
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fi K /2mo Pk~/~2
Pk+/v 2 —sg+A K /2mp

+Pk+ /~6 0
+Pk+ /~3 0

+Pk /v6
0

0

+Pk /-~3

0

—6—c6+fi E /2mo

(8.11)

O O &2/3Pk, —Pk, /~S
0 0 0

V2/3 Pk3 0 0 0
Pk,—/v 3 0 0

(8.12)

and

P= (is Ip, Iz&,
PRO

where k+ ——k ~
+~k2 and E =k

& +k 2+k 3. The band
parameters are

and

2-'~'
I
(x—il )1&,

—6-'"I(x+ 1')~&+(—,)-'"Izt&,

—3-'"
I
(x+ir) & &

—3-'"
I
z & &

4m Oc Bx BP
(8.14)

where V is the periodic crystal potential. In the above
expression, the bases are

Iist&,
2-'"

I
(x+ir) t &,

6 '"I(x—il')»+( —,)'" I»&

Iz
Iist&,

in that order. Actually, the expression shown above is
the Hamiltonian for the diamond structure, and the lack
of inversion symmetry in the zinc-blende structure gives
rise to additional terms. However, such corrections are
usually small and are neglected. For discussion of the
valence-band structure additional terms, second-order in
k.p, should be included as in the case of p channels of
silicon. The above Hamiltonian is considered to be suffi-
cient for the conduction band. In the presence of a mag-
netic field we add the spin-Zeeman energy and replace
k; —+k;+eA;/c with H=VXA. The usual elimination
of off-diagonal elements leads to the effective-mass ex-
pression

with

AK
e(K) = ——gpsHo,2'

2 P (3sg+25)+
m mo 3 fg2sg(qg ++)

moAPg=2 ——
3 fi Eg(kg+6)

(8.15)

(8.16)

(8.17)

FIG. 166. A schematic illustration of the band structure in
III-V semiconductors near the I point. I 6 is the conduction
band, I 8 gives the heavy and light holes, and I 7 is called the
spin-splitoff band.

For InSb, for example, we have sg ——238 meV, b, =900
meV, I =0.013mo, and g = —51.

In contrast to p channels of Si where the band struc-
ture is also described by a complicated matrix Hamil-
tonian, there is no well-established method of calculating
the subband structure for semiconductors with a narrow
gap. Effects of the interface or the surface on the band
structure are not understood, and it is not yet clear what
kinds of boundary conditions should be used for envelope
wave functions at the interface. The change in the
charge-density distribution when the inversion layer is
formed is not necessarily determined by excess electrons
in the inversion layer alone. Deformed wave functions of
valence bands, whose effects are usually included in
terms of the dielectric constant sc„in case of wide-gap
materials, might play an important role. In addition to
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=eg;(k, z)exp(ik r), (8.18)

for a given surface potential V(z). They neglected the
kinetic energy corresponding to the &ee electron and el-
iminated the components of the wave function except
those associated with the I 6 conduction band, i.e., gi and

The resulting equation for g& and gs is given by

such fundamental problems there is also a practical diffi-
culty in actual calculations. The usual variational princi-
ple, which works in the case of p channels of Si, is not
applicable in this system because the energy spectrum ex-
tends &om minus infinity to plus infinity. In spite of
these difBculties there have been various attempts to cal-
culate the subband structure.

Ohkawa and Ueinura (1974a, 1974b) tried to solve the
effective-mass equation

g [Pt',z+ V(z)5tj. ](J.(k,z)exp(ik r).

near the interface is very small, the expectation value of
the derivative of the potential remains nonzero and can-
cels the term associated with the electric field for z ~0.
Thus one must put (BV/Bz) =0 in the above expression.
Otherwise electrons are accelerated in the negative z
direction and can not stay in the inversion layer. One
sees, therefore, that the spin splitting does not appear in
the lowest order but in the third order with respect to
the last term of (8.21). This argument does not seem to
be valid if the barrier height is larger than the band gap.
However, one can easily show that the requirement of
the boundary condition, gi(0)=$5(0)=0, leads to the
same conclusion. In deriving Eq. (8.19) one must take a
derivative of the potential to eliminate other components
of the wave function. One should be very careful in es-
timating such derivatives since the singular interface bar-
rier potential can be crucial.

Arai (unpublished) expanded g;(k, z) as

kg —&+(k,z) P+(z) =0,I (8.19)
g, (k,z) =g a,"(k)g,"'(z),

1=0
where gt (z) satisfies

(8.23)

with

P+(k,z) = ( —Eg+ V —e) g&+ $5 . (8.20)
1 k

2 k

d + V(z) g' '(z)=E' 'gt (z),
2m dz2

(8.24)

iri (BV/Bz)
4m ( —eg+ V —E)

(8.21)

They solved the above equation using the WKB method:
1/2

J dz A+(kz)
0 g2

=(n +—,)m. , n =0, 1,... (8.22)

where zo is a turning point of A, +(k,z). The results were
used to analyze experimental results of Hgp 79Cdp 2]Te by
Antcliffe, Bate, and Reynolds (1971).

An important conclusion deduced from (8.21) by
Ohkawa and Uemura was that the spin splitting arising
&om the lack of inversion symmetry of the applied elec-
tric field was given by kP (BV/Bz)/Eg (Ohkawa and
Uemura, 1974a, 1974b; Uemura, 1974a). When one uses
(BV/Bz)-F, tt, where F,tt is an appropriate average of
the efFective electric Geld acting on electrons, the split-
ting is large and could cause a reversal of ordering of
Landau levels in Hg& „Cd„Te.However, this result was
later criticized by Ando (Darr et al. , 1976). The sim-
plest argument is as follows: The potential V(z) appear-
ing in Eq. (8.21) contains also the potential of the inter-
face barrier. Although the amplitude of wave functions

For simplicity they treated the case of h~oo and ob-
tained

A.+(k,z) =e — —V(z)—fi k (V(z) —e)
2m EG

3iri (3V/R')
Sm ( —eg+ V —e)

iri (8 V/Bz )+
4m ( —eg+ V —s)

e(K) = eg (8.2S)

with the boundary condition gt '(0)=pi (ao )=0. Here,
m' is an appropriately estimated effective mass at a given
electron concentration. He used I =0, . . . , 6 as the
basis. Therefore one has to diagonalize a 56&56 matrix
for different values of k. Arai assumed that 14 levels
with the "highest" energies corresponded to the conduc-
tion band and calculated the electron density and the po-
tential V(z) self-consistently. The subband structure in
an n-channe1 inversion layer on InSb determined in this
way turned out to be in excellent agreement with experi-
ments on the subband structure, such as subband energy
separations and the effective mass. Arai also estimated
tunneling from an inversion layer state to the bulk
valence-band state and showed that it was negligible for
InSb. The spin splitting turned out to be extremely
small in comparison with the prediction of Ohkawa and
Uemura, as had been expected. There remain several
problems even in such an elaborate calculation. There is
no a prion reason to choose the 14 highest levels out of
56 resulting levels because the usual variational principle
does not exist. The assumed basis wave functions are
considered to be reasonable for the conduction band but
cannot describe state corresponding to the valence band.
Therefore it is highly doubtful that the calculation con-
tains effects of the change in interband interactions
caused by the surface potential, which was crucial in p
channels of Si.

Takada and Uemura (1977) used a simplified approxi-
mation similar to that employed by Falicov and Garcia
(1975) in p channels of Si. The bulk dispersion relation
was approximated by

' 1/2
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and the subband structure was determined variationally
with the use of Eq. (3.34) for the ground subband and an
orthogonal trial function for the first excited subband.
EAects of higher subbands were included in a very crude
way. In spite of the crudeness of the approximation the
results turned out to be in reasonable agreement with
those of Arai in InSb, especially for low electron concen-
trations where occupation of higher excited subbands was
not appreciable. It is not yet clear why the simpli6ca-
tion works well for the conduction band in narrow-gap
semiconductors but does not for the valence band of Si.
Qne possible reason is that, in p channels of Si, wave
functions of heavy and light holes overlap each other and
mixing between them caused by the surface potential is
very important, while in n-channel layers of narrow-gap
semiconductors the states associated with the conduction
band and the valence band are spatially separated and
mutual mixing is not important as long as tunneling ef-
fects are negligible. Takada and Uemura also investigat-
ed the possibility of occupation of subbands associated
with conduction-band valleys having a heavy e6ective
mass. The lowest such valleys are believed to exist at the
L point in InAs, InSb, and GaAs (see, for example, Phil-
lips, 1973; Aspnes, 1976). They showed that a subband
associated with heavy-mass valleys could be populated at
sufficiently high concentrations because its kinetic energy
corresponding to the motion in the z direction does not
increase so much due to the large effective mass. This is
similar to the situation in an n-channel layer on Si(100)
under high uniaxial stresses. This approximation scheme
has been refined significantly by Takada, Arai, Uchimu-
ra, and Uemura (1980a, 1980b), who obtained a subband
structure in good agreement with experiments and calcu-
lated also optical spectra for both parallel and perpendic-
ular polarization of the electric field.

2. InSb

Extensive investigations of n-channel space-charge
layers on InSb have been performed. The conduction
band of InSb is characterized by a small effective mass
and is highly nonparabolic, as has been discussed in a
previous section. Preliminary work on the low-
temperature conduction was started in the 1960s (Kawaji
et al. , 1965; Chang and Howard, 1965; Kawaji and Cxa-

tos, 1967a; Komatsubara et al. , 1969). Kotera, Kataya-
ma, and Komatsubara (1972a) succeeded in observing
Shubnikov —de Haas oscillations in elaborately prepared
MOSFET samples with Si02-insulated gates. The com-
plicated oscillations showed occupation of more than two
subbands and were analyzed in terms of two subband lev-
els in a triangular potential well. The intricacies of the
subband structure in narrow-gap materials were not ap-
preciated at that stage, however.

A thorough investigation of the quantum oscillations
was later made by Darr and co-workers (Darr and
Kotthaus, 1978; Darr et al. , 1978). They observed beau-
tiful Shubnikov —de Haas oscillations and determined
subband occupations which are shown in Fig. 167 to-
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FIT+. 167. Subband occupation X„(a)and cyclotron effective
mass m„(b)of the ith subband in an n-channel inversion layer
on InSb vs electron density. The theoretical values (dashed
lines) are taken from Arai (unpublished) for the subband occu-
pation and from Takada et al. (1980b) for the effective mass.
After Darr and Kotthaus (1978) and Takada et al. (1980b).

gether with the theoretical prediction of Arai. For densi-
ties up to N, —10' cm three subbands are partially
filled. The good agreeement between the theory and the
experiments seems to suggest that interband e6ects are
still unimportant up to this electron concentration.

The cyclotron resonance has also been observed (Darr
et al. , 1975, 1978), although not yet fully published.
The resonance contains separate lines from each subband
because the strong nonparabolicity makes the effective
mass subband dependent. The cyclotron masses deduced
from the resonance fields seem to be in reasonable agree-
ment with the theoretical result, especially in low mag-
netic fields. Further, the resonance amplitudes have been
shown to be related reasonably well to the occupancy
determined from the Shubnikov —de Haas oscillations.

A weak but distinct peak was observed on the high-
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field tail of the cyclotron resonance when the magnetic
field was tilted from the normal to the surface (Darr
et al. , 1976). This resonance was attributed to a spin
resonance since its position was essentially determined by
the total Inagnetic field when the field was tilted and was
close to that expected from the bulk g value. The inten-
sity seemed to depend strongly on the tilt angle and
disappeared when the magnetic field was exactly perpen-
dicular to the surface. However, its mechanism and the
tilt angle dependence have not been fully understood yet.
In a narrow-gap semiconductor with strong spin-orbit in-
teraction and nonparabolicity, spin resonances can be in-
duced by usual electric-dipole transitions. This so-called
electric-dipole-induced electron spin resonance was first
observed in bulk Hgi „Cd„Teby Bell (1962) and in bulk
InSb by McCombe and Wagner (1971). Its matrix ele-
ment was calculated for the bulk by Sheka (1964) and is
given by

V =U —lUX

2~6+~ f II
k,

m, EG(sG +6, ) m, c
(8.26)

where m, =2m /
~

g*
~

and the magnetic field H is in the
z direction. It is clear that the matrix element given by
(8.26) vanishes in the inversion layer because (k, ) =0.
The k-linear term discussed in the previous section could
give rise to a large spin resonance matrix element, even
for the magnetic field normal to the surface, if (BV/Bz)
were set equal to I',~. The experimental results also
show that one must put (BV/Bz) =—0 and that such a
large k-linear splitting of the spin degeneracy does not
exist. In tilted magnetic fields where mixing between
different subbands and Landau levels is appreciable, the
spin resonance seems to become strong, but the mechan-
ism is not yet established because of the difficulty of the
problem.

Direct intersubband optical absorptions were observed
by Beinvogl and Koch (1977) in the configuration where
incident infrared light was chosen to be normal to the
surface. Because of the nonparabolicity, the electron
motion parallel to the surface couples with the perpen-
dicular motion, which can give rise to intersubband tran-
sitions even in this configuration (Beinvogl et al. , 1978).
There is no net polarization of electrons in the direction
normal to the surface, and the resonance is not affected
by the depolarization efFect which is important in Si in-
version layers, as has been discussed in Sec. III.C. The
observed resonance energies, E~o, E20, and E2~, seemed
at first to agree well with the theoretical result. Experi-
ments by Wiesinger, Beinvogl, and Koch (1979) have re-
vealed, however, that the resonance lines are actually ob-
served as doublets. The temperature dependence of the
resonance has also been investigated. The resonance po-
sitions have been shown to shift to the lower-energy side
in contrast to the prediction in the simple Hartree ap-
proxiination for Si inversion layers, as discussed in Sec.
III.A. Induced free electrons and holes might be respon-
sible for such anomalous temperature dependence. These
problems remain to be explained in the future.

3. InAs

It has been known from anomalous behavior of the
Hall coefficient that surfaces of p-type InAs crystals can
be inverted and natural n-channel inversion layers can be
formed. The study of inversion layers on InAs began
quite early. Kawaji and co-workers (Kawaji and
Kawaguchi, 1966; Kawaji and Gatos, 1967b) studied the
conductivity of an inversion layer on etched surfaces
both in the presence and in the absence of a magnetic
field. The electron concentration was controlled by a
mylar-foil-insulated gate. The mobility was found to in-
crease with carrier density, consistent with ionized im-
purity scattering in the quantized surface channel. The
surface magnetoresistance exhibited oscillatory variations
which were most likely quantum oscillations.

Work was later extended to surfaces cleaved in air,
where charges at the surface muse a strong band bending
and an inversion layer with an extremely high electron
concentration N, —10' cm (Kawaji, 1968; Kawaji and
Kawaguchi, 1968). Anomalous changes of the resistivity
and magnetoresistance were observed below 4 K. The
resistivity was found to drop rapidly around 3 K and to
become extremely small below 2 K. This resistivity
change disappeared in the presence of a magnetic Geld.
This anomaly was primarily analyzed in terins of scatter-
ing by localized spins, but was considered to be caused
by fluctuation effects in two-dimensional superconductors
(Kawaji, Miki, and Kinoshita, 1975). The transition
temperature was estimated as 2.7 K. The superconduc-
tivity has not been observed by other groups, however.

Takada and Uemura (1976) investigated various possi-
ble mechanisms which could give rise to superconduc-
tivity in the inversion layer. Because of the small density
of states near the Fermi energy, phonons alone are not
sufficient to support superconductivity. Takada and
Uemura suggested as the most probable mechanism
acoustic plasmons existing in multicarrier systems like
space-charge layers on III-V compound semiconductors.
It was suggested that acoustic plasmons play a similar
role for the superconductivity of carriers in the subband
with high electron concentrations to that played by the
acoustic phonons in metals. Takada and Uemura es-
timated the coupling constant from an integral kernel of
a gap equation and showed that superconductivity was
possible at high electron concentrations if the acoustic-
plasmon mechanism was combined with phonon
mechanisms. Properties of acoustic plasmons were later
studied by Takada in various cases (Takada, 1977).
More recently Takada (1978, 1980b) numerically solved
the gap equation including electron-electron interactions
in the random-phase approximation and found that the
plasmon itself could cause the superconductivity when
the electron concentration was not too high and not too
low. He suggested that the experimentally observed high

T, could be explained if a heavy eff'ective mass and a
small dielectric constant were assumed. The proble~ is
still open because the calculation includes various ap-
proximations and unknown parameters concerning the
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FKx. 168. Normalized conductance vs bias on an n-type
InAs-oxide-Pb tunnel junction observed by Tsui (1971b). The
bulk carrier concentration is 2.2&10' cm . The conductance
shows structures when the Fermi level of Pb crosses the bot-
toms of the subbands (Eo at —180 meV and E~ at -50 MeV).
The structure around 20 meV corresponds to crossing the
conduction-band edge of the bulk InAs.

subband structure at high concentrations like 10' cm
It is not certain whether the plasmon alone can give rise
to the superconductivity in principle. (See Sec. II.F.1 for
references to related theoretical work by Hanke and Kel-
ly on superconductivity in silicon).

Tsui (1970a —1970c, 1971b, 1972, 1973, 1975a, 1975b)
extensively studied n-channel accumulation layers on de-
generate InAs (2.2 X 10' cm & Ãn Ng—& 1.6 X 1o'
cm ), where bound charge states coexist with free
charge in the surface region. He employed tunneling of
electrons through an interface barrier to determine the
bound-state energies. The derivative of the tunneling
conductance with respect to the applied bias voltage
showed a dip when the bottom of a subband coincided
with the Fermi energy of the metal gate. Energies of
two bound states were determined at low bulk carrier
densities, while only a single level was found at high den-
sities. An example of observed conductance is given in
Fig. 168. For magnetic fields perpendicular to the inter-
face the conductance showed quantum oscillations asso-
ciated with Landau levels of the bound state, which
could directly determine the cyclotron mass of subband
carriers. The cyclotron masses were found to increase
with the applied magnetic field, reflecting the nonpara-
bolicity of the conduction band. The diamagnetic energy
shift caused by a magnetic field parallel to the surface
discussed in Sec. III.D was observed first in these tun-
neling experiments (Tsui, 1971a).

The screening of an external electric field by free bulk
carriers in the vicinity of the surface of degenerate sem-
iconductors was theoretically investigated in different ap-
proximations by Appelbaum and Baraff (1971a—1971c;
see also Baraff and Appelbaum, 1972) in considerable de-
tail. By a self-consistent Hartree-type calculation they
showed that bound surface states could exist even in the
absence of external electric field when the electron con-

centration was sufBciently large. This bound state is a
result of a deficiency of negative charges arising from the
existence of the large barrier potential at the surface.
Their self-consistent calculation gave results at least in
qualitative agreement with the experiments of Tsui. A
quantitative comparison is not possible because of the
importance of the nonparabolicity on actual InAs accu-
mulation layers. Effects of a magnetic field perpendicu-
lar to the surface on the bound-state energy were also
studied. Landau quantization of surface carriers, rather
than quantization of bulk carriers, was shown to be a
main cause of the quantum oscillation of the bound-state
energy. This was confirmed by the experiments of Tsui
(1972).

InAs has again become a subject of active experimen-
tal investigations. A space-charge layer with tunable X,
has been created on n-type epitaxial layers grown on
GaAs substrate material (Wagner et al. , 1978; Washburn
and Sites, 1978; Washburn et al. , 1979). In these experi-
ments the bulk doping is much smaller
(&D —Xz -2X10' cm ) than in the samples used by
Tsui, and the existence of free carriers is not so impor-
tant. Subband occupations have been determined &om
quantum oscillations of surface conductivity, and three
subbands have been shown to be occupied by electrons
up to N, -2.5& 10' cm . Resonant Raman scattering
has been reported, and LQ phonons coupled to intersub-
band excitations have been observed (Ching et al. , 1980).
Intersubband transitions have also been observed by ab-
sorption and reflection experiments (Reisinger and Koch,
1981). Clear evidence of the presence of mixed electric
and magnetic subbands (see also Sec. III.D) has been ob-
served in a magnetic field parallel to the surface (Doeze-
ma et al., 1980). Comparison of experimental mobility
results (Kawaji and Kawaguchi, 1966; Baglee et al. ,
1980) for electrons in InAs inversion layers with theoreti-
cal estiinates by Moore and Ferry (1980c) shows surface
roughness scattering to be important over the entire
range of N, values covered, from —10" to 2X10' cm
(Baglee et al. , 1981).

There have been attempts to make high-quality MIS
structures on GaAs, which have been motivated by the
hope of applying such devices to the fabrication of
large-scale integrated circuits operating at multigigabit
data rates. They have been unsuccessful, however, be-
cause of large surface-state densities which are observed
on this semiconductor. In contrast with GaAs, the III-V
compound InP has turned out to have lower surface-state
densities, and an inversion layer has been produced on
p-type materials. Its transport properties have been stu-
died at room temperature, generally in the context of
metal-insulator-semiconductor device characterization
(see, for example, Roberts et al. , 1977, 1978; Lile et al. ,
1978, Kawakami and Okamura, 1979; Meiners et al. ,
1979; and Baglee et al. , 1980). For a review of materials
aspects of work on field-effect transistors using com-
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pound semiconductors, see Wieder (1980, 1981).
Low-temperature experiments are beginning to be car-

ried out. Several preliminary results have been reported,
such as Shubnikov —de Haas oscillations (von Klitzing
et al. , 1980a, 1980b) and cyclotron resonance (Cheng and
Koch, 1981).

5. Hg& Cd Te

Both HgTe and CdTe have the zinc-blende structure,
and the edges of both the conduction and valence bands
are located at the I point. In HgTe the deep potential
well of the heavy Hg ion pulls down the energy of the s-
like state, which has a large electron density distribution
around the ion core. Consequently HgTe has the so-
called inverted ordering of the bands, i.e., the s-like I 6
band lies below the p-like I q band. The band gap is
about 0.28 eV at low temperatures. On the other hand,
CdTe has a structure similar to that of InSb and InAs.
The band gap is about 1.6 eV. Therefore band crossing
occurs in the Hg~ „Cd„Tealloys, near x =0.146 at low
temperatures. For x &0.146 the alloys can be regarded
as narrow-gap semiconductors„while for x &0.146 they
are semimetals. These materials are ideal for studying
band mixing efFects.

AntclifFe, Bate, and Reynolds (1971) observed oscilla-
tory magnetoresistance in naturally inverted surfaces of
p-type Hgl „Cd„Te(x =0.21) with the band gap CG ——68
meV and the band-edge mass m =0.06mo at 4.2 K.
Several sets of oscillations were rccordni, and the elec-
tron concentrations were determined from the oscillation
periods. Various samples were found to have di6erent
surface electron densities between 1 and 7X10" cm
The effective mass was obtained from the temperature
dependence of the oscillation alnplitudes and was found
to vary from sample to sample according to the electron
concentration. The results were analyzed with the use of
the subband structure calculated in the %'KB approxima-
tion for a triangular potential and the simplified bulk
dispersion relation A K /2m =e(l+e/CG). The analysis
showed that only the ground subband was occupied,
which led AntclifFe et aI. to conclude that di6erent sets
of quantum oscillations observed in a single sample were
associated with di6erent regions of the surface having
difFerent electron concentrations. A later more elaborate
analysis of Qhkawa and Uemura (1974a, 1974b) suggest-
ed that at least two subbands could be occupied by elec-
trons. Qhkawa and Uemura calculated the effective
mass with the use of an appropriately parametrized po-
tential and obtained reasonable agreement with the ex-
periments.

Narita, Kuroda, and co-workers (Kuroda and Narita,
1976; Narita and Kuroda, 1977; Narita et a/. , 1979) con-
structed an MIS structure of Hgl „Cd„Te(x =0.165,
0.180, and 0.185) using a thin mylar foil as an insulator.
They could vary the surface charge concentration be-
tween 0 and SX10" cm . Surface cyclotron resonance
was observed from electrons in various subbands.
Shubnikov —de Haas oscillations of the surface conduc-

tivity were also obtained, using nonresonant microwave
absorptions. They could determine the cyclotron masses
and the electron occupation ratios of various subbands.
The results were compared with a calculation of Takada
and Uemura (unpublished), who extended their method
(Takada and Uemura, 1977) for III-V semiconductors to
Hgl „Cd„Te.The experimental results were in disagree-
ment with the calculation and seemed to be explained if
one assumed that the actual surface charge density for a
given gate voltage was about half of that determined ex-
perimentally.

Thuillier and Bazenet (1979) made capacitance mea-
surements in a magnetic field and obtained electron con-
centrations of various subbands. The results turned out
to be explained by the calculation of Takada and Uemu-
ra. The origin of such disagreement between di6erent
experiments is not known.

C. Space-charge layers on other materials

A superb natural insulating oxide and a good-quality
interface have made Si the obvious choice for MQSFETs,
and a great deal of physical research has been done on
tllc quantized clcctlolllc states 011 Sl surfaces. Surface
and interface transport properties of germanium have
also been the concern of physical research. However, the
natural oxide of Ge is unstable, and Cire has been known
to have high density of interface states, which has made
sophisticated research like that on Si surfaces very di6i-
cult. In spite of the di61culties, various experiments have
been carried out on Ge surfaces.

Germanium has four very anisotropic conduction-band
minima at the Brillouin-zone edge in the (111) direc-
tions, which are characterized by longitudinal and
transverse efFective masses mI ——1.6mo and m, =0.08mo,
respectively. The valley which has its longitudinal mass
perpendicular to the surface gives rise to one ladder of
subbands denoted by 0, 1,2, . . . , whereas the other three
valleys give rise to another, higher-lying ladder of sub-
bands, 0', 1',2', . . . . Although the situation is quite
similar to that on Si(100), there are two features signifi-
cantly different from Si(100). First, the e6ective mass
normal to the surface of the unprimed subbands is larger
than that in Si, while the density of states is much small-
er because of the small transverse mass and the lack of
valley degeneracy. This means that the Fermi energy in-
creases much faster with the electron concentration, so
that several excited subbands are readily 6lled by elec-
trons. Second, the large-mass anisotropy and thereby a
small normal effective mass for the 0' subband push it up
in energy drastically. As a matter of fact, a density-
functional calculation of Vinter (1979a) predicts that El
starts to be occupied below N, =3&10" cm and E2
below 1)&10' cm and that Eo is very close to E3 In
contrast, Eo. is close to El on the Si(100) surface.

Weber, Abstreiter, and Koch (1976) prepared a metal-
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present at the surface of pure Te single crystals. This ac-
cumulation could be so much enhanced by chemical
treatment that surface carriers confined in surface sub-
bands could show up in quantum oscillations of bulk
sample resistance in magnetic fields (von Klitzing and
Landwehr, 1971). Extensive investigations were later
performed in both accum. ulation and inversion layers on
the (0001) and (1100) surfaces (Silbermann et al. , 1974;
Silbermann and Landwehr, 1975, 1976). The work em-
ployed a metal-insulator-semiconductor (MIS) structure
in which insulating mylar foils were loosely mounted on
chemically polished surfaces. This technique made it
possible to vary surface hole concentration over a wide
range and also generate electron inversion layers. On the
(0001) surface up to four periods for holes were identified
in surface quantum oscillations. The distribution of
holes in each subband was determined from the period.
The effective masses were also obtained from the tem-
perature dependence of the oscillation amplitude. How-
ever, electron signals were observed only with dif5culty.
Gn the (1100) surface many periods were observed for
both electrons and holes. They gave g,g, =2 for both
cases, where g„and g, are the spin and the valley degen-
eracy factor, respectively. However, the total charge
density deduced from the assignments revealed that
about 10% of the total charge calculated from the ap-
plied voltage was missing. Additional work has been
performed for inversion layers on both surfaces (Bouat
and Thuillier, 1974, 1977, 1978a, 1978b), and two
periods have been identified in the quantum oscillations.

A self-consistent calculation of surface subbands has
been done within a simplified treatment for the accumu-
lation layer on the (0001) surface (Kaczmarek and
Bangert, 1977). The calculation predicts that six electric
subbands are occupied for experimentally available hole
concentrations. It has been suggested that two subbands
are very close to the Fermi energy and do not contribute
to Shubnikov —de Haas oscillations. Calculated charge
distributions among the remaining four subbands are in
excellent agreement with experimental results. However,
the enhancement of the efFective masses from the bulk
value cannot be fully accounted for by the calculation.
Kaczmarek and Bangert (1980) also performed calcula-
tions for inversion layers on the (0001) and (1100) sur-
faces in magnetic fields normal to the surface. A large
k-linear term has been shown to remove the spin degen-
eracy. Calculated subband occupations and effective
masses roughly explain the experimental results of
Shubnikov —de Haas oscillations and cyclotron reso-
nances.

Cyclotron resonance has been observed in both accu-
mulation and inversion layers (von Grtenberg and Silber-
mann, 1975, 1976). Figure 171 shows an example of the
cyclotron resonance spectra of electrons and holes on the
(0001) surface for two different wavelengths. The reso-
nance line shape has a common pseudosplitting due to
bulk hole absorptions, which makes the line-shape
analysis rather complicated. The cyclotron mass in-
creases considerably with the hole concentration in the
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FKs. 171. Cyclotron resonance spectra of electrons (upper
panel) and holes (lower panel) on a Te(0001) surface for radia-
tion of two different wavelenghts (A, =311 and 337 pm). Sharp
dips, which cause the common pseudosplitting of the line
shape, are due to bulk hole cyclotron resonances. After von
Ortenberg and Silbermann (1976).

accumulation case, while it is almost independent of the
electron concentration in the inversion case. Investiga-
tion of the frequency dependence of the cyclotron reso-
nance has revealed an anomalous increase of the effective
mass at low frequencies in both accumulation and inver-
sion layers on the (0001) and (1100) surface (von Grten-
berg et al. , 1979; von Grtenberg, 1980). The reason for
this anomalous behavior cannot be explained by nonpara-
bolicity and remains unresolved.

3. PbTe

The IV-VI compound PbTe has the NaC1 crystal
structure, and its conduction band has multiple minima
at the I. points of the Brillouin zone of the fcc lattice.
Because of the small direct energy gap at I. (eG ——0.19 eV
at 4.2 K), the conduction band is highly nonparabolic.
Extrinsic carriers are generated by deviations of
stoichiometry, and no freeze-out of these carriers has
been detected at any temperature. The electron Fermi
surface consists of four elongated ellipsoids with their
major axes oriented along the (111) directions. The
transverse mass m, and the longitudinal mass mI at the
band minima are mg 0.02M p and MI 0.2mp. The
static dielectric constant is extremely large, sc„-1000,re-
flecting the unusual lattice properties of the lead salts,
which makes the system quite different from other
narrow-gap semiconductors like InSb and HgCdTe.

The accumulation layer on the (100) surface of n-type
PbTe has been studied in electron tunneling through
PbTe-oxide-Pb junctions (Tsui et al. , 1974; Tsui, 1975b).
A natural accumulation layer with a 6xed electron con-
centration of about 2&&10' cm is observed on PbTe
with bulk electron concentration of 1.2X 10' cm . Ex-
istence of three quantized levels is suggested from dips in
the tunneling currents. The depth of the surface poten-
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tial well is also obtained. A perpendicular magnetic Geld
gives rise to oscillations in the tunneling current, which
give the Landau-level structure in the accumulation
layer. It has been demonstrated that Landau levels of
different subbands interact strongly with each other, pos-
sibly because of strong nonparabolicity. Ion-bombarded
surfaces have been studied (Tsui, Kaminsky, and
Schmidt, 1978), and four occupied electron subbands
were observed for both PbTe-oxide-Pb and PbTe-oxide-
Sn junctions. Tunneling through PbTe-Au Schottky bar-
riers was also observed.

The nonparabolicity effect was considered in a two-
band k-p model by Lin-Chung (1979), who assumed a
parametrized surface potential and calculated the sub-
band energies in the WKB approximation. The scheme
was essentially the same as that for III-V compounds
proposed earlier by Ohkawa and Uemura (1974a, 1974b).
Comparison with experiments requires a full self-
consistent calculation, however.

An inversion layer has been created on (111) surfaces
of epitaxially grown p-type materials with bulk hole con-
centration 7 X 10' cm (Schaber et QI , 1977.). The sur-
face electron density is tuned using a mylar-foil-insulated
gate electrode. Distinct Shubnikov —de Haas oscillations
have been observed. However, the number of carriers at
a given gate voltage which contribute to the oscillations
has been found to be only about 5% of the total number
expected. Cyclotron resonance was later observed in this
system (Schaber et al. , 1978; Schaber and Doezema,
1979). The reflectivity was measured, since the frequen-

cy of the radiation used was within the restrahlen band
of PbTe. Further, circularly polarized radiation was
used to distinguish the surface electron contribution from
bulk hole resonances. Figure 172 shows an example of
observed spectra for the electron active mode. The
difference of the reflectivities for VG ——VT and
VG ——VG(X, ) is plotted against applied magnetic field.
The large dip around W-23 kOe corresponds to cyclo-

x

FIG. 172. DifFerential magnetoreAectivity of an n-channel in-
version layer on a PbTe(111) surface. A large dip around 2.3
T is due to cyclotron resonance of electrons in the a valley. A
weak b-valley cyclotron resonance around H=5 T splits into
three dips with tilting magnetic Geld. This suggests the three-
dimensional nature of the system.

tron resonances of electrons in the a valley which
presents the major axis in the direction normal to the
surface, and a weak structure around 50 kOe corresponds
to those of electrons in three b valleys whose major axes
form an angle of 70.S3 with the surface normal. A
line-shape analysis suggests electron occupation of
several subbands associated with the a valley and a few
associated with the b valleys. This fact has been shown
to be consistent with a calculation in a triangular poten-
tial approximation. The effective masses deduced from
the resonance positions are close to the bulk cyclotron
mass rather than the predicted two-dimensional one.
Further, the b-valley resonances split with tilting of the
magnetic field, as shown in the figure. This suggests
that the surface IIield is so weak —because of the large
static dielectric constant —that the binding length is
larger than the cyclotron radius and the electron motion
is three-dimensional. The occupation of the b valleys ex-
plains the absence of electrons mentioned previously.

4. ZnO

ZnO is the only example of the class II-VI materials
for which surface transport has been seriously examined.
Various methods have been proposed to create n-channel
accumulation layers on ZnO crystals (for reviews see, for
example, Many, 1974; Gopel and Lampe, 1980). The
conductivities and Hall conductivities of the polar Zn
and O surfaces and the prism surface have been mea-
sured for vacuum-cleaved surfaces with annealing treat-
ments in atomic hydrogen and oxygen atmospheres (Hei-
land and Kunstmann, 1969; Kohl and Heiland, 1977;
Kohl et al. , 1978). Very strong accumulation layers
(X,—10' cm ) have been obtained with voltage pulses
applied in an electrolyte, and the density of induced
charge has been measured as a function of the surface
barrier height (Eger et al. , 1975, 1976; Eger and Gold-
stein, 1979). Corresponding theoretical calculation of the
subband structure gives results in reasonable agreement
with the experiments. Extremely strong accumulation
layers were produced also by illuminating ZnO crystals
in vacuum with band-gap light and by exposure to ther-
malized He+ ions. The Hall and field-e6ect mobilities
have been measured as a function of the electron concen-
tration. Papers by the Aachen group (Kohl and Heiland,
1977; Kohl et al. , 1978; Moormann et aI., 1980; VeuhoF
and Kohl, 1981) have reported that at low carrier con-
centrations the mobility oscillates as X, varies, for
reasons which are not well understood. At higher elec-
tron concentrations they and the group at Jerusalem
(Goldstein et al. , 1977; Grinshpan et al. , 1979; Nitzan
et al. , 1979) 6nd smoother variations. Mobilities are of
order 100 cm V 's ' at room temperature, less than
half of a calculated value based on polar phonon scatter-
ing (Roy et al. , 1980). At temperatures below 100 K the
mobilities exceed 1000 cm V ' s '. At the highest
values of W„oforder 10' cm and above, interface
roughness is thought to dominate and the mobilities fall
below 100 cm V 's
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A large negative magnetoresistance has been observed
(Goldstein and Grinshpan, 1977; Goldstein et al., 1979)
which varies as (B/T) over a considerable range of
magnetic fields and temperatures and reaches values over
2% for B/T-0. 1 TK '. It has been suggested that
positive surface charges which conglomerate into large
clusters with large magnetic moments may be the main
scatterers in such systems. The energy-loss spectrum of
low-energy electrons has been observed and analyzed in
terms of two-dimensional plasmons (Goldstein et al. ,
1980; Many et al. , 1981).
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D. Heterojunctions, quantum wells, and superlattices

1. Structures
Eg

A superlattice arises when a periodic spatial modula-
tion is imposed and lowers the effective dimensionality of
a system. The simplest example relevant to the present
discussion is the superposition of a periodic potential, as
produced by a sound wave (Keldysh, 1962), a composi-
tion variation (Esaki and Tsu, 1970), or an impurity con-
centration modulation (Dohler, 1972a, 1972b) on an oth-
erwise homogeneous three-dimensional system. Superlat-
tices have also been proposed in two-dimensional systems
(Bate, 1977; Ginzburg and Monarkha, 1978; Petrov,
1978; Stiles, 1978; Ferry, 1981).

The development of crystal growth techniques such as
molecular-beam epitaxy (Cho and Arthur, 1976; Esaki
and Chang, 1976) and metalorganic chemical vapor
deposition (Dupuis and Dapkus, 1979) has made possible
the growth of semiconductors with controlled changes of
composition and doping on a very fine scale. The first
man-made semiconductor superlattice was reported by
Blakeslee and Aliotta (1970), who used chemical vapor
deposition to make GaAsl „P„structures. Heterostruc-
tures which exhibit two-dimensional electron effects have
also been made using liquid-phase epitaxy (Tsui and Lo-
gan, 1979). In this section we shall briefly discuss some
of the structures that have been made in the past ten or
so years and shall consider some of their properties, with
particular reference to two-dimensional behavior and
quantum effects. The role of the many people involved

in the preparation of improved materials and structures,
cited only peripherally in this article, has been a key fac-
tor in the advances that have been made in the electronic
properties and the device applications of these systems.

Figure 173 shows the energy-band diagram of a
GaAs-Ga~ „AlAs heterojunction, with the band-gap
discontinuity that arises in the presence of an abrupt
composition change. The quasitriangular potential well
can confine electrons (see, for example, van Ruyven, Blu-
yssen, and Williams, 1979) and can lead to quantum ef-
fects similar to those seen in inversion layers. Two
heterojunctions can be combined to give a quantum well,
for example a thin layer of GaAs surrounded by layers of
Ga~ „Al„As.Such structures, with central layers too
thick to show quantum effects, have been used for many
years in double-heterostructure lasers (Kressel and

FIG. 173. Schematic drawing of the conduction-band edge at
a GaAs-A1046ao6As heterojunction with an abrupt composi-
tion change or a transition layer graded over 10 or 20 nrn.
The position of the lowest quantum level is indicated by the
horizontal line for each of the three cases. After van Ruyven
et al. (1979).

Butler, 1977; Casey and Panish, 1978) to confine both
carriers and light. As the thickness of the central layer
becomes comparable to the Fermi wavelength 2m/k~,
quantum effects become important and modify the
energy-level structure of the system. If many such wells
with adjoining barriers are combined in a regular array,
a superlattice is formed.

The combinations of materials &om which
heterojunctions —and therefore quantum wells and
superlattices "an be made is limited by material con-
straints such as reasonable matching of lattice parame-
ters and absence of large densities of interface states.
The possibility of using more than two materials has
been considered by Esaki, Chang, and Mendez (1981).
Reviews of superlattices have been given by Shik (1974),
Dingle (1975a, 1975b), Sai-Halasz (1979, 1980), Chang
and Esaki (1980), and Dohler (1981).

A superlattice that does not involve heterojunctions
was considered by Dohler (1972a, 1972b, 1979, 1981). It
is called a "nipi" structure and is made by alternating
donor and acceptor doping. Because the band bending
arises from space-charge effects, the spatial period of
such structures is generally larger than for heterojunction
superlattices and the barriers are generally less sharp.
These structures are now beginning to be realized and
their possibilities are being explored (Ploog et al. , 1981a,
1981b; Kunzel et al. , 1981; Dohler et al. , 1981). One in-
teresting feature is that one can contact the n-type layers
and the p-type layers separately and apply a voltage
di6erence to modulate the potential variations and the ef-
fective energy gap for optical transitions.

2. Energy levels

Energy levels can be calculated most easily for a quan-
tum well —or for a thin film —if one assumes an abrupt
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interface and an inifinite barrier height. Then in
e6ective-mass approximation the energy levels are given
by

fi m 2 fi k
E1 +

2ppz~ d 2m
(8.27)

0.9;
77 K

0.6—=d
d

where d is the well width, m, is the efFective mass for
motion perpendicular to the walls, and k and m are the
wave vector and effective mass for motion parallel to the
walls. This spectrum shows increasing level spacing
with increasing quantum number n, which is opposite to
the behavior in a triangular well. See Eq. (3.24).

If the barrier height is finite and if the carriers inside
the barrier have properties not too diferent from those in
the well, e.g., they arise from the same band extremum,
then the simple effective-mass approximation can still be
used to calculate an envelope wave function provided the
proper boundary conditions (Harrison, 1961; see also
Price, 1962) are used to match the envelope functions at
the barrier plane. More complex cases are mentioned
briefly in Sec. III.E.

The energy-level structure of a quantum well has been
con6rmed in a number of experiments, including optical
experiments mentioned below and tunneling measure-
ments, for example those of Chang, Esaki, and Tsu
(1974b) shown in Fig. 174.

If many quantum wells are arranged periodically the

energy levels for motion in the z direction will interact as
the wave functions of adjacent wells begin to overlap in-
side the barrier. The superlattice periodicity creates a
new, smaller Brillouin zone in the k, direction. The
discrete quantum levels of widely spaced wells are re-
placed by a series of energy bands called minibands.
Their energy bandwidth increases as the barrier height
and width decrease. An example of the dependence of
superlattice energy-band structure on layer width is
shown in Fig. 17S, where the motion parallel to the
layers has not been included.

If the materials &om which a quantum well or a su-
perlattice is formed have such difFerent properties that
carriers at a given energy have wave functions attached
to di6'erent band extrema, then the simple envelope-
function approach considered above no longer applies.
The wave functions must include contributions &om
more than one Bloch function, and the matching of wave
functions at the heterojunction must be done microscopi-
cally. This situation applies for example, to the InAs-
CraSb system, 6rst discussed by Sai-Halasz, Tsu, and
Esaki (1977), for which the energy gaps of the two con-
stituents are so poorly aligned that valence-band levels in
one constituent can be at a higher energy than
conduction-band levels in the other constituent (see Fig.
176). This system is expected to be semimetallic when
the superlattice layers are thick, and to be semiconduct-
ing for thin layers, in which quantum sects move the
levels apart. This expectation has been confirmed by
Chang et al. (1979). Properties of the InAs-CxaSb system
have been reviewed by Chang and Esaki (1980) and
Dohler (1980).

Bastard (1981b) and White and Sham (1981) have
shown how the e6ective-mass approximation can be gen-
eralized to treat band overlap problems like those of the
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FIG. 174. Conductance versus voltage perpendicular to the
layers for the GaAs-Gap 3A1Q 7As double-barrier structure
shown in the inset. The structures at —0. 11 and 0.19 V are
attributed to a drop of about 0.08 V across each Gap 3A1Q7AS

barrier, making the band edge in the adjoining bulk n-GaAs
resonant with the first quantum level in the central GaAs well.
The structures at —0.53 and 0.79 V are similarly attributed to
resonance with the second quantum level. After Chang et al.
(1974b).
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FIG. 175. (a) Calculated band edges of the lowest and first ex-
cited minibands in a superlattice with GaAs and Gap 8Alp 2As
layers each having the indicated thickness. The barrier height
is taken to be 0.21 eV, and the electron effective mass in both
layers is taken to be 0.07mp. {b) Dispersion of the energy of
the bottom of the lowest miniband versus normalized wave
vector in the direction of the superlattice axis. Cases A, 8, C,
and D correspond to d& ——dz ——3, 5, 7, and 9 nm, respectively.
The dashed curves give the dispersion of the bottom of the first
excited miniband for cases C and D. Unpublished results
courtesy of L. L. Chang.
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FIG. 176. Schematic energy diagram of an In& „Ga„As-
GaSb~ yAsy superlattice. The shaded regions are the energy
gaps of the respective layers. The calculated energies of elec-
tron and hole minibands are indicated on the right for parame-
ters corresponding to a semiconducting state. After Sai-Halasz
et al. (1978a).

InAs-GaSb system. Calculations of energy levels that go
beyond the effective mas-s approximation have been car-
ried out by a number of authors, including Mukherji and
Nag (1975), Caruthers and Lin-Chung (1978), Sai-Halasz,
Esaki, and Harrison (1978b), Ihm, Lam, and Cohen
(1979), Madhukar and Nucho (1979), Schulman and
McGill (1977, 1979a, 1979b), Schulte (1979, 1980a), and
Ivanov and Pollman (1980). When charged impurities,
and therefore band curvature, are present the energy lev-

els must be calculated self-consistently, as has been done,
for example, by Ando and Mori (1979; see also Mori and
Ando, 1980a).

3. Optical properties

The energy levels expected in heterojunctions, quan-
tum wells, and superlattices are most directly verified by
optical measurements. The transmission measurements
of Dingle, Wiegmann, and Henry (1974) for a GaAs-
Ga~ „Al„Assystem, shown in Fig. 177, displayed major
structure identified with electron quantum levels, with
some additional splitting attributed to hole quantum lev-
els. Peaks out to electron quantum number 7 have been
fitted to a model (Dingle, 1975b), although the analysis
of hole levels, which has not been published in detail„
may require additional work in view of complex
valence-band structure.

Because GaAs-(A1, Ga)As quantum wells and superlat-
tices confine both electrons and holes in the same layer,
exciton effects are expected to be significant —probably
even more significant than in a three-dimensional system
because the hydrogenic levels in two dimensions are
deeper than those in three dimensions (see Sec. II.E).
The excitonic effects were recognized in the paper of
Dingle etal. (1974), and have been more quantitatively
considered by Keldysh (1979b). Weaker excitonic effects
are expected in superlattices of the InAs-GaSb type that
confine electrons and holes in adjoining layers. Optical
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FIG. 177. Optical absorption of GaAs layers 14, 21, and 400 nm thick betweeil Alp 2Gao 8As confining layers, showing peaks asso-
ciated with electron quantum levels. The splitting of the lowest peak for the thinnest layer is attributed to light- and heavy-hole
quantum levels in the valence band. After Dingle et al. (1974).
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absorption in such structures has been reported by
Chang, Sai-Halasz, Esaki, and Aggarwal (1981). Effects
of confinement in quantum wells or superlattices on
bound states associated with charged impurities have
been considered by a number of authors, including Kel-
dysh (1979a), Arutyunyan and Nerkararyan (1981), and
Bastard (1981a).

Quantization effects in narrow potential wells can sig-
nificantly affect lasing properties (see, for example, van
der Ziel et a/. , 1975; Holonyak et a/. , 1980a). It has been
suggested that the two-dimensionality of the energy spec-
trum in a quantum well leads to a slower increase of
threshold current density with temperature than in lasers
with thicker active layers (Chin et a/. , 1980; Hess et a/. ,
1980). Lasing at a phonon sideband of the electronic
transition in a GaAs-based quantum well heterostructure
has been reported by Holonyak et a/. (1980b), but con-
trary evidence has been reported by Weisbuch et al.
(1981b). The possible role of clustering in ternary alloys,
its effect on energy levels and optical transitions in quan-
tum wells and heterostructures, and its dependence on
growth conditions are also under active discussion (Holo-
nyak et al. , 1980c, 1981a, 1981b; Miller and Tsang, 1981;
Miller, Weisbuch, and Cxossard, 1981). Luminescence
and lasing are being actively explored to characterize the
electronic states of quantum wells (see, for example,
Holonyak et al. , 1980a; Miller et aI. , 1981a—1981c; Vo-
jak et al. , 1980; Weisbuch et a/. , 1980, 1981a; Voisin
et a/. , 1981) but will not be discussed further here. Some
of the underlying theoretical questions have been exam-
ined by Satpathy and Altarelli (1981).

The first measurements of Raman scattering by a su-
perlattice were made by Manuel et a/. (1976). They re-
lated the energy dependence of the resonant Raman cross
section for longitudinal-optical (LO) phonon scattering to
the electronic energy-level structure of the superlattice.
Sai-Halasz, Pinczuk, Yu, and Esaki (1978c, 1978d) attri-
buted a Raman scattering peak near the GaAs LO pho-
non energy in a GaAs-Gao 75A10 25As superlattice to um-
klapp processes associated with the smaller Brillouin
zone of the superlattice. The efYect of zone folding on
the phonons is not thought to play a role in their sam-
ples, which had periods of 12 and 20 nm. Merlin et a).
(1980a, 1980b) attribute the extra peak seen by Sai-
Halasz etal. to phonon anisotropy that gives diferent
energies for longitudinal phonons moving parallel and
perpendicular to the layers. Breaking of selection rules
by defects is required if this explanation is to account for
the observed results. Additional work is required to test
the two alternative explanations. The 6ne structure that
Merz, Barker, and Cxossard (Merz eta/. , 1977; Barker
et a/. , 1978) had seen is attributed by Merlin et a/. to ef-
fects of Raman scattering in air near the surface of the
sample and is absent when the measurements are made
ln vacuum.

The most pronounced eQects in the previous experi-
ments occur for Raman scattering near the LO phonon
energies of the constituent materials of the superlattice,
i.e., between 280 and 400 cm ' for systems based on

GaAs and AlAs. In addition, Colvard, Merlin, Klein,
and Gossard (1980) find two sharp peaks at 63 and 67
cm ' in a superlattice whose unit cell has 1.36 nm of
GaAs and 1.14 nm of AlAs. These peaks are attributed
to e6ects of Brillouin-zone folding. Superlattices have
been found to give selective absorption for phonons
whose wavelength is twice the superlattice period
(Narayanamurti et a/. , 1979).

Resonant electronic Raman scattering is a powerful
technique that has been used to study quantum levels in
heterojunctions, shown in Fig. 178 (Abstreiter and Ploog,
1979), in quantum wells, shown in Fig. 179 (Pinczuk
et a/. , 1980b), and in doping superlattices (Dohler et a/. ,
1981). The configuration with parallel polarization of
the incident and backscattered beams is sensitive to col-
lective excitation modes, while the perpendicular polari-
zation configuration is sensitive to single-particle spin-
Qip excitations. Theoretical considerations regarding res-
onance enhancements and spin-flip versus non-spin-flip
transitions were discussed by Burstein, Pinczuk, and
Buchner (1979) and Burstein, Pinczuk, and Mills (1980).
One interesting aspect of the Raman scattering measure-
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FIG. 178. Resonant Raman scattering from a GaAs-
A102GaosAs heterostructure at 2 K excited by 1.92 eV pho-
tons. The upper curve shows backscattered light in the paral-
lel polarization configuration. The peaks correspond to pho-
nons in the doped GaAs adjoining the heterojunction (L+ and
L ), in the GaAs Schottky barrier at the surface (LO), and in
the undoped A1GaAs substrate (LOi and LO2). The lower
series of curves, for the perpendicular polarization configura-
tion, shows a free-electron Raman peak with an upper cutoff at
a value of qU~ given by the product of the backscattering wave
vector times the indicated Fermi velocity of the GaAs layer, a
sharp GaAs LO phonon peak associated with the Schottky
barrier, and a peak attributed to subband excitation of the elec-
trons at the heterojunction. The curves are for a series of in-
creasing reverse voltages applied across the Schottky barrier.
Increasing values of V increase the barrier thickness and de-
crease the carrier concentrations, first in the GaAs layer and
then in the interfacial accumulation layer. After Abstreiter
and Ploog (1979).
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FIG. 179. Resonant Raman scattering for a modulation-doped
superlattice with GaAs and Alo jsGao82As layers, each 20 nm
thick. The upper curve, for parallel polarization of the in-
cident and backscattered light (incident photon energy=1. 935
eV) shows two peaks, with subscripts + and —,attributed to
coupled collective modes of the charge-density intersubband
transition 0~1 and a GaAs LO phonon, as well as the LO
phonon peaks of the GaAs and (Al, Ga)As layers. The lower
peak, for perpendicular polarization, is attributed to a spin-Aip
0—+1 single-particle transition. The inset shows the calculated
energies of the lowest subbands and the band bending. All the
energies are in meV. AAer Pinczuk et al. (1980b).

ments is that the depolarizing fields which enter into op-
tical absorption, as discussed in Sec. III.C, are present
for the parallel polarization configuration but are absent
for the perpendicular polarization con6guration, which
allows their effects to be experimentally determined. For
additional details on these points and on the coupling of
plasmon modes and intersubband excitations, see Pinc-
zuk er al. (1980b, 1980c, 1981a) and Abstreiter et al.
(1981).

Miller, Tsang, and Nordland (1980) showed that elec-
trons in GaAs-(AI, Ga)As quantum wells excited by cir-
cularly polarized light achieve greater values of spin po-
larization than in bulk GaAs. The increase arises from
the splitting of the degeneracy at the top of the valence
band by the quantum well potential. These authors stu-
died spin-dependent recombination as well as spin polari-
zation, but were unable to explain all of the observed
results quantitatively. Alvarado, Cicacci, and Campagna
(1981) recently showed that spin-polarized electrons can
be obtained by combining a superlattice with a surface
having negative electron af6nity.

4. Transport properties

The first paper on superlattices (Esaki and Tsu, 19'70)

proposed that carriers moving across the layers of a su-

perlattice would constitute a realization of a Bloch oscil-
lator, a system in which a carrier moving in a periodic
potential with spatial period d under the influence of an
electric 6eld I' traverses the Brillouin zone (or, in the
present case, minizone) periodically with &equency
vii ed——I'lh (see, for example, Wannier, 1959; the Bloch
&equency appears to have been 6rst written down expli-
citly by Zener, 1934). The realization of such periodic
motion requires that v~r&1, where w is the scattering
time. Esaki and Tsu (1970) and Lebwohl and Tsu (1970)
showed that such a system exhibits negative differential
conductivity (see also Tsu and Dohler, 1975). Price
(1973) found that this efFect is obliterated (i.e., the dif-
ferential mobility is positive, and in fact approaches a
positive peak) near the Bloch &equency. Esaki, Chang,
Howard, Rideout, Ludeke, and Schul (Esaki et al. , 1972;
Chang eral. , 1973) reported a weak negative differential
conductance in a GaAs-(Al, Ga)As superlattice, but this
is not evidence for the Bloch oscillator, which remains a
tantalizing concept. Some related theoretical concepts
are cited by Churchill and Holmstrom (1981).

Transport properties of carriers in superlattices are
controlled in part by the same mechanisms that limit the
mobility of electrons in silicon inversion layers. One im-
portant difference arises &om the polar nature of most
superlattice materials, which enhances phonon scattering.
Calculations of scattering mechanisms in superlattices
and related two-dimensional electronic systems have been
carried out by Ferry (1978c, 1979), Hess (1979), Mori
and Ando (1980a, 1980b), Price (1981a, 1981c), and Basu
and Nag (1980, 1981). Although the formal expressions
for the lattice scattering mobility are different &om those
for three-dimensionless systems, the numerical values of
the mobility and of its temperature dependence for a
GaAs-based superlattice or heterojunction near 100 K
are comparable to those in bulk GaAs for typical layer
parameters if the carrier concentration is low enough
that screening effects can be neglected (Price, unpub-
lished).

Coulomb scattering by impurities can be reduced in
superlattices if the impurities are placed in the layers
with the higher energy gap and the carriers are confined
in the layers with the lower energy gap. This technique,
called modulation doping, allows the carriers and the im-
purities to be spatially separated and results in higher
mobilities than would obtain for uniform doping. It was
suggested in an unpublished 1969 report by Esaki and
Tsu and was first published and applied to GaAs-based
superlattices by Dingle, Stormer, Gossard and Wiegmann
(1978). Still higher mobilities can be obtained by
separating the carriers from the ions by an undoped
spacer layer. Low-temperature mobilities considerably
higher than those obtained for Si inversion layers have
been obtained in this way, as illustrated in Fig. 180.
Part of the increase can be attributed to the smaller mass
of electrons in GaAs (0.07mo) than in (001) Si inversion
layers (0.19mo).

The prospects of improved device performance (see, for
example, Mimura et al. , 1980, 1981; Mimura and Fuku-
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FIG. 180. Electron mobility in a modulation-doped GaAs-
Alo 3)Gao 69As heterostructure. A 10 nm undoped layer
separates the doped (Al, Ga)As from the electrons in the un-

doped GaAs. The lower curve is for the sample in the dark,
with 3.6)& 10" electrons per cm in the channel. The increased
electron concentration in the upper curve is a result of long-
lived carriers induced by light. After Stormer et al. C,'1981b).

ta, 1980) have stimulated active programs to grow GaAs
heterostructures and measure their transport properties.
Among the groups that have reported transport measure-
ments are those at Bell Laboratories (Dingle et a/. , 1978;
Stormer et al. , 1979a—1979c, 1981a—1981c; Stormer,
1980; Tsui et a/. , 1981), Cornell University (Wang er g/. ,
1981; Judaprawira et a/. , 1981), the University of Illinois
(Drummond et a/. , 1981a—1981e; Witkowski et a/. ,
1981a, 1981b), and Rockwell (Coleman et a/. , 1981b) in
the United States, as well as groups in France (Delage-
beaudeuf et a/. , 1980; Delescluse et a/. , 1981), and Japan
(Hiyamizu et a/. , 1980, 1981a, 1981b; Narita et a/. ,
1981a, 1981b). This long list, by no means complete,
shows the intense interest —and competition —in this
Geld. As data accumulate, comparisons of the experi-
ments with theories for the scattering in these systems
can become more detailed and systematic. Some com-
parisons, especially on the role of modulation doping and
the use of undoped spacer layers, have already been made
(see, for example, Drummond et a/. , 1981e) and show

that phonon scattering is the limiting mechanism in the
highest-mobility structures down to below 77 K, with
Coulomb scattering dominant near liquid helium tem-
peratures. The advantages of very high mobilities at low
temperatures are reduced in device applications by the
strong decrease of mobility in modest source-drain 6elds
at these temperatures (see, for example, Drummond
et a/ , 19. 81a; Morkoq, 1981).

Most transport measurements in superlattices, hetero-
junctions, and quantum wells have been for electrons, but
Stormer and Tsang (1980) have reported measurements
on holes at a GaAs-(Al, Ga)As heterojunction interface.

5. Magnetotransport

A magnetic field perpendicular to a layer of a two-
dimensional system quantizes the motion along the layer
and leads to the characteristic Shubnikov —de Haas os-
cillations in magnetoconductance. Such experiments
have been widely used to probe the two-dimensionality of
carriers in superlattices. Note, however, that a gate vol-
tage cannot be used to control carrier concentration as
easily in a superlattice as in an inversion or accumulation
layer. Thus oscillatory magnetotransport measurements
have been made by varying the magnetic Geld rather
than the carrier concentration. One of the key tests of
two-dimensional character is the behavior of the oscilla-
tions as the field is tilted from the normal to the layers.
A strictly two-dimensional system will have oscillations
that follow the normal component of the field. Magneto-
conductance experiments along these lines have been car-
ried out (Chang et a/. , 1977; Dingle, 1978; Sakaki et a/. ,
1978). An exainple is shown in Fig. 181. There is evi-
dence that magnetic breakdown can cause transitions be-
tween diferent subbands under appropriate conditions
(Chang et a/. , 1977).

The magnetophonon efFect, which arises when the LO
phonon energy is a multiple or a submultiple of the Lan-
dau energy Ace„has been observed in the second deriva-
tive of resistance with respect to magnetic field (with 8
in the range 5 to 18 T) in GaAs-(AI, Ga)As interfaces and
superlattices by Tsui, Englert, Cho, and Gossard (1980).
Two-dimensional magnetophonon effects have been con-
sidered theoretically by Korovin, Pavlov, and Eshpulatov
(1980) and by Das Sarma and Madhukar (1980b).

A striking efFect induced by magnetic fields is the
transition of the InAs-GaSb superlattice from a semime-
tallic state to a semiconducting state as Landau levels
cross the Fermi level (Kawai et a/. , 1980).

Cyclotron resonance of electrons has been observed in
GaAs-(AI, Ga)As heterojunction by Stormer et a/. (1979b)
and in an InAs-GaSb superlattice by Bluyssen et ah.
(1979). The mass values in both cases are within 10% of
the values expected from a simple model. Magnetoab-
sorption measurements on InAs-GaSb superlattices
(Guldner et a/. , 1980; Maan et a/. , 1981) show both cy-
clotron resonance and osciHatory interband magnetoab-
sorption, and allow experimental determination of
parameters of the electronic band structure which are in
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FIG. 181. Magnetoresistance oscillations at 4.2 K for elec-
trons in a superlattice with InAs and GaSb layers each 9 nm
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ment of 1/8, confirming the sing behavior expected for a two-
dimensional electron gas. Its inset shows the approximate Fer-
mi surface in the k~~

—k, plane. After Sakaki et aI. (1978).

E. Thin films

Quantum effects in thin 61ms have been known for a
long time, both in connection with magnetic quantization
(see, for example, Erukhimov and Tavger, 1967) which
arises when the sample thickness is comparable to the di-
ameter of a Landau orbit, and in connection with "elec-

good agreement with those expected theoretically.
Speculations about electron crystallization and

charge-density waves in two-dimensional systems have
influenced work on superlattices. Tsui, Stormer, Cxos-

sard, and Wiegmann (1980) observed conductance
behavior at high 6elds and low temperatures which could
not be explained by one-electron models, and which they
attributed to a correlated state. The evidence, as in the
case of inversion layers, is still inconclusive.

Work on heterojunctions, quantum wells, and superlat-
tices is developing rapidly, and much of the work report-
ed here may be superseded soon. Part of the interest
stems from the possibility of device applications and part
from the rapid development of molecular-beam epitaxy
and other methods of device fabrication.

trical" quantization, which arises when the sample thick-
ness is comparable to a typical electron wavelength. The
energy-level structure in the latter case is given in lowest
approximation by Eq. (8.27). It will be modified by in-
terface effects and by the detailed energy-band structure
of the material. The theory of size quantization in thin
films has been studied extensively by Bezak (1966a,
1966b), Cottey (1970, 1972, 1973, 1975, 1976, 1978,
1980), Volkov and Pinsker (1976, 1977, 1979), Zafuzny
(1978, 1979a, 1979b, 1981a—1981c; Zaruzny and Pilat,
1979), and by many other authors. For a review of early
experimental work, see, for example, Lutskii (1970).

Quantum size efFects have been observed in the optical
properties of a number of materials, including InSb (Fila-
tov and Karpovich, 1969a, 1969b) and PbTe (Salashchen-
ko etal. , 1975). Quantum size effects are also seen in
tunneling spectra, for example in Bi thin 6lms (Korneev
et al. , 1970).

Transport properties of films are also sensitive to
quantum size effects. In thick 61ms, surface scattering
perturbs the electron motion, as has been well reviewed
by Cxreene (1969a, 1969b). In thin films, where the
motion perpendicular to the film is quantized, the formal
treatment is rather difFerent, and is closer to the treat-
ment required for inversion layers. Work on thin-film
transport properties, which in part predates the corre-
sponding results for inversion layers, has been discussed
by Demikhovskii and Tavger (1964), Chaplik and Entin
(1968), and Baskin and Entin (1969), among others, and
has been reviewed by Tavger and Demikhovskii (1968).

Bi8Te7S5 is a striking thin-film material which cleaves
in units of five atomic layers. Its electrical and optical
properties have been extensively studied by Soonpaa and
co-workers. See Soonpaa (1976a, 1976b, 1978a) for an
account of this work and for references to earlier papers.
The system shows indications of minimum metallic con-
ductivity (Soonpaa, 1978b), discussed for inversion layers
in Sec. V. Magnetotransport properties (Undem et al.,
1977; Soonpaa, 1979) and localization effects (Soonpaa,
1980) have also been investigated.

F. Layer compounds and intercalated graphite

In this section we allude briefly to two important
classes of materials that also show aspects of two-
dimensional electronic structure. The first class consists
of the layer compounds, of which there are many exam-
ples, including CiaSe and related materials and TaSe2 and
related materials. Many properties of the layer com-
pounds have been reviewed in the series of books edited
by Mooser (1976), including the volumes edited by Levy
(1976) and by Lee (1976); see also the conference
proceedings edited by van Bruggen, Haas, and Myron
(1980, part A) and by Nishina, Tanuma, and Myron
(1981). Charge-density waves in layer compounds
(DiSalvo, 1976; Williams, 1976) are easier to verify than
in inversion layers or superlattices because they produce
measurable lattice displacement.

graphite and intercalated graphite constitute another
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large family of materials with quasi-two-dimensional
electronic properties. Intercalation efkcts are also widely
studied in the layer compounds. For collections of pa-
pers dealing with these subjects, see, for example, Vogel
and Herold (1977), van Bruggen et al. (1980, part B), and
Nishina etal. (1981). The subject has been reviewed by
Dresselhaus and Dresselhaus (1981).

The two kinds of materials briefly noted in this section
both have large bodies of literature, and have developed
largely independently of the two-dimensional systems
described in this review. One major difFerence is that the
layer compounds and intercalated graphite both have
electron densities of order 10' cm per layer, much
larger than the densities in inversion layers, superlattices,
or on liquid helium. Thus the energy scales, and the ap-
proximations that are useful, are considerably different
for the two classes of systems.

Plasma oscillations in superlattices and in layer com-
pounds and intercalated graphite can be strongly affected
by coupling of the electromagnetic field from layer to
layer. Theoretical treatments of this problem were brief-
ly mentioned in Sec. II.D. An experiment on plasmon
dispersion in a layered system was carried out by Mele
and Ritsko (1980) on intercalated graphite.

G. Electron-hole system

For some time, a system consisting of spatially
separated two-dimensional electrons and holes has been a
subject of theoretical study. Such a structure can, for ex-

ample, be realized in a sandwich structure of a p-type
semiconductor, a thin insulator, and an n-type semicon-
ductor. Semiconductor heterostructures grown by the
molecular-beam epitaxy technique may be another candi-
date (see Sec. VIII. D). Although experimental observa-
tion has not been reported, the theoretical investigation
has been motivated by a new mechanism of superconduc-
tivity. In this section a brief description of various inves-
tigations related to such two-dimensional electron-hole
systems is given.

As has been well known, a pairing interaction between
electrons and holes in an electron-hole system can give
rise to a transition to the so-called "excitonic phase" (see,
e.g., Halperin and Rice, 1968). In the case of a usual
semimetal or a semiconductor with a narrow gap, the
pairing leads only to a rearrangement of the band
scheme, i.e., to a transition to an excitonic insulator. In
fact, superconductivity is impossible in an excitonic insu-
lator by virtue of the local electrical neutrality. More-
over, the presence of interband transitions of the pairing
quasiparticles lifts the degeneracy of the system with
respect to the phase of the order parameter, which makes
superfluidity impossible. If the pairing is produced be-
tween spatially separated electrons and holes, however,
tunneling processes between the paired quasiparticles can
be negligibly weak and the system can go over the exci-
tonic superfluid state. The superfluid motion of pairs of
spatially separated electrons and holes corresponds to un-
damped currents Qowing through different regions of the

system in opposite directions. This is the new mechan-
ism of superconductivity proposed first by Lozovik and
Yudson (1975b, 1976a, 1976b) and later independently by
Shevchenko (1976).

Electronic properties of the excitonic phase have been
investigated in the Hartree-Fock approximation for spa-
tially separated electron-hole systems with circular Fermi
lines (Lozovik and Yudson, 1975b, 1976a—1976c, 1977a,
Shevchenko, 1976, 1977). It has been shown that the
system possesses a majority of the properties of a super-
conductor, but not the Meissner effect. The transition
temperature, which is of the order of ihe gap 6 at the
Fermi level, has been shown to be as large as —100 K
for an optimum choice of the values of the parameters
such as the insulator thickness, the dielectric constants,
and the eAective masses. Lozovik and Yudson suggested
that possible consequences of electron-hole superconduc-
tivity that could be observed experimentally are the ex-
istence of an an energy gap 26 in the two-dimensional
dynamical conductivity and antiparallel superconducting
currents in noncontacting coaxial cylindrical films.

There have been many other investigations on this and
related systems. They include, for example, effects of
weak electron-hole tunneling processes (Lozovik and
Yudson, 1977b; Klyuchnik and Lozovik, 1978b, 1979;
Lozovik and Klyuchnik, 1980), extension to periodic lay-
ered structures with spatially separated electrons and
holes (Shevchenko and Kulik, 1976; Shevchenko, 1977;
Kulik and Shevchenko, 1977), and effects of high mag-
netic fields perpendicular to the layer (Kuramoto and
Horie, 1978). The possibility of a dipole-solid phase in
which dipoles consisting of paired electrons and holes
form a hexagonal lattice has also been suggested in both
the presence and the absence of magnetic fields (Yoshio-
ka and Fukuyama, 1978).

Two-dimensional electron-hole systems can also be
produced, for example, in size-quantized semimetal films
and quantized semiconductor films or layered semicon-
ductors with nonequilibrium electrons and holes. Al-
though superAuidity is impossible in these systems, vari-
ous kinds of phase transitions can occur as in three-
dimensional electron-hole systems. Investigations have
been directed to, for example, the ground-state energy of
an electron-hole liquid (Kuramoto and Kamimura, 1974;
Andryushin and Silin, 1976b; Andryushin, 1976), an ex-
citonic transition (Lozovik and Yudson, 1976b; Klyu-
chnik and Lozovik, 1978a; Andryushin and Sihn, 1979),
and e6'ects of strong magnetic fields (Lerner and Lozo-
vik, 1977, 1978a, 1978d, 1979a, 1979b, 1980a, 1980b).

H. Electrons on liquid helium

Electrons on liquid helium constitute a special kind of
quasi-two-dimensional space-charge layer that shares
some general features with the other electronic systems
we have discussed, but differs from them in other ways.
As we shall see, this system is scaled down in many
respects —most notably the energy separations and the
attainable electron densities. But small is beautiful, be-
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K—1 e 2

V(z) =-
K+1 4z

(8.28)

when the dielectric occupies the half-space z &0. In the
particular case of liquid helium, whose dielectric con-
stant is 1.0572 at 1 K (Chan etal. , 1977), this gives a
very weak force. There is also a potential step of order 1

eV (Schoepe and Rayfield, 1973; Broomall and Onn,
1975) which keeps electrons out of the liquid helium. In
many experiments the image potential is supplemented
by applying an electric field F, sometimes called the
pressing field or holding field, across two planar elec-
trodes located above and below the surface. If we as-
sume, as in the usual approximation for inversion layers,
that the barrier can be taken to be inifinite and that the
interface is abrupt, then the Schrodinger equation

+ [V(z)+eFz]itj„(z)=E„g„(8.29)
2m dz

can be solved with the boundary conditions
P(0)=g(oo)=0 to find the bound states. The subbands
are given by adding the free-electron kinetic energy
fi k /2m to the eigenvalues E„.

With the image potential of Eq. (8.28), the Schrodinger
equation (8.29) when F=O is the same as for the hydro-
gen atom, and the bound states are given by

cause mobilities are very high, allowing spectroscopy to
be carried out with greater precision than for space-
charge layers in semiconductors.

We shall give only a brief discussion of the properties
of electrons on liquid helium to emphasize the relation-
ship of this system to the semiconductor space-charge
layers that are our principal concern. Fortunately the in-
terested reader can consult several good reviews, includ-
ing those of Cole (1974), Shikin and Monarkha (1975),
Crandall (1976), Grimes (1978a), Shikin (1978a),
Williams (1980), and Edel'man (1980).

The most notable development in this field has been
the observation of crystallization of electrons on the sur-
face of liquid helium at low temperatures by Grimes and
Adams (1979). This result is discussed in the more gen-
eral context of electron crystals in Sec. VII. C, and some
details are also given below. In this section we give a
brief description of some of the basic properties of the
electrons on liquid helium and related substrates and of
some of the experimental and theoretical approaches that
have been used to study them.

An electron outside a dielectric medium with dielectric
constant x feels an attractive image potential energy

Grimes and Brown (1974), and are illustrated in Fig.
182, taken &om Zipfel, Brown, and Grimes (1976a). The
energy-level differences for zero electric field are about
5% larger than those predicted by Eq. (8.30). The
discrepancy is attributed to interface effects, which have
been discussed in Sec. III.E. Several model calculations
that give a good fit to the results of Grimes etal. are
brieQy discussed in that section.

Lambert and Richards (1981) recently reported results
of microwave measurements extending to higher pressing
fields. They compared their measured splittings, extra-
polated to zero surface charge, with Stern's (1978b and
unpublished) calculations and found agreement within 1

CxHz. These results are illustrated in Figs. 183 and 184.
Lambert and Richards (1980, 1981) also pointed out that
correlations between the electrons in the layer influence
the measured splittings, and determined one moment

K =0.70656%, I g (r)r dr (8.31)

of the radial distribution function g(r) to be approxi-
mately 10%%uo bigger than the value for a hexagonal lat-
tice. This result is consistent with theoretical estimates
for the electron density range covered by their measure-
ments. Correlations also a6ect the rate of electron es-
cape from the surface, as discussed by Iye, Kono, Kajita,
and Sasaki (1980).

Plasmons in a two-dimensional system were first ob-
served for electrons on liquid helium (Grimes and
Adams, 1976a, 1976b). The dependence of the plasma
frequency on the wave vector follows the expected
dispersion, including the boundary effects from the cavity
walls. Plasmon dispersion is discussed more generally in
Secs. II.D and VI.C.3.

Cyclotron resonance of electrons on liquid helium is a
rich subject that has been actively studied both experi-
mentally and theoretically. Both the cyclotron linewidth
and its position are influenced by the interaction of the

f=220.0 GHz

~~sr ttttD

K —1

K+1

'2
me4

n =1,2, 3, . . . .
324 n

(8.30)

Solutions of the Schrodinger equation including the elec-
tric field term have been obtained variationally (Grimes
et al. , 1976) and analytically (Hipolito et al. , 1978).
Some mathematical aspects of the solutions have been
considered by Rau (1977) and O' Connell (1978). Transi-
tions between these energy levels lie at microwave fre-
quencies for electrons on helium. They were first seen by

I
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FIG. 182. Derivative of the microwave power vs the potential
difference across a cell with a layer of electrons on the surface
of liquid helium. The cell height is 0.32 cm and the bath tem-
perature is 1.2 K. After Zipfel et al. (1976a).
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FIG. 183. Measured energy-level splittings of electrons on
liquid helium vs the pressing electric field (squares) and split-
tings calculated assuming an abrupt helium surface with an in-
finite barrier height (lines). After Lambert and Richards
{1981).
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FIG. 184. Difference between the measured and calculated
splittings of Fig. 183 {points) and difFerences calculated by
Stern (1978b and unpublished) using a graded interface model
(lines). After Lambert and Richards (1981).
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electrons with each other and with the helium surface.
Comprehensive experimental results have been published
by Edel'man (1979). The work is well reviewed by
Monarkha and Shikin (1980) and is not covered here.
Dykman (1980) has discussed the effect of electron order-
ing on cyclotron resonance.

The mobility of electrons on liquid helium has been
measured directly (see, for example, Bridges and McGill,
1977) and has been deduced from the linewidth of cyclo-
tron resonance (Brown and Grimes, 1972) and of the
plasmon modes (Grimes and Adams, 1976a, 1976b). At
high vapor density the mobility is limited by scattering
from helium atoms in the vapor, and at lower densities it
is limited by scattering from ripplons, which are hydro-

0'6
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FIG. 185. Electron mobility parallel to the He surface versus
temperature and He vapor density. The solid line is calculated
for vapor-atom scattering only (Brown and Grimes, 1972).
The dashed line is calculated for both ripplon and vapor-atom
scattering (Saitoh, 1977). The experimental data points are
from: full circles, Somrner and Tanner (1971); open squares,
Brown and Grimes (1972); plus signs, Grimes and Adams
(1976b); open circles, Rybalko et al. (1975). After Grimes
{1978a).

dynamic modes of the helium surface. At temperatures
below about 0.7 K the latter mechanism dominates.
Mobilities up to 10 cm V 's ' have been observed, as
shown in Fig. 185.

The density of electrons on liquid helium is limited to
values below -2)& 10 cm by an instability (Gor'kov
and Chernikova, 1973; see also Williams and Crandall,
1971) which leads to discharge of the electrons to the
bottom electrode or out the sides of the film (see, for ex-
ample, Volodin etal. , 1977; Khaikin, 1978b) at higher
densities. The available density range includes the range
in which electron crystallization can be expected on the
basis of the theoretical considerations described in Sec.
VII. C.

Electrons on a thin 61m of liquid helium are attracted
not only by the image potential of the helium but also by
the stronger image potential of the substrate. The result-
ing binding energies can be much larger than for bulk
liquid helium, but the electrons can tunnel to the sub-
strate if the film is thin enough. This system has been
discussed theoretically by Cole (1971), Sander (1975),
Shikin and Monarkha (1975), and Jackson and Platzman
(1981). Volodin, Khaikin, and Edel'man (1976) found
that the maximum attainable electron density is higher
in such a system than for electrons on bulk liquid heli-
um.

Experimental evidence for an electron crystal was
found by Grimes and Adams (1979), who observed
resonant frequencies predicted by Fisher, Halperin, and
Platzman (1979b) for a hexagonal lattice (sometimes
loosely called a triangular lattice) of electrons coupled to
the surface modes of the liquid helium. These oscilla-
tions disappear above a transition temperature which
depends on density and corresponds to I =137+15,
where I is the ratio of potential energy to kinetic energy
given in Eq. (7.66). Fisher (1980b) quotes a value
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I ~ = 131+7 &om more recent work of Grimes and
Adams. He has also briefly discussed the order of the
transition. Kalia, Vashishta, and de Leeuw (1981) find a
first-order transition from a molecular dynamics calcula-
tion. A large first-order transition appears to be ruled
out experimentally. The experimental results of Grimes
and Adams are illustrated in Fig. 186. Mehrotra and
Dahm (1979) have predicted that the linewidth of pho-
non resonances in this system drops upon crystallization
and then increases again to a peak as the temperature is
lowered below the crystallization temperature.

Confirming evidence of crystallization has been ob-
tained by Deville et al. (1980; see also Marty et a/. , 1980)
&om observation of optical modes of electrons coupled to
surface deformations of the liquid helium. They find a
transition for N, -T' +, as op—posed to the T depen-
dence of Eq. (7.67) which is confirmed by Grimes and
Adams. If the results of Deville etal. are fitted to a T
dependence, they give I" =118+10.
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FICi. 186. (a) Experimental traces displaying the sudden ap-
pearance with decreasing temperature of coupled plasmon-
ripplon resonances associated with a hexagonal electron lattice
on the surface of liquid helium. The letters identify modes of
the system as described by Fisher et al. (1979b). (b) Portion of
the solid-liquid phase boundary for a classical, two-dimensional
sheet of electrons. The data points denote the melting tem-
peratures measured at various values of the electron density
N, . The line is for I =137, where I is the ratio of potential
energy to kinetic energy. After Cxrimes and Adams (1979).

Hot-electron effects have been widely discussed for
electrons on liquid helium. Good introductions to the
experimental and theoretical work are the theoretical pa-
pers of Monarkha and Sokolov (1979) and of Saitoh and
Aoki (1978b). One consequence of electron heating is the
appearance of abrupt changes for small increases in ap-
plied power, as seen, for example, in cyclotron resonance
(Edel'man, 1977a) and in plasmon standing-wave reso-
nance (Grimes, 1978a). These effects are attributed to
excitation of electrons to higher subbands, where they
have different spatial distributions and scattering rates
than in the lowest subband. Another prediction of hot-
electron calculations (Monarkha, 1979b) is a different
dependence of mobility on the pressing field when the
electrons are in the fluid phase and when they are in the
ordered phase. Such a change has been observed by
Rybalko, Esel'son, and Kovdrya (1979) and is in fair
agreement with the crystallization parameters found by
Grimes and Adams.

Most of the work on liquid helium has been on He.
There has been some work on electrons bound to the sur-
face of liquid He (Edel'man, 1977b, 1979), whose dielec-
tric constant is only 1.0425 at 1 K (Kierstead, 1976),
leading to a weaker image potential and shallower, more
extended energy levels which are more easily deformed
by an external field. Volodin and Edel'man (1979) have
measured the energy-level splittings between the lowest
subband and the first two excited subbands. They find
deviations of order 3—4% from the hydrogenic spec-
trum [Eq. (8.30)] and conclude that the deviations can be
accounted for by a liquid-vapor interface similar to or
slightly wider than that of He. Iye (1980) has measured
the temperature dependence of mobility for electrons on
He, and finds the inobility to be limited by gas atom

scattering down to 0.5 K. Electron binding has also
been reported on the surface of liquid hydrogen and crys-
talline neon and hydrogen by Troyanovskii, Volodin, and
Khaikin (1979a, 1979b).

The interaction between electrons and the surface of
liquid helium admits of a state in which electrons cluster
together and form a dimple on the helium surface
(Williams and Crandall, 1971). Application of a pressing
field can lead to softening of coupled electron-ripplon
modes and to an instability which causes the electrons to
form a hexagonal dimple lattice, in which each dimple
holds about 10 electrons (Leiderer and Wanner, 1979;
Ikezi, 1979; Shikin and Leiderer, 1980; Melnikov and
Meshkov, 1981). Ebner and Leiderer (1980) have studied
the development of the dimple instability on a time scale
of seconds for a range of electron densities. Other types
of nonlinear deformations of the surface have recently
been described by Giannetta and Ikezi (1981). Mode
softening and dimple crystals also occur for ions trapped
at the boundary between liquid He and He (Leiderer
et al. , 1978; Wanner and Leiderer, 1979; Leiderer, 1979).
Another system of massive particles is formed by elec-
trons and their surrounding bubbles inside the liquid
helium, which must be held to the surface by a pressing
field (see, for example, Cole, 1974; Williams and
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Theobald, 1980). Electrons can also line the surface of a
bubble in liquid helium (Shikin, 1978b).

I. Magnetic-field-induced surface states in metals

Surface Landau levels can be induced in metals in the
presence of a magnetic field parallel to the surface, and
manifest themselves as oscillations in the microwave im-
pedance of the sample versus magnetic field. The surface
component of the Fermi velocity of electrons within the
skin depth induces an effective force perpendicular to the
surface, which in turn induces quantum levels much like
those in inversion layers. Because of the small value of
the equivalent electric field, the level spacings correspond
to frequencies of order 10" Hz for magnetic fields of or-
der 100 G, and vary as H . This subject was pursued
in the late 1960s and early 1970s (Khaikin, 1968; Nee
eta/. , 1968; Azbel, 1969, Sec. 13; Doezema and Koch,
1972), and there has been some more recent work (see,
for example, Silin and Tolkachev, 1979). The scattering
of electrons in magnetic surface states in metals (Prange
and Nee, 1968; Prange, 1969; Koch and Murray, 1969;
Mertsching and Fischbeck, 1970) is controlled by
mechanisms which in part are similar to those that
operate in inversion and accumulation layers in semicon-
ductors.

Levels similar to those described here for normal met-
als are also found at the surface of type-I superconduc-
tors (see, for example, Koch and Pincus, 1967; Maldona-
do and Koch, 1970).

IX. OUTLOOK

The scope of this review and of the bibliography shows
that the study of electronic properties of two-dimensional
systems has flourished in the past ten years. The versa-
tility that follows from easily varied carrier concentra-
tions and other system parameters has been widely ex-
ploited, and the importance of many-body effects has
been clearly established. Electrons near the Si-SiOz in-
terface, on the surface of liquid helium, and in the more
recently explored heterojunction systems provide nearly
ideal physical realizations of a two-dimensional electron
gas. However, except for electrons on helium, factors
like impurites, strains, interface roughness, and other
sources of inhomogeneities complicate the
understanding —and in some cases the reproducibility-
of some observed phenomena. Many of the subjects
covered in our review cannot be considered to be fully
understood and await new approaches or more
comprehensive study.

Many new propects are opening. The advent of
heterostructures with electrons of very high mobility and
therefore very long mean free paths, as well as the in-
creased ability to make very small structures, allows the
reduction of dimensionality in some physical sense from
two to one. Increased sophistication and increasing entry
of new workers into the 6eld has led to continuing inno-

vation both experimentally and theoretically. There is
still opportunity for discovering new phenomena, new
techniques, new structures, and new applications. We
expect that this field will continue to be fruitful for some
years.
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APPENI3I X: CHARACTE R ISTIC SCALE VALUES

sc„=staticdielectric constant of silicon=11. 5,
~;„,=static dielectric constant of oxide=3. 9,
m =efFective mass for motion parallel to the

interface =0.19m o,
m, =effective mass for motion perpendicular to the

interface =0.916m 0.

The mass values are from Hensel, Hasegawa, and Nakay-
ama (1965), the silicon dielectric constant is &om Bethin,
Castner, and Lee (1974), and the oxide dielectric constant
is &om Grove (1967; p. 103). Slightly di6'erent values
may have been used elsewhere in the text and in the pa-
pers cited.

1. Quantities related to charge

C;„„insulator capri tanee.

+ins
lI1S (cgs),

In this section we give numerical values for some of
the characteristic lengths, energies, and other quantities
that arise in discussing the electronic properties of sem-
iconductor space-charge layers. Although equations in
the remainder of the text are in cgs units, we shall give
them here both in cgs and in Systeme International (SI)
units. To convert from SI units to cgs units, replace co
by 1/4' See th.e list of symbols at the beginning of this
article for definitions of symbols not defined below.

The expressions given here are often valid only under
certain conditions. Refer to the relevant places in the
text for a more complete discussion.

Most numerical values in this section are normalized
to the values for electrons in silicon (100) inversion layers
at low temperatures with only the lowest subband occu-
pied. The material parameters used are:
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Cins = (SI) &

dins

C;„,[pF/cm ]=34.53
dins

Kins

3.9

N„space cha-rge layer carrier density, -C~„,( Vo —VT)/e.

N, [cm ]=2.155X10"
i Vo —VT

i [V]

zd, dep/etion layer thickness.
/21

trad(g

2me (Ng ND—

1/2

(cgs),Zd=

2&scsokd

e (Ng —ND )
(SI),

2. Quantities related to distance

100 nm
X

dins

Kins

3.9) ' 15 3 1/2

zg[ij,m] =1.127(/A[V])'
A D

Xd p1 depletion layer charges per unit area.
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where Pd is the band bending in the depletion layer, in-
cluding the substrate voltage P,„b, if any. See Eqs.
(3.9)—(3.13).

F~„„electricfield in insulator

where Vz and VT are the gate voltage and the threshold
voltage, respectively. This relation is an approximate
one, and applies to strongly inverted or accumulated
space-charge layers.

zp —=zpp average distance of electrons from the interface
toith only the lowest subband occupied.

1/39K„fi
16m.mme X* (cgs),

1/3
9KscEO~ (sI),

4m, e X*
1/3

10' cm
zp[nm] =2.283

Ksc

11.5

1/3 ' 1/30.916m p

11
where N*=Nd, z~+»N, . Typical values of zp range
from 1 to 10 nm or more. See also Fig. 12.

where Pd is the band bending in the depletion layer, in-
cluding the substrate voltage P,„b, if any. See Eqs.
(3.9)—(3.13). Typical values of zd range Rom 0.1 to 10
LMm.

4me (N, +Nd, p))
(cg»

Kins

iF;„,i = (SI),
e (N, +Nd, p) )

0 ins

i F;„,i [V/cm] =4.640X 10 10"cm —' 3.9
Kins

kz [cm ']= 1.772 X 10 10"cm-'

Az 2~/kz, Fermi——wavelength.

1012 —2

Ap. [nm] =35.45
2

kF (2mN, /g„)'~——, Fermi wave vector
1/2 - 1/2

2

1/2

if there is no charge in the insulator or at the
semiconductor-insulator interface. Because Si02 has a
maximum dielectric breakdown field of about 10 V/cm,
the value of N, + Nd, p1 in Si cannot exceed about
2X 10' cm

F„electricfield just inside the semiconductor

4me (Ng +Nd, pt )
iF, i

= (cgs),
Ksc

i' i
= (SI),

e(N, +N~, p, )

OKsc

i
F, i

[V/cm] = 1.574 X 10 10"cm —'

vF A'kF /m, Fermi ——velocity.

vF [cm/s] = 1.080X 10
1/2

S

10"cm'
T

0.19m o
X

gv m

a*, effective Bohr radius using semiconductor dielectric
constant.

2K„Aa~ = (cgs),
me

4m'. O K„Aa*= (SI),
me
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a*[nm] =3.203
11.5

0.19m p
E;, quantum levels in a constant electric field F, Isee Eq.
(3.24)J.

a*, effective Bohr radius using average dielectric constant
of semiconductor and insulator.

f2

2mz

1/3
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—g2
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X
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a~[urn] =2.145
K

77,
0.19mo

q, =2g„ja~,screening wave vector (long wave-length, low
temperature limit; one subband occupied) using semicon
ductor dielectri. c constant fsee Eqs. (2.24) and (2.28)J.

where we used I', =end p]/K Ep. The three lowest levels
are Ep ——50.9 meV, E1——88.9 meV, and E2 ——120.1 meV,
all multiplied by the last three factors above.

Ry*, effective rydberg using semiconductor dielectric con
stant.

q, [cm ']=1.249&C 10
Ksc 0.19m p

4
Ry*=

2 (cgs),
2K„A

q, =2g„ja~,screening wave vector (Long wav-elength, low
temperature limit; one subband occupied) using average
dielectric constant of semiconductor and insulator fsee
Eqs. (2.24) and (2.28)g:
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2 2 ~ (SI),

32m coK„R
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m

0. 19m p
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3. Quantities related to energy

The dimensionless ratio r, /a* or r, /a~ is often called
simply r, . It varies from about 1 to 10 or more for the
usual range of carrier concentrations in silicon inversion
layers.

Ry*= (SI),
32lT' EpK fl

Ry*[meV] =43.60
0.19m o

7.7

fico&, two dimensio-nal plasmon energy for wave vector q in
thick insulator lim-it Isee Eq. (2.42)J.

1/2
2m&, e q

(cgs),
Km

1/2
X,e q (SI),

Ry*, effective rydberg using average dielectric constant of
semiconductor and insulator.

me'
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2

D(E)=g, m/rrA, density of states in the Lowest subband.
fico~ [meV] =6 865. 1/2 1/2

S

10 cm 10"cm-'

D (E)[cm eV ']= 1.587)& 10'
2

,
0 19mo

0.19m o
X
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where a spin degeneracy g, =2 has been assumed. COp

[cm ']=55.37
10 cm

' 1/2 1/2
S

10' cm

Ez[meV ]=6.300
10' cm gu

0 19mp

EF N, /D(E), Fermi ——energy at absolute zero, one sub
band occupied.

,
0.19mp

X '

m

1/2
7.7

fuu~, two dimensional pla-smon energy for wave vector q in
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thin in-sulator limit /see &q. (2.43)J.

AN, e d;„, 1/2
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5. Quantities related to mobility
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The depletion layer is assumed to be much thicker than
the oxide.

4. Quantities related to magnetic field

Nz, bulk acceptor concentration, Uersus room-temperature
bulk resistiuity p, for nominally uncompensated p-type sil
icon (after Sze, 1969).
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