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The authors review the development of extended x-ray absorption fine structure (EXAFS) within the last
decade. Advances in experimental techniques have been largely stimulated by the availability of synchrotron
radiation. The theory of EXAFS has also matured to the point where quantitative comparison with
experiments can be made. The authors review in some detail the analysis of EXAFS data, starting from the
treatment of raw data to the extraction of distances and amplitude information, and they also discuss selected
examples of applications of EXAFS chosen to illustrate both the strength and limitations of EXAFS as a
structural tool.
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I. INTRODUCTION

4—

Germanium

0
I I I

11000 11400 11800
Photon energy in eV

12200

FIG. 1. X-ray absorption spectrum of crystalline germanium
at a temperature of 100 K. The sharp rise in p near 11 keV is
the K edge and the modulation in p above the edge is the
EXAFS.

The term extended x-ray absorption fine structure
(EXAFS) refers to oscillations of the x-ray absorption
coefficient on the high-energy side of an absorption
edge. Such oscillations can extend up to 1000 eV above
the edge and may have a magnitude of 10% or more.
As an example, the absorption spectrum near the K
edge in crystalline Ge is shown in Fig. 1. The phe-
nomenon of EXAFS has been known for about half a
century, and the ba.sic physical explanation has been
provided by Kronig, who says that these oscillations
are due to modification of the final state of the photo-
electron by the crystal (Kronig, 1931)or, in the case
of gaseous molecules, by atoms surrounding the ex-
cited atom (Kronig, 1932). However, when this field
was last reviewed in this journal (Azaroff, 1963), a
great deal of confusion still existed over the question
of whether a long-range order theory formulated in
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for excitations of an s state in a system in which the
orientation of the sample has been spherically aver-
aged. Equation (1.1) describes the modification of the
photoelectron wave function at the origin due to scat-
tering by N,. neighbors located at a radial distance r,.
away. This is illustrated in Fig. 2 where the outgoing
wave is shown backscattered by a neighboring atom.
The backscattering amplitude is given by

f(k, ~) =
I f(k, ~) I

e' "''

(21+1)(e""—1)(—1)',
2ik (1.2)

where 5, (k) are the scattering phase shifts. The
photoelectron wave vector k is defined as .

k =K '[2m(ku) —Eo)J'k, (1.3)

where cu is the x-ray frequency and I:0 is the threshold
energy. It is clear that the electron wave will be
phase shifted by 2kr, . by the time it makes the return
trip to the neighbor. To this we must add the total
phase function g;(k) given by

y, (k) = y, (k) +25,'(k) . (1.4)

FIG. 2. Outgoing photoelectron waves (solid lines) propagate
to neighboring atoms represented by open circles. The back-
scattered waves (dashed lines) modify the wave function at the
central atom and give rise to EXAFS.

terms of Bloch waves (Kronig, 1931)or a short-range
order theory in terms of scattering by neighboring
atoms (Kronig, 1932, Hartree et al. , 1934, Shiraiwa
et al. , 1958) is more appropriate. A major source
of the confusion was that quantitative comparison be-
tween theory and experiment was nonexistent.

Over the past few years a dramatic improvement in
our theoretical understanding of EXAFS has occurred.
As we shall see, it is now established that a single
scattering short-range order theory is adequate under
most circumstances. The oscillatory part of the ab-
sorption coefficient AJU, , normalized to the structureless
(atomlike) background po, is given by

The first term P, (k) is the phase shift due to the back-
scattering from the jth neighboring atom as defined in
Eq. (1.2), while the second term is twice the central-
atom phase shift 5,'(k) to account for the potential of
the central atom through which the l =1 photoelectron
wave (excited from an I =0 state) has traversed (the
prime denotes that the central atom is photoexcited
and is, in general, different from the neutral neighbor).
The wave function at the origin is modulated according
to this total phase factor and this accounts for the
sinusoidal term in Eq. (1.1). In addition, we have to
account for the fact that the atoms are not stationary.
Thermal vibrations will smear out the EXAFS oscil-
lations, and in the harmonic approximation this can be
accounted for by a Debye-&aller-type term
exp(- 2o2k2). Finally, electrons that have suffered
inelastic losses will not have the proper wave vector
to contribute to the interference process. This is
crudely accounted for by an exponential damping term
exp[- 2+J/X, (k)J. It is the limited range of the photo-
electrons in the energy region of interest (50—1000 eV)
imposed by this damping term which permits a short-
range order description of EXAFS even in crystalline
materials.

The renewed interest in EXAFS within the last sev-
eral years began with the work of Sayers, Stern, and
Lytle (1971). They emphasized that if EXAFS can be
described by Eq. (1.1), it should be possible to invert
the problem and obtain the distances r,- from an analy-
sis of EXAFS data. In particular, they performed a
Fourier transform in k space of EXAFS data on
crystalline and amorphous Ge and showed that peaks
in the transform correspond to various atomic shells.
The advantages of EXAFS versus conventional x-ray
diffraction are obvious, and indeed some of the fea-
tures were already appreciated by Hartree et al.
(1934). EXAFS permits the determination of the local
structure of each individual atomic species. Single
crystals are not required. Applications that immed-
iately come to mind are complicated biological mole-
cules, alloys and amorphous materials, solution
chemistry, catalysts, etc. At the same time, how-
ever, it is also clear that before EXAFS can be es-
tablished as a viable structural tool, certain problems
must first be overcome. We see from Eq. (1.1) that in
order to go from the data to distances r, , it is essential
to have information on the k dependence of the phase
shift g and, to a lesser extent, information on the back-
scattering amplitude I f (k, &)I and the Debye-Wailer and
inelastic loss factors. Furthermore, there is the im-
portant question of the extent to which different dis-
tances can be resolved by EXAFS analysis. A discus-
sion of the progress towards answering these questions
makes up the bulk of this review.

So far we have discussed only the theoretical question
of data analysis. In the past few years there has also
been a dramatic improvement on the experimental
side. EXAFS requires a continuously tunable x-ray
source. The conventional source has been the brems-
strahlung background from x-ray tubes, and an EXAFS
spectrum of statistics suitable for accurate distance
determinations may require several weeks of data
accumulation. Synchrotron radiation in the x-ray
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range has become available and proves to be the ideal
source for EXAFS experiments. As demonstrated in
studies of Br2, Gec14, and Cu, the -10' increase in
photon flux means that most conventional spectra can
be taken in a matter of minutes (Kincaid and Eisen-
berger, 1975; Kincaid, Eisenberger, and Sayers,
unpublished). Since that time there has been an ex-
plosion in the amount of data available in both simple
and complicated systems. In particular, detailed
studies of simple systems with known distances have
enabled the phase shifts g(k) to be extracted experi-
mentally, which are then used to predict distances with
an accuracy of &0.02 A (Citrin et al. , 1976). Such data
have, in turn, inspired considerable theoretical work
so that quantitative comparison between theory and ex-
periment can now successfully be made (Lee and Beni,
1977).

The outline of this review is as follows. In Sec. II
the recent advances in experimental techniques, par-
ticularly with regard to synchrotron radiation, are
described. In Sec. III we review the theory of EXAFS,
and discuss in considerable detail the basic ingredients
of the theory and the comparison of calculated spectra
with experiments. Section. IV is a thorough account of
the analysis of EXAFS data, leading to phase shift and
distance determinations. In Sec. V we review a number
of examples of recent applications of EXAFS. A com-
plete bibliography of EXAFS-related research is not
attempted; the field has grown too large and crosses
too many disciplines for that to be a fruitful endeavor.
Bather, a number of examples are chosen to illustrate
the successes, as well as the limitations, of EXAFS
as a structural tool. In Sec. VI we review some related
techniques and promising developments.

I I. EXAFS EXPER IIVIENTAL TECHNIQUES

In the 1930's x-ray absorption spectra were taken in
transmission with low-power conventional tubes, a dis-
persive Bragg spectrometer, and film as a detector
(Kossel, 1920; Kronig, 1931, 1932). Very few mea-
surements were made in the 1940's and 1950's. In the
late 1960's the measurement of x-ray absorption spec-
tra was revived, this time using modern counting and
automation techniques (Lytle, 1966). The replacement
of conventional x-ray tubes with synchrotron radiation
signaled the beginning of rapid changes and variations

in measurement techniques (Kincaid and Eisenberger,
1975: Kincaid, Eisenberger, and Sayers, unpublished).
A transmission technique utilizing a channel-cut
monochromator and ion chamber was developed, fol-
lowed shortly by the development of a fluorescence
technique based on a solid-state detector (Jaklevic
et pl. , 1977), and then one based on an array of scin-
tillation and solid-state detectors. In 1976 a new
mirror-monochromator system was developed which
provided an increased factor of 30 in flux and about 300
in intensity. This system made possible the first
successful study utilizing Auger electron detection for
surface science studies (Citrin et a/. , 19'78). Very
recently a new graphite crystal array detection system
was developed by Hastings etal. (1979) which extended
the limit of EXAFS experiments on dilute systems by
an order of magnitude —or potentially two. An im-
proved version of the fluorescence technique through
the use of absorption filters to decrease the scattering
background has also been successfully developed (Stern
and Heald, 1979). The synchrotron-related develop-
ments have been responsible for the renewed interest
in conventional rotating anode x-ray sources coupled
with curved crystal monochromators to perform labora-
tory-based transmission experiments (Knapp et al. ,
1978). In this section we describe each of the afore-
mentioned experimental developments in x-ray ab-
sorption measurements since 1972 and compare their
strengths and weaknesses for specific types of studies.

A. Description of experimental techniques

In Fig. 3 a schematic generalized experimental ap-
paratus is shown to illustrate the various components
comprising an x-ray absorption experiment.

1. Sources

A general review of various photon sources is al-
ready available (Brown, 1974; Haensel and Kunz,
1967; Lea, 19'78; Winick, 1980), so we concentrate
here only on how they impact on EXAFS measure-
ments. The two sources of continuous x radiation
used for EXAFS studies are the bremsstrahlung output
from a rotating anode x- ray tube and the synchrotron
radiation produced from electron storage rings or
synchrotrons (the output from a synchrotron is less
desirable because of its varying characteristics with
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PIG. 3. Schematic apparatus for an
x-ray absorption experiment.
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time). A comparison of the outputs available from
'rotating anode sources and storage rings is given in
Fig 4.

Several characteristics of this figure deserve men-
tioning. Even though the brightness of synchrotron
radiation is of the order 108 greater than that of
bremsstrahlung radiation, it is not immediately obvious
that the fluxes available for actual experiments are that
much larger. For example, at the Stanford synchrotron
many experiments are performed with only about 1
mrad2 of radiation due to both the large collimation of
the beam and the long distance from the experimental
apparatus to the source. Using bent crystal optics
with bremsstrahlung radiation„as much as 100—1000
mrad' can be collected and thus the 106 greater bright-
ness of synchrotron radiation is reduced to only a
10'—104 flux enhancement. On the other hand, rotating
anode sources are now near their limit in output power
due to heat limitations in the target. while new or ex-
isting storage ring sources are being designed or
modified for flux enhancements by as much as 10'-104.
This increase will come from higher stored currents
in dedicated storage rings, from collection of larger
horizontal divergences with focussing mirrors, and
from utilization of coherent wigglers (Kincaid, 1977;
Winick, 1980). Thus the theoretical factor of 10'—108
between identical experiments with the two different
sources should, in fact, be realistic. Today, with the
Stanford synchrotron running at 3 GeV and using a
mirror to collect 6 mrad of horizontal divergence,
about 10" photons/sec eV are obtained in the 7 keV
energy region. In the future about 10" photons/sec eV
should be possible.

In addition to considerations of flux there is also the
question of radiation purity. The spectrum of radiation
from a storage ring is very smooth, while that from an
x-ray tube contains characteristic lines originating
from the target material and contaminants. These can

seriously deteriorate the quality of certain EXAFS
measurements.

In spite of the obvious disadvantages of flux and
purity, however, there are two offsetting factors that
make conventional sources extremely attractive. The
first is that even with the considerably lower photon
fluxes provided by conventional sources, approximately
108 ph'otons/sec in a 10 eV bandwidth, this is still
adequate for high concentration studies. The second
factor is that conventional sources are readily ac-
cessible and available for continuous experimentation
while synchrotron sources are sparsely distributed
and available for the general scientific community
on only a limited basis.

A succinct assessment of the above comparison, then,
is that studies of systems which are dilute and/or
complex and/or which require particularly high ac-
curacy (large k range) are best performed with
synchrotron radiation, while studies of concentrated
systems can easily be performed using bremsstrahlung
radiation.

g2e 2
CV g,n =] —6 =I —

2 Q N, Z, =I-
7l'tP C

(2.1)

where Z, is the number of electrons on atom a. for
which there are N, such atoms'per unit volume. Total
external reflection at a given energy will occur for all
angles less than the critical angle 8, . From Snell's
law we have

2. Monochromators

In general, the two optical elements used for mono-
chromatization in the x-ray region are single crystals
and mirrors. Mirrors, generally curved, are used to
focus the radiation and to change the angular and spatial
characteristics of the beam. They operate on the basis
of total external ref Lection. The index of refraction at
x-ray frequencies is approximately given by

cos6, =1 —5 or 8, =v'25, (2.2)
I O I6

E
I lol4

I

I 0 I2

0
C)

a. I 0

IO8

IO6

IO

I l I

IOI I02 IO~ IO4

PHOTO~ E~ERGV (eV)
IQ5

which for 5-10 implies a 6, -10 ' rad. At a given
angle I9& 0, there is a high energy "cutoff" given by

@GO~@&c = (2.3)

Below that cutoff energy the ref lectivity can be as high
as 80—90%. The high energy cutoff can make mirrors
useful as low pass filters. Because of the smal. l angu-
lar range of total external reflection the radius of
curvature is quite large. Also, the finite angular range
makes mirrors more useful for the highly collimated
synchrotron radiation than for conventional x-ray
sources. The first application of a mirror with syn-
chrotron radiation is described by Horowitz and
Howell (1976). Since that time mirrors have been suc-
cessfully utilized by others.

Bragg crystal spectrometers can be used in a variety
of configurations, each of them characterized by a dif-
ferent emittance(James, 1965; Hastings, 1977; Des-
lattes, 1980). We briefly describe the parallel double-
crystal spectrometer, which is the configuration most fre-

FIG. 4. Comparison between rotating anode ~-ray source and
synchrotron storage ring.

quently used for current sychrotron research. A schemat-
ic diagram is shown in Fig. 5. The type of crystal deter-
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mines the efficiency and resolution of the spectro-
meter. There are two general classes of crystals,
mosaic and perfect, and as of this writing only the
latter have been used. A perfect crystal can be charac-
terized by a Darwin reflection width 58 and an ef-
ficiency e, which in most cases is greater than 90%%u&

for highly collimated monochromatic radiation. When
used for EXAFS research on a storage ring, the in-
herent collimation of the radiation 58„ is typically
greater than 58 . The general set of equations de-
scribing the performance of a perfect parallel crystal
spectrometer with Bragg plane spacing d and a vertical
scattering plane is

~ =2d sine~,
&F.'=
E =Cote 58" u 58"&58

2n~ ~E'g2
58

& sin2 egmc

for 58„&58„,1„58~

where & is central wavelength reflected when the beam
makes the angle 8~ with the Bragg planes. The resolu-
tion LX/X is determined (to leading order) by the angu-
lar range of incident radiation in the plane of scatter-
ing, and the extinction width 58 is determined by the
scattering power & of the crystal. The fraction of in-
cident radiation within the bandwidth ~~ that is re-
flected, I„/Io, is determined both by the efficiency c
of the reflection and by the acceptance mismatch
68 /56„. This last factor is due to photons arriving
with wavelength ~ but at an angular deviation from 6~
greater than 58 . Since 58„ is -3x 10 rad and
58„ is typically 5 x 10 ', an order of magnitude of inten-
sity is lost from this mismatch. Mosaic crystals are a
possible approach towards reducing such losses. These
crystals reflect over a larger angular range 58 at
the expense of their efficiency's being lower because
of larger photon penetration depths (greater absorption
losses). Initial .uses of such crystals have not been
successful, due most probably to the increased loss
(i.e., lower ~) of mosaic crystals. In the future either
crystals with a larger 58 (i.e., InSb or W), slightly
curved crystals, or mirrors should be used to correct
the current factor of 5-10 mismatch which exists be-
tween 58 and 58„. In particular, curved crystals offer
the possibility of greater collection efficiency without
a loss in resolution.

The resolution required for EXAFS is not very great.

For typical measured distances r less than 5 A, the en-
ergy separation between peaks, given approximately by

2m@ =n,

~ (eV) -7kak (A-')

is 5 eV at k =2 A ' and 25 eV at k =10 A '. Since for
most systems the r accessible to EXAFS analysis is
no greater than -3 A and generally data with k & 3 A-

are analyzed, the smallest energy separation between
peaks is about 15 eV. To avoid distortions in the data
a resolution no poorer than -5 eV should be used.
Inadequate resolution may have serious effects on the
analysis of more distant shells, a problem which has
been discussed by I engeler and Eisenberger (1980}.
On the other hand, it does not pay to have much higher
resolution since such studies have not revealed addition-
al structure. Also, higher resolution necessarily re-
sults in a smaller photon flux. Ultimately structure on
a fine energy scale will be broadened by the core hole
decay rate which varies from fractions of an eV for
light atoms to tens of eV for heavy ones (see Sec. III.D).

A second reflection either in the form of a monolithic
channel-cut crystal or an independent second crystal
(see Fig. 5) is used to insur'e that the monochromatized
beam always propagates in the same direction as the
incident beam. This scheme results in a vertical dis-
placement between the monochromatized and the inci-
dent beam of h =2& cose~. To keep the samples cen-
tered on the beam, therefore, it need only be trans-
lated small distances if D is small (typical values are
1 cm). Recently, more ingenious schemes for two
crystal spectrometers with fixed entrance and exit
beam positions have been designed (Cerino et al. ,
1980; Golovchenko et al. , 1981).

One advantage of two independent crystals over a
channel-cut crystal is that the second reflection can be
slightly mistuned from the first. This technique can
be used to diminish the higher harmonics because of
)he narrower Darwin width of the higher order reflec-
tions.

The double crystal spectrometer is most often used
with synchrotron radiation because of the source's well
defined collimation. Conventional x-ray sources, which
are divergent and are thus about 10 —10' less bright,
require curved crystal spectrometers because radiation
over solid angles as large as 0.1 steradians can be
collected. Discussion of the different resolution and
intensity criteria for curved crystals is given by
Berreman (1979).

CHANNEL CUT CRYSTAL MONOCHROMATOR

Ii

h=2D cos
OTHER

OUTPUT
BEAM 220 REF

p~ I FAlYl

BRAGG 4 ~
Icm

LEAD
SLIT

INPUT
BEAM

FIG. 5. Illustration of a channel-cut crystal monochromator.

3. Sample chamber

Two general considerations in the design of an EXAFS
sample chamber are the small size of the signal com-
pared to the background absorption and the preserva-
tion of the sample's chemical integrity during the
course of the measurement. Both dictate great care in
sample preparation, characterization, and positioning.
To accommodate the wide variety of samples that are
measured with EXAFS„Dewars, ovens, pressure
vessels, high vacuum chambers, flow chambers, and
gas cells are generally standard parts of an experi-
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mental apparatus. The use of such equipment in
EXAFS is not significantly different from their use in
other experiments. The only special criteria for con-
sideration are (a) low-loss coupling of the photon beam
to the sample and (b) the detector (see next section).
Since photoabsorption varies approximately as Z ~', a
low Z window is desirable. Beryllium is usually the
first choice, but in some applications Kapton is ac-
ceptable. Teflon can also be used for study of reactive
materials (it is available in films bonded to Kapton).
At sufficiently low photon energies (&3 keV) even the
thinnest self-supporting window is too strongly absorb-
ing and direct coupling of the experimental chamber
to the beam port is necessary.

The requirem ents of s ize, th ickness, and other
physical and chemical properties of the sample vary
greatly depending upon whether transmission, fluores-
cence, or other detection schemes are used. In the
next section we describe these detection schemes and
their sample requirements more fully, but for now we
make one general comment. The smallness of the
EXAFS signal with respect to the total absorption re-
quires that systematic effects be minimized, and the
most likely cause for this is sample inhomogeneity.
Even if all beam harmonics are removed and the sample
tracks the beam perfectly, the intensity distribution
across the beam can change due to competing reflections
or monochromator inhomogeneities. For an inhomo-
geneous sample, this change in incident beam intensity
is manifested as an absorption fluctuation. Various
powdering techniques or dried solutions are often used
to produce homogeneous samples. These considerations
are most severe for transmission measurements and
become particularly troublesome when studying dilute,
low Z atoms in nonmetallic (nonrollable) materials
such as biological proteins. The K edge absorption
length for monoatomic samples is nearly constant, re-
quiring thicknesses for transmission experiments of
about 10 ~ cm. However, for Fe in hemoglobin, sam-
ples up to 1 mm thick can be used due to the weak ab-
sorption of the low Z atoms of the protein at the Fe
absorption wavelength. For Ca in a protein, on the
other hand, thicknesses of 10 ' to 10 ' cm are required
and this greatly increases the difficulty of obtaining a
uniform sample.

4. Detectors

The goal of an x- ray absorption experiment is to
measure the absorption of the sample as a function of
energy. This can be accomplished in several ways,
either directly by measuring the attenuation of the
incident beam in a transmission experiment, or indi-
rectly by measuring the products of absorption,
namely, the fluorescent radiation or the nonradiative
Auger or secondary electrons. Generally speaking„
transmission is advantageous for concentrated samples
where one is, so to speak, weighing very precisely the
ship with and without the captain. For dilute systems,
in which the precision of the measurement is limited
by the number of absorbing atoms, the "captain" is
weighed directly by selectively measuring the absorp-
tion by-product of the constituent atom of interest.
Considerations of signal-to-noise ratio for the various

techniques is given in the next section.
Regardless of detection scheme, it is necessary to

measure the incident intensity in order to remove the
effect of a varying source intensity. This must be done
in a manner that depletes only a small fraction of the
incident intensity. Ion chambers have so far been the
universal choice in the x-ray regime. Filled with a
gas or mixture of gases contained by two thin wmdows,
an ion chamber works on the principle of measuring
photoion current. It is thus best suited for high signal'
level experiments. The ion chamber also has the
desirable feature of being able to have its gas mixture
readily adjusted such that either the incident or trans-
mitted detector's absorption is optimum.

The measurement of secondary products requires a
separate detector capable of selecting only those prod-
ucts characteristic of the atom of interest. Discrimi-
nation against unwanted products is usually done on the
basis of energy. For the case of fluorescent photons
a scintillation detector, a nondispersive solid-state
detector, either of the two with an absorption filter,
or a combination of a curved crystal analyzer and a
scintillation detector is used. The respective resolu-
tion of the scintillation, solid-state, and crystal detec-
tor at 8 keV is approximately 2 keV, 200 eV, and 20
eV. Two other important parameters for describing
the effectiveness of these various approaches are the
solid angle acceptance and the data rate capability.
Arrays of scintillators, solid-state detectors, or
crystals can be used to increase the solid angle, with
cost being the main limitation. The data rate capacity
of the individual detectors is approximately 200000
counts/sec for the scintillation detectors, 40000
counts/sec for the solid-state detector, and essentially
unlimited for the crystal. For any of these photon
counting schemes the data accumulation rate on any
individual detector should not exceed the electron bunch
repetition frequency (-106/sec) of the storage ring in
order to avoid two photons arriving within a single
synchrotron radiation pulse. This form of saturation
ultimately limits the simple photon counting approach.
For presently realized data rates this has so far not
posed a serious problem. With (future) increased data
rates the problem of saturation can be remedied simply
by increasing the number of detectors. Also, more
elaborate electronic counting schemes (fast integrators)
could surmount the pulse repetition problem.

Detection of the Auger or secondary electron by-
products of the absorption process requires a high
vacuum environment and an electron detector. The de-
tector can be either an energy analyzer or a secondary
electron multiplier, the former giving higher resolution
and the latter generally giving larger solid angle de-
tection. Electron multipliers are suitable for total and
partial secondary electron yield detection, while energy
analyzers are best suited for Auger electron measure-
ments. Both systems are susceptible to saturation due
to limitations in data rate capabilities and, as with the
case of photon detectors, this problem can be over-
come. Both systems require separate measurement
of the incident photon intensity. If the sample under
study has an absorption edge ~3 keV, the vacuum sys-
tem can be isolated from the storage ring with a Be
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window and a conventional ion chamber can be used.
If the absorption edge is ~3 keV, a separate electron
multiplier system mounted near a high transmission
grid coated with an element of smoothly varying ab-
sorption in the energy region of interest can be used to
monitor the incident flux.

B. Signal-to-noise evaluation of the different detection
schemes

The development of a wide variety of experimental
approaches for measuring EXAFS has arisen from the
almost limitless range of samples thai can be studied.
These include gases, solids, or liquids containing ab-
sorbing atoms of either high or low Z which are dis-
tributed either uniformly in thin or thick (bulk) samples
or nonuniformly in thin (surface) layers supported by
bulk material. In this section we first discuss in general
terms each of the various EXAFS detection schemes
according to their application to uniform and nonuni-
form samples and then consider which approach is best
suited for representative examples.

With a source of brightness & in photons/sec eV
mrad mm' and a mirror-monochromator system with a
bandwidth ~(E), a solid angle collection of 5G onto an
area A with an efficiency e(E) (including absorption in
the transport system), the photon flux I, incident on the
first detector is given by

spectrum of the "monochromatic" beam due to the fact
that different reflections are not centered at the same
energy. Thus there is a dispersive aspect to glitches
in addition to amplitude changes. If the ratio has a
slope as a function of energy, the dispersive effect will
cause a derivativelike glitch.

1. Uniform sample

For a uniform sample the total absorption coefficient
can be divided into the absorption of the atom of in-
terest p~ and that of the other atoms p ~, such that

(2.9)

Here N, is the concentration in atom/cm' of the ith
atomic species and 0 is the atomic absorption cross
section in cm'. Only p~ is expected to have structure
in the energy region being studied.

a. Transmjssion

For a sample of thickness ~ the intensity of trans-
mitted photons detected by the second ion chamber is
given by

Io(photons/sec) = E~(E)5OAe(E) . (2.5) I, (photons/sec) =I,e "& (2.10)

The detector measuring Io (usually an ion chamber)
absorbs a small fraction of the incident intensity such
that the photon flux detected by the first ion chamber
(with gas mixture of thickness x and absorption p. ) is
given by

The total signal is the ratio I~/I, . Since we are only
interested in the contribution of p~, specifically the
modulations Ap, ~ which carry the structural informa-
tion, we write the EXAFS signal 3s

I, =I (1 —e ' "'d),

while the flux hitting the sample is given by

(2.7)

(2.8)

The noise is simply given by

(2.11)

To cancel out fluctuations of the source all measure-
ments are made as a, ratio of the signal (transmitted,
fluorescent, or nonradiative intensity) to I~. Except
in transmission the signal-to-noise ratio is not sig-
nificantly affected by I„but rather by the statistics of
the much smaller fluorescent or nonradiative signal.
For simplicity we therefore assume that I, has no
noise for the fluorescent and nonradiative detection
schemes (modifications introduced by considering its
contribution to the noise are described). The fraction
I~/Io, which optimizes a given type of experiment, is
also specified. Finally, we initially assume that the
fluorescence and nonradiative experiments are per-
formed without contribution from any background sig-
nal.

The above discussion ignores the existence of
"glitches" in the ratio of the signal to L, . These
glitches are due to multiple Bragg reflections being
satisfied simultaneously. In most cases the amplitude
change remains after taking the ratio of the signal and
I. , because of differences in the two detection channels
(i.e., speed of detectors, beam positioning, etc. ). For
two identical detection channels a glitch can still arise
because the multiple reflection changes the frequency

(2.12)

(2.13)

Maximizing the signal-to-noise ratio with respect to
(px), and p, rA', we obtain

(px)„=0.245, ij.rX =2.55,
which yields

(2.14)

0 556 & I 1&
N (2.15)

Had we ignored the fluctuations of I~, the result would
be (with p. rX=2)

S
inc (2.16)

Since in practice Io= I „we shall ignore fluctuations
in L~ for the rest of the section.

with the resulting signal-to-noise ratio for a one second
integration time being
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b. Fluorescence

I-.~,(Q/«) u &(E)
~ r(E) + V r(E&)

(2.17)

where &f is the fluorescence yield, E is the energy of
the incident photon, and Ff is the characteristic
fluorescence energy. The EXAFS signal is again the
variation in p& and is given by

e (I,/I, ) I;„, c,(Q/4v)a p, „
ap, ~

" I, p. (rE)+P. r(Ef)
(2.18)

The noise, ignoring the contribution of I„and back-
ground, is given simply by

For the case of a uniform sample we assume that it
is infinitely thick and that the incident and fluorescent
beams enter and leave the front surface symmetrical-
ly. i.e., at 45 . The intensity of fluorescent radiation
in the second detector with solid angle acceptance
Q/4& is given by

case concerning background hold for the nonradiative
detection experiment, resulting in

S I1~0 E„Q 47T P~ E 4P~ 1

2. Nonuniform sample

The simplest example of a nonuniform sample is a
thin film of thickness X with absorption of interest p. ~
supported on a flat substrate of thickness X~ with back-
ground absorption p ~. For the fluorescence and non-
radiative detection schemes this problem can be treated
for any value of X~ since only a background is con-
tributing to the total signal, but for transmission the
signal of interest is attenuated by the substrate and
thus the problem is no longer general. How thin the
substrate is, i.e., how much the substrate absorbs
relative to the thin film, therefore quite sensitively
determines the signal-to-noise.

a. Transmission

The S/N is then

S I,e, (Q/4w) p, „(E)
N p. r(E)+Mr(Ey)

(2.1 9)

(2.20)
P~x@I14 e-P b bA (2.25)

From simple extension of Sec. II.B.1.a above, and
ignoring the noise contribution from I„, we obtain

Unless the fluorescence signal approaches the incident
intensity, the noise of I~ is negligible. Typical I~/Iz
ratios are greater than 10' for thick samples, so for
I,/I, between 0.1 and 0.01 the S/N will not be mea-
surably affected. The background arising from quasi-
elastic and inelastic scattering processes can be re-
duced by the use of an absorption filter or a crystal
detector, or by energy discrimination of the photon
detector. As the dilution of absorbing atoms in-
creases„and depending upon the detection scheme
chosen, the background intensity I, could exceed the
fluorescence signal, whereby the S/N deteriorates to

—= p, „Xe "»+I!+(ag„/p. „) (2.26}

b. Fluorescence

The general expression for the fluorescence signal
strength (again ignoring fluctuations in I~) of a.rbitrary
sample thickness X is given by

f (Q/ ~)&~ (E) (1,—i ~ „( ).p „(s,)jx )' »(E)+»(E&) (2.27)

where p, is the (background) absorption coefficient of
the substrate. In the limit p.~X«1, we obtain

S I,~, (Q/4n)p. „(Z) ' ~p,„1
p, r(E)+p. (E~) p. 1+I,/If

In the small thickness limit this reduces to

I, =I , c,(i./4~)l . (E)X. (2.28)

In the limit when Ib»I& this reduces to

S I , (Q/4)p, ().
I,(E)+I r(E&)

c. Nonradiative

(2.22)
S I~.e, (Q/4n) p„(E)X.

(1 +I,/I, ) P, A
(2.29)

Including the background contribution I, from the sub-
strate, the s ignal- to- no ise ratio becomes

S I , e„(Q/4m)p~(E) . Ap. „
p, r(E) +n(E) (2.23)

The S/N can be slightly improved by going to an
asymmetric geometry, i.e., the angle of incidence
being smaller than the angle of nonradiative detection.
The same considerations as applied to the fluorescence

Considerations about nonradiative (Auger and secon-
dary electron) detection are the same as for fluores-
cence except that here the sampling depth is not de-
termined by [p r(E) + p r(E~)] ' but rather is limited by
the Auger and secondary electron escape depths, which
are typically much smaller. Denoting the exponential
attenuation of the nonradiative signal by n(E) and the
nonradiative yield by &„(=1—ez), we obtain

c. Nonradiait ve

For the thin film regime and the same conditions
as assumed for the fluorescence case above, Eq. (2.29)
applies (with Iz replaced by I„), so long as n(E)X«1.
C. Comparison of different detection schemes

A summary of the previous sections is given in Tab-
les I and II. It is obviously beyond the scope of this
work to consider all the possible variations of pa-
rameters that would determine in a particular case
which technique to use and whether or not it would have
sufficient sensitivity to perform the desired experi-
ment. Nevertheless, various general trends can be
described.

We first focus on the uniform case for transmission
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TABLE I. Signal-to-noise ratio for various experiments.

transmiss ion

fluorescence

nonradiative

Uniform sample

p 736 I A (E) &p & (E)linc

(
ey(Qy/4~) p z(E) Ap~(E)I,„,

(1+IVII) t(r('E)+ Vr(E&)] ) ~(E)

(
e„(Q]]/4w) p~(E) Dp~(E)I(/](,

(1 + I]}/I„)I'(J z (E) + n (E)) pA (E)

Nonuniform sample {p&X«1)

(E)gi / 2
lI, bxb/2 {E)X A lllG

PA
p (E)

&y {~f/4&)px(&)X / &@~(E')I&

1+I+I& p&(E)

p~(Q+47t) p~(E)X ~l 2 Qp~i/ 2

(1 + I]}/I„) )

(2.20)

we have for the simple case o ~ = o~ that at greater
than 10 '—10 ' dilution the fluorescence approach is
preferred. For a low Z atom in a high Z material,
0~ & v~, and fluorescence is even more favorable at
such concentrations. The converse is true for the case
of a high Z atom in a low Z material. This is often
encountered in biological studies in which a transition
metal like Fe in hemoglobin has an absorption 0~ about
100 times the background absorption o~ due to the N,
6, and C atoms. In that case dilutions of 10 4 to 10 '
are required before fluorescence is preferred.

The nonr'adiative detection scheme for (thick) uni-
form samples suffers greatly from the fact that the ex-
ponential attenuation of electrons n(E) is so large. A
crude expression for n(E) is

n(E) (cm ') =2 &&10'[E(eV)] '~ (2.21)

which gives attenuation lengths of 5A at 100 eV and
50 A at 104 eV. For a mean value of n(E) =5 &&106 cm '
and p ~ =1000 cm ' the nonradiative technique becomes
advantageous over fluorescence only if the dilution

versus fluorescence and nonradiative detection.
Generally speaking, and assuming (I,/I& or I,/I„) & 1,
if the total efficiency of the fluorescence or electron
detector eQ/4& is greater than ]L(.„/p. r, the transmis-
sion technique is not preferred. More specifically,
for a given efficiency we can determine the absorbing
atom concentration at which the fluorescence or non-
radiative approaches become more favorable. For
simplicity w'e consider only fluorescence. For Z =20
to Z =100, ef ranges between 0.1 and 1 (it is essen-
tially 1 for Z&50). For a modest value of Qz/4& —10 ',
the fluorescence signal-to-noise ratio is greater than
that of transmission when p. z/)1~ &10'—10' (this depends
on the Z of the atom). Since

factors is about 10'—10' less than that desirable for
fluorescence. Even for low Z atoms where ez/~„«1
it is unlikely that the nonradiative technique will be
useful for thick dilute samples. However, for concen-
trated low Z systems electron detection might be
favorable over transmission due to the difficulty of pre-
paring a uniform sample of sufficient thickness (see
Sec. II.B.1.c).

The above discussion a.ssumed (I],/Iz or I]/I„)«1.
As this assumption breaks down, i.e., as the absorbing
atom concentration becomes so small in the uniform
thick sample that the background contribution is no-
longer negligible, the secondary detection schemes
lose their advantage over transmission and the EXAFS
experiment becomes very difficult. Which detection
scheme to use in such a situation depends upon the de-
tails of the particular system. Generally speaking,
as the concentration of the absorbirig atoms in a thick
uniform sample decreases, the choice of desired
technique will change from fluorescence using a scin-
tillator, to scintillator using a filter, to solid-state
detector using a filter, and finally (in the most dilute
case) to the crystal array.

We now turn our attention to a (thin) nonuniform
sample such as the case of an overlayer on a substrate.
Simply ignoring the substrate contribution in trans-
mission, i.e., p, ,X,= 0 (this is often not possible in
practice), and again assuming (I,/I& or I~/I„) «1, we
have the condition that for typical values of e„Q„/4m or
e~Q~/4m of about 10 '—10 ', p~X must be less than
10 —10 in order for the fluorescence or nonradiative
techniques to be advantageous over transmission. For
Fe p, ~ —2000 cm ', and we determine that for X less
than 10 '-10 6 cm the fluorescence approach will be
preferred over transmission. As already mentioned,
the attenuation of the nonradiative signal is so strong
that the sample cannot be considered to be thin until X

0 0
is less than =20 A. For samples thinner than 20 A the

TABLE II. Signal-to-noise ratio for various detection schemes.

Uniform sample Nonuniform sample

fluorescence
transmiss ion

nonradiative
transmiss ion

&f(Df/47') P &(E)
1.08@~(E) (1 + Ib/If )

&n Pn/47t') V'z (E)
]}.'] (R]l (R}(1 lg(„})

gf (Qf/47() e ~ b b

p~ (E)X(1+I+If)

~~(gg47r)~ub xb /2

pz (E)X(1+ I+I&)

fluorescence
nonradiative

cfog (1 +In/I~)
e„Q„(l+I+If)(

f]}Y (} (] } (] }](1 lgl })-„
(.-„Q„2p z(E) (1 + IPIy)
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choice of nonradiative versus fluoresc'ence detection
will depend upon whether &&0f is greater or less than
c„Q„.

Having decided which technique to use, the researcher
must next decide whether or not there is adequate S/N
to perform the desired experiment. Current storage
rings have a sufficiently large Io to permit the doing of
any transmission EXAFS experiment in principle. The
only question to consider is the minimum concentrat'ion
of absorbing atoms that can be analyzed using the
fluorescence or nonradiative detection scheme. With
an Io of 10" photons/sec currently available at the
Stanford synchrotron, a value of c&Q&/4m or e„Q„/4w
of 10 ', and assuming a, value of b.p~/p~ =10 ', a con-
centration of N~o~/Neo~ =10 is sufficient to achieve
an S/N of 1:1 in one second. This concentration is
roughly an order of magnitude smaller than the mini-
mum value at which fluorescence is preferable over
transmission (i.e., for the same value of the detector
efficiency). In particular, for, the case of Fe in a pro-
tein where v~/o'e -100, we have N„/N~ —10 ' or
N~ -10'~/cm~, which is in the millimolar concentration
regime. For the case of a thin nonuniform sample and
again assuming Io =10" photons/sec, eQ/4&=10 ', and
b.p, „/p. „=10 ', we have from Table I that @~%=10 4

is sufficient to give S/N =1 in one second. Since p.„
is about 1000 cm ', monolayer and submonolayer con-
centrations are indeed feasible with longer counting
time.

Of course the assumption of Ap~/p~ =10 ' limits the
range in k over which a signal can be obtained, and
there are situations when greater accuracy is un-
doubtedly required. Nevertheless, the above discussion
adequately represents the general features of the
various techniques.

parent (Lee, 1976). Consider a situation in which a
single neighbor is located at r, relative to the atom
that absorbed the x-ray. The probabil&ty of emitting an
electron in the direction k is given by

(3.1)

where

= 2 Re(e'"'~i ~ ~,l/r, ), (3.2)

dk-
e ke '""&"' f(8)4rr (3.3)

We choose ~, to be the & axis and use the identity

(3.4)

The azimuthal angle integration is straightforward,
leaving the m =0 term alone:

In this equation & is the polarization direction of the
x-ray and D is a proportionality constant. As illus-
trated in Fig. 6(a) the two terms in Eq. (3.1) describe
the interference of the direct beam with the beam that
propagates first to r, and is then scattered through the
angle 8 (the angle between k and i,) with scattering am-
plitude f(8). The difference in the interference path
length is r,(l —cos 8). Now, if we integrate over all k,
we should get the total absorption coefficient. While this
is not immediately apparent, it can be explicitly
demonstrated as follows. The nontrivial term is the
cross term, which we write as

II I. THEORY OF EXAFS

A. The basic EXAFS formula

I = &,—, d cos0cos0e '""x"' 6

This integration can be done using the standard ex-
pansions

(3.5)

In the introduction we indicated that the single scat-
tering formula. for EXAFS, Eq. (1.1), could be derived
intuitively by considering the scattering of photoelectron
waves from surrounding atoms back towards the excited
atom at the origin. Sayers et al. (1971) derived this
formula by assuming that the atoms are point scatters.
More formal derivations based on Green's function and
generalization to muffin-tin scattering potentials can be
found in Ashley and Doniach (1975) and Lee and Pendry
(1975). Schaich (1973)has made a careful comparison
of the short-range and long-range order theories based
on Bloch waves in crystalline materials. He concluded
that the two are formally identical provided inelastic
damping effects are taken into account. It seems clear
that since EXAFS is an interference effect involving
the final-state wave function, it is the modulation in
the matrix element that is important, and not the
density of states (Stern, 19'74). While a long-range
order theory is possible in principle, in practice it
requires calculations of all possible matrix elements
and is prohibitively expensive, particularly for in-
creasing photoelectron energy.

In this section we outline an alternative derivation
of the EXAFS formula that is physically more trans-

e '""i"'e = g (2l+I)(-i)'j, (k~, )P,(cos8) (3.6)

FIG. 6. (a) Interference between direct beam (solid line) from
the absorbing atom (open circle) and (i) the beam (dash-dot
line) scattered by the neighbor (closed circle located at r& and
(ii) the beam (dashed line) backscattered by the neighbor atom.
Integration over the angle 0 gives EXAFS and process (ii) is
responsible for the appearance of the central atom phase shift
M~ in the EXAFS formula. (b) Multiple-scattering contribu-
tion to EXAFS in which the photoelectron is scattered by two
neighbors.
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where

(3.7)

again by the central atom in the direction k. This
probability amplitude is given by

(3.14)

Then

We use the asymptotic form

j,(kr}- —s in(kr ——, lm)
1

(s.8)

(3.9)

(3.10)

where f' is the scattering amplitude by the central
atom. This term must be added to the amplitude in
Eq. (3.1) and then squared. The leading term involves
a product of e k with A.„which upon integration over
all k directions projects out only the l =1 component
of the scattering amplitude f'. Using Eq. (3.8), we ob-
tain the following additional contribution to the proba-
bility

(s.15)

to obtain

I= ' —i[f(k, m)e'""~+f(0)e ""~].1 .
kr, 2

(3.11)

This term combines with Eq. (3.13) to give us back
exactly the central-atom phase shift, so that

The first term produces f(k, &)e"""& in the EXAFS
formula. Interestingly, the second term is exactly
cancelled by the square of the second term in Eq. (3.1)
us ing the opt ical th eo rem

Imf(0) =
4n @d cosHi f(8)l', (3.12)

with the final result that

(3.13)

The cancellation of the square term is important for
the following reason. If we have more than one neigh-
bor, the squarg term can in principle produce terms
like exp[2ik(r, —x,)], etc. If these terms exist the
EXAFS spectra will be enormously complicated.
Fortunately, all these cross terms exactly vanish.
While we have demonstrated it here only for the case
with one neighbor, it can be shown more generally
using the Green's function technique that such dif-
ference terms do not exist (Ashley and Doniach, 1975;
Lee and Pendry, 1975). One way of understanding this
cancellation is to note that the terms in question are
second order in the scRttering amplitude Rnd that there
are corrections to the same order in the normalization
of the final-state wave function.

The above derivation of Eq. (3.12) can be found in
Massey (1969) and is equivalent to the formulaorigina, l-
ly written down by Kronig (1932) and used by Shiraiwa
et al. (1958). However, we now know that it is in error
upon comparison with Eq. (1.1) because the central-
atom phase shift 25,' is missing. The importance of the
central-atom phase shift was recognized by Kostarev
(1941) and Kozlenkov (1961)and was incorporated in a
point-scattering theory by Sayers et al. (1971). In our
present way of looking at the problem it is clear in the
above derivation that the direct beam and the scattered
beam suffer the same phase shift 5,', which is eance/led
in calculating the interference path length. We can
regain this term only by going to a higher order scat-
tering process. Specifically, it is the process shown in
Fig. 6(a), whereby the electron goes out to the atom
at r„ is backscattered by the neighbor, and is scattered

(s.16)

B. Multipie scattering: EXAFS versus other techniques

Now that EXAFS has been reduced to the problem of
the scattering of photoelectrons by atoms, we are led
to draw comparisons with low-energy electron diffrac-
tion (LEED) in which an electron beam with energy
of several hundred eV is scattered by a crystal. In-
deed, EXAFS is similar to I EED except that the elec-
tron source and detector are at the same point —the
central atom (also, the EXAFS source emits spherical
rather than plane waves). This immediately raises the
question of the adequacy of the single scattering de-
scription for EXAFS, since it is well known that multi-
ple scattering is very important in the interpretation
of LEED data (Zona, 1977). We see in deriving-Eq.
(3.16) tha. t the EXAFS formula already includes one
particular multiple-scattering correction, i.e., that
involving the central atom. The reason for including
this particular one is that this is the only process with
the phase factor 2k', In fact, .it has been shown (Lee
and Pendry, 1975) that each multiple-scattering pro-
cess can be described by an effective interference path
length equal to the sum of the scattering paths. For
example, the double scattering process shown in Fig.
6(b) is characterized by the path length x, +x, +x„
rather than 2&„as for the single scattering process.
In general, these path lengths are long and involve
(highly unlikely) successive large-angle scattering
events. In k space they give rise to rapidly oscillating
terms which tend to average out. It is only very near
the absorption edge that multiple scattering (band-
structure effects) becomes important. This is because
at low energy the scattering becomes more isotropic
and the electron mean free path becomes very long.
However, the near-edge structure is usually discarded
in EXAFS analysis. Alternatively, if we Fourier trans-
form the data, the multiple-scattering contributions will
show up farther out in the transformed spectrum. In
particular, these contributions will have no influence on
the nearest-neighbor distance. It is for these reasons
that multiple scattering is much less important in
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EXAFS than in I RED.
It is worth pointing out, however, one special case

where multiple scattering is important in EXAFS.
It was found that the fourth shell in the Cu EXAFS
has an anomalously large amplitude and phase shift.
The explanation is that in an fcc lattice a nearest-
neighbor atom is directly in the line of sight of the
fourth-shell atom. The outgoing electron is strongly
forward scattered, thereby enhancing the electron
amplitude in the fourth shell (Lee and Pendry, 1975).
This effect, which can be likened to an amplifying relay
system, has also been observed in Mo EXAFS from
Mo(CO)8 and Mo(NCS), ' (Cramer, Hodgson, Steifel,
and Newton, 1978), in Ni EXAFS from the molecule
nickel carbonyl, Ni(CO)4 (Teo, 1981), and has been
used to detect the presence of Br, complex in doped
(SN) polymer (Morawitz et a/. , 1979').

Our derivation of Eq. (3.16) also brings out the rela-
tion between EXAFS and angular resolved photoemis-
sion from core states. Liebsch (1974) has proposed
that angular resolved photoemission from the core
state of an adsorbed atom may be a good way of deter-
mining adsorbate structure. This experiment is inter-
mediate between EXAFS and I EED in that the electron
source is the adsorbate atom, whereas the detector
is outside the sample. The angular dependence of the
photoemission from the Is level of 0 adsorbed on
Cu(001) (Kono et al. , 1978) and from the core levels of
Te and Na adsorbed on Ni(001) (Woodruff et a/. , 1978)
have been reported. Theoretical calculation of the
angular dependence is complicated by'the fact that the
angular pattern changes with photoelectron energy and
is therefore sensitive to the scattering potential, a
problem made more serious at the relatively low
photoelectron energies at which the data are available.

The energy dependence of the photoemission normal to
the surface has also been measured [Kevan et al. (1978);
Williams et al. (1979)j. Initially these experiments
were believed to be more similar to I EED in that
multiple-scattering corrections are essential to the
interpretation of the data (Liebsch, 1976). However,
recent work by Li and Tong (1979) indicates that for
photoelectron energy above 50 eV or so, the normal
emission spectrum can be well described by a single
backscattering (EXAFS-like) process plus multiple-
scattering corrections in the forward direction. Such
a simplification of the theory„ together with the struc-
tural sensitivity of the technique, may turn normal photo-
emission into a more useful surface structural tool.

It is worth mentioning that the angular average of the
photoemission from an adsorbate is no& EXAFS. This
is because the adsorbed atom is in an intrinsically
asymmetric situation, with all the neighboring atoms
on one side. The averaging can be done at most only
over 2& steradians outside the sample, which clearly
is not equivalent to a 4)T average. Lee (1976) has
looked at the photoemission process from the view-
point of summing interference paths. With a single
exception, the path lengths are given by the radial
distance plus a projection which gives rise to oscilla-
tions quite different from the 2@v oscillations in
EXAFS. The single exception is the scattering event
shown in Fig. 6(a) where the electron is backscattered
towards' the adsorbed atom. While the oscillation
period is 2kv, the phase shift is not 25,' as in EXAFS.
It is, rather, the phase of the scattering amplitude
g', which in general involves phase shifts in all the
angular momentum channels. As of this writing, there
has not been a systematic experimental study of this
question on adsorbed systems.

C. i edge spectra

So far we have discussed photoexcitation of only an s-state electron. Excitation from a P state or from any other
state is more complicated. The general formula for excitation of an Lo-core state is given by (Lee and Pendry,
1975; Lee, 1976)

X(»= P g ~,«&L.I~'lL"&Y.* (- ~) Y( ~)«l '~I 1.
~'&"-'

j mQQJ

~ -2 ~ 2 P -2 rj /x (P)
"sin(2)'r, +))', ())+ii', „())+(,())]~I(,.(a, ~)~l

' '~, Q Q l(i-,~l(. rli)l')
~o

(3.17)

where we have used the notation I., = (lo, mo). This de-
scribes the excitation of a L,

Q state to an outgoing wave
with angular momentum I which propagates in the di-
rection x& with probability amplitude Y~(r, ) It is bac.k.-
scattered and the reflected wave is expanded in
spherical harmonics about the origin with amplitude
Y~( x~) We no—te th. at the backscattering amplitude
~g(k, &)I and phase @(0)do not depend on whether we
have K- or L-shell excitation. We also point out that
we can simplify Eqs. (3.17) using the identity

Y -(- ) =(-1)' Y -( ) =(-1)'o"Y -( ).
For lQ =0 this accounts for the negative sign in front
of Eq. (1.1). This (—1)'0" factor has its origin in the
convention chosen for the definition of the scattering
phase shift 6, (k).

Let us focus on the excitation of P states, for which

l

the final state can be l =0 or 2. It is convenient to
choose 8 to be the & axis, in which case m' =m" =mQ.
The matrix element (I Ie rll. o& has an angular part
which integrates to a simple number and a radial part
which depends on the particular atomic level. [We
should remark that in many cases spin-orbit coupling
is important and the initial states are split according
to j =& and j = —,'. However, if we assume that the
photoelectron spin is not changed by the scattering
process with the atom, it can be shown that summing
over the j, initial state for either j =~ or j =& is
equivalent to taking EQ =I and summing over the initial
mo values, as is done in Eq. (3.17)j. Heald and Stern
(1977) noted that y(k) is by definition a second rank
tensor and the angular dependence cannot be more

- complicated than cos~8. By performing the m sum
they obtain
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2 Q222

l((k) = g N, . ' '
2 e 2"& r' (2(l +3 cos28,.)M2, sin [2krf+ 262'(k) + @,-(k)J+ 2 M2p, sin [2kr~ +26p(k)+(I(),.(k)J

+Mp, M2, (l —3 cos28, ) sin [2kr, +6p(k} +62(k}+(I) (k)JJ (M2„+ 2 M2p, ) ',
/

(3.18)

D. l attice vibration, disorder, and lifetime

Next we consider the effect of lattice vibrations.
This effect was first discussed by Schmit (1961)and
has since been treated more completely by Beni and
Platzman (1976). EXAFS takes place on a time scale
much shorter than that of atomic motion, so the mea-
surement serves as an instantaneous snapshot of the
atomic configuration. We must therefore perform an
average over all such configurations. The instan-
taneous location of the atom is written as

0r~ =r~ +Q~ ~ (3.19)

where r,. is the equilibrium position taken to be zero
for the central atom. Then

(ei2klrf-rpl) —(ei2krf '(rf rp)). -
0 ~0

ei2kr& (ei2krf '(u j )rp))

ei2Ar& e-20 a&
0

(3.20)

where

where Mo, and M» are the radial dipole matrix ele-
ments between the / =1 atomic wave function and the
l =0 and l =2 final states. The first and second terms
in Eq. (3.18) correspond to transitions to l =2 and I =0
final states, respectively. The third term is a cross
term originating from the possibility of having an out-
going l =2 state and an incoming l =0 state and vice
versa. Unlike the K edge, the dipole matrix elements
do not cancel and three sets of phase shifts are in-
volved. Fortunately, some simplifications are possible.
For polycrystalline samples the third term in Eq.
(3.18) vanishes upon angular integration. The ratio
of the matrix elements M»/M» has been calculated
(Teo and Lee, 1979) to be of order 0.2 and relatively
independent of photoelectron energy. The physical
reason for a small M» is that the final state is orthog-
onai to the ls core state and is therefore rapidly
oscillatory in the region of the 2P wave function. The
calculated value agrees with the value 0.2 +0.06 re-
ported by Heald and Stern (19'77) based on the angular
dependence of the % L, edge in single-crystal WSe2.
Thus for polycrystalline samples the P-to-d transition
dominates over the P-to-s transition by a factor of 50.
As a result, the L, , edges can be analyzed using a
simple formula like Eq. (1.1), except that 6,'(k) must
be replaced by 62'(k) and the overall minus sign must
be removed.

Lytle, Sayers, and Stern (1977) analyzed the Fourier-
transformed EXAFS of the W L2, edges and inter-
preted the observed splitting of the peaks as being due
to the different k dependences of 6p(k) and 52'(k) in the
first two terms in Eq. (3.18). The above discussion
indicates that the P-to-s transition is unobservably
small. The splitting of the peak is, rather„due to the
k-dependent structures of the backscattering amplitudes
of heavy elements (Teo and Lee, 1979).

~;=([r'(u -u )]') (3.21)

The last step in Eq. (3.20) follows for harmonic os-
cillators. As a result, Eq. (3.16) becomes

The last term is the correlation term and vanishes if
the central atom and the scattering atom move inde-
pendently. In covalently bonded systems the nearest
neighbor is strongly bonded and such coherence effects
are very important. For example, in the case of Ge a
different Debye-Wailer factor must be assigned to the
first shell compared with other shells (Rabe et al. ,
1979b). The Debye-Wailer factor has been extracted
by studying the temperature and the k' dependence of
the logarithm of the EXAFS amplitude (Stern et al. ,
1975) (see Sec. IV.F}. The anisotropy in the Debye-
Waller factor has also been studied for Zn (Eisenberger
and Brown, 1979). Recently theoretical calculations of
o2,- have been made for Cu, Fe, and Pt crystals and
compared with experiments (Sevillano et al. , 1979;
Bohmer and Rabe, 1979).

For systems with strong disorder the above Gaussian
treatment is inadequate. Considering each neighbor
separately, the EXAFS expression (3.16) or (3.18}
should be averaged over a pair-distribution function
G(r), giving

( )
If(k, /)I j„(.-), P(r)e '. "~"~'

k 2 sin[2kr + y(k}].
(3.24)

For thermal disorder, G(r) =C exp[—u(r)/kT], where
u(r} is the interatomic potential and C is a normaliza-
tion constant. Equation (3.22) is derived from Eq.
(3.24) by taking the factor exp[—2r &/( )k] /r' outside
the integral and replacing r by the average value r,
Doing the averaging more properly (Eisenberger and
Brown, 1979)„even a harmonic u(r} leads to an
additional phase shift of the order 2o2(k)[1/r P +1/& (k)]k.
This gives an effective shift in the distance deter-
mination, which is usually small (&0.01 A). More
serious phase and amplitude corrections to Eq. (3.22)
arise when the potential sampled in the averaging

)((k) = —Q N, ,' A,.(k)g~(k, )i)(kr2

&& sin[2kr, . +26,'(k)+pf(k)]e 2'f ", (3.22)

. where N~ is the number of atoms in the jth shell and a
factor A,.(k) has been inserted to account for the losses
due to inelastic scattering (discussed further below}.
Phenomenologically A. ,(k) is often written in the form
W,.(k) =A., exp[- 2r,./~, .(k)].

The EXAFS Debye-Wailer factor differs from the
Debye-%aller factor for x-ray diffraction in an in-
teresting way. It is the mean-square average of the
difference of displacements and may, in general, be
different from the mean-square displacement. Indeed,

~2f(k) = ((r ,' u,.)'"+.(r,'. .up)') —2((r,' up)(r i ~ uf)). (3.23)
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deviates from being harmonic, e.g. , when the hard-
core repulsion is felt. The corrections are so large
that for Zn a conventional analysis using the 20 K data
as a model predicts an apparent 0.09 A contraction
of the nearest-neighbor distance at room temperature
compared with the known 0.05 A expansion. Eisen-
berger and Brown (1979) found that for Zn and Ag the
discrepancy could be removed by correcting the phase
shift up to order k'(x'), i.e., g~(k) in Eq. (1.1) is re-
placed by

q,.(k) =25)(k)+ P,. (k) +2k(2(x') ——,'(y'+z'))
x [1 /r, '+1. /&, .( k)] —~k'(x'),

(3.25)

where x is the distance fluctuation along the bond di-
rection and y, z are perpendicular to the bond direc-
tion. Equation (3.25) is a reasonable approximation for
k (x') ~1. The work on Zn has been extended to in-
clude the liquid state by Crozier and Scary (1980). The
effects of strong disorder are discussed further in
Secs. IV and V.

In addition to the Debye-Wailer factor, the finite life-
time of the hole state also smears out EXAFS. For the
core states accessible by presently available x-ray
sources this has not been a serious problem because
the hole-state width 1 is at most a few eV. In princi-
ple, this effect is taken into account by convoluting the
EXAFS formula with a I orentzian of width I". There
will be observable effects only if I' is of the order of or
larger than the spacings AE between the oscillations
in energy space, where bE =(BE/&k)ak =(k/m)/2r; It.
is interesting to note that AE can also be written as
AE =k/7, -, where 7',. has the interpretation of being the
transit time for the photoelectron to make the round
trip to the atom at r,-. In terms of the viewpoint of
angular resolved photoemission presented in Sec. II.B
above, the criterion is that the lifetime of the system
must be sufficiently long for the backscattered electron
to interfere with the direct beam. For example, a 100
eV photoelectron (with velocity -6 x 10"A/sec) can
travel a total of 42 A (=2r,.) before a hole of width I" =1
eV or lifetime of 7 x 10 " sec decays; for 2x,. = 6A, I
must be ~ 15 eV for interference to occur. At higher
photoelectron energies, of course, I" must be larger
still.

E. Calculation of amplitude and phase functions

It is clear that a knowledge of the phase g(k) =25,'(k)
+P(k) is essential for obtaining distances from EXAFS
data. In Sec. IV we review how g(k) can be accurately
determined by empirical means, and in view of the success
of this approach it is appropriate to ask: Why even
attempt to calculate these phase functions? From a
purely theoretical point of view, it is desirable to know
how well one can do, and there are good reasons to
believe that the answer is very well. This is because
photoelectrons in the energy range of interest,
-100—1000 eV, are scattered primarily by core elec-
trons. Thus the distribution of the valence electrons,
which vary according to the chemical environment,
need not be taken into account very accurately. From
a practical point of view, the central-atom phase shift

25', (k) and the scattering phase @(k) ean be calculated
separately, whereas experimentally only the combina-
tion can be measured. The calculations therefore allow
phase shifts to be constructed for systems whose atom-
pair phase shifts are difficult or impossible to obtain
from model compound measurements.

There have been two methods for calculating elec-
tron-atom scattering phase shifts.

1. The Hartree-Fock (HF) method. Starting with the
tabulated atomic wave function, the Hartree-Fock equa-
tion of the atom plus external electron system is solved
by iteration. The external electron is allowed to ex-
change with the atomic wave functions, but the latter
are held frozen. The external electron is expected to
polarize the atom, but such correlation effects are not
taken into account by this method.

2. The Hartree-Foek-Slater (HFS) method, or the
local density functional approximation. The atom is
replaced by an electron gas of varying density, allow-
ing the exchange term to be replaced by the local po-

tentiall

r/3

V(r) =- e' —,p(r) (3.26)

E...(r) =Z+Z~(r) . (3.27)

This assumption is basically that of the Thomas-Fermi
description of the atom. The self-energy Z„, , of a

where p(r) is the local density. This approximation
has been well tested for low-energy electrons in band-
structure calculations, and the general belief is that
both exchange and correlation are taken into account.
The difficulty with this approximation is that the poten-
tial V(r) is assumed to be independent of the electron
energy whereas in reality the exchange and correlation
effects diminish as the photoelectron energy increases
because the atomic electrons do not have time to re-
spond to the fast external electron [see Hedin and Lund-
qvist (1969,1971) for a review].

There have been calculations of EXAFS spectra
based on both methods. The HF method was used by
Lee and Pendry (1975), Kincaid and Eisenberger
(1976), and Pettifer and McMillan (197'7), while the
HFS method has been used by Ashley and Doniach
(1975) and by Lagarde (1976). Neither scheme pro-
vided very satisfactory results-. One way to take the
correlation effect into account is to calculate explicitly
the polarization of the atom due to excitation of various
core and valence levels (Beni et a/. , 1976). This was
carried out for Cu with some success. However, the
calculations are too complicated to implement on a
large scale. What is needed is a relatively simple
scheme which interpolates between the low energy
regime, where the HFS method has been tested, and
the high-energy regime, where the HF approach is
expected to be more reasonable. Such a scheme based
on the local density functional formalism was intro-
duced by Lee and Beni (19'77). The basic idea is still
to treat the atom as an electron gas- with slowly vary-
ing density. At each radius the density p(r)and the
Fermi energy EJ;(r) are calculated from tabulated
wave functions. If E is the kinetic energy of the elec-
tron, then locally the electron has a kinetic energy of
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(8.28)U„, (r, E) =Z„. .(E,,(~), p(r)).
The Schrodinger equation is solved to obtain a set of
complex phase shifts. Note that this scheme produces
an effective potential which is complex, i.e., inelastic
effects are included and are dependent on the electron
energy E.

The scattering amplitude is evaluated from the phase
shifts using the standard formula. The absolute value
If(&, &)I is shown in Fig. 7 for a variety of atoms N. ote
that for lighter atoms like C, If(k, &)I peaks at small k
and becomes rather structureless, decreasing roughl

-2lIke k for higher k. For heavier atoms there is a
peak at intermediate k due to resonance with some
core electrons (i.e., some l =0, 1, or 2 phase shift
goes through r/2). This ha, s the same physical origin
as the Ramsauer- Townsend effect at low energies
(Mott and Massey, 1965). As the atomic number in-
creases, these resonance features move to higher k.
For even heavier elements like Pb, the amplitude
clearly shows a two peaked structure. Such structure
in the amplitude resembles beating between two dis-
tances and care must be taken not to confuse the two
effects.

The phase Q(k) of the scattering amplitude is shown
in Fig. 8. Note again the systematic variation with
atomic number. The downturn of the phase function at
low k is associated with the minimum in the amplitude
shown in Fig. '7. In the complex plane the phase can

homogeneous electron gas of the local density is then
calculated and identified with the exchange and correla-
tion potential

vary more rapidly when. the magnitude is small. This
kink in the phase function is clearly observable in the
analysis of heavy atoms like Pt and Au (Teo and I ee,
19'l9; Babe et al. , 1979a}and moderately heavy atoms
like Ag (Citrin et a/„1978). In lighter atoms like Ge
and Br, the downturn is at relatively small k where the
accuracy of the theory is more suspect.

Finally, the central-atom phase shift is shown in
Fig. 9. Note that it has a much stronger k dependence
than Q(k}. The choice of the atomic potential is com-
plicated by the core relaxation problem. Once the core
hole is created, the other atomic wave functions see an
additional charge at the origin and they relax inward.
This relaxation occurs on a time scale roughly given
by the inverse of the binding energy of each of the
outer wave functions. Without solving the full time-
dependent potential problem, the argument leading to
Eq. (3.16) suggests that we should use the potential
appropriate for the time equal to the photoelectron
transit time 7 given by ~, ' =k/(m2~, .). For
k =16 A ' (E —900 eV) and a nearest-neighbor distance
of 2 A, kT ' -30 eV. Thus we argue that all atomic
levels bound by more than 30 eV will have sufficient
time to relax in response to the core hole. In practice
we have used the wave functions of a relaxed ion with a
1s hole to calculate our central-atom potential. The
relaxation of the valence electrons and the similar
question of screening by conduction electrons in metals
is a more complicated question. %e expect such ef-
fects will lead to differences in the potential of several
eV, which will affect the phase shifts only for small k.
Such errors are of the same order as the chemical
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FIG. 8. Phase of the backscattering amplitude Q(k) (from Teo
and Lee, 1979).
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CENTRAL ATOM PHASE interpreted in terms of the binding energy of the Z+1
atom, since the extra nuclear charge can play the role
of the core hole. Applying these ideas to Br, the bind-
ing energy of the unfilled excited state should equal
the ionization potential of Kr, which is 14 eV. These
considerations serve to locate Eo at roughly 14 eV
above the excited state. Of course these estimates
are uncertain because the chemical bonding of the Br,
molecule (or more precisely„ the Kr-Br system) has
been completely ignored.

The existence of a well-defined excited state in Br,
actually makes it one of the more favorable cases for
choosing an appropriate &,. In most solids, par-
ticularly metals„such a bound state does not exist.
The understanding of the absorption edge is, in general,
very complicated because of its sensitivity to the '

valence electron distribution. Thus, there is always
an uncertainty of at least a few eV in determining Eo.

At this point it is appropriate to review the approxi-
mations that have entered into the calculation of the
phase shifts. They are
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FIG. 9. Central-atom phase shift P, =2g, for excitation of an
s core state. (from Teo and Lee, 1979).

bonding effects which have already been ignored.
The time dependence of the core potential in metals

due to screening was very recently studied by approxi-
mating the photoelectron as a classical point charge
(Noguera et a/. , 1979). It was found that the screening
time is a fraction of the plasmon period. A comparison
of Al EXAFS with the calculated phase shift based on

o
an unscreened ion shows deviation below k-6A '
(Fontaine, I agarde, Raoux, and Esteva, 1979), which
was interpreted as a crossover between a screened
and an unscreened potential. It is desirable to perform
this comparison using empirical phase shifts for Al
atoms in a nonmetallic environment, since the calcu-
lated phase shift may not be very reliable at such low
energy.

F. Choice of threshold energy Eo and chemical transferability
of phase shifts

We now have most of the ingredients for comparing
calculated phase shifts with experiment. Before doing
this„however, the data must be converted to k space,
and this requires a knowledge of the threshold energy
Eo. As an example for discussing this question, con-
sider the absorption edge of Br,. Its most prominent
feature is a sharp spike separated from the absorption
continuum by a few eV. The spike is attributed to the
excitation from the Is core level into the unfilled 4P-
derived antibonding molecular orbital of the Br atom.
The binding energy of this state relative to the vacuum
has been calculated to be 13 eV (Kincaid and Eisen-
berger, 1975). It has been pointed out by Parratt
(1939) that similar structures observed in Ne can be

(i) approximate spherical waves by plane waves,
(ii) ignore chemical bonding between the central

atom and the scatterer,
(iii) approximate treatment of core relaxation.

Approximation (i) is actually unnecessary. It has been
possible to compute the backscattering factor using
spherical waves (I ee and Pendry, 1975). The results,
of course, depend on' the bond length. For Cu it was
found that for the second shell the spherical wave
calculation is well approximated by the plane wave,
while for the first shell deviation of the order of 20%
in the ampl. itude is observed for k& 5 A '. It was
found by Pettifer (1979) that the spherical wave cor-
rection to the amplitude appears to extend out to in-
creasing k for increasingly heavy atoms. There are
corrections to the backscattering phase @(k), as well,
but the corrections decrease smoothly for increasing
k. Approximations (ii) and (iii) introduce similar
errors. Explicit calculations show that different treat-
ment of the valence electrons modifies the phase
shift increasingly less with increasing k. The uncer-
tainty in Eo has exactly the same qualitative feature,
and is in fact related to approximation (ii). It is then
natural. to use E, as a single adjustable parameter to
incorporate all the approximations listed above. In
Fig. 10 we show the central-atom phase shift for Cu
calculated using two different atomic configurations
to simulate difference chemical environments. The
phase shifts are indeed different, reflecting the change
in potential. However, by shifting Eo by I.9 eV it is
possible to bring the two phase shifts into agreement
with each other. In many ways the errors introduced
by ignoring chemical bonding are similar to the change
in the empirical phase shifts when atom pairs are in
different chemical environments. The idea of chemical
transferability of phase shifts permits the use of phase
shifts extracted from one system to be used in the
EXAFS analysis of a different system. The accuracy
of the transferability was demonstrated by Citrin et al.
(1976) and is discussed in Sec. IV.

In Fig. $1 we compare the theoretical and experi-
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dependent above @ = 8 A ' and is close in magnitude to
the overlap factor of 0.78 calculated for Br2 molecule
using Eq. (3.29) (Martin and Davidson, 1977). In view
of the above discussion and the uncertainties in the cal-
culated amplitude (see Sec. III.F}, the agreement is so
good that it is probably fortuitous. Indeed, a recent

I

study on a variety of materials indicates deviations
of the order of 20%%uo in the calculated amplitude at low k
from the data (Stern et al. , 1980).

At this point it is worthwhile to write down a gen-
eralization of Eqs. (3.22) and (3.24) for the EXAFS
formula for s-core excitation,

y()') = —g fdr, 3(t r, ) s (k)s,.(k)s, (k))(~ f)(l, w)~
' sin [24r,. + (,. (k)].G(r, )

j J
(3.30)

The inelastic loss factors are So(k), associated with the
central atom, S,.(k}, associated with the neighbor j
[it is crudely included in Lee and Beni's calculation of
f(k, ))) by their use of a complex potential], and So,-(k),
associated with the medium between the central atom
and the jth neighbor. The spherical wave correction
(Sec. III.F) may also be included in this factor. Clearly
the separation into these three components is not
rigorous. Furthermore, since each factor is an un-
known function of k, and since So,. is an unknown function
of x, , Eq. (3.30) is too general to be useful. It does,
however, serve as a starting point for approximate
treatment and emphasizes our ignorance of the ampli-
tude functi. on and its sensitivity to the chemical environ-
ment. In Sec. III.D we discussed the simplifications
when G(r,.) is assumed to arise from a harmonic poten-
tial. In that case the integral over r,. is replaced by a
Debye-Wailer factor exp( —2v', .k'). We also discussed
corrections when the harmonic approximation fails. The
factor S,(k) is expected to deviate from a constant below
200 eV, but its precise form is not known and presum-
ably depends on the chemical environment. The factor
S, .(k) is often approximated by exp[ —x./?)(k)]. Since in-
elastic losses in the medium are dominated by low-lying
excitations in the system (plasmons, interband transi-
tions, etc.), this fa.ctor is expected to be dependent on
the chemistry. Stern et ql. (1980) have suggested writing
S,.(k) as exp[ —z,. —~)/?)(k)], where ~ is of the order of
the nearest neighbor distance. By studying crystals with
two components, e.g. , CuBr, and analyz ing the firs t
and second nearest neighbor of Cu and Br, Stern et al.
extracted &(k), the ratio of So(k) between Br and Cu,
and a similar ratio of If (k, )))I. Their overall con-
clusion is that the amplitude is in general not trans-
ferable between chemically different species. A simi-
lar picture emerges from an independent study by
Eisenberger and Lengeler (1980). These questions are
further discussed in Sec. IV.F.

H. Structure determination using calculated phase shifts

The good agreement between experimental and theo-
retical phase shifts suggests that it should be possible
to predict distances from calculated values. Results
of such predictions (Lee and Beni, 1977) show that
'single nearest-neighbor distances can generally be
obtained with -0.01 A accuracy. This accuracy is at
first sight surprising and we should pause to examine
why it is possible. Suppose that there exist errors in
the calculated phase shift due to errors in the potential
of 10 eV. The difference in phase shift A(})(k) can be
estimated by making an Eo change of 10 eV. It is easy

I

to see that Eg(k) =0.2 rad for k=16 A '. Now if we use
only the data at k =16 A ' to extract a distance, the
error in that distance is only?). r =0.2/2k =0.006 A.
Clearly the error is more serious for smaller k. How-
ever, by making Eo an adjustable parameter, we can
compensate for the errors in the potential and make the
phase shift error small for a large range in k. The
important point is that changes in Eo produce changes
in g(k) which decrea. se like 1/k, whereas errors in
distance cause changes in g(k) which increase linearly
with k. By adjusting &0 it is not possible to produce an
artificially good fit of the data with the wrong distance.

The phase shifts and amplitude functions have been
computed and tabulated for both the K and 1. shells of
a large number of elements in the Periodic Table (Teo
and Lee, 1979). In earlier papers (Teo ef al. , 1977;
Lee et al. , 1977}some of these phase shifts have been
parametrized. It is to be emphasized that the pa-
rametization is intended to be correct only for k&4 A.
In general, it is preferable to work with the tabulated
functions rather than the parametrized ones.

I. Near-edge structure

From the point of view of structural determination,
the data near the edge are generally ignored because
their interpretation is complicated by multiple scatter-
ing and chemical bonding effects. On the other hand,
precisely because the near-edge absorption structure
contains information about the chemical environment,
it is receiving increasing attention. While the study of
near-edge structure in general has a long history, the
improved experimental capabilities discussed in Sec. II
have made possible the study of a much broader range
of systems. The systematics of the edge shift with
chemical environment have been studied by Shulman
et al. (1976), Cramer, Hodgson, Gillum, and Morten-
son (19'?8), Lytle et al. (1979),t and Huang et al. (1979).
Recently, the edge structure has been used to measure
the fractional valence in the mixed valence systems
TmSe (Launois e? a/. , 1980) and SmS alloyed with Y
(Martin e? al. , 1980). On the theoretical side, Muller
et a?. (1978) have calculated the 4d transition metal
absorption edge structure based on band theory, i.e.,
no distinction was made between the potential of the
excited atom with the core hole and the surrounding
atom. A different approach based on the extension of
the ~„cluster method to the continuum states
(Dehmer and Dill, 1976) has been applied to the calcu-
lation of the near-edge structure in small molecules
like GeCl, (Natoli e? al. , 1980). The results were found
to be sensitive to the treatment of the molecular po-
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tential. Reasonable agreement with experiments on
GeC1, was achieved with a particular recipe for the
construction of the potential.

lV. EXAFS ANALYStS

In this section we deal with the analysis of EXAFS
data. Given a set of data and the basic EXAFS equa-
tion (1.1), there are clearly a large number of ap-
proaches for extracting distances and information about
the phase shifts, the amplitudes, and the Debye-&aller
factors. One of the earliest a.nalyses (Sayers ef a/. ,
1971)was based on the Fourier transform of the data
expressed in momentum space. The absolute value of
the transform was found to peak at; distances shifted
from the know'n values by several tenths of angstroms.
By correcting for these shifts using systems with known
distances, Sayers e& al. extracted bond lengths. How-
ever, this method is not very accurate because the peak
value of the Fourier transform depends in general on
such factors as the weighting of the data and the choice
of the threshold energy Eo and because the phase shift
P, (k), which is largely responsible for the shifted
Fourier peak, is not a linear function of k. In their
studies of simple molecules dominated by a single dis-
tance, Citrin e/ a/. (1976) extracted the phase function
g, (k) by direct curve fitting to Eq. (1.1) to show that
these functions could be transferred to other simple
systems to extract bond lengths with an accuracy of
0.01 to 0.02A„This approach, however, is not
generally applicable to systems of more than one
principal distance. The two methods of Fourier trans-
form and curve fitting have been combined to analyze
more complicated systems. The curve fitting is
carried out either in Fourier space (Ha, yes e/ a/. , 1976)
or in 0 space by backtransforming as described in this
section. We provide here a relatively detailed account
of this latter' data analysis method, which has been
successfully applied to a large variety of systems.
The principle of chemical transferability of phase
shifts that was established for simple systems (Citrin
e/ g/. , 1976) is illustrated for more complex cases
such as Ge02 crystal. The question of resolving more
than one bond length within the first coordination shell
is then discussed, illustrated by the analysis of the
protein rubredoxin. Finally, the problem of analyzing
complicated systems containing several different bond
lengths and atomic species is discussed using the
analysis of hemoglobin as an illustrative example.

A. Background removal

Fig. 1 shows the absorption spectrum of crystalline
Ge at a temperature of 100 K. The structure of Ge-is
well known and serves here only as an example of our
analysis procedure. The modulations above the K
edge near 11 keV are due to the EXAFS y(k) from
several shells of neighboring atoms adding together.
The first step in the analysis is to isolate X(k) from the
total absorption coefficient data p, (E). Since the smooth
absorption of an isolated atom yo(E) is not generally
available experimentally and since present theoretical
calculations of /J. o(E) are not sufficiently accurate for
most EXAFS work (-0.01%), it is assumed that the

2m &co —En
g2 (1.3)

where &0 is the threshold energy. There is no simple
relation between features in the experimental spectrum
and Eo a,s defined by Eq. (1.3) because near threshold
various complicated physical processes —chemical
bonding effects, core relaxation, etc.—come into play.
Several workers have fixed Eo arbitrarily at a special
feature in the spectra (such as a, point of inflection)
for both the model and the unknown systems and then
have proceeded with the analysis (Hayes e/ a/. , 1976;
Cramer, Hodgson, Steifel, and Newton, 1978). If
there is good reason to believe that the model system
is chemically very similar to the unknown system, this
procedure may yield accurate bond-length determina-
tions. However, in general, in dealing with unknow'n
systems, there is no cg priori criteria for determining
when a model system is sufficiently "similar. " There is

smooth part of p, (E) represents the desired p, o(E).
Under this assumption, the remaining oscillatory part
of p, (E) is used as b, p. =p(E) —p, ,(E) to give
X(k) = &N (E)/I .(E).

One method for removing the background is to fit
g(E) (including the EXAFS) with polynomial splines or
& splines (de Boor, 1968, 1972; Fox ef a/. , 1976) using
a least-squares procedure. A polynomial spline or &
spline is a function defined over a series of intervals
with each interval containing a po1ynomial of some
order. The ends or knots of the intervals are tied to-
gether such that the function and a specified number of
derivatives are continuous across the knots. By
specifying the number of intervals and the order of the
polynomials a very flexible function can be defined.
A least-squares fit with such a spline function readily
enables the removal of low-frequency background com-
ponents from y. (E) without affecting the higher frequency
EXAFS oscillations. Since the number of degrees of
freedom of the function is controllable, changes in the
background removal can be easily tested for their ef-
fect on the EXAFS part of the data. Spline fitting is
essentially a local fitting procedure in that the poly-
nomial function within each interval is mainly deter-
mined by the local quality of the fit. In our analysis
only the first derivative is required to be continuous,
so the global requirement of continuity across the
knots is rather weak. This enables the spline-fitting
method to deal with a variety of slowly varying bumps
and valleys in the background.

Other background removal methods that have been
tried, such as a single polynomial fit over the whole
range of the data, iterative low-order polynomial
fitting combined with fitting the EXAFS, orthogonal
polynomial fitting, Fourier transform filtering, and
extrapolation of an assumed functional form of the
background from below the absorption edge, all suffer
in that a single bad data point, or noise, or end point
effects can introduce systematic errors.

B. The Eo problem

Since y(k) in Equation (1.1) is a function of k and not
photon energy, k must be computed from the experi-
mental values of photon energy @co, using
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clearly a problem if the model and unknown systems
have different valences or ionicities. Such difficulties
are easily avoided by making E, an adjustable parameter
in the analysis. As discussed in Sec. QI.F, the adjust-
ment of Eo compensates for the inadequacies of the sim-
ple EXAFS formula and permits the use of a wide range
of model compounds or calculated phase shifts in the
determination of distances.

.Fig. 12(a) shows the EXAFS modulation after con-
verting from @co to k and removing. the smooth back-
ground using a spline fit. In Fig. 12(b} the curve has
been multipled by O'. This factor cancels one power
of k in Eq. (1.1) and roughly cancels the 1/k' behavior
of If~(k, &)I at large values of k. The k' multiplication
has the effect of weighting the EXAFS oscillations more
uniformly over the range of data starting at about

0
k =4 A ', corresponding to a photoelectron energy of
about 60 eV above the edge. This step is important
in preventing the larger amplitude oscillations from
dominating the smaller ones in determining the inter-
atomic distances, which depend only on the frequency,
not the amplitude of the sin[2kr, + g, (k)] function in Eq.
(1.1}. Also, the k' weighting assures that chemical
effects on the EXAFS information, which are most
significant at small k, are effectively cut off. One
variation of the k' multiplication factor that has been
used (Ashley and Doniach, 19'15; Lee and Beni, 19'77)
is to divide the experimental data in Fig. 12(a) by a
theoretical calculation of !f,.(k, &)I. In principle, this
should exactly equalize the EXAFS oscillations if the
Debye-Wailer and inelastic loss factors are also cor-
rectly included in the division.

C. Fourier transform filtering
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The next step in the analysis is a Fourier transform.
This isolates the contributions of the different shells
of neighbors and allows the use of filtering techniques
to remove much of the noise and to study each shell
separately. It is possible to use curve-fitting tech-
niques for extracting information from the unfiltered
data (see Secs. IV.G and IV.H). In general, however,
this is difficult because of the noise in the data, the
large number of variable parameters needed, and their
unavoidable correlations, which can lead (Tullius ef al. ,
1978), to false minima in the fit and misinterpretation
of the results.

Fig. 13 shows the magnitude of the Fourier transform
of the O'X(k) data in Fig. 12(b). The curve was gen-
erated by first interpolating the nonuniformly spaced
data onto a uniformly spaced k mesh and then extending
the data by adding 0's to a range from k =0 to about
k=150 A '. The extended data are then Fourier trans-
formed using a fast Fourier transform algorithm
(Cooley and Tukey, 1965, Rabiner and Rader, 19'l2).
The effect of the added zeros is equivalent to trans-
forming only the original data and then applying an
interpolation formula to the resulting transform. The
large peak at -2.2A is the contribution from the first
shell of four Ge neighbors at a distance of 2.45 A.
The Fourier transform peaks at an apparently lower
distance due to the effect of the phase shift g,.(k). Other
smaller peaks visible above the noise correspond to
more distant neighbors.

-20
10

k in A'
20

FIG. 12. (a) y(k) derived from Fig. 1 by removing a smooth
background using a polynomial spline fit. Photon energy Su
has been converted to k using Eq. (1.3). (b) Data in Fig. 12(a)
after multiplication by k . This multiplicative factor roughly
equalizes the amplitudes of the EXAFS modulations.

The dashed line in Fig. 13 is a smooth filter window
function for isolating the first she1.1 EXAFS. The filter
is shown applied to the magnitude of the transform,
but in fact both the real and imaginary parts. of the
Fourier spectrum are filtered identically, so that a
phase error is minimized. The essential feature of a
good filter window function is that it does not produce
gross distortions in the data, and almost any smoothly
varying function satisfies this requirement. After
filtering, the inverse transform is performed to give
the solid curve in Fig. 14. Note the absence of all
higher frequency variations and noise. Also note that
the number of true degrees of freedom in the data has
been reduced; this must be taken into account in later
analysis of the filtered data. It should also be kept in
mind that some amount of distortion is unavoidable
in the filtering process and tests on known functions
typically show that the first and last oscillations in k
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Ge~H, are analyzed using the same procedures de-
scribed so far for polycrystalline Ge, namely, remov-
ing the background, multiplying by O', Fourier filter,
and separating the amplitude and phase. The phase
function obtained for Ge,H, is 4 "(k') =2k'r" +g "(k'),
where x" is the distance to be determined and the
prime notation indicates the possibility of a 0 scale
different than that for polycrystalline Ge. The next
step is to take the difference between the model and
unknown phase functions, 4'(k') —4 (k). This is plotted
in Fig. 16(a) as a function of k, where the solid line is

0

10
kin A'

20

40c
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b, EO = -5eV

z(k) = —.A(k)e"
2z

(4.4)

It is then a simple matter to extract A(k) and 4(k) as

A(k) =2iz(k)i,

FIG. 15. Total phase 2k'+ g(k) of the sine wave in Fig. 14
produced by Fourier transform decomposition. This curve
looks like a straight line because 2k& is much larger than P(k ).

OcI
L

U

4 (k) =arg[z(k)]+ —.
2

The amplitude function derived in this way is the dashed
envelope curve in Fig. 14. The phase function 4(k) is
shown in Fig. 15.

E. Empirical phase shifts and chemical transferability
0

10
kinA'

20

The phase function contains two terms, 2&x, and

g, (k). In order to determine x, we clearly must first
know P,.(k). Recall from Sec. III that g,.(k) is the sum
of the phase shifts associated with the absorbing hole-
state atom and the neutral backscattering atom(s).
Theoretical work has been done to calculate the absorb-
ing atom and the backscattering phase shifts separately,
whereas the EXAFS experiment always measures the
sum. In what follows we describe an empirical pro-
cedure for using these total phase shifts from EXAFS
data to demonstrate the concept of chemical trans-
ferability. This idea states that at sufficiently high
photoelectron kinetic energies, typically above 50 eV
where EXAFS scattering processes are dominated by
core electrons, phase shifts are insensitive to chemical
environment. Determination of g, (k) for an atom pair
in a given model system of known distance x,- enables
the determination of distance r," in an "unknown" (i.e.,
different) system containing the same atom pair.

We start with the first nearest-neighbor distance in
the model system of crystalline Ge to determine the
Ge-Ge distance in the unknown system of molecular
digermane, Ge2H6. The hydrogen atoms are very weak
electron scatterers and thus contribute negligible
EXAFS; in essence, digermane may be considered a
diatomic germanium molecule. The EXAFS data of

N

O
O
O

EEO = OeV

I
O
CI
L

0 10
k lnA'

20

FIG. 16. (a) Demonstration of chemical transferability using
total phase shifts from "model" and "unknown" systems, in
this case crystalline Ge and gaseous Ge&H6, respectively. GEO
has been deliberately set 5 eU too low to demonstrate that the
extrapolated straight-line fit to the phase difference (dashed
line) does not pass through the origin, indicating apparent
violation of the assumption of phase-shift transferability.
(b) Here &ED has been set to 0, andthe phase-difference fitted
line does pass through the origin. The value of x derived here
for the "unknown" system (Ge2H6) agrees very well with the
known distance.
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FIG. 17. Plot of phase residuals from Fig. 16(b). The size of
the residuals, along with other systematic errors, determines
the error bars for the distance value.

the phase difference and the dashed line is a linear
least-squares fit to the difference. &o has been chosen
5 eV lower than the best value. As a consequence,
the extrapolated dashed straight-line fit does not pass
through the origin, which it would have had the correct
value of Eo been used (and assuming chemical trans-
ferability to be valid). In Fig. 16(b) Eo has been ad-
justed so that the extrapolated straight-line fit does
pass through the origin. The slope of the straight line
is then simply 2k(r" —r ) U. sing the known first
nearest-neighbor distance of r =2.450 A in Ge the
analysis predicts a value of r" =2.398+.002A for
Ge,H, . This result compares very favorably with the
interatomic distance of 2.405 + .005 A determined from
electron diffraction. As already emphasized in Sec.
IG.H the procedure of varying Eo is valid because
changes in E, affect mainly the low-k part of the phase
shift, while changes in r affect the high-k part, i.e.,
the two parameters Eo and ~ are not strongly corre-
lated. The fact that the analysis predicts distances
accurately is taken as a strong indication that chemical
transferability is indeed a viable concept. A closely
related analysis method of varying E, until the "slope"
[4"(k)—4 (k)]/k remains constant over a large range of
k has been used successfully by Martens el al. (19'78a).
The k ' factor weighs the low-0 data more heavily than
in our method, but Martens et al. compensate for this
by cutting off low-k information, thus making the two
methods roughly equivalent.

It is important to consider the precision of the results
determined by our analysis procedure. The quoted
error bars of +0.002 A represent the precision of the
linear least-squares fit only. (Systematic errors,
which affect the accuracy of the result, are not in-
cluded in this error; these are discussed separately
below. ) The estimated error in the least-squa, res fit-
is determined by two factors, the size of the phase
residuals in the fit and the number of truly independent
data points in the phase difference curve. The phase
residuals for the fit shown in Fig. 16(b) are given in
Fig. 17. From this figure a qualitative assessment

of the precision of the fit can be determined simply
from Ar =b.g/2k. At k=10 A ', for example, and a
mean value of b, g =0.1 we have nr =0.005 A. The
number of independent points in the phase-difference
curve is just the number of degrees of freedom less
the number of adjustable parameters in the fit
(Bevington, 1969). The former can be estimated from
the ratio of the width of the filter window function to
the Fourier-transform resolution, which is deter-
mined by the length of the data set, Ak =k,„—k
(Brillouin, 1962):

2Arfgt Ak
free

1T
(4.6)

For a filter window width of about 1A and a ~k of
12 A ', N„„ is about '7. This result clearly points out
the futility of trying to fit filtered data with complicated
multiparameter fitting models.

In order to assess the accuracy of the quoted result,
systematic errors must be included in the final error-
estimate. This includes the effects of the various data
analysis procedures used„as well as any systematic
errors in the data such as non-EXAFS background
modulation due to multiple excitations, the presence
of other absorption edges, etc. The analysis procedures
can be tested by analyzing artificial data with different
amounts of noise or other introduced errors. The pro-
cedures outlined so far generally introduce no more
than about 0.005 A total systematic error. All this leads
to a conservative total error estimate for first shell
distances of about +0.01A for high quality data such as
those shown in Fig. 1.

Although solid Ge and gaseous Ge,H, are quite dif-
ferent materials, the above demonstration of chemical
transferability cannot be regarded as very demanding,
since the model and unknown comparison is made be-
tween first nearest-neighbor atoms of very similar
covalent character. A more stringent test is to look
at a material in which the formal charges of the atom
pairs are substantially different from the charge of
the model compound. This is the case of GeO, crystal,
where the Ge atoms are second nearest neighbors and
are significantly more positively charged than in Ge
crystal. Fig. 18 shows the analogous spectra for
GeO, as presented in the Ge-Ge, H, comparison. Fol-
lowing exactly the same steps as above (and using the
Fourier filter technique to separate out the first
nearest-neighbor Ge-0 peak), the Ge-Ge distance in
GeO, is predicted to be 3.150+0.01 A, in excellent
agreement with the value of 3.153 A determined from
x- ray diffraction.

Another illustrative example of transferabi1. ity is
demonstrated for gaseous Br, and Car4. In the former
the atoms are covaleritly bonded and are separated by
2.283+0.005 A, whereas in tetrahedral CBr4 the Br
atoms are not directly bonded, have a net negative
charge, and are separated by 3.171 +0.005 A. With
Br, as the model compound and using the Fourier filter
technique to remove the Br-C contribution, a Br-Br
distance ih CBr4 of 3.165+0.007 A is predicted, again
in excellent agreement with the electron diffraction re-
sult. These representative examples lend much credi-
bility to the concept of phase-shift transferability. Ad-
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ditional examples of this concept applied to a wide
variety of materials (solid, liquid, gaseous, biological,
inorganic, etc. ) appear throughout this review„es-
pecially in Sec. V.

A final comment about the above analysis procedure
of varying Eo to obtain phase-shift transferability is that
it is closely related to the Fourier-transform method
used by Lee and Beni (1977) in their comparison of
theoretical and experimental phase shifts. In their
work, lt(k) was first multiplied by a riumber of theo-
retically calculated factors, including ke" ~ /
If(k, &)I, and an estimate of the mean-free-path effect.
In addition, a factor of e '~ "' was included, also cal-
culated from theory. The resulting curve was then
Fourier transformed. As can be seen from Eq. (1.1),
these prefactors essentially cancel the amplitude and
phase factors for a given sin[2kr, . +g,.(k)] term (if only
positive values of x are examined in the Fourier trans-

form), and hence the transform is just that of a, simple
sine wave from 0,„;„to k,„„The imaginary part of the
transform,

—Im sin[2kr +g(k)]e 'i~ + "~dk,

is just

E(x) =
)

cos[(k „+k .;„)(x,—r)]
1

2

x sin[(k, „—k;„)(x,—x)]. (4.8)

A. (x) = sin[(k, „—k;„)(R—r)]
1

(4.9)

This function is plotted in Fig. 19. Here 0;„ is
6A ', k,„ is 10 A ', and r,. is 2.5 A. These somewhat
artificial values serve to illustrate the qualitative
features of Eq. (4.8). The dashed line is
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This is the magnitude of the Fourier transform. Note
that the function F(~) peaks at the proper value of ~,
in this case 2.5 A, and that the magnitude peaks in the
same place. If instead of the correct P(k) an Eo-shifted
g(k') were used, the two curves would not peak in the
same place, in exact analogy with the extrapolated
phase difference curve in Fig. 16(a) not passing through
the origin. Hence, the matching of the peaks can be
used as a way of adjusting &o. In fact, in some cases
the Fourier transform method might be more desirable.
Since it is not really necessary to use theoretical val-
ues for the phase-shift and amplitude factors„use of
empirical functions (such as those in Figs. 14 and 15
after appropriate subtraction of 2kr) with the transform
analysis would have the effect of narrowing the peaks,
as well as shifting them to their correct radial posi-
tions. Of course, in a system with different kinds of
atoms this would only work for those peaks corres-
ponding to shells containing the proper atoms.
F. Amplitude functions

The amplitude function produced by Fourier-trans-
form filtering contains information about the number
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FIG. 18. (a) k y(k) for crystalline Ge02. Note the nonsinusoid-
al nature of the curve, indicating two or more values of ~. (b)
Fourier transform magnitude for Ge02. The second peak is the
Ge-Ge peak.
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FIG. 19. Plot of H(&) and A(w) from Eq. (4.8) and (4.9) with
x =2.5 A.
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of nearest neighbors, the kind of atoms involved, the
amount of disorder, the effective photoelectron mean
free path, and other inelastic and/or intrinsic loss
factors. It is possible in principle to extract these
quantities assuming chemical transferability of ampli-
tudes, i.e., using model compounds as standards for
unknown systems. We discuss below how this is done.

The procedure of amplitude transferability itself is
quite straightforward (Stern et a/. , 1975). Using the
simplest expression for y(k), Eq. (1.1), the amplitude
function for a single shell of N identical atoms is given
by

A(y) = If(y v}Ie '~ e
-N
us 2 (4.10)

Denoting the model and unknown systems by m a.nd u,
respectively, the logarithm of their ratio gives

If it is assumed that &„(k)= & (0) and (r„—r ) «&(k),
then the third term becomes negligible. A plot of the
left-hand term versus k2, along with the known values,
of +, 0, and the quantities v„and r determined
from the analysis procedure discussed above, enables
the evaluation of N„and o„.

There are several difficulties that can be encountered
with this approach. The first involves the empirical
determination of A(k). If the data length in k space is
too short or if the signal-to-noise ratio is not very
high, the amplitude of the Fourier transform will be
relatively more affected than will be its phase. The
second consideration in using Eq. (4.11) is the relative
disorder in the model and unknown systems. As men-
tioned ip Secs. III.G and IV.C a. very disordered ma-
terial can lead to apparently incorrect distances and
coordination numbers because of the inability to sepa-
rate amplitude and phase completely. The third factor
is the relative mean free paths in the two systems.

0

Differences of as little as 1 —2 A at a given value of k

are actually nonnegligible because of the logarithmic
form of Eq. (4.11) (Citrin e/ a/. , 1979). The uncer-
tainty of our knowledge of these inelastic loss factors
and their sensitivity to chemical environment was dis-
cussed in Sec. III.G.

The problems of amplitude transferability have been
addressed in recent studies by Eisenberger and
Lengeler (1980) and Stern et a/. (1980). In these ex-
tensive studies the transferability between the same
and different atom pairs in different structural and
chemical environments was investigated. The role of
therma1. disorder was studied by testing transferability
between a given system at 77 K and room temperature.
One interesting result is that particularly large dis-
crepancies were observed when the same nearest-
neighbor scatterers in 'different systems were of 1ow Z,
i.e. , in the first row of the Periodic Table. This is
illustrated in Fig. 20, taken from Eisenberger and
Lengeler (1980), which shows the amplitude function
for the first shell C scatterer in K, Fe(CN)„
K,Fe(CN)„and ferrocene, Fe(C,H5), . Note that the

ln
( )

=In 2 +2k (0„—0 }+2
( )

—
~ (~)

(4.11)

C4

O
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Fjo. 20. Backscattering amplitude extracted from the first
shell (carbon backscattering) of K4Fe(CN)6 (solid line), K3Fe
.(CN)6 (dashed line), and ferrocene, Fe(C285)2 (dotted line).
All data are taken all at 77K. Normalization is achieved by
multiplying k p(4 ) by yz, c and dividing by the coordination
number (from Eisenberger and Lengeler, 1980).

shape of the amplitude function for ferrocene is sig-
nificantly different in a way that cannot be accounted
for by a, Debye-Wailer factor correction. It was not
possible to tell whether the discrepancy was due to
If'(0, &)I or to inelastic losses in the medium. The
situation appeared to improve significantly for nearest
neighbor backscatterers in the second row. The pro-
cedure outlined in Eq. (4.11) produced first-shell co-
ordination number determinations of better than + 10%
in many cases, even though detailed examination of the
amplitude functions themselves showed discrepancies
below k = 5-6 A '. Amplitude transferability rapidly
broke down for the same atom pairs in different chemi-
cal environments when they were not nearest neigh-
bors, e.g. , Co-Co in CoO, CoF„and CoS,. Pre-
sumably, the loss factor of the medium varied not only
in magnitude, but also in k dependence depending on
the chemical environment. This conclusion was also
reached by Stern e/ a/. (1980) (see Sec. III.G). The
general picture that emerges from these studies is that
unlike phase transferability, many factors can ad-,
versely affect amplitude transferability.

In analyzing EXAFS amplitude functions it is often
possible to determine the nature of the backscattering
atoms. This is best done, of course, when the com-
position and stoichiometry of the material is already
established and when the scatterers (assuming more
than one kind) are significantly different in Z. The ex-
istence of Ramsauer-Townsend-type resonances (Mott
and Massey, 1965) (see Sec. III.D) in the backscattering
amplitude functions are particularly helpful for dis-
tinguishing between scatterers. In fact, if the atom
is sufficiently high in Z (typically Z &40), the Fourier-
transformed data exhibit an additional peak at lower
values of k. Aside from its usefulness for atom finger-
printing, this peak can complicate the determination
of A(k) because its amplitude and position may be sus-
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f(x) =r(x) r(x) = Q r,.(x)' (4.12)

is minimized. Here r is the vector of residuals whose
components are given by

r,. (x) = y, —g(t,-;x), (4.13)

where y, is the ith data point and g(t;; x) is the fitting
function evaluated at the point ti with the fitting pa-
rameters x. If we write f(x) as a Taylor series ex-
pansion about the point xo and keep only terms up to
second order, we get

f(x) =f(x,) +(x —x,) vf(x, ) +-,"(x —x,) H(x —x,). (4.14)

H is the Hessian off, given by

ceptible to such factors as the signal-to-noise ratio,
data length, and possible systematic errors in back-
ground subtraction. The lower k peak can be filtered
out using a smooth window function, with only the abso-
lute magnitude of the amplitude being in error. How-
ever, using a model compound containing the same
backseattering atoms and applying the same window
function, Citrin et al. (1978) have shown the relative
amplitudes to produce internally consistent results.

Finally, with regard to determining A(k) from the
raw data, it should be realized that higher harmonics

' in the beam can make sample thickness an important
fact or in comparing different systems for extracting
values of N (Greegor and Lytle, 1980b).

.G. Curve fitting: General

Bather than give an extensive discussion of data
fitting techniques, something that is often done in the
literature, this section reviews some general aspects
of curve fitting that have proved useful in EXAFS
analys is.

By curve fitting, we mean the solution of the non-
linear least-squares unconstrained minimization prob-
lem, that is, finding the best set or vector. of pa-
rameters x such that

sarily all the same length, which would correspond to
a spherical level surface. If ~; is the ith eigenvalue of
H, then it is easy to show that the ith principal axis of
the ellipsoid is in the direction of the corresponding
eigenvector of H and has a length &, 'k (Lanczos,
1956). If the fitting problem is poorly posed, with
strong correlations among parameters, then the ma-
trix H is nearly singular. The eigenvectors corres-
ponding to very small eigenvalues are directions along
which there is little change in the value of-f for rela-
tively large'changes in x. The error bars for these
linear combinations of parameters are thus very large.
In the rubredoxin problem discussed in the next sec-
tion, the strong correlation between the spread in dis-
tances and the Debye-Wailer factor is just such a
nearly singular behavior. In that case, the correlation
is easy to identify since it involves only two out of a
small total number of parameters and is readily under-
stood. In more complicated cases, however, the cor-
relation may involve more than just two parameters,
and in this situation an examination of the eigenvalues
and eigenvectors of H often proves useful. Not only do
nearly singular situations show up clearly, but perhaps
unsuspected correlations among fitting parameters
show up as well. It is highly recommended that this
kind of analysis be used whenever nonlinear least-
squares curve fitting is attempted (Lawson and Hanson,
1974).

H. Curve fitting: Applications

It is clear that for systems with only a single dis-
tance present in each peak of the Fourier transform,
the decomposition method described in Sec. III.C is
adequate. Therefore the only need for curve fitting is
to separate two or more radial distribution function
peaks which are not resolved by the Fourier transform
technique. Let us consider two shells with radii r,
and r, . The sum of two sine waves at different fre-
quencies produces beating in the amplitude with a
period of 2k(r, —r, ). If the data extend to k,„such that

H =V'f(x) =Jr''+ g r, g'r, , . (4.15) (4.18)

where the Jacobian matrix J(x) is

(4.16)

If we write the Taylor expansion of Eq. (4.15) around
the (possibly not unique) parameter vector p where
the function is minimized, the gradient term vanishes,
and we have

(4.1'7)

Without going into more detail about how actual
computer programs find p, given a starting guess, we
can notice several interesting things about Eq. (4.17),
which is a quadratic approximation to the actual fitting
problem. If x is near p, then the level curves of f,
i.e. , the surfaces on which f is constant, are ellipsoids.
This is a consequence of the positive definite nature of
H at a true minimum. In general, the principal axes
of the ellipse do not lie along the coordinate axes in the
~-dimensional parameter space, nor are they neces-

the minimum in the amplitude as well as the associated
kink in the phase-shift function can be measured.
Martens ei al. (1977) have taken advantage of this to
resolve the second and third shell distances in CuO
which differ by 0.19 A. They were able to determine
the bond lengths with an accuracy of 0.02 A. However,
k,„ is typically limited to about 15 A ' and Eq. (4.18)
places a limit on distance resolution of -0.1 A. In
principle, if the measurements have arbitrarily good
signal and noise, and if a1.1 the parameters that enter
into the basic EXAFS formula are accurate, the resolu-
tion of the different distances can be increased. In
reality, however, there are limits to how far this can
be pushed, and one of the first problems that is encoun-
tered in curve fitting is the correlation between various
fitting parameters (this was discussed in general terms
in the preceding section).

Parameter correlation is illustrated in the study of
the Fe-S bond length in the protein rubredoxin (Shul-
man, Eisenberger, Teo, Kincaid, and Brown, 1978).
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(k) 1 (3e2i kri+ lP(k ) + e2ikr2+ I)t(k)
) (4.19)

Rewriting Eq. (4.19) in terms of the mean r and the
standard deviation 0 of the distribution of distances,
we ob'tain

(k) lm[e2ikr+ 2(k) (3e2v 3 ik oh + e-243 ika)]

The term in the inner parentheses represents the
modulation introduced by the spread in distances and
can be decomposed into amplitude and phase as

(4.20)

lk
A. (k) = 10+6 cos 8 vk e'

3
(4.21)

where

W3e(k)=tan-' t n' 2 ok
3

{4.22)

Notice that the phase correction due to the spread in
distances is of order (ok)', and so for data with a
limited range in k a small a will produce a very small
effect on the phase. Expanding A(k) in Eq. (4.21) for
small k, we get

A. (k) =4(1 —2a2k2) (4.23)
-2~ 0which is the same to order (ok)' as 4e 2 k, the

Debye-Wailer factor. If, however, the signal-to-noise
ratio is good enough and the systematic errors inthe
data analysis are small enough, a curve-fitting pro-
gram should be able to detect the presence of the
higher-order terms in Eq. (4.23) and hence extract
more information than just the rms variation from the
average distance. The practical limit in the rubredoxin
work, though, .was the aforementioned 0.05 A rms
dete rmination.

A method of analysis which takes advantage of these
facts has been applied to the analysis of rubredoxin
EXAFS data (Sayers et al. , 1976; Bunker and Stern,
1977). Since the spread in distances shows up in the

It had been reported that of the four Fe-5 bonds, one
was anomalously short byapproximately 0.25 A
(Watenpaugh et a/. , 1973). From EXAFS measurements
it was found that this change in distance, while enor-
mous on the scale of the 0.01A accuracy of the single-
distance analysis, was small enough to be unresolvable
from the three other Fe-S distances using the Fourier
transform. Model compounds having Fe-S bonds and
crystallographically measured structures were availa-
ble, and curve fitting was used, showing that there was
no anomalously short bond to within about 0.05 A.
Since this small a distance difference is nearly the
same as the thermal vibrational amplitude for these
bonds, the key role in the electron tra.nsfer energetics
of the protein postulated for the short bond was ruled
out (Shulman, Eisenberger, Teo, Kincaid, and Brown,
1978). However, the curve-fitting problem in this
limit of small differences between bond lengths be-
comes increasingly poorly conditioned, i.e., nearly
numerically singular, because a small spread in dis-
tances cannot be distinguished from a Debye-Wailer
factor in a data set of limited length.

To see the reason for the correlation between these
two factors, consider the EXAFS spectrum resulting
from three long distances and one short distance:

apparent Debye-Wailer factor, it was possible to
extract the spread in distances using the procedure
described in Sec. IV.F. This involves plotting
in[A (k)/A "(k)] versus k' (m =model, u =unknown), with
the extrapolated ordinate being in''"r '/N"r '„]and the
slope being o'„(k) —v2 (k). In the case of rubredoxin
the v„(k) due to thermal contributions was known, so
any differences between o2(k}—v2 (k) over and above
that due to thermal Debye-Wailer factors [o (k) is also
known] are simply a reflection of the rms spread in
distances.

A final example of curve fitting is the study of the
protein hemoglobin (Eisenberger et al. , 1978), which
is one of the more complicated systems analyzed to
date. The complexity here lies in the fact that the first
peak in the Fourier transform contains three distances,
one from the four in-plane porphyrin ring Fe-N bonds
(-1.98 A), one from a single axial nitrogen in the
proximal histidine {-2.15 A), and (in oxy-hemoglobin)
one from the oxygen in the bound 0, molecule
(-1.75 A). The aim was to determine the in-plane
Fe-N distance accurately enough to see if there was
any strain in the out-of-plane porphyrin ring atoms.
Oxygen and nitrogen have similar backscattering amp-
litudes and, as shown above, a direct curve-fitting
approach suffers from correlations between the many
pa, rameters required for the fit. Instead, the approach
taken made use of the fact that the spectrum is domi-
nated by the four in-plane nitrogen atoms and that the
other two distances are almost sufficiently different
to be resolved. When the phase curve was extracted
from the first Fourier transform peak assuming a
single bond length„ it was found to contain a small
oscillation as expected on the basis of Eq. (4.22). The
phase curve was then fitted with a theoretical phase
function under the assumption of equal Debye-Wailer
and loss factors for all three distances and a simple
scaling by atomic number of the oxygen and nitrogen
backscattering amplitudes. Furthermore, the oxygen
and axial nitrogen distances were taken from model
systems. The in-plane distance (1.98 + 0.01 A) obtained
from the fit was found to be relatively insensitive to
the assumed out-of-plane distances. This analysis
procedure was tested on model compounds and was
found to give excellent results. The more general
point to be emphasized here is that for complicated
systems containing multiple unresolved distances,
many parameters must be assumed to be known before
any useful information can be extracted.

V. EXAMPLES: STRENGTHS AND LI WIITATIONS

There are a number of reviews on the general ap-
plication of EXAFS (Stern, 19'78; Eisenberger and
Kincaid, 1978) and reviews with special emphasis on
biology (Shulman, Eisenberger, and Kincaid, 1978;
Cramer and Hodgson, 1979), chemistry (Sandstrom
and Lytle, 1979; Teo, 1980), and catalysis (Lytle
et (2/. , 1980). Therefore we shall not attempt to com-
pile a comprehensive list of EXAFS experiments here.
Instead, we have chosen a number of examples to il-
lustrate on the one hand the strength and uniqueness
of EXAFS as a structural tool, and on the other hand
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its limitations. We have made an effort to be con-
structively critical in our review, and in doing so com-
pare (when possible) EXAFS with other techniques ap-
plied to the same problem. At the same time, it is not
possible to analyze the potential pitfalls in each in-
dividual case without going into excessive details. Thus
our remarks are more concerned with pointing out
generic problems in a given area of application rather
than debating the merits of each individual experiment.
The reader who wishes to use the results of an in-
dividual experiment may wish to exercise more cau-
tion.

Some of the limitations of EXAFS have already been
discussed in Sec. IV. For example, while EXAFS
typically measures first-shell distances with an ac-
curacy of 0.01A, the resolution of different bond
lengths is much poorer, of the order of only -0.2 A.
With much work and in favorable circumstances the
limit can be pushed down to &0.10A, as was done in
the example of rubredoxin (Shulman, Eisenberger,
Teo, Kincaid, and Brown, 1978). When there is a con-
tinuous spread in the distances, such problems be-
come even more severe. This situation is discussed
under the general heading of disordered systems. We
have up to now concentrated our discussions on bond-
length determination. In many cases it is of interest
to determine both the number and species of neighbors,
and this requires an understanding of the EXAFS
a,mplitude. These and other problems will be illus-
trated by a variety of examples.

A. Disordered systems

One of the earliest applications of EXAFS was to
disordered materials. It was recognized that EXAFS
can provide information about the immediate environ-
ment of an individual atomic species in a multicom-
ponent system, whereas conventional probes such as
x-ray or neutron radial. distribution function (RDF)
studies measure distances between all possible pairs.
(Combining x-ray and neutron powder diffraction data
or diffraction using anomalous dispersion may over-
come this deficiency. ) Sayers et al. (1975) used EXAFS
to study amorphous GeO, . According to the random
network model the glass structure consists of Ge
surrounded by four 0 atoms in a tetrahedral arrange-
ment. The tetrahedra are connected to each other by
sharing the oxygen at the corner. By studying the Ge K
edge, Sayers et al. found that the nearest-neighbor
Ge-0 bond is similar in the amorphous and crystalline
form, whereas the Ge-Ge peak is almost entirely sup-
pressed in the amorphous EXAFS spectrum. This is
shown in Fig. 21. Their analysis showed that this could

O

be explained by a disorder parameter cr =0.077 + for
the Ge-Ge distance, or a 6.5' fluctuation about the
Ge-0-Ge bond angle of 130'. Comparison with RDF
studies of the same material shown in Fig. 22 points
to both the strength and weakness of EXAFS. [For a
review of RDF on glasses, see Wright and Leadbetter
(1976).j The RDF showed several sharp structural
features out to a radius of 5A. On the other hand, O-O
distances also appear in the RDF and it is difficult to
analyze the structures beyond the first few peaks. The
Ge-Ge distance, while very close to the O-O peak, is

(0)6O-Q(r)
4Q- Ge

1

w 2O-
shh n)II'(J"" )'

~ Oo'-O(r)
I

&»

20 ] 2.90
~HI, ~ ~JL.~

-20-

(c)

-QQ, ) II
(d)

-40
30
20
IOn
0 w

-30 ~
-20 ~

IO

0

0 3 '0
rtij

I 2 3

FIG. 21. (a) and (b) are the real part and (c) and (d) the magni-
tude of the Fourier transform of the Ge edge in crystalline
(a, c) and amorphous (b, d) GeO& (from Sayer et al. , 1975).
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FIG. 22. Radial distribution function for amorphous Ge02 by
neutron scattering (from Sinclair et al. , 1974).

relatively sharp and resolved.
To see the reason for the loss of higher shells in

EXAFQ we assume that the disorder is Gaussian and
model its effect by a Debye-Wailer type term
exp(-2o', k'). The data beyond k = o, ' are then effec-
tively cut off. Furthermore, since EXAFS data are

O

difficult to analyze for k = 3 A ' a lower cutoff is
usually required in producing the Fourier transform
E'(r). Thus the amount of data available to a Fourier
transform is greatly reduced and the resulting peak
height in IE(r)I space is suppressed The. loss of low k
information in EXAFS (k =3 A ' corresponds to the
first 6A ' in diffraction due to the 2kr factor) may limit
the usefulness of EXAFS in severely disordered ma-
terials, as emphasized recently by Eisenberger and
Brown (1979). In general, RDF provides low-k in-
formation, while EXAFS provides only the high-0
information. This means that EXAFS is more sensitive
to short-range (i.e., small r) information, while RDF
is sensitive to large r features.

Understanding the effects of disorder played a key
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FIG. 23. Real part (solid line) and the magnitude of the Four-
ier transfrom of the Ag K-edge EXAFS in AgI (a) at 10 C
(normal phase) and (b) at 198 C (superionic phase). Note the
scale change between (a) and (b) (from Boyce et al. , 1977).

role in interpreting EXAFS data on AgI in the super-
ionic phase (Boyce et al. , 19'77). Fig. 23 shows the
Fourier transform of the Ag K edge EXAFS data. The
most striking feature is a reduction of the overall amp-
litude by about a factor of 2 in the superionic phase.
In their initial work Boyce et aE. showed that the models
used previously to interpret x-ray and neutronpowder
diffraction results are inconsistent with the EXAFS
data. This illustrates the EXAFS sensitivity and the
RDF insensitivity to short-range structural informa-
tion. The initial studies led Hayes, Boyce, and Beeby
(1978) [see also Boyce and Hayes (1979)J to propose
an excluded volume model in which the RDF of the
iodine atom about each Ag develops a long tail in the
superionic phase, in sharp contrast to the usual
Gaussian behavior. The long tail provides an explana-
tion of the overall amplitude reduction mentioned ear-
lier. However, while it has been shown that the ex-
cluded volume model is consistent with the data, the
precise behavior of the long tail cannot be extracted
using the EXAFS analysis. Furthermore, no informa-
tion on the correlation between Ag atoms is obtained.
It is interesting to note that RDF analysis, with its
greater sensitivity to long-range information, may
well provide a more detailed test of the model in the
tail region. Neutron diffraction data from single crys-
tal AgI are now available (Cava et a/. , 1977, 1979).
The detailed Ag density map is in agreement with the
site occupation proposed on the basis of the EXAFS
data.

The above example, together with the studies on Zn
at high temperature (Eisenberger and Brown, 1979;
Crozier and Scary, 1980) illustrates that in many
cases the effective Debye-Wailer approximation is in-
adequate in disordered systems and that one has to
resort to modeling to obtain meaningful results. These
examples also illustrate that extreme care must be
exercised in attempts to determine coordination number
using EXAFS. Unless a considerable amount of infor-

mation is already known about the system, it is not
easy to differentiate between a reduction in coordina-
tion and an increase in disorder, particularly disorder
that cannot be described by an effective Debye-Wailer
factor. The message here is that whenever possible,
EXAFS should be used to complement other structural
methods. It is unrealistic to go to a completely un-
known and complicated system and expect EXAFS
alone to provide the correct answer.

We mention three other examples of disordered sys-
tems where the nature of the nearest-neighbor co-
ordination shell already provides considerable infor-
mation. The first example is the study on metallic
glass by Hayes, Allen, Tauc, Giessen, and Hansen
(1978). These authors analyzed the K edge in amor-
phous Pdp, Gep, and concluded that the Ge atom is
surrounded by 8.6+0.5 Pd at a distance of 2.49+0.01A
with a rms half-width of less than 0.1 A. They also
concluded that there is less than one Ge nearest
neighbor, well under the two Ge nearest neighbors
expected from a random arrangement of atoms. While
a similar picture has emerged from the neutron dif-
fraction studies on Pdp 8qSip ye by Sadoc and Dixmier
(1977), Hayes et al. argue that a similar diffraction
experiment would be difficult for the Pd-Ge system
because the Ge-Ge covalent bond length is very close
to the Ge- Pd distance.

A second example is a study of the three component
chalcogenide glass As2S~Se~ (Pettifer, 1979). Using
glassy As, S, and As, Se, as model compounds he found
that the As edge EXAFS of the ternary system can be
fitted by 0.33 + 0.01 and 0.69 + 0.02 fraction of Se and S
neighbors, respectively. The Se and S backscattering
amplitudes and phase are sufficiently different to make
this analysis possible. Since we are dealing with rela-
tively heavy Z scatterers as nearest neighbors, ampli-
tude transferability is likely to be applicable in this
case (see Sec. IV.F).

A third example is the study of Nb, Ge film (Brown
et al. , 19'l7). Nb, Ge is the highest T, superconductor
presently known. The material is unstable in the bulk
and the transition temperature is sensitive to the
method of preparation. Films prepared by sputtering
onto a substrate at 1050 K are known to be crystalline
A15 with a high T„while films deposited at 875 K
exhibit almost no diffraction lines and have a T, of
-5 K. EXAFS data showed that the latter samples are
characterized by a bond-length reduction of 0.21 A from
the crystalline case and a reduction of the mean co-
ordination number from 12 to 8 + 2 with only a small
change in the effective Debye-Wailer factor. Further-
more, data from films produced by electron-beam
coevaporation onto sintered microcrystalline Al, O,
substrates were interpreted by a superposition of the
crystalline and amorphous signals. Thus EXAFS has
clearly been helpful in identifying and characterizing
the amorphous phase in these interesting materials.
On the other hand, T, is known to change rapidly for
deposition temperatures in the vicinity of 1000 K,
whereas no change was observed in the Ge-Nb distance
determined by EXAFS. Therefore the key question of
relative structural information as a function of T,
remains unanswered.
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B. Catalysts

1. Supported catalysts
Probably the most complex systems actively upder

study by EXAFS are supported catalysts. These sys-
tems consist of transition metals, typically Pt, Mo,
or Ru, which are highly dispersed on a large area
silica substrate. The individual clusters are so small
that a significant fraction of the atoms is on the sur-
face. Such catalysts have important commercial ap-
plications [for an EXAFS review on catalysts see Lytle
et a/. (1980)]. The chemical environment of the dis-
persed catalyst is of considerable interest and has been
studied by following the systematics in the edge struc-
ture (Lytle et a/. , 1979, Gallezot e/ a/. , 1979).

One application of EXAFS is simply as a fingerprint
to identify the molecules in the course of a reaction.
An example of this is the study of the oxidation of a
supported Ru catalyst (Lytle e/ a/. , 1977) By. com-
parison with Ru metal and RuO, standards it was found
that exposure to oxygen at 25 C can be described by
chemisorption, whereas at 400 C bulk oxidation oc-
curred.

A second application of EXAFS is the study of the
meta. llic clusters themselves. While the metal dis-
persion, defined as the ratio of surface atoms to total
atoms in the clusters, can be determined by chemi-
sorption methods (Sinfelt, 1977) and the cluster size
distribution can be studied by electron microscopy,
there has not been any information on the bond lengths,
atomic vibrations, and coordination number of these
clusters. EXAFS analysis on a variety of metals such
as Os, Ir, and Pt (Via e/ a/. 1 1979) showed an increase
in the Debye-Wailer factor typically by a factor of 2
and an average coordination number of -(8—10)+2
compared with the close-packed bulk value of 12. The
increased Debye-Wailer factor may be due to thermal
vibration or static disorder. These effects are con-
sistent with the large fraction of surface atoms in the
small clusters. Greegor and Lytle (1980a) have at-
tempted to extract the cluster shape from these data.
In view of the correlation between the coordination
number and the Debye-Wailer factor and the possible
deviation from Gaussian distribution in these rather
disordered systems (see preceding section), the ac-
curacy of the average coordination number and shape
determination must be viewed with some caution at
present. Recently, EXAFS work has been extended
to bimetallic cluster catalysts (Sinfelt et a/. , 1980)
such as silica-supported Ru-Cu (1 wt. % Ru, 0.63,
wt. % Cu). In view of the fact that Cu and Ru have very
limited bulk miscibility, the structure of the bimetallic
cluster is particularly interesting. Comparison was made
between the Ru and Cu edges in-the bimetallic system
with the pure silica-supported Ru or Cu. The results
indicate that Ru is surrounded by 90% Ru and 10% Cu
in its first shell, while Cu has about 50% Ru and 50%
Cu as neighbors. These results are consistent with a
bimetallic cluster consisting of a Ru rich core coated
by a thin layer of chemisorbed copper. This picture
is confirmed by EXAFS data obtained after 0 chemi-
sorption, which show that Cu interacts more extensively
with 0 than with Ru. In combination with other tech-

niques (Sinfelt, 1979), EXAFS has greatly increased
our knowledge of the microscopic structure of these
technologically important catalysts.

Another interesting example of work on metallic clus-
ters is the report of a sizable shrinkage in bond length
for small Cu and Ni clusters evaporated on C substrates
(Apai et a/. , 1979) with particle size down to 8 A. The
bond length was found to be reduced by about 10% with a
correlated shift in the absorption edge. To assure that
the bond-length reduction is a real effect and not an
apparent reduction due to the increasing disorder for
decreasing cluster size these authors also reported that
the phase function was not distorted in the way discussed
in Eq. (3.25).

2. Homogeneous catalysts

Reed et a/. (19'77) have made a, study of Wilkinson's
catalyst, RhCl(PPh~)„and polymer-bound Wilkinson's
catalyst. The nearest neighbor shell of the Rh in
RhC1(PPh, ), consists of one Cl and three P atoms. The
phase shifts and amplitudes of Cl and P are sufficiently
different so that direct curve fitting can be used to
extract bond lengths and coordination number. In-
terestingly, it was found that the polymer-bound cata-
lyst is best fitted by two P neighbors and two Cl atoms.
The only reasonable model is that a chloro-bridged
dimer is formed when it is attached to the polymer.
The dimer formation is correlated with the reduction
of catalytic activity of the polymer-bound catalyst.
This work was performed on a catalyst supported on a
polystyrene crosslinked with 2% divinylbenzene. It is
known that the degree of crosslinking has a major
influence on the catalytic activity (Grubbs, 1976). In a
subsequent study Reed et a/. (1978) showed that in a
catalyst supported on a 20% crosslinked polymer dimer
formation was substantially reduced. These studies
suggest that there is probably some degree of cross-
linking between 2 and 20% which is optimal for the
catalytic activity.

C. Solution

It ha.s been possible to obtain EXAFS from ions in
solution (Eisenberger and Kincaid, 1975, Crozier et a/. ,
1977, Sanstrom et a/. , 1977, Sanstrom and Lytle, 1979).
The K edge EXAFS measurements for Br in dilute
aqueous CuBr, solution were found to be damped, indic-
ative of a loosely bonded coordination shell of water
molecules. Just as in the disordered systems discussed
in Sec. V.A, such damping greatly restricts the amount
of Q space available for determination of distances and
coordination numbers. Recently, studies have been
ca, rried out in more concentrated solutions (Fontaine
et a/. , 1978, 1980). It has been known from neutron
diffraction and Raman spectroscopy that strong Ni-Ni
correlation exists in NiC1, solution. Fontaine et al.
found that for 4.5 molar concentration of CuBr, the
EXAFS resembles crystalline CuBr2, but with an over-
all amplitude reduction factor of 2 and with some evi-
dence of 0 neighbors at low k. They attempted to fit
the data without Fourier filtering and interpreted their
results as being consistent with ions that are 50%
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locally ordered and 50% surrounded by a shell of hydra-
tion. The reduction factor of a half is reminiscent of
the reduction factor in superionic AgI (see Sec. V.A)
and raises questions about the uniqueness of the inter-
pretation. Again we see that while EXAFS permits the
immediate identification of short-range ordering, the
presence of strong disorder implies that meaningful
information obtained from EXAFS of such systems is
limited and can be extracted only by modeling.

D. inorganic chemistry —metal-metal bonds

EXAFS has been used to detect and characterize
metal-metal bonds in a number of inorganic complexes.
Very often the complexes exist either in solution or in
nonsingle crystalline form, so that x-ray diffraction
is not possible. An example is the study of Mo(IV) ions
in HCl solution. There has been considerable con-
troversy on the question of whether Mo exists in dimer
or monomer form. In particular, a structure has been
proposed in which two Mo atoms are bridged by two 0
atoms and each Mo is surrounded by four H20 mole-
cules. In the EXAFS experiment (Cramer, Gray,
Dori, and Binu, 1979), a Mo —Mo bond at 2.51 A is
clearly seen. Furthermore, the spectrum can be fitted
with two short Mo —0 bonds at 1.95 A and four long ones
at 2.15A, the latter presumably arising from the hy-
dration sphere. It is also concluded that Cl is not in the
first coordination sphere. The authors are careful to
remark that while the EXAFS data are consistent with
the dimer model, the correlation between the Debye-
Waller factor and coordination number in the fitting
procedure does not permit an unambiguous structural
determination.

A second example is the study of the Co —Co bond in
the neutral and singly ionized complex [CpCoPPh~]2
(Cp=7I' —C,H„Ph =C,H, ) by Teo et al. (1978). The
structure of the neutral dimer has been determined
by x-ray diffraction, but the diffraction has not been
successful with the ionized dimer because of air and
moisture sensitivity. EXAFS of the neutral dimer was
fitted using calculated amplitude and phase functions
in a. three-term fit (5C+2P+ICo). Upon oxidation the
metal-metal bond was weakened to the point that a
similar fit for the ionized complex did not give sensi-
ble results (this is because the fitting was dominated
by the C and P). The data were analyzed with a pro-
cedure whereby first a two-term fit with only C and P
neighbors was performed and then the difference be-
tween that result and the original data was Fourier
filtered and fitted by a one-term Co —Co bond. The re-
sulting Co —Co bond length of 2.65 A (slightly lengthened
from 2.57 A in the neutral complex) was sufficiently
different from the Co —C and Co—P bond lengths of 2.07
and 2.22 A, respectively, to make this subtraction pro-
cedure viable (the Co-Co distance was resolved in the
Fourier transform of the raw data as a shoulder of the
Co-C, Co-P main peak). By this fitting procedure Teo
et al. (1978) concluded that in addition to the slight
stretching, the Debye-&aller factor was increased by
roughly M3 upon oxidation, so that the metal-meta, l
stretching force constant was interpreted to have de-
creased by a factor of 3.

E. Defects and impurities

EXAFS should be ideally suited to studies of local
distortions around impurities or defects. The use of
fluorescence detection, particularly with array de-
tection schemes of the type described in Sec. II
(Hastings et a/. , 1979), should permit measurements
of very low impurity concentrations. Such data should
be forthcoming in the near future. Here we review
two independent studies on Cu prec ipitates in Al done
by Fontaine, Iagarde, Nandon, Raoux, and Spanjaard
(1979) and by Lengeler and Eisenberger (1980).

It is known that under proper heat treatment Cu pre-
cipitates out of Al-Cu solid solutions in the form of
platelets [the Gunier-Preston (GP) zone]. There has
not been any technique, however, which directly mea-
sures the local structure in the GP zone. The two
EXAFS studies arrived at the similar conclusion that
Cu precipitates in a single (100) plane and that the d
spacing to the neighboring Al plane is contracted to
-1.68 A compared with 2.0225 A for the Al matrix.
Fontaine et al. fitted the data assuming the distance in-
side the zone to be the nearest-neighbor spacing in
the matrix, 2.86 A, and the composition in the zone
plane to be 50% Cu and 50% Al. Lengeler and Eisen-
berger, on the other hand, allowed the zone plane
distance to vary and obtained a best fit at the same

O

matrix spacing of 2.86 A, thus confirming the con-
ventional picture. This latter work provided an exam-
ple of the danger of the fitting procedure. These
authors' initial data were rather noisy and went out
to only k -11A '. A best fit to that data disagreed with
the conventional picture for a GP zone. Subsequent
data taken with greater accuracy and to higher k
(15A ') gave a best fit in agreement with the conven-
tional model as discussed above. The danger of false
minima in fitting noisy data over a limited 0 space
cannot be overstated. If such situations are unavoida-
ble, it is best to be content with testing the consistency
of particular models rather than attempting multi-
parameter fits.

F. Biology

In many biological systems the active sites are in the
vicinity of a heavy metal ion. Conventional diffraction
requires the growth of single crystals and solving the
structure of extremely large molecules. EXAFS would
seem ideal for providing information on the immediate
environment of the heavy ion. A special advantage is
that crystals are not required and one can often work
with solutions of the metalloproteins. In most cases,
however, the heavy atoms are very dilute and are re-
sponsible for only a small part of the total absorption.
Fluorescence detection is usually the preferred mea-
surement technique, and one is often forced to work with
spectra of less than ideal signal-to-noise quality. A
further complication is that care must be taken to avoid
x-ray damage of the biological samples. The best hope
for improvement in the experimental situation lies in
improvement in the efficiency of the fluorescence de-
tectors. Since the fluorescence radiation is of a given
frequency, energy discrimination before detection can
separate the signal from unwanted background. Methods
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of energy discrimination include use of filters (Stern
and Heald, 1979) and use of Bragg diffraction from
crystals of graphite (Hastings et a/. , 1979) or LiF
(Marcus et a/. , 1980).

EXAFS experiments have been performed on a large
number of macromolecules of interest to biochemistry
[see review by Cramer and Hodgson (1979)]. Our review
here is of necessity limited in scope. Experiments in
biology can roughly be divided into two groups. The
first involves proteins where the ligands of the metal
ion are already known from diffraction and EXAFS is
used to obtain more accurate bond length and geometry
information. We review the work on rubredoxin and
hemoglobin as examples of this group. The second
group of experiments deals with proteins where some
or all of the ligands are unknown and the goal is to
determine the coordination number, the bond lengths,
and ultimately the local structure. The work on nitro-
genase is such an example. In all these studies model
compounds play an important role in a. iding the analysis
and establishing confidence in the results.

Rubredoxin is a small protein of molecular weight
6000 with one Fe atom tetrahedrally coordinated to four
S atoms. Prior to the EXAFS work its crystal struc-
ture, determined by x-ray diffraction (Watenpaugh
et a/. , 1973), showed three Fe-S bonds at 2.30A and a
fourth bond at 2.05 A, The standard deviation of each
bond length was 0.045 A. It was' thought that appreciable
strain energy was stored in the short bond, thereby
affecting the redox potential of rubredoxin. The early
EXAFS data on rubredoxin were obtained by transmis-
sion detection (Shulman et a/. , 1975, Sayers et a/. ,
1976). These were moderately noisy and limited to
relatively small k, but it was already claimed that the
data were inconsistent with a large spread in bond
lengths. Careful analysis of improved data obtained by
fluorescence detection as described in Sec. IV.H put the
difference in bond length at 0.0+0.1A (Shulman,
Eisenberger, Teo, Kincaid, and Brown, 1978). Fur-
thermore, the average distances determined in oxi-
dized and reduced rubredoxin were found to be the
same as those in a. model compound not showing an
anomalously short bond by either diffraction or EXAFS.
Since that time, further refinements of improved dif-
fraction data have yielded an Fe—S bond-length differ-
ence of only 0.1A. Studies on Fe-S proteins have been
extended to other proteins containing two or four Fe
atoms, such as ferredoxin (Teo et a/. , 1979). Since
the nearest neighbors include both Fe and S„ theoretical
amplitude and phase function were used to fit the data.
The data analysis procedure was tested on model com-
pounds with excellent results. Comparisons between
model compounds and proteins in oxidized and reduced
forms show that the models are excellent representa-
tions of the active sites of the proteins.

A second biological system under intensive study is
hemoglobin. Each hemoglobin molecule contains four
active and well separated Fe sites, with each Fe atom
surrounded by a prophyrin ring so that it has four N
neighbors roughly in a plane. In addition, there is an
axial N neighbor that connects the Fe-prophyrin system
to the rest of the molecule. Oxygen molecules may
be bound to a,n Fe atom opposite the axial N. However,

the binding energy of 0, on the Fe site may differ by 3
kcal between the high- or low-affinity form of hemo-
globin, depending on whether or not one or more of
the other Fe sites has already bound an oxygen mole-
cule. Thus, two questions arise which may be ans-
wered by EXAFS. First„one would like to know
whether there is structural difference localized in the
vicinity of the active site between the high- and low-
affinity forms of hemoglobin. This question was
answered by comparing the EXAFS spectra of a low-
affinity hemoglobin with a mutant high-affinity hemo-
globin Kemsey (Eisenberger et a/. , 1976). The Fe—N
bond lengths in the prophyrin ring were found to be
identical within y0.02 A. A second question relates
to the pathway of the remarkable conversion between
the low- and high-affinity forms of hemoglobin:
How is the binding of 0, on one Fe site communicated
to the other Fe sites? Perutz (1970) and Hoard (1971)
have proposed that the Fe is forced out of the plane
in deoxyhemoglobin and into the plane in oxyhemo-
globin by a shortening of the bond length between the
Fe and the planar N upon oxygenation. The motion of
the iron was postulated to be as much as 0.7 A, acting
as a "plunger" that communicated the strain energy
to the other Fe sites. EXAFS data on both the oxy-
and deoxyhemoglobin were obtained (Eisenberger et a/.
1978). Analysis was difficult because the two Fe-N
distances and the Fe—0 bond in oxyhemoglobin were
unresolved within the first Fourier transform peak.
By making use of information obtained from model
systems, a rather involved data analysis (see Sec.
IV.H) yielded the bond length between the Fe and the
inplane N to be 2.055+0.01 and i.98 +0.01 A for the
deoxy- and the oxyhemoglobin, respectively. Using
additional information on the relaxed prophyrin ring,
the relatively small difference in bond lengths appears
to rule out the large-scale motion postulated by
Perutz and Hoard as being driven by the lengthening
of the Fe—N bond. The lack of bond orientation from
the currently available information EXAFS data, pre-
cludes more detailed structural modeling. The reader
is referred to Perutz (1979) for a discussion of his
point of view in light of the EXAFS findings.

We now turn our attention to the second group of
experiments performed on systems where the ligands
of the metal are unknown. A series of measurements
on the enzyme nitrogenase illustrates the kind of con-
tribution EXAFS can make in such systems. Nitro-
genase is a protein found in nitrogen-fixing bacteria
and contains two Mo and approximately 24 Fe atoms
out of a total molecular weight of 220000. It has long
been suspected that Mo is the active site of nitrogen
reduction. However, information on the local environ-
ment of Mo is almost entirely lacking. In a study of
both the edge structure and EXAFS of nitrogenase
and by comparison with a large class of model com-
pounds, Cramer, Hodgson, Gillum, and Mortenson
(1978) concluded that the nearest neighbors of Mo con-
sist of S and Fe. Oxygen ligands were convincingly
ruled out. [In contrast, a later study of a different Mo
enzyme, sulphite oxidase, showed the presence of both
0 and S ligands (Cramer, Gray, and Rajagophalen
(1979)]. These findings were confirmed by studies on
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nitrogenase obtained from different bacteria, as well as
from a low molecular weight cofactor containing the
Mo-Fe-S complex isolated from the protein (Cramer,
Gillum, Hodgson, Mortenson, Steifel, Chisnell, Brill,
and Shah, 1978). All of these systems were found to
have the same EXAFS spectra. Still further advance
was made in the recent synthesis of a model system
(Wolff et al. , 1978}, the structure of which was in-
ferred from diffraction as consisting of Mo substituting
Fe in a Fe4S4 cube configuration and the Mo atoms in
two such cubes being bridged by three S atoms. By
comparison of EXAFS of the model system and of
nitrogenase, Wolff et a$. concluded that the local struc-
ture of the Mo in nitrogenase is similar to that in the
model compound. The EXAFS was analyzed by a curve-
fitting procedure by Cramer, Hodgson, Gillum, and
Mortenson (1978), who argued that a three-term fit
consisting of three Fe neighbors at 2.72 A, 3 or 4 S
atoms at 2.35A, and 1 or 2 S atoms at 2.55A was
required. Unfortunately, the fitting procedure assumed
a simple power law for the scattering amplitude
(f(k, &)(, which is known to be inaccurate for heavier
elements like Fe and to some extent for S (see Sec.
III.E). This is particularly worrisome because the
improvement in the fit between a single Mo-S distance
and two different Mo-S distances lies mostly at low A,'

where the power law assumption is most inaccurate.
This limitation was recognized by the authors, who
pointed out that an alternate model consisting of a single
Mo bridging two sulfurs cannot be ruled out. Teo and
Averill (1979}have produced a variant of this second
model consisting of a single Mo bridging two Fe4S4
cubes by S ligands. Thus we have seen how EXAFS has
greatly enhanced our knowledge of the structure of
nitrogenase. Instead of our being totally ignorant about
the nature of ligrands, the discussion now centers on
the choice between a few structural models. Future
experimentation and synthesis of model systems will
no doubt narrow the choice still further.

G. Adsorption and intercalculated systems

There has been considerable work on adsorbed atoms
and molecules on exfoliated graphite (grafoil). The
large surface area of oriented graphite planes has made
possible the application of bulk techniques, such as
specific heat and x-ray and neutron diffraction, as
well as studies of surface properties (Dash, 1978).
The system of Br2 adsorbed on grafoil was studied
in some detail by EXAFS as a function of temperature
and bromine coverage (Heald and Stern, 1978). It was
found that Br, is adsorbed as a molecule because a Br
backscattering signal was clearly visible. In addition,
the C scattering was observed and used to provide
information on bond lengths and bonding site. By
studying the change in the Br signal when the x-ray
polarization is either perpendicular or parallel to
the graphite basal plarie, Heald and Stern concluded
that at 0.6 and O. S monolayer coverage the Br~ mole-
cule lies flat in the basal plane with the Br-Br dis-
tance stretched by approximately 0.03 A to accommo-
date partially the lattice mismatch. At 0.2 monolayer
coverage such anisotropy and stretching was not ob-
served. This they interpreted as an indication that

the Br-Br axis is tilted out of the plane and free to
rotate. Heald and Stern also studied Br intercalated
graphite and Caswell et al. (1979) have studied K as
an interealant. EXAFS has provided information on
the short-range structure not readily obtained by
diffraction. On the other hand, it has relatively little
to add to questions concerning long-range order such
as order-disorder and commensurate- incommensu-
rate transitions studied in detail by x-ray diffraction
for adsorbed rare gases (Stephens et a/. , 1979).

H. Surface EXAFS

The determination of the location and bond length of
adsorbed atoms on clean single-crystal surfaces is an
important problem in surface science. The conven-
tional technique for obtaining surface structural in-
formation is low-energy electron dif fraction (LEED).
The analysis of LEED data requires complicated
multiple-scattering computer codes, and the accuracy
in distance determinations are usually of the order of
+0.1A (Zona, 1977). It is clea. r that if EXAFS were
observed from the adsorbate, a much more accurate
(-+0.01 A) bond-length determination would be possible.
Furthermore, it should be possible to discriminate
between adsorption sites by studying either the de-
pendence of the amplitude with synchrotron polarization
direction or the nature of second nearest-neighbor
distances. The problem, of course, is that a mono-
layer of adsorbated atoms is an extremely dilute sys-
tem as far as x-ray absorption is concerned. A sur-
face sensitive detection scheme must be used. The
suggestion was made that Auger electrons from the
adsorbate be collected and energy analyzed to dis-
criminate against background electrons (Lee, 19'76;
Landman and Adams, 1976). Because the number of
Auger electrons is proportional to the number of core
holes created, it is proportional to the absorption by
the adsorbate [this is just the nonradiative analog of
the fluorescence detection scheme (Zaklevic et al.
(1977)]. The first surface-EXAFS (SEXAFS) experi-
ments were performed by Citrin et al. (1978) on the
L, edge of iodine adsorbed on Ag(111) by detecting the
characteristic I (L,M, ,M~, ) Auger electrons. Al-
ternatively, it is possible to detect the secondary
electrons with or without energy discrimination (partial
or total yield) (Lukirski and Brytov, 1964; Gudat and
Kunz, 1S72; Martens et a/. , 1978b; Stohr et al. , 1978,
1979; Citrin et al. , 1979, 1980). For low Z atoms the
adsorbate and/or substrate photoemission peaks are
swept through the energy analyzer window so that the
detection of secondaries is the preferred mode (Stohr
et al. , 1978, 1979). In general, there is a. trade-off
between the high count rate in total yield versus the
background discrimination in Auger measurements.

In the —,-monolayer coverage of I on Ag(111), the
I—Ag bond length was determined with an accuracy of

O+0.03 A Bnd the adsorption site was assigned to be in
the threefold hollow by examination of the SEXAFS
amplitude. These results agreed with the earlier
LEED work of Forstmann et at. (1973) on the same
system but were considerably more precise. Since
that experiment, the availability of the synchrotron
source in dedicated running conditions and the use of
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TABLE III. Calculated versus experimental Ns values for I on
Cu.

atop bridge hollow Expt~

total yield instead of Auger detection schemes has
greatly enhanced the signal-to-noise level so that bond-
length precisions of +0.01 A can now be achieved in
even &-monolayer systems (Citrin et al. , 1980). A
notable development is the systematic use of the de-
pendence of the SEXAFS amplitude on the synchrotron
polarization vector for site discrimination (Citrin
et a/. , 1980). This is illustrated in Table III, in which
the effective coordination numbers N, determined ex-
perimentally are compared with theoretical ones for
the most probable adsorption sites of I adsorbed on
Cu(111) and Cu(100) surfaces. In that table we also list
the relative amplitude, i.e. , the ratio of ~, for dif-
ferent angles of polarization with respect to the surface.
It is found that the use of the relative amplitudes ratio
combined with the absolute amplitudes permits un-
ambiguous identification of the three and fourfold hollow
sites. Since the chemical environment of the adsorbed
atoms is quite different from that of the bulk standards,
the application of absolute amplitude transferability
alone would be viewed with some caution (see Secs.
III.G and IV.F), but as seen in Table III the absolute
amplitude offers a comfortable margin in distinguishing
between the different high-symmetry adsorption sites.
For L2, edges, in general, the use of relative ampli-
tude functions alone is usually not sufficient because the
angularly dependent term in Eq. (3.18) is supplemented
by an angularly independent factor. In this regard K
edges represent the more favorable case for deter-
mining adsorption sites using only relative amplitude
functions due to the absence of this isotropic term
[see Eq. (3.22)]. Still another aid towards site de-
termination is the measurement of the adsorbate-
substrate second nearest-neighbor distance. This has
been recently observed in I adsorbed on the quenched
Si(111)surface (Citrin et al. , 1981). This system is
particularly interesting because SEXAFS identified the
primary adsorption site as the one-fold on-top site,
whereas Cl on similarly prepared Si(111)was found by
photoemission to occupy primarily the threefold hollow
(Schliiter et al. , 1976).

SEXAFS experiments have also been extended to the
soft x-ray region, -0.2-1 keV. Relative to the I ex-
periments at -4.5 keV, the significantly lower photon
fluxes in this energy range due to the current 1.ack of
comparably efficient monochromators makes the sensi-

tivity of these measurements much lower and the
ability to determine adsorbtion sites much more diffi-
cult. Nevertheless, important information can still
be obtained. In the study of -1 monolayer oxygen
coverage on Al(111) (Zohansson and Stohr, 1979), not
only was the 0-Al distance observed, but the adsor-
bate-adsorbate distance was also seen. The polariza-
tion dependence was very helpful in identifying and
separating the O-O contribution. The 0—Al bond was
measured to be 1.75 +0.05 A, substantially different
from the value 2.12+0.05 A given by analysis of LEED
,data (Martinson et al. , 1979, Yu et al. , 1980). The
LEED study has been criticized by Jona and Marcus
(1980) for not having compared a large enough number
of beams. On the other hand, these authors also
suggest the possibility that the SEXAFS work contained
oxygen in a more advanced stage of the chemisorption
process (with oxygen inside the substrate). Hopefully
the discrepancy can be resolved when higher fluxes are
available to enhance the sensitivity at lower adsorbate
cove rages.

A limitation of SEXAFS compared with LEED is that
it appears difficult to apply it to the study of recon-
struction of clean surfaces. In this case the signal will
be a combination of bulk and surface contributions,
making analysis extremely difficult. Bianconi and
Bachrach (1979) reported a study on the clean Al(111)
and Al(100) faces. Their data extended only to -50 eV
above the edge and consisted of perhaps a single oscil-
lation. This is really not a region in which the EXAFS
theory is valid. Their attempt to extract a surface
relaxation parameter is not creditable and their con-
clusion is at odds with LEED work. The LEED con-
clusion has been confirmed by careful reanalysis
(Jona et a/. , 1980).

With the availability of high-quality data (good S/N
and sufficiently large k range), SEXAFS appears to be
well on its way towards its development as a major
surface structural tool. For well characterized sur-
faces, there is now sufficient sensitivity for reliable
bond-length and site geometry determination for heavy
adsorbates. In the near future it should also be pos-
sible to extract thermal Debye-Wailer factor informa-
tion. With the development of more efficient mono-
chromators in the soft x-ray energy range and the
utilization of dedicated synchrotron sources, studies
of low Z adsorbates will be greatly improved and the
capabilities for addressing more subtle surface struc-
tural questions, e.g. , molecular orientation, multiple
overlayers and sites, etc. , should be enhanced con-
siderably for the full range of adsorbates.

Cu(100)

q b

&j./ &ii

0.5
1.0.

2.1

atop

0.5
1.0
2.1

1.1
1.8
1.7

bridge

1.1
1.8
1.7

1.7
2.5
1.5

hollow

2.4
3.1
1.3

1.6 a 0.2
3.0+ 0.6
1.9 R 0.4

Expt~

1.9 + 0.2
2.8 + 0.6
1.5-'-: 0.3

Absolute values of N for surface normalized to Nz forbulk
polycrystalline model campound CuI." The nominal perpendicular polarization direction is
actually -70 with respect to the surface plane.

Vl. OTHER RELATED TECHNIQUES

d 0' 4'vo
dn did (kq/m c)' (6.1)

There are several other techniques that are closely
related to EXAFS. The first is inelastic electron scat-
tering, in which a high-energy electron beam (hundreds
of keV in energy) is sent through a thin foil (several

0
hundred P. thick) and the electrons scattered in a given
direction are energy analyzed. The differential cross
section for such a weak scattering event is given by
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where r 2O = e'/m'c4. Here,

The momentum transfer q for particles of incident
momentum p,. and for nearly elastic collisions is deter-
mined by the scattering angle q =2q, sin(8/2).

If li) is a core state with a radius x, and qr, «1
(dipole approximation}, and if the electrons are inde-
pendent (Hartree approximation),

(8.8)

12000-

8000-

4000-
& q=0 c/~

q =~1

95

Here e, is a unit vector in the q direction. Hence the
electron scattering rate is proportional to the optical
absorption cross section at frequency co with polariza-
tion &~.

The loss mechanism of interest to us is the excitation
of core electrons. Other excitation processes include
(i) bulk and surface plasmon losses of energy ranging
between 5 and 30 eV, (ii) interband and optical transi-
tions of energy between 1 and 10 eV, and (iii} Cheren-
kov losses, usually in the 1 to 5 eV range. To avoid
losses from these mechanisms, as well as loss of
electrons due to elastic scattering at angles larger
than the angular acceptance of the electron analyzer„
the optimal sample thickness is usually several
hundred angstroms. This places rather serious de-
mands on sample preparation. EXAFS has been ob-
served above the Al L, , edge (Ritsko et al. , 19'74) and
the carbon K edge (Kincaid et al. , 1978)—see Fig. 24.
Since that time EXAFS has been observed in the K
edge of Be, 0, Mg, Al, and Si„and the L edge of Si,
Ti, Ni, and Cu. Quantitative comparison with theory
has been made for C in graphite and Ti in titanium
metal (Kincaid, 1980, unpublished).

A comparison between electron energy-loss mea-
surements and absorption using synchrotron radiation
was made by Kincaid et al. (19'78}, who concluded that
for low Z elements inelastic electron scattering may
offer better signal-to-noise. This has been strikingly

demonstrated by Batson and Craven (19'79), who
showed that EXAFS data can be obtained by focusing
an electron microscope to a probe size of approxi-
mately nanometers in radius, sampling as few as 104
atoms in a time as short as four minutes. The use
of the scanning electron microscope to perform inelas-
tic energy-loss experiments was recently reviewed by
Joy and Maher (1979). Needless to say, the advan-
tages in obtaining synchrotron radiationlike intensities
in a lab-sized electron energy-loss machine are sub-
stantial.

A second phenomenon that is closely related to
EXAFS is the extended appearance potential fine struc-
ture (EAPFS). This'refers to EXAFS-like oscillations
above the appearance potential threshold (Cohen et al. ,

, 1978), In this experiment a beam of relatively low-
energy electrons (-1 keV) strikes a sample and the
total secondary electron yield is monitored as a func-
tion of incident electron energy. Above the threshold
for excitations of the (2s or 2P) core states, oscil-
lations are observed in the second derivative spectra.

i

The incident electron with energy E0 excites a core
state with binding energy E~. The final state consists
of a core hole, an electron with energy, E, and an in-
elastically scattered electron with energy Eo —(E, +E).
Thus, unlike excitation with photons, the final-state
electron does not have a unique energy, and the usual
EXAFS expression must be integrated over the final-
state energy F-. The transition matrix element to each
final state should have EXAFS-like oscillations, but
the effects will be largely washed out by the E inte-
gration. However, there is a relatively sharp lower
cutoff on the energy E, namely, it must be above the
Fermi level. By looking at the derivative spectra,
transitions to electrons with energy just above the
Fermi energy can be effectively picked out, thus ex-
plaining the oscillations observed. The basic physics
is similar to EXAFS except that the dipole selection
rule no longer applies in the transition matrix element.
A theory of this effect has been worked out by I ara-
more (1978) and by Laramore ef al. (1980}. Experi-
mental results have been reported on V surfaces
(Cohen et al. , 1978; Elam et al. , 1979) and the Al —0
bond in oxidized Al (denBoer et al. , 1980}. Clearly
this technique has the advantage of being surface sensi-
tive and requiring lab-size equipment. Further ex-
perimentation and quantitative comparison with theory
will no doubt be forthcoming.

40

C 2

C3
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FIG. 24. Electron energy-loss spectra of crystalline graphite.
Insert in upper right shows the near-edge structure for mo-
mentum transfer q =0 and 1 A . The second insert shows the
spectrum for amorphous carbon, scaled by E'4 (from Kincaid
et al. , 1978).
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