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First-order polymorphic, second-order, melting, and freezing transitions induced by shock-wave loading
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I. INTRODUCTION

Shock phenomena most commonly experienced by an
individual are the boom from supersonic aircraft, the
crack of a rifle, and automobile pileups on crowded free-
ways. The fact that the last-named event produces a
shock wave suggests what is indeed true: that shock
waves are very general and are, if not ubiquitous, at
least pervasive. Extensive use has been made of the
shock wave as a scientific tool in the study of gases, but
there has been limited application to solids. Even so,
considerable data have accumulated in the last twenty
years on miscellaneous problems, even though there
has not yet been concentrated study of many subjects.
One area which has received considerable attention is
the pressure-induced phase transition. Testimony to
this attention lies in the entries of Table AI of the Ap-
pendix. Even here, however, efforts are in general
fragmented, and few materials have been studied in de-
tail compared to static high-pressure investigations.
(See, for example, Klement and Jayaraman, 1967 and
Rooymans, 1969.)

The purposes of this review are to present some ele-
mentary things about shock waves, to explain how they
relate to phase transitions, to tell what measurements
can be made and how, to list and discuss measurements
that have been made, and to point out some areas for
future work.

Shock waves in solids are ordinarily produced by im-
pact of a projectile on the sample or by detonation of an
explosive in contact with it. In either case, the result is
the introduction of a step pressure that propagates
through the sample, changing shape as it goes; these
changes in shape result from the action of inertial forces
derived from mechanical properties of the sample.
When shock waves are used to probe material proper-
ties, the challenge to the experimenter is to accurately
measure changes in shock-wave shape and to interpret
them in terms of material properties. The philosophy
is analogous to that involved when response of an elec-
trical network to a step in voltage is used to determine
network parameters. But the shock-wave problem is
more complicated because the sample is a continuum
and because relations between impressed force and
mechanical response are nonlinear.

A stress pulse produced by sudden application and
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subsequent release of pressure on the surface of a solid
has a beginning, a middle, and an end. The beginning
is a shock front, i.e., a near-discontinuous compres-
sion. The middle is a region of uniform or slowly vary-
ing pressure, density, and temperature; the end is a
rarefaction that returns the material to something ap-
proaching its original state. In some experiments the
middle region is so abbreviated that only beginning and
end are apparent. A representation of an unusually com-
plicated pressure profile is shown in Fig. 1. All these
features, developing from a step in pressure loading
and a subsequent unloading applied at a plane boundary,
may exist in a single sample, but are not apt to be re-
corded in a single measurement. 8, is an elastic shock
travelling at the dilatational wave velocity and limited in
amplitude by the shear strength of the material. In an
ideal elastic-plastic solid, 8, brings the material to the
point of permanent deformation, but no deformation oc-
curs until §, arrives. The second shock 8, is a wave of
plastic deformation, often called the “Plastic I Wave,”
limited in amplitude by the pressure at which the phase
transformation takes place. In a reversible transforma-
tion, 8, compresses the material to the boundary of the
mixed phase region, but transformation is delayed until
arrival of §,, the “Plastic II Wave.” Transformation
occurs in the shock front §,, going to completion if the
driving pressure is large enough. The amplitude of §,
is determined by driving pressure. 8, travels more
slowly than 8,, which, in turn, travels more slowly than
8,. In real materials the regions bounded by 8,, 8,, and
8, are regions of relaxation toward equilibrium. Imme-
diately following 8, is a “rarefaction fan” ®,. ®, is a
“rarefaction shock,” associated with the phase transfor-
mation which separated 8§, and 8§,. Another nominally
uniform region follows &, and is bounded by the final
rarefaction fan ®,.

A shock wave results from inertial response of the
material to sudden changes in pressure or particle ve-
locity at a boundary. Pressures in laboratory shock ex-
periments commonly range from about 10° to 10'* Pa.!
Measurements have been made at pressures as small as
107 Pa and as great as 3 10'2 Pa. The latter measure-
ment was made near an underground nuclear explosion
(Al’tshuler et al., 1968a). Duration of the high-pres-
sure state produced by a shock wave is determined by
characteristic dimensions that commonly range from '
1 to 50 cm in diameter, corresponding to durations of
about 0.5 to 25 us. Most quantitative experiments are
performed with plane-wave loading.

The possibility that phase transformations might be
induced by shock waves was suggested at least as early
as 1941 (Schardin, 1941), but the first serious experi-
mental study of the subject was stimulated by an appar-
ent anomaly in shock-wave compression of iron at high
and low pressures (Bancroft et al., 1956), arising from
a phase transition at 13 GPa.

10ne pascal equals one newton/meter? or 10 dynes/cm?.
Multiples of the pascal used here are the terapascal (TPa),
gigapascal (GPa), and the megapascal (MPa), which are equal
to 10'%, 10°, and 10° newtons/meter?, respectively. One GPa
=10 kilobars or about 10 000 atmospheres.
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FIG. 1. Pressure distribution in a pulse propagating through a
material undergoing a phase transformation and a transition
from elastic to inelastic behavior.

Discovery of the 13 GPa polymorphic transition was a
notable scientific achievement. Since the transition had
not been observed before, unique capabilities of shock-
wave experimentation were clearly demonstrated. This
discovery stimulated further static high-pressure re-
search and has played a major role in establishing a
pressure calibration scale for static experiments. Shock
experiments by Johnson et al. (1962) gave the first evi-
dence for a triple point in the pressure—temperature
phase diagram of iron. Detection of the well-known
Bi I- Bi II transition under shock loading by Duff and
Minshall (1957) confirmed the importance of shock load-
ing experimentation in the study of polymorphic phase
transitions.

Shock-induced polymorphic transitions are important
for their applications. A particularly notable application
is in material synthesis, exemplified by production of
diamonds in shock-loaded graphite (DeCarli and Jamie-
son, 1961) and of cubic and wurtzite forms of BN from
shock compression of hexagonal BN (Batsanov et al.,
1965; Coleburn and Forbes, 1968). Diamonds of indus-
trial quality are now produced commercially by E. 1.
Dupont de Nemours Co. and Allied Chemical Corp.
(Trueb, 1970, 1971). Scientists in the Soviet Union have
undertaken an extensive program in material synthesis
with shock loading techniques (Ruchkin et al., 1968;
Kirkinsky, 1968; Batsanov, 1968; Boreskov et al., 1968;
and Batsanov et al., 1969). Material synthesis, not
necessarily involving polymorphic phase transitions, in-
cludes polymerization (Al’tshuler et al., 1968b; Ada-
durov ef al., 1965) and synthesis of superconducting
intermetallic compounds (Barskii et al., 1972; and Otto
et al., 1971). It has also been demonstrated that damage
due to hypervelocity impact may be strongly influenced
by phase transitions (Shockey et al., 1975; Bertholf
et al., 1975). The possibility of producing metallic hy-
drogen in explosively driven magnetic compression ex-
periments has been explored. (See, for example,
Physics Today, Vol. 26, No. 3, p. 17, 1976).

Many measurements of shock transition pressure have
now been reported. Many of them are isolated measure-
ments that neither exploit nor illustrate the full capa-
bilities of shock compression techniques. The novelty
of shock-induced transition measurements has given way
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to realism concerning difficulties in interpreting mea-
surements and the necessity for more detailed measure-
ments if scientifically useful data are to be obtained. In
this review, we hope to bring the present state of knowl-
edge of shock-induced phase transition into perspective
in hopes that major problems will come into focus for
further work.

The results of experimental observations of shock-
induced transformation are shown in Tables AI and VII
of this review. Some discussion of these results is con-
tained in Secs. IV and VI. Section II provides an intro-
duction to the necessary mechanics, thermodynamics,
and kinetics of shock-wave propagation; Sec. III de-
scribes various experimental methods used to study
transformation; and Sec. VII contains concluding re-
marks and some suggestions for future efforts.

If the reader is totally unfamiliar with shock-wave
phenomena and experimentation, he may find it helpful
to consult some general references (Duvall, 1968; Duvall
and Fowles, 1963; Al’tshuler, 1965; Zeldovich and
Raizer, 1966 and 1967; Glass, 1974; Courant and Fried-
richs, 1948).

1. MECHANICS OF SHOCK-WAVE PROPAGATION
A. Stress and strain conventions

We shall be dealing almost exclusively with plane
waves in one space dimension. Cartesian coordinates
are used with x axis in the direction of propagation. All
equations will refer to mechanically isotropic materials.
Shock waves in anisotropic elastic and plastic media have
been treated (Pope and Johnson, 1975), but effects of
anisotropic properties on phase transition phenomena
have received little consideration though they appear to
exist, even at relatively high pressure (Fritz et al.,
1971). Materials of interest are solids or viscous fluids,
so shear stresses commonly exist. Diagonal stress
components will be exclusively compressive, so it is
convenient to follow the practice of fluid dynamics and
use the pressure tensor p;, which is the negative of the
stress tensor o;; commonly used in solid body mechan-

ics?:

Piyj=—0y- : 1)

With the coordinate convention described above, x,y,z
are principal coordinates; off-diagonal components of
by; vanish, and diagonal components can be described by
a single subscript: p,=p,,,p,=p,,,P,=p,,. Because of
the symmetry of one-dimensional plane waves, p,=p,.
No motions parallel to wave fronts will be considered,
so the only nonvanishing component of strain is 7, =7,,;
this is called a “state of uniaxial strain.”

The only pressure component normally measured in

2Writers on shock-wave problems sometimes use the term
“stress” to denote the term p;; and the term “pressure’” to
denote mean pressure p and hydrostatic pressure P alone.
Since some of the figures in this paper are derived from other
work, coordinates are sometimes labeled “stress” to indicate
that the quantity being plotted is p,, not p or P. Whether
“pressure” or ‘“stress” is used, the quantity is positive in
compression. -
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experiments with plane shock waves is p,, which can be
looked upon as composed of mean pressure,

D=(p,+p,+p,)/3
=(p,+2p,)/3, (2)

and a shearing stress 7. This useful resolution is a

simple identity:
b= (b, +20)/3+2(p,-b,)/3
=p+41/3, (3)
where
T=(p,—D,)/2. 4)

Often called “maximum resolved shear stress,” 7 is
shear stress on planes with normals at 45° to the x axis.
When dealing with hydrodynamic states, or when shock-
wave results are to be compared with static measure-
ments, p will be identified with hydrostatic pressure P.

B. Equations of propagation

The differential equations of motion and mass conser-

‘vation in one-dimensional plane geometry are

au au a9p,
== == =0
P ot +pu 9x * ax

, (5)

ap ap du _
a7 T4%x TP ax_o’ )
where p is mass density and « is particle velocity. An-

other quantity commonly used is specific volume,
V=1/p. (7
The equation of energy conservation, when combined
with Egs. (5) and (6), reduces to the first law of thermo-
dynamics:
dE av  d@

ar ~TPear tar ®)
where E is internal energy per unit mass, d@ is heat
added per unit mass, and d/dt=29/8¢+ud/9x is the con-
vective derivative. Equations (5), (6), and (8) are often
called “the flow equations.”

The flow equations do not of themselves define a physi-
cal problem. The description of the material in which
propagation is to occur and initial and boundary condi-
tions serve to complete the problem definition. The ma-
terial description is stated as a set of constitutive rela-
tions. In the simplest case this set is the equation of
state alone. More generally it includes  equations de-
scribing various irreversible and rate-dependent pro-
cesses important to the problem at hand. For example,
constitutive relations for a ductile solid would include
an equation of state, specification of the yield stress,
specification of the plastic flow rule following yield, and
a recipe for calculating shear stresses. The equation of
state might consist of a relation among P, V,E, but is
not necessarily limited to such a relation.

The simplest problem of shock-wave propagation is
that in which a uniform pressure P, is suddenly applied
to the surface of half-space and thereafter held constant.
Figure 2 portrays the resulting flow field for a simple
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FIG. 2. A uniform pressure is applied to the plane surface, x
=0, at t=0. (a) After time ¢ the shock front divides the space
into two uniform regions: I, undisturbed, and II compressed
and accelerated. (b) p,(x) at time ¢. § is the shock front. The
relation between P and V is shown in Fig. 3.

fluid with the isentropic compression curve shown in
Fig. 3. In Fig. 2(a) is shown a section of a half-space to
the surface of which a constant pressure P, has been
applied since zero time. The shock front § is a region
of rapid but not discontinuous change of state variables.
It divides the half-space into two regions: I, in which the
effects of applied pressure P, have not yet been ex-
perienced, and II, which is a constant state between
surface and shock front. The corresponding pressure
profile is shown in Fig. 2(b). Constitutive relations in
this case consist of a single equation, P =P(V, E).

If the shock front of Fig. 2 is unchanging in form as it
propagates, the flow equations can be reduced to a set
of jump conditions connecting compressed and undis-
turbed states (Band and Duvall, 1961):

P, -P,=(Us- Uo)(Up— Uo)/Vo B (9)
1- VI/VO=(UP—U0)/(US— U, , (10)

(P Vl)

Vv
vV —— 0

FIG. 3. Isentropic compression curve for a normal liquid.
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E - E,=(P,+P) (Vo= V,))/2. 11)

Here U, is propagation velocity of the shock front; U,
and U, are particle velocities ahead of and behind the
shock, respectively. Equations (9)-(11) apply even if
connected states are not uniform, provided the shock
front is a discontinuity in P, V, U,, and E (Courant and
Friedrichs, 1948). As a practical matter, the jump
conditions are assumed to apply if field variables are
changing much more rapidly in the shock front than be-
fore or behind it. Some caution must be exercised in de-
fining shock propagation velocity if the shock front is not
steady (Barker, 1975). If resolved shear stresses are
significant, hydrostatic pressures P, and P, are re-
placed by p,; and p,,. The thermodynamics of compres-
sion are then complicated by irreversible processes like
plastic flow and fracture (Duvall, 1973).

Equation (11) is called the “Rankine- Hugoniot Equa-
tion.” 'When combined with an equation of state of the
form E,=E(P,,V,), and P, is varied, it produces a set
of curves in the (P, V) plane, one for each set of initial
points (P,, V;). The curve through (P,, V,) is said to be
“centered” at P,,V, and is known variously as the
“Rankine- Hugoniot P—V curve,” “Hugoniot P-V curve,”
“Hugoniot” or “R—H curve” centered at P,,V,. Itwillbe
called R—Hcurveinthis review. The shock process is adia-
batic but not isentropic (Courant and Friedrichs, 1948).
The R—H curve lies above the isentrope centered at the
same point. It is usually called the “shock adiabat” or
“dynamic adiabat” in Russian literature.

Equations (9) and (10) can be combined to give expres-
sions for U and U, in terms of P,, V,, P,, V,, and U,:

Us_ Uo= VO[(PJ, - Po)/(Vo— Vl)]llz s (12)
U,—Uy=[(P, - P)(V,— Vy)]2/2. (13)

The R—H curve centered at P, V, thus maps into a
curve in the U, - U, plane. This is also called an R-H
curve and provides a convenient representation of
shock-wave data when U, and U, are measured quanti-
ties, which is frequently the case. In the absence of
phase transformations, the U vs U, curve can usually
be fitted to a straight line:

Us=U,=Co+s(U,~-U,), (14)

where C, is equal to, or very nearly equal to, the bulk
sound velocity at P =P, s is the slope of the U; - U re-
lation, and

Co=vKV,, (15)
where K is bulk modulus at P. '
Elimination of Us ~U,, U, -~ U, from Eqgs. (12)-(14)
yields a form of P~V relation frequently used to de-
scribe R—H curves:
2 —
p-py=—Soo=V) (16)

[Vo=s(V,=V)* "~

Temperature in a shock wave can be calculated by in-
tegrating the differential equations of the R—H curve
(Duvall, 1973) or by comparison with temperature on the
isentrope at the same volume (Goranson et al., 1955;
Duvall and Zwolinskii, 1955). Temperature on the isen-
trope through the initial state is given by the expres-
sion:
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Vo
In(Ts/T,) = £ rav/v, am
where )
=V (2P
IH'CV <8T>V’ (18)

is the Gruneisen ratio. The additional temperature in-
crement at the same volume arising from shock com-
pression is Tp - Ts, where

Sp
InT,/Ts = f ds/Cy . (19)
SO

Entropy, Sp, can be expressed as a series in powers of
the volume compression, n=(1-V/V,):

3 82
SD_SO=_&_ 3< P>+..., (20)
0]

127, " \8v?
where the second derivative is evaluated for the initial
state on the isentrope or the R—H curve. I C, and I'/V
are assumed constant, Eqgs. (17), (19), and (20) can be
combined to give

_ Vin® (9°P ]
InTp/Ty=Tg [1 + 12aT0K0<8V2> 0+ , (21)

where o is the thermal expansion coefficient, K, is the
isothermal bulk modulus at (V,, 7\,) and I, has been
evaluated by Eq. (18). For an R—-H curve given by Eq.
(16), Eq. (21) becomes

lnTD/T0=1"0n[1 + GITJ;Z N+ } , (22)
Coefficients of »* range from 10 to 100 for a variety of
solids, so the temperature increment from irreversible
shock heating is negligible for volume compressions of
a few percent.

The problem represented by Figs.'z and 3 is not re-
alized in practice. Half-spaces do not exist, and uni-
form pressure cannot be instantly applied over a sur-
face. Limitations imposed by real conditions are dis-
cussed in Sec. III.

C. Shock-wave stability

In general the R—H curve is not so simple as that
shown in Fig. 3. A more common type for a solid has a
cusp where elastic failure occurs, and a solid which
fails elastically and also transforms to a new phase
under pressure has two cusps, as shown in Fig. 4. In
such a case the simple wave structure of Fig. 2(b) no
longer applies. Instead the wave may consist of one,
two, or three shock fronts, each one separating uni-
form states, depending on location of cusps and the
magnitude of P,, Fig. 5. In that case the jump condi-
tions, Egs. (9)—(11), are written for the ith shock:

pi=pit = Ui=UU-U™/ Vi, (23)
1-vy/Vi=Wi-Ui™)/(Ui-vui"), (24)
E; "Ei—1=(Pi+Pi_l)(Vf-1 -V)/2, (25)

where pl, V;, UL, and E,; are values of state variables
behind the shock; pi=*, V,_,, U™, andE,_, are values
ahead of it; and U: is its velocity of propagation.
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FIG. 4. R-H curve centered at (P,,V,) for a solid which fails
elastically at A and transforms to a new phase starting at B.

Division of the shock wave into multiple waves hinges
on questions of stability. Whether or not a given shock
wave configuration is stable can be simply expressed by
determining whether following shock waves will over-
take those in front (Rice et al., 1958). For example, in
Fig. 6 are represented two shock waves in sequence.
The leading shock 8, is traveling with speed U{!’ relative
to the material ahead of it, which is at rest. Material
between 8, and 8, is compressed to specific volume V,
and accelerated to particle velocity Uﬁ,‘?. With respect
to this material the first shock speed is U{"’ —=U{". With
respect to this same material the second shock has
speed U —UiV. If UP -U§< Ul -U§"), the second
shock falls continually farther behind the first shock,
and the two-shock system is stable. I the inequality is
reversed, the second shock overtakes the first, forming
a single stable shock.

From Eqgs. (9) and (10) the equation for shock propa-
gation speed is obtained

UL =UT P =V (P =pi™)/ (Vi =V )) (26)
also
UL =Ul=(V,/Vi )Ui=UL™) . 27

Applying these equations to the two shocks of Fig. 6, we
see that the double shock is stable if

PP =p pi =Py

(28)
V.-V, Vo=V,

] ui

- S
p' i-1
X Py
i i-1
Up Up
V.
L Vl-l
El Ei-l

g

- FIG. 5. Parameters of a shock preceded by moving material.
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332
(2) (2)
o VZ - Us
u (2) ﬁfl
p
pxm, Vi g
(1) S p v
Up o’ o

FIG. 6. Double shock configuration.

To see the meaning of this inequality, consider the
(ps, V) curve shown in Fig. 7 and suppose that the final
shock state (p{?),V,) of Fig. 6 is at B. The negative
slope of chord AB is given by the lhs of Inequality (28);
that of OA is given by the rhs. Since OA is steeper than
AB, Inequality (28) is satisfied and a double shock to
B, withbreak at A, is stable. Chordslike OA andAB of Fig.
7T which connect initial and final states are sometimes
called “Rayleigh lines.” If the driving pressure p{?’ lies
between O and A or above C, a single shock is stable.
If it lies between A and C, a double shock is stable.

The shock stability problem can be couched more fun-
damentally in terms of the curvature of isentropes for
a fluid medium (Bethe, 1942; Duvall, 1962). If

(8%P /aV?),<0

in some region, then there exist initial and final states
for which a single shock wave is not stable. The gen-

eral theory of stability is complicated (Fowles, 1976),

but Inequality (28) is an adequate rule for practical ex=
_perimental purposes.

D. Transformation thermodynamics

Gibbs (1925) was among the earliest thermodynami-
cists to point out the utility of geometric representations
in thermodynamics. Such representations are particu-
larly appropriate for discussion of shock phenomena
since many important qualitative aspects of shock-wave
representation are related to topological features of
equation of state surfaces, without reference to particu-
lar analytical forms or numerical values. Some equi-
librium relations pertaining to shock-induced phase

FIG. 7. Stability considerations for a double shock.
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transformations are described in this section.
Consider only a material that retains its chemical
identity but can exist in two distinguishable physical
forms, e.g., red and black phosphorus. Consider fur-
ther that stress is limited to hydrostatic pressure.
Then there exists a Gibbs function for each phase

Gi{(P,T)=E;-TS;+PV,;, i=1,2, (29)

where S; is specific entropy for phase 7. The high-den-
sity phase will be referred to as “phase 2” throughout
this paper.

Equations (29) represent two surfaces in a three-di-
mensional space with coordinates G,P, T, where G =G,
for phase 1 and G, for phase 2. Transition between
phases occurs where the two surfaces are in contact.

If they intersect, the transition is first order and the
Clausius—Clapeyron equation is the differential equation
of the curve of intersection projected on the P -7 plane

dP/dT =(S, - S,)/(V, -V, )= AS/AV . (30)

The discontinuities in V and S arise from their identity
as derivatives of G

V=08G/oP, S=-3G/9T,

where the underlying surface represents the equilibrium
state. This is illustrated in Fig. 8, where G,(P, T,) and
G,(P, T,) are shown. G(P, T,) is the curve ABC.

If the two surfaces do not intersect, but are tangent
along a curve, the transition is second order and second
derivatives of G are discontinuous. Higher-order.con-
tacts define higher-order transitions, but these are hard
to detect experimentally (Temperley, 1956). Our pri-
mary concern is with first-order transitions, though
second-order transitions will be discussed briefly in
Sec. V.

Discontinuities in V and S define a “mixed phase” re-
gion in P-V -7 space where phases 1 and 2 coexist. The
mixed phase region is a cylindrical surface with gen-
eratrix normal to the P -7 plane. The phase diagram in
the P -T plane is the projection of this cylinder onto the
P-T plane. On the cylindrical surface Eq. (30) applies.
If phase 2 is the high-pressure phase, AV <0 and AS
may be either negative or positive. In the former case,
dP/dT >0; in the latter, dP/dT<0. These two equilib-
rium cases are illustrated in Figs. 9 and 11, respect-
ively. It can be seen from these figures that both cases

P ——

FIG. 8. Gibbs functions for a first-order transition.
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~— —~ ISENTROPE
— -—R-H CURVE g

S

FIG. 9. P-V-T surface for a normal polymorphic transition.
AS<0, AV<0, dP/dT>0. O'Q'R’S’, etc., are isotherms; OK
and EQ'FG are isentropes. OQ’HJ is an R—H curve centered
at 0.

conform to the rule that on an isotherm the high-pres-
sure phase has the lesser volume, and on an isobar the
high-temperature phase has the greater entropy.

In Fig. 9, where dP/dT>0, ABCD is the mixed phase
region; OQRS,0'Q'R’'S’,0"Q"R”S" are isotherms that
start in phase 1 at P =0, cross the mixed phase region
at constant pressure, and rise again in phase 2. EQ'FG
is an isentrope which experiences a break in slope at
boundaries of the mixed phase region; OQ’HJ is the
R-H curve centered at O and recentered at Q’. It has a
second-order contact with the isentrope OK at O; it in-
tersects the phase boundary at @', starts again with a
second-order contact with EQ’F at @’, continues on to
intersect the second phase boundary at #, and turns
sharply up in phase 2. Relative positions of phase
boundaries, isotherm, isentropes, and R—H curve in
the P-V plane are indicated in Fig. 10.

The discontinuity in slope of isentropes at the mixed

PHASE BOUNDARIES

PHASE 1

A |SOTHERM

PHASE 2 ISENTROPES

R-H CURVE D

V—

FIG. 10. Configuration of isentropes, isotherm, and R—H
curves in the pressure—volume plane for a solid shock loaded
through a normal polymorphic phase transition. Equation of
state surface as in Fig. 9.
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FIG. 11. Equation of state surface for AV<0, AS>0, dP/dT
<0.

phase boundary is given by (Duvall and Horie, 1965)
(8V /8P)g, — (8V /8P )y = (T/Cp)(dS/dP )’ > 0. (31)

Subscript SM refers to the isentropic condition in the
mixed phase region. All quantities are evaluated at the
boundary between phase 1 and the mixed phase. The
sign of the inequality in Eq. (31) insures that the isen-
trope in phase 1 is always steeper than that in the mixed
phase. This implies that Inequality (28) is satisfied for
some P, V, and p,ﬁz’, V,; i.e., under some conditions a

_ double shock-wave structure will result from the cusp

at A in Fig. 10. An analogous argument shows that the
discontinuity in slope at B cannot produce a double
wave. These statements apply only for AV <O0.

Some anomalous transitions exist for which AV <0,
AS >0, dP/dT< 0. The equation of state surface for such
cases is illustrated in Fig. 11. For this case, dS/dT<0
on the phase boundary, so temperature decreases on the
isentrope through the mixed phase region, as shown.
Projections in the P~V plane are shown in Fig. 12. In-
equality (31) is independent of the sign of dP/dT, so in
this case, too, a double wave structure is possible.

There are discontinuities in slope of the R—H curve in
the Us —~ U, plane which correspond to those illustrated
in Figs. 9-12. Differentiation of Eqs. (9) and (10) yields
the relation -

nD’'=®R -1)/(R +1), « (32)
where
nEl - V/V(x)

D'=d(Us -U,)/dU,-U,) .

R is the ratio of slope of the R—H curve at a point (P, V)
to the slope of the chord drawn from (P,, V,) to (P, V).
For a single shock from (P,,V,) to (P,V),R>1 and

d{Us -U,)/d(U,—-U,)>0, since n>0. If the R—H curve
crosses a phase boundary at P4,V , and a single shock
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PHASE 1

PHASE 2

PHASE BOUNDARIES \‘\ |SENTROPE

R-H CURVE

V —

FIG. 12. Configuration of isentropes, isotherms, and R—-H
curves in the pressure—volume plane for AV<0, AS>0, dP/dT
<0.

remains stable, (P —P,)/n is unchanged, but dP/dny has
a discontinuity which produces a discontinuity AR in R.
The corresponding discontinuity in D’ is

AD'=2AR/[n(R +1)(R +1 +AR)]. (33)

AR can be negative; if it is less than 1 —=R, a single
shock is unstable.

If the change in R—H curve slope at the phase boundary
is great enough to produce a second shock, two cases
must be distinguished: (1) the second shock is perceived
as a second shock and data reduction proceeds accord-
ingly; (2) the compression is still perceived as a single
shock.

In the first case, if intersection with the phase bound-
ary is at (P4, V,), Eqgs. (9) and (10) still apply with P,
Vo U, replaced by P,, V,, and U,. Then Eq. (32) is re-
placed by

NaDa=R4-1)/(R,+1), (34)
where

V _Vu=V V
1ot = YazV Yo
Na VA VO_V VAT]’

(dP/dn »)
(P ~Po)/ny’

Dy =d(US -U,)/dUf -U,),

R,y=

U$?) =propagation velocity of second shock,
U§?) =particle velocity behind the second shock.

At the intersection, P =P,,V =V 4,7n,=0 and Eq. (34) is

indeterminate. LetP —P ,=Cn,+C,n%++++ . Then Eq.
(30) gives
D4y =C,/2C, . (35)

The change in slope in the U — U, plane is

D.-D'= & - dp/dﬂ —[(PA "Po)/(VO—VA)]VA
4 2C, dP/dn+|[P4s=Py)/(Vo-VV, ~

(36)

In the second case, which describes the “flash gap”
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experiments commonly used at the Los Alamos Scientif-
ic Laboratories (McQueen et al., 1970), U, does not
change but U, does since U; is inferred from the time

of first shock arrival. In that case D’=0 over the span
of U, from initial formation of the second shock until it
overruns the first shock. This produces an uncertainty
in the transition point which is noted in the literature
(McQueen et al., 1967).

Shock pressures measured in the mixed phase region
are normally found to be greater than values calculated
thermodynamically. Slope of the R—H curve in the
mixed phase region at the boundary of phase 1 is given
by the equation (Duff and Minshall, 1957),

2
| avarav. G- (F) (37
where B,, @, C, are isothermal compressibility, therm-
al expansivity, and specific heat at constant pressure,
respectively, in phase 1, all evaluated at the transition
point V ,, T4, P 4; dP/dT is slope of the phase line. Mea-
sured values of |dP/dV| are observed to be much great-
er than values calculated from Eq. (37) for iron and
quartz (Duvall and Horie, 1965) and for KC1 (Hayes,
1974). The difference is smaller for bismuth and may
conform to the equilibrium value (Duff and Minshall,
1957; Duvall and Horie, 1965). Hayes (1972) and Pod-
urets and Trunin (1974) have discussed possible causes
for these differences. Both Hayes and Podurets and
Trunin suggest surface energy as a cause for larger
values of dP/dV, but means for establishing the validity
of this proposal do not presently exist.

It is important to note that even though double wave
structures are possible, they will not necessarily be
found in a given experiment. Final pressure may be too
high for the double shock to be stable, or initial pres-
sure may be too low. The former case is illustrated in
iron for final shock pressure greater than 33.0 GPa
(Zukas and Fowler, 1961),2 the latter in CCl, and liquid
N, (Dick, 1970). Further discussion of shock waves and
the geometry of phase transitions described in this sec-
tion can be found in McQueen et al. (1970).

E. Effects of shear stress on phase transitions

According to Eq. (3) the stress component p, in a
shock wave is composed of mean pressure and a shear
stress. No account of shear stress was included in the
preceding section, and it is reasonable to suppose that
it may complicate: comparisons of shock-induced and
static transformation parameters. In ductile solids 7
is limited by the yielding process; it may be very small
in soft metals like pure aluminum; in brittle materials,
like sapphire, it may amount to several tens of GPa. The
value of p, at which elastic failure occurs ina shock wave
is often called the “Hugoniot Elastic Limit,” abbrevi-
ated HEL.. When the HEL is large, 7 may be large at
the transition point, and the role of shear stress in
transitions intrudes on the simplicity of hydrostatics.
Unfortunately, it is not easy to account for the effects
of shear.

3See also Fig. 18, this paper.
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The hydrostatic Gibbs function cannot be generalized
to produce a potential that defines equilibrium condi-
tions for phase transition when shear stress is present,
except in a few special cases of no interest here (Du-
vall, 1976; Paterson, 1973). The difficulties lie at two
levels. In the first place, consider a finite mass of
solid material which is systematically brought to the
transformation point by application of forces to its outer
boundaries. The mass does not transform homogeneous-
ly. Nuclei of the new phase begin to grow, transforming
the original homogeneous mass into a heterogeneous
mass with inhomogeneities in stress distribution pro-
duced by the growing nuclei. It is no longer possible to
relate stress states in the new and old phases in any
simple way and the first and second laws of thermody-
namics for the finite mass are no longer satisfied by the
simple expedient of setting E, — 7S, +PV, =E, = TS, +PV,,
or by an obvious variant thereof.

At the microscopic level the difficulty persists, but in
a different way. Consider, for example, only the region
in the immediate vicinity of an interface between the
nucleus of the new phase and the matrix of the old. The
curvature of this interface presents difficulties, so con-
sider a plane interface between the two phases. Is there
a simple relation analogous to equality of the hydrostatic
Gibbs function in a fluid which relates conditions on the
two sides of such an interface? Paterson(1973)reviewed
the entire problem. He suggested such a relation for
the special case of coherent phase transitions, i.e.,
transitions in which the new phase can be constructed
from the old through imposition of a set of strains Ap;;
across an interface between old and new phases. If Any;
is small, he gives the condition of equilibrium as

AE - TAS —V,04;An;,;=0. (38)
This gives for the analog of the Clausius—Clapeyron
equation

9T /00, ==V A0, /DS, k,1=1,2,3. (39)

Robin (1974) finds even this to be untrue. Instead, equi-
librium of the interface depends on its orientation rel-
ative to the lattice, so the above equations are not gen-
eral, even under the very restrictive assumptions made.

It is evident that if experimental data on phase trans-
formations in solids are to be organized, some simple
approximation to transformation theory is required,
even if it be inexact. In reduction of shock data it is
usually assumed that only hydrostatic or mean pressure
is significant, and that fluid thermodynamics, including
the Clausius-Clapeyron equation, applies. Shock mea-
surements give only values of p, at which various events
occur, including the onset of transformation. Mean
pressure p is obtained from Eq. (3)

ﬁ :pz - %T ’

where 7 is maximum resolved shear stress. In this
paper, 7 is computed from measured values of the HEL
and appropriate values of elastic constants; it is often
ignored entirely. Measurement of 7 is desirable, but
measurement of a second component of stress in shock
experiments is not simple. If a phase transition occurs
at higher pressure than the HEL, 7 may be expected to
change from its value at the HEL because of stress re-
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laxation, work hardening, temperature increase, and
density increase, so that its exact value at the transition
point is not determinate without additional stress mea-
surements. A more detailed discussion of difficulties
experienced in correcting for shear strength is given

by Duvall (1976).

Jones and Graham (1971) have reviewed the shock lit-
erature for experimental evidence of the effects of shear
stress on phase transitions. They find mean shock
pressure for bismuth, corrected for the HEL, in close
agreement with statically determined values, but in that
case the HEL is small. For germanium the shear cor-
rection to p, is about 15%, and p, corrected for the
HEL, is within the range of static measurements,
though the spread in both cases is rather large. On the
basis of one experiment each with CdS and InSb, the
value of p7%, corrected for the HEL, for the shock
transition is lower than the static transition pressure.*

The only systematic experimental study of effects of
7 on transition pressure has been in iron. The HEL of
iron was varied from 0.7 to 1.9 GPa by varying heat
treatment and carbon content (Minshall, 1961; Loree
et al., 1966a; Jones and Graham, 1971). Their data
suggest that the transition is occurring at constant p,
independent of the resolved shear stress. Supporting

. evidence is provided by Forbes (1976), who finds p”*

to be constant in Armco iron when specimen thickness
is varied, whereas pI* varies as the HEL.

A more extreme case than the one just described ex-
ists in heterogeneous rocks and minerals. It has been
observed that some brittle materials lose a substantial
portion of their shear strength under shock loading
(Fowles, 1962; Wackerle, 1962; Graham and Brooks,
1971; Graham, 1974). Grady et al. (1975) have re-
cently proposed that this results from heterogeneous
melting associated with the yield process (cf. Sec. VI.C).
In such a case, correction for strength based on the
HEL is totally inappropriate.

On the basis of investigations conducted to this date,
there is evidence that in a number of cases the macro-
scopic shear stress has no effect on the shock initiation
pressure of transformation other than the addition of
47/3 to p, as in Eq. (3). Nevertheless, there are some
possible exceptions to be noted in Sec. IV, and it ap--
pears necessary to give careful consideration to the ef-
fects of shear stress on each of the materials under
study. A tabulation of HEL is given by Jones and Gra-
ham (1971). )

F. Finite transformation rates

Time available for a phase transition to occur in a
mass element compressed by shock may be only a few
nanoseconds and does not normally exceed a few micro-
seconds. If the required time for transition is longer,
the transition will not be detected in the usual shock ex-
periment because of sample size limitations. This con-
trasts so dramatically with time scale in static experi-

4Superscript (or subscript) 7L denotes the pressure of tran-
sition determined in compressive loading. TU denotes a value
obtained in unloading experiments; 7" denotes equilibrium tran-
sition values.
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ments that validity of comparisons between shock-in-
duced and statically measured transitions has quite
properly been questioned (Roy, 1969; Bridgeman, 1956;
Bethe, 1942). It is fortunate that experimental mani-
festations of transition kinetics are quite direct and
readily detected in shock experirhents, provided the
rate lies within a rather broad range defined by geom-
etry of the experiment. Roughly speaking, if the time
required to effect a significant fraction of the transition
is less than d/3U, and greater than about 107% s, the
transition rate can be measured in a shock experiment.
Here d is diameter of the experimental sample and Uy
is shock propagation velocity. For a 90 mm diameter
target and a shock speed of 5 km/s, the upper limit is
about 6x107% s, With large explosive systems it is pos-
sible to increase this limit several fold (Walsh and
Rice, 1957). The lower limit.of about 1078 s is deter-
mined by electronic response times and inaccuracies of
mechanical assembly and impact (Hayes, 1972). Kor-
mer et al. (1966) have suggested that index of refraction
measurements can detect transformation times as short
as 107" s. (The kinetics of phase transformations in
shock-loaded solids has recently been reviewed by
Hayes, 19717.)

The amount of material which must be transformed in
order to effect a two-wave structure is defined implicit-
ly by the requirement that the effective R—H curve must
lie below the Rayleigh line passing through the transi-
tion point. This varies with amplitude of the Plastic I
wave and relates to detector resolution (Forbes, 1976).

If a transition has been detected, or is thought to have
been detected, identification of the new phase is difficult.
The new phase may be metastable or it may be a differ-
ent stable phase than observed statically (Hayes, 1974).
In principle it may be possible to make flash x-ray dif-
fraction measurements of the high-pressure phase
(Johnson and Mitchell, 1972). The equation of state of
the new phase can be estimated by the procedures de-
scribed in Sec. II.G,. but identification of the new phase
is normally accomplished through close comparison of
shock and complementary static pressure measure-
ments.

Effects of finite transformation rate on shock-wave
structure can be described by incorporating a rate func-
tion

da/dt=yp(V, T, a) . (40)

in a simple model of constitutive relations to be used
with the flow equations, Egs. (5), (6), and (8), where «
is mass fraction of the second phase. Solution of these
equations for some simple problems suggests experi-
mental procedures to be followed in measuring reaction
rates. _

Recall that each phase in a two-phase system is rep-
resented by a surface in P-V -7 space, and that the
surfaces do not intersect (“system” here refers to a
small mass element). In equilibrium the space between
surfaces is bridged by a cylindrical surface with gen-
eratrix parallel to the V axis. When the transition is
out of equilibrium, the entire range of both surfaces
and the entire space between them must be considered
momentarily accessible to the system. The exact state
path is determined by interactions of the changing stress
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and temperature fields and the rate law, Eq. (40). These
interactions are calculated by combining constitutive re-
lations of the material with the flow equations. In the
simplest case, constitutive relations of the two individ-
ual phases are their equations of state. For the mixed
phase, they consist of an appropriate mixture of equa-
tions of state of the two phases and the transition rate
law. Mass exchange then becomes an irreversible pro-
cess.

Assume that the following conditions apply in a par-
tially transformed state:

1. Shear stresses are negligible.

2. Pressure is common to both phases.

3. Temperature is common to both phases.

4. Particle velocity, U,, is common to both phases.

5. Interface energy is negligible.

Conditions (2), (3), and (5) are to some extent incom-
patible since (2) and (3) require the presence of many
small islands of the second phase dispersed in the first,
whereas this condition is just the one which tends to
make interface energy important. Because of the com-
plexity, this difficulty is ignored for the present, but it
must be kept in mind for future consideration. Condition
(4) is reasonable for solid-solid transitions, perhaps
somewhat less reasonable for liquid-solid, and unrea-
sonable for liquid-vapor transitions, which are not
considered here.

With the above assumptions, state variables at each
point in the continuum are unique. From assumption

(5),

EP,T)=1-a)E,(P,T)+aE,P,T) (41)
and

VP, T)=(1=a)V,(P, T)+aV,P,T). (42)

Subscripts “1” and “2” refer to first and second phases,
respectively. Differentiating Eqs. (41) and (42) yields,
within the mixed phase region,

av=(1—a)dV,+adV,+(V,-V,)da, (43)
dE=(1=a)dE, +adE,+(E, - E,)da. (44)

Equations of state in the two phases are taken in the
form :

Vi :Vi(P) T)v (45)
E;=E;P,T), (46)
i=1,2.

Equations (43) and (44) and the differentials of (45) and
(46) contain nine variables: dV, dE, dV,, dV,, dE,,
dE,, da, dP, and dT'. When these six equations are
combined with the first law in the form

dE = —Pdv 47)

the resulting set of equations can be solved for dP and
dT in terms of dV and da (Horie and Duvall, 1968a,
1968b; Andrews, 1973; Hayes, 1975).

dP =a,,dV +ada, (48)
dT =a,,dV +azda, (49)

where the a;;’s are functions of o, P, and T.
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If the transition occurs under equilibrium conditions,
the Clausius~Clapeyron relation with latent heat of
transformation, L, applies:

dP/dT =AS/AV =f(P)=L/TAV, (50)

where f(P) is a known function. Divide Eq. (48) by (49),
set the ratio equal to f(P), and solve for da. This yields

da=(a, f —a,)dv/(a,,—asf). (51)

Substitution of Eq. (51) into (48) and (49) yields for the
equilibvium transition

dP =(a,,a;, — ay,85,) fdV /(a,; =ty f)
and

dT =dP/f(P).

(52)

(53)

Equations (43)~(46) and (51)—(53) comprise the con-
“stitutive relations for the mixed phase region when the
transformation occurs under equilibrium conditions.
For the irreversible case, Eqs. (43)-(46), (48), (49),
and (40) comprise the constitutive relations. To use

them, divide all differentials by d¢ to form convective
derivatives. These are then combined with the flow
equations to form a complete set. Specification of in-
itial and boundary values specifies a problem.

For the equilibrium transition, Eq. (52), the effect of
a step increase in pressure at the sample surface is to
produce a double shock wave like that shown in Fig. 6;
amplitude of the first shock is the transition pressure

TL

x 4
For the irreversible case, where Eq. (40) applies, ap-
plication of a step P, at the sample surface produces a
shock wave in which the initial step in pressure decays
toward the transition pressure as it propagates into the
sample. This is illustrated in Fig. 13. The wave prog-
resses toward the equilibrium form of Fig. 6 at a rate
determined by Eq. (40). The simplest procedure for
estimating transition rate is to measure the amplitude
of the first wave for different specimen thicknesses and
compare with calculated decay curves.

If the problem is drastically simplified by assuming
that the first shock is a discontinuity propagating at
sound velocity (Duvall, 1964), with AV =const, Cp, =C,,,
V,P,T) independent of T, dV,/dP =const, and if Eq. (40)

20:..:.... o.. ... ...
6l Cw tel e .

© 3 o N o.~ o..‘{

a = o .
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o N * . . .

oF
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FIG. 13. Pressure profiles for a 20.0 GPa shock wave in iron
with rate-dependent phase transition: #=1/3 us, 1. t=0.526
us, 2. t=0.812 us, 3. t=1.105 us, 4. {=1.554 us, AV=-0.004
ecm3/g (Horie and Duvall, 1968a). “Cell index” is a space co-
ordinate in the direction of propagation.
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is approximated by
da/dt=—=(a-ay)/t, (54)

with ¢, constant and Qg defined by Eq. (42) in the mixed
phase region, then it follows that amplitude P, of the
first shock varies with propagation distance as (Horie
and Duvall, 1968b)

P, =P, ~ (xAV/2Ut )dP/AV, V, <V py +AV
=PTL 4+ (P, -PTL)exp(-x/2Ut,)

XV, +AV <V <V, (55)

where U{!) is propagation speed of the first shock and
(PTE,V;,) is the point at which the R—H curve in phase
1 intersects the mixed phase boundary.

Equation (54) is an oversimplified form of the law for
irreversible transformation. An improved form has
been given by Andrews (1970, 1971), and an elegant
formulation of the entire problem has recently been
given by Hayes (1975).

There has been little study of transformation rate ef-
fects in shock-induced transitions. Some authors have
reported effects of driving pressure on transition pres-
sure (Loree et al., 1966a). According to Eq. (55), this
may be a manifestation of finite transformation rate.
Novikov et al. (1965) have interpreted rise time in the
third shock in iron (the Plastic II wave) in terms of re-
action rate; but other rate-dependent effects, including
viscosity, may enter here, as does also the effective
equilibrium R~-H curve in the mixed phase region (cf.
Sec. II.D). Specific attention to transformation rates
has been given by Warnes (1967) for antimony, Hayes
(1974) for KC1, Barker and Hollenbach (1974) and Forbes
and Duvall (1975) for iron. Their results, discussed in
Sec. IV, show that transition kinetics can be significant
and can be measured at the boundary of the mixed phase
region. This is accomplished by the simple expedient of
measuring the rate of decay of the Plastic I wave and
deducing the initial transformation rate, from Eq. (55)
or some equivalent. Limitations on the technique are
provided by time resolution of the measurement and by
size of the shock assembly. This measurement does not
directly give information about transition rate in the
mixed phase region. That must be obtained from com-
parisons of measured and calculated wave profiles and
from the steady profile of the Plastic II wave (Novikov
et al., 1965).

G. Properties of the high-density phase from shock data

The problem is indicated in Fig. 14. The point H has
been determined experimentally, so PT and V7 are mea-
sured directly; internal energy Ef is calculated from
the Rankine—Hugoniot relation. The equation of state of
phase 1 is presumed known, so temperature 77 and
entropy Sf' can be calculated. A portion of the measured
R-H curve, LM, has been identified as lying in phase
2. The Clausius—Clapeyron coefficient dP/dT is pre-
sumed known. We wish to determine the parameters
VT and ST and the equation of state of the high-density
phase.

On LM, P,, V,, and E, are known from the jump con-
ditions. The information required to extend our know-
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FIG. 14. ABCD is isotherm at temperature Ty; A’C is a me-
tastable extrapolation of the phase 2 isotherm at T; H is the
intersection of the R—H curve in phase 1 with the mixed phase
boundary, BQ; HJN is an isotherm through H; HKLM is the
R—H curve in the mixed phase and phase 2; LM is a section of
the R—H curve in phase 2 determined by measurements.

ledge of these parameters into adjacent regions is de-
fined by the thermodynamic differentials

dE =(=P + TTpCy)dV +CydT, (56)
dP =—(K/V)dV +TpCydT, (57)
ds =TpCydV +CydT/T, (58)

where K is the isothermal bulk modulus, I is the Gru-
neisen parameter, C, is the specific heat at constant
volume, and p=1/V. If K, I', and C, are assumed to be
known functions of V and T, Eqs. (56)—(58) can, in prin-
ciple, be integrated, assuming E, P, V, S, and T to be
known at some reference point, say L on the R—H curve
LM. Of these five parameters, only two, S; and T,
are unknown. The result of the integration is three
functions:

E=E\WV,T;S;, T), (59)
P=P(V,T;Sg, Ty), (60)
S=S(V,T;S., Ty). (61)

With attention fixed on the isotherm 7'=77T, set P =PT,

s=8T,v=vT E=ET, and invoke the two additional con-
ditions of equilibrium, assuming the phase change to be
first order:

(i) Clausius—Clapeyron equation:
ST -8T=wTI-vhap/dar. (62)
(ii) Equality of the Gibbs functions at the phase bound-

aries:
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E] —E{=-PT(V] =V{)+T7(S] =ST). (63)
Also, from Eq. (60),
pwvr r";s,,1.,)=P". (64)

Equations (62)—(64) can then, in principle, be solved for
the three unknown parameters S;,T,,V~, where EI and
ST have been replaced by the functions on the right-hand
sides of Egs. (59) and (61). With V7 determined, the
volume change in transition is given by

Ay =y -vT.

Of the functions K, I, and C,, the first is dominant in
determining Vg. The measured section, LM, of the
R-H curve provides information about K. It can be used
in the following way. Variations in entropy along the
R-H curve are given by the equation (Duvall and Fowles,
1963)

27DS =(V,~V)DP +(P =P, DV, (65)

where capital “D” denotes variation along the R—H
curve, and (P,,V,) is the point at which the R—H curve
is centered. Eliminating DS between Eqs. (58) and (65)
yields

DT Vo—V DP P —~P,_

py TIPT= DV " 20,

oV 2C, ). (66)

Combining Egs. (57) and (66) yields an expression for
K/V

K _[pL(V,=V) J DP P-P,
v 7[~————2 -1 v +I'p 3 ——I‘pCVT>. (67)

If T is known, Eq. (66) can be integrated to give an ex-
pression for 7(V), along the R—H curve, which con-
tains the reference temperature 7,. Except for this
constant, Eq. (67) then gives the volume dependence of
K along the R—H curve. Its temperature dependence is
made explicit by assuming a formula for C,.

Several writers have considered the construction of
complete equations of state for use in shock applications
(Cowperthwaite, 1966; McQueen ef al., 1967; Andrews,
1970, 1973; Hayes, 1972, 1974; Johnson et al., 1974).
A particularly simple form is obtained if I'p and C, are
assumed constant. Then the Helmholtz energy A has the
form

AWV, T)=E - PV = V) =S, T-f(V; V)
=TpCy(V =V (T =Ty
~CyTIN(T/TyL) +Cy(T = Ty). (68)
The internal energy is

E(V,T)=E; =P (V=V)-Ff(V; V)

+TpCy T (V= V) +Cyp(T - Ty). (69)

Pressure and entropy are
BV, T)=Pp+f'(V; V) +ToCy(T = Ty), (70)
S(V, T)=S+Cy In(T/T.) +TpCy(V = V). (71)

Substitution of these equations into Eqs. (62)—(64)
yields the following set to be solved for Tz, S;, and VI:

FVe; V) +TpC(TT =T =PT - P, (72)
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Sp=S{+Cy In(T7/Ty) +TpCy(V = Vy) =(VF = VI)dP/dT,
(73)
Ep—El = PyVy = V) =f(V3; V)
+TpCy TV = V) +Cp(TT = T})
=(VI = VIY(=PT +TT dP/dT). (74)

The above procedures for determining AV and the
equation of state of the second phase are simple to de-
scribe, but it is not evident that they are easy to use.
McQueen ef al. (1967, 1970) and Carter (1973a) have
made extensive second-phase calculations. McQueen
et al. choose the reference point to be at ambient tem-
perature and pressure in the metastable region of phase
2. The reference curve of compression is assumed to
be the R=H curve through this ambient point, character-
ized by a linear U, - U, relation: ’

Ug=C,+sU,. (75)

Density at the ambient point, C; and s are then adjusted
by trial and error until the observed R~H curve in phase
2 is reproduced. They have shown that changes in in-
itial density translate the recalculated R—H curve in the
U, - U, plane, changes in C, rotate it, and changes in s
influence its curvature. The entire calculation is carried
out numerically and its use is simple when computer
programs have been established.

These procedures for estimating equation of state of
the second phase produce uncertainties arising from
estimates made for Cy and I". " There are additional un-
assessed errors because of the difference between p,,
which is measured, and P, which is used in the theory,
as indicated earlier in Sec. II. Other errors result from
the difference between transition pressure measured in
shock compression, pT* or 7%, and equilibrium tran-
sition pressure p7, to be discussed in Sec. IV.

11l. EXPERIMENTAL TECHNIQUE
A. Introduction

Theory of the mechanics, thermodynamics, and finite
transformation rates associated with shock-induced
polymorphic phase transformations can be used to pre-
dict basic features of the phenomena and as a frame-
work for interpretation of experimental results. Never-
theless, the assumptions underlying present theory are
expected to lead to oversimplified descriptions of real
material behavior, and experimental observations must
play a leading role in the development of improved un-
derstanding of shock-induced transformations. This
section contains a summary of experimental techniques
that have been used to probe the characteristics of
transformations. No attempt will be made to provide a
comprehensive picture of shock loading techniques.
More comprehensive reviews of techniques (Graham
and Asay, 1977; Fowles, 1973) or individual research
papers may be consulted for experimental details, which
are often important to the interpretation of measure~
ments. Loading methods and measurement techniques
will be briefly described after some general underlying
considerations are presented.
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The determination of characteristics of a transforma-
tion is impeded by very-high-pressure transient char-
acteristics of the experiment. The chaos perceived by
the naked eye and ear is avoided in shock loading ex-
periments that are designed to be completed in the few
nanoseconds or microseconds of time for which a sample
is subjected to well-controlled uniaxial strain produced
by plane loading over a large area. This limited time
scale, the need for uniaxial configurations, and the de-
structive nature of the experiment prohibit or severely
limit measurements that are commonplace at atmospher-
ic pressure or in static high-pressure studies. Develop-
ment of a measurement technique is often a lengthy and
involved process; as a result, shock probes, although
sophisticated, are not yet able to use many tools of mod-
ern solid-state physics. In spite of these difficulties,
the ability to readily achieve very high pressures and
the ease with which pairs of stress-volume states can
be determined have stimulated numerous experimental
investigations of shock-induced transformations.

Most of our knowledge about shock-induced transfor-
mations is derived from measurements of shock and
particle velocities produced by well-controlled loading.
These quantities are sensitive to stress-volume states
of the sample material since they are direct manifesta-
tions of inertial reaction to the loading. Their inter-
pretation is complicated by plastic deformation and by
temperature increases which accompany shock com-
pression.

Electrical measurements have been successfully used
to indicate the onset of transitions under static high
pressure. Similar measurements under shock compres-
sion have been of limited value owing to complications
of the environment. For example, interpretation of
electrical resistance measurement under shock loading
is complicated by difficulties of achieving in sifu mea-
surements and by plastic deformation. Since resistivity
is sensitive to defects, the massive and varied defects
produced by shock loading are hard to untangle from
other effects. Magnetization change, on the other hand,
is less sensitive to defects, but measurements have been
limited to a few ferromagnetic alloys. Although there is
promise for improvement in electrical probes of shock~
induced transformations, their contributions to date have
been minimal and most experimental results have been
obtained from detection and analysis of stress profiles
resulting from well-controlled loading.

B. Loading methods

Shock-wave loading systems are designed to apply
loads over large plane areas of samples so that the sam-
ple is maintained in a state of uniaxial strain for suf-
ficient time for measurements to be completed. As
high-pressure loading waves interact with lateral
boundaries, lateral release waves propagate inward and
reduce pressures as they arrive at interior locations.
This means that samples must have large diameter-to-
thickness ratios, with diameters which typically range
from 25 to 300 mm. Observations are then limited to
central regions of the sample. Total durations of ex-
periments are typically 1 us; hence loads must be ap-
plied simultaneously over a sample surface within times
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FIG. 15. The methods most commonly used to apply shock
loading to samples are shown. In all cases the loading methods
introduce waves into samples over diameters from 25 to 300
mm with simultaneity of about 10 ns.

of about 10 ns. It is also desirable that the loading sys-
tem maintain a constant pressure input whose amplitude
can be easily changed from experiment to experiment
and whose duration can be easily controlled.

Loading methods in widespread use are shown in Fig.
15; each will be briefly described in turn. Less atten-
tion will be directed toward explosive loading since it
has been described in recent reviews (Fowles, 1973;
McQueen ef al., 1970). Actual input pressure values and
profiles in a sample depend explicitly on sample prop-
erties; values quoted are representative only.

1. Contact explosives [Fig. 15(a)]

The first quantitative scientific shock loading experi-
ments were made possible by fabrication of high ex-
plosive lenses that produce plane shock waves over
diameters up to about 300 mm (see the comprehensive
treatment of data obtained with these systems in Rice
et al., 1958). These plane-wave generators, with vari-
ous explosive pads, produce pressures in aluminum
samples in the range 10 to 40 GPa under relatively rou-
tine conditions. Pressure imparted to a sample depends
upon the particular explosive material and mechanical
impedance of the sample. Typical pressures in alumin-
um are 17 GPa with Baratol, 24 GPa with TNT, 35
GPa with Composition B, and 40 GPa with Octol (Deal,
1962; Los Alamos, 1969). Special nitroguanidine lenses
have been developed to produce pressures of 4 GPa in
aluminum (Benedick, 1965). The contact explosive load-
ing method has been widely and successfully used but
several disadvantages have led to development of other
techniques.

Direct contact explosives have limited capacity to pro-
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duce pressures less than 10 GPa and more than about 40
GPa in materials with impedances like aluminum. Ac-
cordingly, projectile impact techniques were developed
for lower input stresses, and explosively accelerated
flying plates were developed for higher-pressure experi-
ments. Other disadvantages of direct contact explosives
relate to the difficulty of varying input pressure in small
increments and lack of control on pressure release.
Furthermore, the ability to fabricate explosive lenses is
limited to a few laboratories, and the large amount of
explosive material detonated in an experiment requires
special experimental ranges.

2. Explosively accelerated flyer plates [Fig. 15(b)]

To achieve higher pressures, plane-wave generators
are used with explosive pads to accelerate flyer plates
to high velocities as shown in Fig. 15(b). Separation of
the explosive from the flyer plate by a thin plastic insert
or a thin air space reduces peak pressure in the flyer
plate and damage to and heating of the plate are mini-
mized. In order to maintain planarity and integrity of the
plate, the free run distance to impact is typically a few
centimeters, i.e., a small fraction of its diameter.
Typical impact velocities range from 1 to 7 km/s and
produce pressures in aluminum from 10 to 100 GPa.

For materials of higher impedance, such as iron, pres-
sures of several hundred GPa are achieved. Systems of
this type are described by McQueen et al. (1970). The
flyer plate velocity can be measured near the plane of
impact, providing an additional measured experimental
parameter.

3. Projectile impact [Fig. 15(c)]

During the past ten years, impact loading with pre-
cisely controlled projectiles accelerated in smooth~bore
guns has become a widely used method of shock-wave
loading. Originally developed for research at low pres-
sures, guns have now been developed to achieve the
same maximum pressures produced by explosive load-
ing (Isbell et al., 1968).

A precisely dimensioned projectile is faced with the
desired impacting material, smoothly accelerated in
vacuum through a distance of many projectile lengths,
and allowed to strike its target in a plane impact with
precise alignment of impacting surfaces. For given
impactor and target materials the stress produced at
impact increases monotonically with impact velocity.

If impactor and target are of the same material, the im-
pact is called “symmetric.” Then particle velocity im-
parted to the sample is exactly one-half the projectile
velocity. Since projectile velocity may easily be mea-
sured with an accuracy of 0.1%, the symmetric impact
experiment provides the most precisely known input con-
ditions of any shock-wave loading experiment.

The principal problem in impact experiments is main-
tenance of alignment of the impacting surfaces. Limits
on allowed misalignment, called ‘tilt,” vary with im-
pact velocity, but tilt values of 500 yrad are normally
acceptable for projectile velocity of about 1 km/s.

Compressed gases or propellants are used to accele-
rate projectiles to the desired velocity. Compressed
gas has been more widely used because it is cleaner,
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subject to closer control, and more convenient for a
conventional laboratory operation. Projectile velocity
is varied continuously by varying gas pressure or pow-
der charge and projectile mass.

All guns are custom made (Thunborg et al., 1964; Tay-
lor and Rice, 1963; Halpin et al., 1963; Barker and Hol-
lenbach, 1964; Linde and Schmidt, 1966; Fowles et al.,
1970), but bore diameters of 63.5 and 102 mm are com-
mon. Bore diameter determines maximum sample size;
hence larger bores are used when thicker samples and
longer observation times are essential. Barrel lengths
range from 3 to 24 m.

Projectile velocities range from 30 m/s to 1.5 km/s
with compressed gas guns, up to 2.3 km/s with guns
driven by chemical propellants, and up to 8 km/s with
two-stage light gas guns (Jones et al., 1966). A recent-
ly developed drop weight impactor has produced pre-
cisely controlled impacts from 0.9 to 3.5 m/s with tilt
at impact of 10 urad (Flinn et al., 1975).

In an impact experiment the input pulse duration is
controlled by thickness of the impactor. I the impactor
surface opposite the impact face is backed with air or a
low impedance material, the shock wave from the im-
pact surface reflects, reduces pressure, and propagates
back through the impactor into the sample. Such un-
loading wave experiments are becoming increasingly
important for probing sample response in high-pressure
states.

4. Pulsed radiation [Fig. 15(d)]

Pulsed radiation has not been widely used to investi-
gate shock-induced phase transformations, but the in-
tense radiation pulses from lasers and electron beams
have been used effectively in other material property
studies. Deposition times may be short enough that ab-
sorption of radiation occurs under conditions of essen-
tially constant volume, producing large stresses and
high temperatures (see, for example, Gauster et al.,
1973).

5. Special loading configurations

The impedance match (McQueen ¢t al., 1970) and
quartz gauge impactor (Ingram and Graham, 1970) con-
figurations are special variations in loading methods
which are widely used. The impedance match method
is based upon determination of shock velocity, particle
velocity, and compression characteristics of standard
materials. Some standard materials are 2024 aluminum
alloy, 921-T aluminum alloy, copper, iron, and a
uranium-—molybdenum alloy (McQueen et al., 1970).
Loading is applied to the standard material, and mea-
surement of shock velocities in the standard and the
sample is sufficient to establish pressure and particle
velocity in the sample. Use of the standard material
eliminates the need to measure particle velocity, which
is the more difficult measurement.

Use of a quartz gauge mounted on a projectile as an
impactor makes it possible to directly determine stress
and particle velocity histories at the impact interface,
provided impact stress in the gauge does not exceed 4.0
GPa. A facing of sapphire on the quartz permits mea-
surements to 8.0 GPa, and a facing of tungsten carbide
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permits measurements to 15 GPa. The technique is
especially useful for study of materials that propagate
complex wave profiles, for experiments at elevated
temperatures, or for materials with time-dependent re-
sponses. The quartz impactor may be combined with
more conventional rear surface measurement of prop-
agated wave profiles to provide detailed knowledge of
both input and propagated stress profiles.

C. Measurement techniques

In a typical shock experiment the sample is loaded in
uniaxial strain to the desired input pressure and re-
sponse of the sample is determined with detectors whose
response characteristics have been determined before-
hand. Most measurements are directed toward deter-
mination of pairs of shock-wave velocity and particle
velocity values at critical locations on wave profiles.
Detailed descriptions of the various detectors are un-
necessary here; but technique is still a crucial element
in establishing our knowledge of properties under shock
loading conditions, and major features of the detectors
are noted. A summary of detectors which have been
used for phase transition studies is given in Table I.

Shock velocity is determined by detecting times of
arrival of the wave at two or more stations at known
locations. This is conceptually simple, but large er-
rors are easily introduced if, for example, care is not
taken to control or determine tilt of the wave in the
plane of the detectors and to determine response times
of detectors. In many experiments, arrival times must
be determined within a few nanoseconds to achieve suit-
able accuracy in the derived shock velocity. As indi-
cated in Table I, methods for discrete determination of
arrival time include charged pins and argon flash gaps
that luminesce when shocked to high pressure.

These same discrete arrival time detectors can be
used to determine particle velocity in experiments in
which the wave is reflected from a free surface and ar-
rival time of the free surface is measured as it moves
outward and contacts detectors at discrete locations.
Since total free surface displacement is usually much
smaller than sample thickness, free surface measure-
ments are more difficult than shock velocity measure-
ments. Free surface velocities are obtained by differ-
entiation of the displacement versus time data, and par-
ticle velocity may be taken as one-half the free surface
velocity; corrections to this approximation are made as
required (Walsh and Christian, 1955). More accurate
determination of particle velocity is obtained if detectors
are used to determine impact velocity in a symmetric
impact configuration.

An example of U; vs U, data obtained with flash gaps
in the impedance match configuration is shown in Fig.
16. A phase transformation in NaCl should be character-
ized by a horizontal line, under ideal conditions, since
flash gaps detect only the arrival time of the first wave
(cf. Sec. II.D). Transition pressure and volume are
computed from the U - U, point where there is a sub-
stantial break in the behavior. Such a break is fairly
clearly indicated for [111] data; the situation for [100]
data is uncertain.

If a single shock wave of constant amplitude is to be
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TABLE I. Experimental techniques used for detection of shock-induced phase transformations.?

Displacement versus time—discrete measurements

1. Electrically charged pins
2. Flash gaps
3. Optical time of arrival

Minshall, 1955b
McQueen et al., 1970
Coleburn, 1964

Displacement versus time—continuous measurements

4. Inclined optical mirror
5. Optical image
6. Inclined prism
7. Displacement capacitor

Time-resolved velocity or stress

8. Quartz gauge

9. VISAR (optical interferometer)
10. Electromagnetic velocity gauge
11. Manganin gauge

12. Sapphire gauge

13. Velocity capacitor

Electronic property measurement
14. Electrical resistance
15. Magnetization change

Postshock sample examination
16. Metallurgical

17. X-ray diffraction
18. Petrographic analysis
19. Other conventional probes

Others
20. Flash radiograph
21. Flash x-ray diffraction

Doran, 1963a

Davis and Craig, 1961
Eden and Wright, 1965
Hughes et al., 1961

Graham et al., 1965; Graham, 1975
Barker and Hollenbach, 1972

Dremin et al., 1965

Keough and Wong, 1970

Graham and Ingram, 1968

Rice, 1961; Ivanov and Novikov, 1963

Keeler and Mitchell, 1969
Graham, 1968; Royce, 1968

Fowler et al., 1961;
Johnson et al., 1962
Coleburn and Forbes, 1968
Chao, 1967

s e

Breed and Venable, 1968
Johnson et al., 1972

2For a more complete description of these and other measurement techniques, see Graham

and Asay (1977) and Fowles (1973).

measured, discrete displacement-versus-time measure-
ments are sufficient to determine shock and particle
velocity values with good accuracy. If, however, ma-
terial response is not ideal and there is structure in the
wave profile, discrete displacement time detectors may
not provide a good measure of changes in structure.

When free surface displacement is continuously re-
corded, the presence of multiple shock fronts is detect-
ed, and data interpretation is more precise than when
flash gaps are used. Closely spaced pin measurements
of surface displacement provide an approximation to the
required data; three optical methods, the inclined mir-
ror, the inclined prism, and the optical image, provide
better approximations (Table I). One edge of the inclined
mirror is in contact with the sample free surface, and
shock arrival and free surface displacement are detected
by monitoring reflected light with a high-speed streak
camera. The optical image technique monitors position
of a wire and its image in a polished free surface. Con-
tinuous optical and pin techniques are more productive
than the flash gap technique since they provide data on
‘the second, higher-pressure shock wave, which can
be used to determine thermodynamic properties of the
high-pressure phase.

Even continuous measurements of displacement cannot
follow fine detail, since measured data are differentiated
to obtain free surface velocities. Direct time-resolved
measurement of stress or particle velocity can be ac-
complished with quartz gauges or optical interferometers
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or other devices with more limited time resolution (Ta-
ble I).

The quartz gauge is an X-cut quartz disk affixed to the
surface at which stress is to be measured. When a
shock wave crosses the interface between sample and
gauge, a piezoelectric current is produced that is nearly
proportional to the normal stress component at the inter-
face. Its time resolution is limited by circuit response
and wave tilt at the interface. Its useful recording time
is propagation time of a dilatation wave through the disk.
The greatest pressure it can reliably report is about
4.0 GPa. Under favorable planar impact conditions it has
a time resolution of a few nanoseconds. Other piezoelec-
tric gauges have been studied. One which is useful to
about 1.0 GPa is lithium niobate (Graham and Jacobson,
1973; Graham and Asay, 1977).

The VISAR, an acronym for Velocity Interferometer
System for Any Reflector, has a time resolution of about
3 ns. It is a modification of the Michelson interferom-
eter in which fringe shift is made proportional to vel-
ocity instead of displacement. It can be used to monitor
velocity of a free surface or of an interface between
sample and a transparent buffer. Its maximum pressure
measurement capability is limited only by the integrity
of solid surfaces and it can be used on diffusely reflect-
ing surfaces (Barker and Hollenbach, 1974).

The remainder of the techniques in Table I will not be
discussed in detail. The difficulty of interpreting re-
sistance measurements under shock compression was
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FIG. 16. The observed shock velocity versus particle velocity
for NaCl, as reported by Fritz et al. (1971). The larger sym-
bols indicate more than one datum point. The ultrasonic bulk
sound speed determined by Haussiihl (1960) is shown at the
lower extension of the shock data. The data in the vicinity of
U,=6 km/s indicate that a phase transition is occurring. How-
ever, the behavior is different from that expected in the ideal-
ized case, for which a horizontal line in the U vs U, relation
would be observed.

mentioned earlier. The post mortem technique of metal-
lurgical examination has provided surprisingly good in-
formation in several instances. Of particular note is the
work of Johnson ef al. (1962) which provided the first ex-
perimental evidence for a triple point in iron at 11.5
GPa and 775 K by metallurgical examination.

Of the other detectors, the electromagnetic gauge, the
Manganin gauge, and the sapphire gauge are capable of
wave profile measurements. The first two of these have
been used extensively. The flash radiograph provides
measurement of locations of shocks at various times and
has been used to observe kinetic effects in the antimony
transition in a configuration of steady two-dimensional
plane flow. :

X-ray diffraction measurements under static high
pressure are valuable for determining characteristics
of high-pressure polymorphic phase transitions (Banus,
1969). X-ray diffraction measurements are a recent
addition to the probes available for shock-induced phase
transition measurements. The success so far enjoyed
by these measurements is the result of a substantial ef-
fort and it is not clear how widely applicable the tech-
nique will be. Nevertheless the measurements have
shown that shock-loaded crystals retain order at the
microscopic level in spite of gross plastic deformation
(Johnson et al., 1970, 1971, 1972). The technique has
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been successfully used to identify a high-pressure BN
phase (Johnson and Mitchell, 1972). A similar flash
x-ray device has been constructed in Japan (Kondo e al.
1975). For further descriptions of the technique see
Mitchell et al. (1973a, 1973Db).

IV. EXPERIMENTAL OBSERVATIONS OF
POLYMORPHIC PHASE TRANSITIONS

A. Summary of shock-induced polymorphic phase
transition measurements

Results of a comprehensive search to document mea-
surements of shock-induced polymorphic phase trans-
formations are shown in Table AI in the Appendix. The
summary is too extensive to fully discuss in the text;
however, Table Al gives considerable information on
each measurement and a reference to the original arti-
cle. Except in special cases no attempt has been made
to document measurements on geologic materials since
this work has been reviewed by Ahrens et al. (1969) and
Ahrens (1972). Second-order and melt transitions are
not included in Table AI. They are treated separately
in Sec. V and VI, respectively.

Entries in the table give a description of the sample and
its original condition and give observed values of pI~
and ny, for the transition.” The table also includes in-
formation on loading method and measurement technique
and special remarks. If kinetic effects are associated
with the transition, sample thickness is an important
variable; hence, thickness or range of thicknesses is
included under remarks.

Examination of the entries in Table AI shows thatiron
is the most extensively investigated material. The tran-
sition stresses of iron alloys have also been widely in-
vestigated but are typically single measurements. Of
the measurements on elements, the antimony results are
especially interesting because of large kinetic effects.
Bismuth has been well investigated and its importance
to static pressure calibrations makes the work of par-
ticular importance. Germanium and silicon are inter-
esting because of their large HEL values. The graphite-
to-diamond transition has been investigated by a number
of authors. Among the alkali halides, NaCl is of in-
terest and KC1 has shown interesting crystallographic
orientation effects. Among the oxides both vitreous
silica and crystalline quartz show features not found in
other solids.

In the remainder of this section individual materials
will be separately discussed in an attempt to bring the
observations into perspective.

B. The o _ e transformation in iron

The 13 GPa o —~ € transformation in iron is the most
widely studied shock-induced phase transition. Progress
from a newly discovered transition to a well-character-
jized a = € transition illustrates the important role that
various static high-pressure and shock loading tech-
niques can play in characterizing a transition. Further-

5pTL is transition pressure observed in shock loading; Mgz
=1— V. /V, is the corresponding volume compression.
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more, the shock investigations cover a period of 20
years and afford an opportunity to check consistency of
measurements and to assess the roles of different in-
strumentation.

Minshall reported results from shock measurements
on iron at the Berkeley meeting of the American Phy-
sical Society in 1954 (Minshall, 1955a). His pin tech-
nique records of free surface motion showed the arrival
of three distinct shocks, which he identified as an elast-
ic wave of 0.67 GPa amplitude, a Plastic I wave, com-
mensurate with a phase transformation at 13.0 GPa, and
a Plastic II wave representing driving pressure. This
information was incorporated with other measurements
and reported by Bancroft ef al. (1956). Following this
discovery, considerable effort was directed toward re-
conciling shock and static loading experiments and
identifying the high-pressure phase. In 1956 Bridgman
attempted, without success, to detect the transition with
resistance measurements in static high-pressure ex-
periments. Subsequent measurements of the well-known
Bi I— Bi II transition by Duff and Minshall (1957) gave
confidence in comparisons of shock and static experi-
ments. Katz ef al. (1959) and Curran el al. (1959), with
oblique shock measurements, found qualitative agree-
ment with the observations of Bancroft et al. The gross
difference between static and shock measurements was
finally reconciled by resistance measurements of Bal-
chan and Drickamer (1961), who observed the transition
in static experiments. This measurement at 13 GPa
emphasized that Bridgman’s failure to observe the tran-
sition was the result of an incorrect calibration for the
high-pressure scale with the Bridgman anvil apparatus.

The new high-pressure phase was first thought to be
the fce (y) phase. Claussen (1961) determined the o~y
phase boundary with a high-pressure belt apparatus to

FIG. 17. The temperature—

pressure phase diagram of

iron as determined by shock

and static loading experi- 1400

about 8 GPa. [ The original data were corrected for the
new pressure scale by Kaufman (1961).] Kennedy and
Newton (1963) used a piston—cylinder apparatus for sim-
ilar studies to 5 GPa. When Kaufman (1961) extended
his @ =y phase stability calculations to 17 GPa, dis-
agreement between static experiments, calculations,
and shock observations was apparent. Minshall (1961)
reported further studies of the shock-induced transition
in iron and in low carbon steels, including some in which
the initial temperature of the sample was varied, and
determined that the slope of the phase boundary in the
vicinity of the 13 GPa transition was in substantial dis-
agreement with Kaufman’s calculations.

The gross discrepancy between shock measurements
and combined results of thermodynamics and static
measurements on the a =y transitions was resolved by
experiments of Johnson et al. (1962), who used a shock
loading technique with samples at temperatures from
78 to 1158 K to suggest the existence of a triple point
at 775 K and 11.5 GPa. It is significant that these mea-
surements, which were crude by shock loading stand-
ards, were instrumental in establishing correct overall
features of the phase diagram and have not been greatly
altered to date. It is likely, however, that important
quantititive features determined by Johnson et al., such
as the location of the triple point, are in error due to
the experimental method. Their experiments did not
use plane-wave loading. Transition pressures were de-
termined from observations of the locations of dark-
etching zones within sectioned samples, earlier identi-
fied as transformed regions by Smith (1958) and Katz
(1955). Locations of zone boundaries were correlated
with transformation pressure by reference to Bancroft
ct al. (1956) at room temperature and calibration of the
pressure field using a pellet momentum technique de-
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determined as the mean
value between loading and
unloading in both static
and shock loading investi-
gations.
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TABTLE T. Critical transformation conditions for iron in the vicinity of 300 K.?

o — € (loading) € —~a (unloading) average
TL 5T pTL . U pTU PT or e
GPa GPa GPa % GPa GPa GPa %

Shock loading

Bancroft et al. (1956) 13.0°  --- 6.4

Loree et al. (1966a) 12.9 12.5 see 6.4 s

Barker et al. (1974) 12.8 12.4 6.3 9.8+0.4 +-- 11.3+0.5¢ 10.0
Static loading

Giles et al. (1971) e 13.3 6.6 8.1 10.7+0.8 10.3

Mao et al. (1967) 13 6.8

Drickamer (1970) cee cee 11-12 coe eee cae “ee

Bundv (1975) e s e 11'2 DY e e

apr is the observed value of p, at the transition; $ 7 is the mean pressure calculated from

D T=1)§'I‘ —(2/3)(1 —2v)/(1 - v)(HEL); v=Poisson’s ratio=0.28, PT is the pressure at the init-

iation of the transition under quasihydrostatic conditions, ny=1— V. /V;, where Vp is the
specific volume at the initiation of the transition and Vj is the initial specific volume (=1.27
x 107 m®/kg); p¥ is taken as the mean of PTL and PTU,

® Based on lowest pressure input, thickest sample.

®Uncorrected for shear strength effects.

scribed earlier by Rinehart and Pearson (1954).

"Identification of the high-pressure phase as hep (€)
was suggested from static high-pressure x-ray diffrac-
tion measurements of Jamieson and Lawson (1962) and
Jamieson (1963a) on the basis of a single diffraction
line. Confirmation of the € phase resulted from full
x-ray diffraction patterns obtained by Takahashi and
Bassett (1964) and Clendenen and Drickamer (1964).
Bundy (1965) confirmed general features of the phase
diagram with static resistance 'measurements of the «
— € and €~y phase boundaries to 18 GPa. These he con-
nected directly to the Johnson et al. (1962) triple point.
The temperature-pressure phase diagram indicated by
present measurements and theory is summarized in Fig.
17.

X-ray diffraction studies of @ and € phases at high
pressure have been used to determine compressibility
of both phases and volume change at the transition. Re-
cent work by Mao et al. (1967) and Giles et al. (1971)
shows different results from earlier work by Clendenen
and Drickamer (1964).

Evidence that the o - € transition pressure measured -
on static loading is not an equilibrium value has been
obtained from x-ray diffraction measurements. (Similar
nonequilibrium behavior under shock loading will be
noted later.) Giles et al. (1971) established an equilib-
rium pressure of 11.0 GPa for the transition, based on
the mean of @ —~€ and € -~ o transition pressures ob-
served in a static loading—unloading cycle. This mean
pressure is in better agreement with the triple point at
9.2 GPa and 750 K calculated by Blackburn et al. (1965)
and the high-pressure MGssbauer effect measurements
of Millet and Decker (1969) than are the loading mea-
‘surements. Furthermore, the recent measurement of
5.4% for volume change at the transition (Giles et al.,
1971) appears to be in good agreement with thermody-
namic conditions at the triple point proposed by Black-
burn ef al. (1965). :

Barker and Hollenbach (1974) have recently reported
an unusually complete study of wave profiles in impact-
loaded iron using projectile impact loading and the
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VISAR interferometer sy‘stem. They were able to ex-
amine both loading and unloading profiles. Critical val-
ues characterizing the transition obtained by Barker and
Hollenbach are compared with other shock and static
compression measurements in Table II.

Several different features of the various measurements
shown in Table II are of interest. Among shock data
there is remarkable consistency concerning transition
stress and volume. This is especially notable when the
difference between early and recent experiments is con-
sidered. Early experiments used plane-wave explosive
loading while recent ones used projectile impact loading.
Early experimenters detected wave arrivals with pins, and
recent ones used the VISAR to record surface velocities
continuously. Although the measurements of Barker and
Hollenbach show considerable detail not observed by
Bancroft et al., the bestassignments of transition pres-
sure and volume are in excellent agreement. This pro-
duces confidence that the value of loading stress at
transition is close to 12.8 GPa, which, after a correc-
tion for shear strength effects, corresponds to a mean
loading pressure of 12.4 GPa.b

Shear strength corrections are somewhat uncertain
because of our lack of knowledge of modeling plastic de-
formation in shock-loaded metals, as described in Sec.
II.E. However, the correction for iron is carefully con-
sidered on the basis of experimental observations of a
common volume compression at the transition, inde-
pendent of the various HEL values observed in low car-
bon steels (Jones and Graham, 1971). Nevertheless,
unloading measurements of Barker and Hollenbach (1974)
at stresses below the transition provide evidence that the
0.4 GPa shear strength correction may be too large.

8This excellent agreement among shock loading investigators
was recently broken by a report of the transition at 15 GPa by
Anan’in et al. (1973), as determined with an iz sifu Manganin
gauge. Because of reported difficulties with calibration of
such gauges the measurements are open to some question.
Vereshchagin et al. (1969b) have also reported the transition
at 15.3 GPa in static loading experiments.
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FIG. 18. The stress or pressure versus relative volume for
iron is shown as determined by shock and static loading in-
vestigations. The dashed line represents the calculated equili-
brium curve for shock loading. Shock loading data in mixed
phase region between 13 and 20 GPa show a significantly lower
compressibility than expected for equilibrium thermodynamic
conditions.

The value of the mean pressure of 12.5 GPa is in rea-
sonable agreement with the loading pressure of 13.3
GPa obtained from x-ray diffraction studies [especially
when the pressure distribution problems of in sifu static
pressure markers are considered (Jamieson and
Olinger, 1971)]; however, the difference between resis-
tance measurements of Drickamer (1970) and Bundy
(1975) and shock data are possibly outside experimental
errors.

Barker and Hollenbach (1974) measured wave profiles
resulting from controlled release of pressure. From
these measurements a pressure-volume curve for re-
lease of pressure was determined. Their data, shown
for loading and unloading in Fig. 18 along with the data
of Giles et al. (1971), establish the e — o reversal pres-
sure as 9.8+ 0.4 GPa. This value is in remarkably good
agreement with the observations of Giles et al. and ap-
pears to confirm the concept of a martensitic transition
with different forward and reverse pressures as pro-
posed by Giles et al. The equilibrium pressure, taken
as the mean of loading and unloading transition pres-
sures, is 10.7+ 0.8 GPa from static x-ray diffraction
measurements and is 11.3+ 0.5 GPa based on shock load-
ing measurements. Measurements of Barker and Hol-
lenbach show complete reversion to « at 5.5 GPa, com-
pared to 4.9 GPa for the static experiments. Thus shock
and static data on reversion of € — @ on release of pres-
sure are in good agreement. Equilibrium pressure es-
tablished by Giles et al. and by Barker and Hollenbach
are in reasonable accord with the calculated triple point
of Blackburn et al. (1965), as shown in Fig. 17,

Finite transformation rates associated with the iron
transition have been recognized for some time. Duvall
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and Horie (1965) used observed compressibilities in the
mixed phase region to calculate equilibrium values of
the slopes of phase lines and found poor agreement.
Horie and Duvall (1968a) developed a finite transforma-
tion rate model (described in Sec. II. F) to calculate wave
profiles for iron shocked above the transition pressure.
Their calculations indicated need for more detailed wave
profile measurements and for further calculations to de-
fine appropriate relaxation times. Novikov et al. (1965)
indicated the need for finite transformation rates to ex-
plain their wave profile measurements in iron.

Based on Eq. (55) the most apparent manifestation of
finite transformation rate are pI* values which depend
on sample thickness and input pressure. Loree et al.
(1966a) recognized “overdrive pressure” and sample
thickness effects and reported an equilibrium value of
pT* based on thick samples and input pressures not far
above 13 GPa. Input pressure and sample thickness ef-
fects are also apparent in the work of Bancroft et al.
(1956) and Minshall (1961). Forbes and Duvall (1975)
observed thickness effects in samples varying in thick-
ness from 1 to 25 mm.

Barker and Hollenbach (1974) also obtained data to
test the dependence of pf% on input pressure and sample
thickness. Their data, shown in Fig. 19, can be well
fitted by Eq. (55) with {,=0.18 ps. Although this agree-
ment between the simple transformation rate model and
experiments is gratifying, the relaxation time obtained
apparently does not correctly predict rise time of the
Plastic IIwave, Py, nor does it correctly predict change
in time of arrival of pT* with input pressure. Barker
and Hollenbach concluded that a fixed transformation
rate model may be too simple to fully describe all data
for iron; it is, nevertheless, remarkably successful in
describing thickness and input pressure effects.

Barker and Hollenbach also observed that the € -~
reversal is at least as fast as the -~ ¢ transition. They
found no evidence for relaxation in stress behind the
Plastic I wave as observed by Novikov et al. (1965).
Rise times of P waves were about the same in both in-
vestigations.

Further evidence for thermodynamic nonequilibrium
in iron shock-loaded into the mixed phase region be-
tween 13 and 22.5 GPa is obtained from the difference
between the observed pressure -volume curve in Fig. 18
and the calculated Hugoniot of Andrews (1973) based on
self-consistent equations of state for @ and € iron. As
previously indicated, hysteresis on static loading and
unloading indicates similar nonequilibrium behavior.
The observation of thermodynamic nonequilibrium under
shock loading in the mixed phase region will be noted
for other shock-induced transitions.

Electrical resistance and demagnetization measure-
ments associated with the shock-induced 13 GPa transi-
tion have been used to probe the transition. Fuller and
Price (1962) measured resistance of iron wires shock-
loaded below and above the transition and found an in-
crease in resistance by a factor of about 2.5 in the vicin-
ity of 15 GPa. Wong et al. (1968) made similar mea-
surements on iron and interpreted irregularities in the
observed resistance below the transition as evidence
for partial transformation below 13 GPa. Above 13 GPa
their data agreed with those of Fuller and Price. The
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observed irregularities below the transition appear to
be well within the reproducibility of the measurements
and do not provide convincing evidence of the postulated
low stress partial transformation. Based on eddy cur-
rent decay times, Royce (1968) and Keeler and Mitchell
(1969) showed smooth change in resistance with stress
below 8.0 GPa and an increase of resistance at 17.5
GPa. The importance of shock-induced defects in
changing the resistance of shock-loaded iron is evident
in the large discrepancy between static data of Balchan
and Drickamer (1961) and shock loading data below 13
GPa. The strong influence of deformation details on re-
sistance of shock-loaded metals is apparent in the ex-
tensive work on Manganin under shock loading (Graham
and Asay, 1977) and in shock measurements on silver
(Dick and Styris, 1975).

Although resistance measurements under shock load-
ing clearly show a large increase in resistance associ-
ated with the 13 GPa transition, they have not been per-
formed at sufficiently small stress increments to ac-
curately determine a value for transformation pressure.
Projectile impact experiments appear to be well suited
for such a determination should further work of this kind
be undertaken.

Shock=-induced magnetization changes are less sensitive
to details of plastic deformation than are changes in re-
sistance and are subject to more direct interpretation.
Royce (1968) has made shock demagnetization measure-

- ments at 17, 22, and 32 GPa and at higher pressures.
They indicate that iron is nonferromagnetic above 32
GPa and show substantial decreases in magnetization at
18 and 22 GPa. These observations are in agreement
with the nonferromagnetic character of € iron deduced
from MdGssbauer effect measurements of Pipkorn et al.
(1964). The shock demagnetization measurements were
made using explosive loading techniques with large input
pressure increments, and measurements of the pressure
to complete the transition were not made. A similar
measurement by Graham (1968) on 3% SiFe with projec-
tile impact loading provides detail on critical pressures.
A more detailed review of electronic property measure-
ments with impact loading techniques is given by
Graham (1967).

Wong (1969), from results of a double shock loading
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experiment, inferred that magnetization change in iron
is complete at 16 GPa. This result disagrees with mea-
surements of the R—H curve and with demagnetization
measurements of Royce (1968). Keeler and Mitchell
(1969) also showed substantial demagnetization at 17.5
GPa. They reported apparent demagnetization signals
at 8 GPa which they interpreted as due to a partial
transformation, having failed to recognize that such ef-
fects can easily result from stress-induced magnetic
anisotropy and do not require the proposed transforma-
tion at low stress. Recently, Novikov and Mineev (1974)
have reported shock demagnetization measurements in
an iron-bakelite mixture that minimizes eddy currents, -
and they found no evidence for a lower-pressure transi-
tion.

Even though several authors have proposed partial
transformation below 13 GPa based on electronic prop-
erty measurements, the data are fragmentary and in-
completely analyzed and give no compelling evidence
for transformation at low pressure.

Other works on the iron transition that are of less di-
rect interest include the prediction of a rarefaction
shock (Drummond, 1957), observation of smooth spalls
in iron as a result of the rarefaction (Erkman, 1961;
Lethaby and Skidmore, 1959; Ivanov et al., 1962), and
observation of the rarefaction shock by flash radio-
graphy (Balchan, 1963). Low-pressure R—H curve mea-
surements have been performed by Taylor and Rice
(1963) and Barker (1975). Pressure-—volume measure-
ments to 170 GPa were obtained by McQueen and Marsh
(1960), to 900 GPa by Altshuler et al. (1962) and
Krupnikov et al. (1963), and to 3.4 TPa by Al’tshuler
et al. (1968a). Curran (1971) has reported a small ef-
fect of magnetic field on transition stress in disagree-
ment with theory and with later observations of Barker
and Hollenbach (1974). Al’tshuler (1965) has reviewed
other shock compression measurements on iron in the
Soviet Union.

C. bcc iron base alloys

As previously mentioned, early attempts to identify
the low-temperature, high-pressure phase of iron were
directed toward the hypothesis that the high-pressure
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phase was fcc. Accordingly, shock loading investiga-
tions of the effect of alloying on the transition stress
were initiated in hope that trends established might help
in the identification. Although the alloy studies did not
accomplish that goal, the investigations were extensive
and established well-defined trends that are largely un-
interpreted to date. Quantitative interpretation of the
effect of alloying on the 13 GPa transition remains one
of the significant unsolved problems in high-pressure
metallurgy.

Alloys investigated included Fe—Si, Fe-Ni, Fe-Co,
Fe~V, Fe-Cr, Fe—-Mo, Fe—-Mn, Fe-C, and various
ternary Fe—Ni—~Cr combinations. All alloys were in the
bce phase at 1 atm and 300 K. It is noteworthy that there
has never been a pressure-induced polymorphic transi-
tion detected for an fcc iron alloy. However, certain of
the fcc iron alloys undergo pressure-induced, second-
order phase transitions due to strongly pressure-de-
pendent magnetic properties, as will be described in
Sec. V.

One particular alloy, a low carbon 28.4 at.% (atomic
percent) NiFe alloy, which is metastable in the mar-
tensitic, bcc phase, has been carefully investigated in
static and shock loading experiments and is worthy of
special note. The Fe—Mn alloy system has also been
investigated under static and shock loading and gives an
interesting test of Kaufman’s method (Kaufman, 1969;
Kaufman and Bernstein, 1970) of calculating effects of
alloying on transition pressure.

Experimental determination of pr‘ values for iron al-
loys were first reported by Fowler et al. (1961) for
Fe-Ni, Fe-Cr, and Fe-Ni-Cr alloys. Zukas et al.
(1963) studied transitions in Fe-Si alloys up to 6.8 wt%
(weight percent) Si and in single crystals of 2.9 wt% Si
along two different crystallographic directions. Loree
et al. (1966a, 1966b) extended the alloy studies to Fe-V,
Fe-Mo, Fe-Co, Fe—~C, Fe—Ni, and Fe—~Mn. All of
these authors used direct contact high explosive loading
and detected transition stresses with the pin technique.
Fowler et al. (1961) used metallurgical examination of
recovered samples to determine Hugoniot curves at
pressures above the transitions. These data give some
limited information on the effect of alloying on volume
change at the transition. Zukas et al. (1963) used simi-
lar techniques and concluded that volume change at
transition decreased as silicon content was increased;
they found no difference between transition stresses ob-
served in single crystals of two orientations and a poly-
crystalline sample of the same composition. At input
pressures in the single shock region Loree ¢t al.
(1966a) found that R—H curves for the Fe~V alloys were
the same, even though transition stresses increased
significantly with vanadium concentration. Similar re-
sults were noted for the Fe-Co alloys. .

A summary of effects of various solutes on transition
pressure is shown in Fig. 20: addition of nickel and
manganese substantially lowers it; addition of vanadium
and cobalt substantially increases it. Transition pres-
sures for vanadium concentrations greater than 11 wt%
were not accurately determined, but pf% values as high
as about 58 GPa were observed at 40 wt% V. Work by
Loree et al. (1966a) for iron—carbon is not shown in Fig.
20 since the observed strong effects of heat treatment
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FIG. 20. Transition stresses observed for iron alloys under
shock loading. The data on vanadium and cobalt alloys are
from Loree et al. (1966a). The data on silicon alloys are from
Zukas et al. (1963). The data on chromium alloys are from
Fowler et al. (1961). Data from Gust and Royce (1970) on
chromium alloys are similar to those of Fowler et al. (1961).
The data on manganese alloys are from Loree et al. (1966b).
The data on nickel alloys are from Fowler et al. (1961) and
Loree et al. (1966b). Loree et al. (1966a) report estimates

of transition stresses as high as 58 GPa for 28 at. % vanadium
alloys. Data on molybdenum alloys from Loree et al. (1966a)
are not shown.

indicate that shear strength effects were significant.
Data they obtained for Mo concentrations greater than

14 wt% are not shown because the samples were initially
in a mixed phase condition.

Bundy (1967) observed transitions in Fe-~V and Fe—Co
alloys with static high-pressure resistance measure-
ments. He found substantially higher transition pres-
sures than those observed in shock experiments. This
discrepancy is apparently resolved in later work by
Bundy (1975), whose new measurements show excellent
agreement between static and shock loading work in two
Fe-Co alloys.

Trends in transition stress with alloy content are well
defined. None of the alloy systems show discontinuous
behavior as solute content is changed. Except for a few
special cases, the effects of alloy composition on transi-
tion pressure have not been studied to determine their
implications for phase stability at high pressure. The
continuous changes in p7* with solute indicate that high-
pressure phases are hep.

Giles and Marder (1971) studied transitions in Fe—Mn
alloys under static pressure with their high-pressure
x-ray diffraction apparatus.' X-ray patterns on loading
and unloading indicate a large hysteresis similar to that
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FIG. 21. The effect of alloying iron with manganese is to lower
the transition stress or pressure as indicated from static and
shock loading measurements. For static loading, the pressure
for the reverse transition on unloading is significantly lower
than for loading, while the equilibrium pressure taken as the
mean of loading and unloading is found to be in good agree-
ment with equilibrium thermodynamic calculations. After
Giles and Marder (1971).

found for iron (Giles and Marder, 1971). Their results
are compared with shock data (Loree et al., 1966b) in
Fig. 21. Agreement between static and shock transition
pressures on loading is reasonably good and would be
improved if a correction for shear were applied. (An
HEL measurement on 10 wt% Mn alloy by Graham with
a quartz gauge shows an HEL of 1.0 GPa.) The calcu-~
lated mean between loading and unloading pressure is
shown to agree well with equilibrium pressures calcu-
lated by Kaufman’s thermodynamic theory. The agree-
ment between calculation and experiment indicates that
thermodynamic calculations may prove useful in iden-
tifying other pressure-induced iron alloy transitions.

Shock-induced transition measurements in ternary
Fe-Ni—Cr alloys are reported by Fowler et al. (1961)
and by Gust and Royce (1970). Static high~-pressure x-
ray diffraction measurements on this alloy system are
reported by Giles and Marder (1971) and Jamieson
(1963a).

Shock demagnetization measurements on a 3.25 wt%
SiFe commercial alloy, Silectron, have revealed con-
siderable detail on initiation of the transition, the mixed
phase region, and the input pressure at which a single
shock wave is formed (Graham, 1968). The detail de-
rived from these measurements results from use of a
projectile impact technique to apply input pressures in
small increments over a wide range of pressure. The
shock-induced demagnetization is shown in Fig. 22. At
high pressure the material is in a nonferromagnetic
state. Onset of transition stress is at 14.5+ 0.5 GPa
and transition is complete at 22.5+ 1 GPa. Other data
indicated that a single shock wave is formed at input
pressures greater than 37.5 GPa. According to data in
Fig. 22 the transformation does not proceed linearly
with pressure in the mixed phase region; initial incre-
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ments of pressure above 14.5 GPa appear to produce
larger amounts of the nonferromagnetic phase than
higher pressures. Completion of the mixed phase region
at 22.5 GPa is in good agreement with the pressure—
volume (R-—H) data of Zukas ef al. (1963). Changes in
magnetization below the transition are due to stress-in-
duced magnetic anisotropy (inverse magnetostriction)
and pressure dependence of magnetization of the bcc
phase. )

Christou and Brown (1971) have examined Fe-Mn al-
loys recovered after shock loading for evidences of re-
tained high-pressure phases. Interpretations by
Christou (1972) of the role of defects, determined from
annealing studies of shock-loaded Fe—Mn alloys, have
been criticized by Schumann (1973).

Investigations of the pressure-induced martensite-to-
austenite transition in a low carbon 28.4% Ni—Fe alloy
have provided an unusually complete test of the use of
thermodynamic data taken at atmospheric pressure to
predict a pressure-induced transition. A well-annealed
sample of this alloy is stable in the fcc, austenitic, phase
at room temperature and atmospheric pressure. Cool-
ing the sample to liquid nitrogen temperatures for many
hours transforms it to a metastable, mostly martensite
(bce) phase that is retained indefinitely when tempera-
ture is subsequently raised to room temperature. Thus
an alloy of fixed chemical composition is available for
study in both the bcc and fcc phases, and thermodynamic
properties can be determined for both phases. Further-
more, the transition from bcce to fcc in the vicinity of
675 K is accessible for study in a purely hydrostatic ap-
paratus. The transition can also be readily studied with
quartz gauge under impact loading in both fcc and bcc
phases. Time-resolved wave profile measurements
provide information for detailed pressure—volume de-
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FIG. 22. The indicated relative change in magnetization, M,
for various shock loading pressures for Fe—3.25 wt % Si shows
a phase transition to a nonferromagnetic phase beginning at
about 14 GPa. The data indicate that the transition is complete
at 22.5 GPa. The apparent magnetization change below the
transition is that expected from stress-induced magnetic aniso-
tropy and the change in magnetization with pressure for the
bece phase. The figure illustrates how experiments conducted
at closely spaced input pressure can provide independent data
on details of ferromagnetic to nonferromagnetic transitions.
From Graham (1968).
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terminations. These happy circumstances have led to
an opportunity to predict and study details of a pres-
sure-induced transition under both static and shock
loading.

Stress wave profiles in an impact-loaded bece 28.4%
Ni-Fe alloy measured by Graham et al. (1967) showed
a region of unusual compressibility from a few hundred
MPa to 2.0 GPa. Subsequent investigations of shock-
loaded samples by Rohde et al. (1968) showed that shear
stress resulting from the shear strength was responsi-
ble for partial transformation to the fcc phase. Mea-
surements of pressure dependence of the austenite start
temperature A, (the temperature at which bcc martens-
ite begins to revert to fcc austenite under increasing
temperature) under static loading by Rohde and Graham
(1969) to 2.0 GPa show a large decrease in A, with
pressure. The observed decrease in A, agrees well with
predictions from a simple isothermal model in which
transition pressure is determined by free energy and
volume differences between the two phases. Predictions
from an adiabatic model were not significantly different
from the isothermal model. Rohde (1970) extended the
investigation on this same alloy to impact loading at
temperatures between 298 and 663 K to test the thermo-
dynamic model to higher pressure. His data are shown
in Fig. 23. When a correction is made for partial trans-
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FIG. 23. The calculated and observed phase line for a low car-
bon Fe—28.4 at. % Ni alloy whose thermodynamic properties can
be studied in both the bce and fcc phases. The behavior under
both static and shock loading is found to be in excellent agree-
ment with the phase line calculated from the thermodynamic
properties of the two phases. After Rohde (1970).
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formation caused by shear strength at low pressure,
shock and static loading data are found to be in good
agreement. At higher pressures the shock data are
found to accurately coincide with the adiabatic model of
the transition. Rohde and Albright (1971) quantitatively
determined the effect of shear stress on this same alloy
in uniaxial tension experiments and found excellent
agreement with the theory. Since predictions of thermo-
dynamic theory for behavior at high pressure are based
on independently determined thermodynamic constants,
agreement between theory and experiment at high pres-
sure is remarkable confirmation of the validity of the
models.

Pope and Edwards (1973) repeated measurements of
Rohde and Graham (1969) with measurements under sta-
tic high pressure on an alloy of similar composition and
found an anomalously large decrease in Ag with pres-
sure up to 200 MPa. This effect was found to result
from shear on the interfaces between the two phases
(Pope and Warren, 1974). The appreciable effects of
shear stresses on the transformation can apparently be
modeled well enough under shock loading that accurate
predictions of transition pressures can be made from
thermodynamic data.

Later work on Fe-Ni alloys by Christou (1973) was
found to disagree with previous experimental observa-
tions and with previous thermodynamic predictions. A
critique of this work has been given by Rohde and
Graham (1973).

D. Antimony

Duff and Minshall (1957) referred to shock loading ex-
periments on antimony which showed a transition char-
acterized by an unusually pronounced decay of p.J* with
sample thickness. [The detailed data are reported by
McQueen (1964).] Katz et al. (1959) confirmed the ex-
istence of a multiple wave structure in antimony. A de-
tailed study of the transition was reported by Warnes
(1967), whose pJX values measured at different sample
thickness are shown in Fig. 24. Transition pressure
decreases strongly with sample thickness to 20 mm,
then decreases more slowly to 50 mm. Based on an
extrapolation to thicker samples, Warnes assigned an
equilibrium p.J% of 8.8 GPa. This value is probably a
few hundred MPa high, since it is based on average
shock velocity determinations. Application of a shear
strength correction yields a mean pressure lower by
about 100 MPa.

Static high-pressure data indicate a rhombohedral to
simple cubic transition completed in the vicinity of 7.0
GPa (Vereshchagin and Kabalkina, 1965), followed by a
cubic to hep transition in the vicinity of 8.3 to 8.8 GPa
(Vereshchagin and Kabalkina, 1965; Bridgman, 1942).
More recent work by McDonald et al. (1965) and
Kabalkina ef al. (1970) indicates that the high-pressure
phase is not hcp. Considering the errors in both shock
and static loading experiments, the observed transition
pressures are in good agreement.

The lower-pressure transition apparently involves
little or no volume change (Kabalkina et al., 1970), and
Warnes saw no evidence of it in the wave profile. The
R-H curve below the transition showed softening which
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FIG. 24. The transition stress for antimony observed under
shock loading has been found to exhibit an unusually slow
transformation rate. The slow rate is manifested as a strong
dependence of the observed transition stress on sample thick-
ness.

is consistent with the static observations.

Thickness variations of pJ* observed by Warnes for
thicknesses less than 20 mm are well fitted by a relaxa-
tion time ¢{,=3 ps in Eq. (55). This relaxation time is at
least an order of magnitude larger than that for thin
samples of iron (Forbes, 1976). A single transformation
rate cannot explain the behavior indicated by measure-
ments at thicknesses less than and greater than 20 mm.

Further evidence for nonequilibrium thermodynamic
behavior in the shock-induced transition is contained in
the data of Warnes in the mixed phase region about 8.8
GPa, where the Hugoniot curve is observed to lie above
the equilibrium curve.

A flash x-ray profile of shocks in antimony in two-di-
mensional steady flow was later reported by Breed and
‘Venable (1968). Figure 2 of their paper was an overlay
of a flash radiograph of a wave pattern in two-dimen-
sional flow produced by detonation of the high explosive,
baratol, in contact with antimony. The figure showed
profiles of a Plastic I wave associated with the phase
transition and a Plastic II wave corresponding to the in-
put pressure produced in antimony. They directed par-
ticular attention to the curvature of the Plastic II wave
front, which indicates that the wave starts at a very low
velocity and accelerates rather rapidly to its final vel-
ocity, which differs but slightly from the velocity of the
Plastic I wave.

This curvature is a rational consequence of the finite
transition rate and Plastic I decay noted by Warnes.
From the jump conditions, Eqs. (9) and (10), with
U,,Vy Py, P,V replaced by U,,,V,, P,, P,,V,, respective-
ly, velocity of the second shock is

Uszp= Up1+V1[(P2 =P)/(V,=V,)]"2.

With P, and V, fixed and P, and p, decreasing, the sec-
ond shock accelerates. With a relatively simple trans-
formation this result can be applied to the Breed and

Rev. Mod. Phys., Vol. 49, No. 3, July 1977

547

Venable radiograph. The Plastic II profile so calculated
is shown as OB in Fig. 25. Measurements by Breed and
Venable (1968) are indicated by curve OB’. The cal-
culated profile reproduces essential features of the ob~
servation, though differences remain (Duvall, 1973).

Hayes (1972), using a formalism slightly different
from that in Sec. IL.F, has inferred from the thin-sample
data of Fig. 24 a transformation time of 2.3 us. This
time is in reasonable agreement with the observed value
of 2-3 us for the time delay of formation of the Plastic
II wave reported by Breed and Venable (1968). Forbes
(1976) shows relations among the various formalisms
which have been used.

E. Bismuth

The temperature-pressure phase diagram of bismuth
has been the subject of much study, which will undoubt-
edly continue. Its many polymorphic transitions are
especially important because of their use as fixed-point
calibrations. The Bi I— Bi II and melting transitions are
of particular interest under shock loading since they af-
ford an excellent opportunity to develop our understand-
ing of transitions based on carefully characterized static
high-pressure studies. A recent summary of the Bi
phase diagram is given by Liu et al. (1973).

The investigation of bismuth under shock loading by
Duff and Minshall (1957) is one of the classic papers of
shock-wave physics. Measurements of the solid I
- solid II and the solid I-liquid transitions were at-
tempted. The solid I- solid II transition was apparently
detected, but pressure of the transition was about 250
MPa higher than would be expected from static measure-
ments. Transformation rates were apparently very ra-
pid since values for pF* were found to be independent of
sample thickness. In experiments at elevated tempera-
ture, Duff and Minshall failed to observe evidence for
melting in the wave profiles, even though pressure and
temperature were in the equilibrium liquid region as
determined by static pressure measurements. Because
of the importance of these transitions, the disagree-
ment between static and shock loading results raised
serious questions about the nature of shock-induced
transitions. Further experiments by Hughes et al.
(1961) under shock loading were inconclusive in resolv-

f«-10 mm+|

= CALCULATED FROM WARNES' (1967) DATA AN
—— EXPERIMENTAL (Breed and Venable, 1968)

N4
A

\A'

FIG. 25. Observed and calculated Plastic I and Plastic II wave
fronts in antimony in two-dimensional steady flow.
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TABLE III. Bi I— Bi II transition? (normalized to 295 K).

P pTE pT NrL,
Author GPa GPa GPa %

Shock loading

Duff and Minshall, 1957P 2.69-2.75 EX 6.5—6.7

Larson, 1967 °¢ 2.46-2.56 2.43-2.57 5.8—-6.1

Asay, 197449 2.50-2.53 2.55+0.03 5.8
Static loading

Heydemann, 1967a, 1967b ce 2.55 .

Giardini and Samara, 1965 s s 6.4

2pIT is the stress observed under shock loading which is associated with the transition; 1y,
is the volume compression from atmospheric pressure to the onset of the transition; ZTL is

the mean pressure calculated from pIZ.

The value shown is corrected by +90 MPa to account

for a 20 K shock-induced temperature rise. PT is the transition pressure measured in a hy-

. drostatic environment.

®The range shown corresponds to values observed on four samples with 3 mm grain size.
°The range shown corresponds to values observed on samples: 21 cast, 7 pressed, and

7 single-crystal.

9The range shown corresponds to values observed in four pressed samples with 30um

grain size.

ing the questions raised by the work of Duff and
Minshall.

Larson (1967) investigated the solid I— solid II transi-
tion under shock loading, using wave profile measure-
ments made with the quartz gauge. Thirty-five different
samples were shocked, including cast and pressed poly-
crystalline and single-crystal samples. With his im-
proved time resolution, compared with that available to
Duff and Minshall, Larson measured the HEL and
showed that the transition wave has considerable struc-
ture. When a correction is made for shear strength and
for a +90 MPa difference in pressure due to a 20 K
shock-induced temperature rise, his data are found to
be in excellent agreement with the static pressure deter-
mination. Larson’s and other shock measurements are
shown in Table III and compared with static data.

Asay (1974) used projectile impact loading and de-
tected wave profiles with the VISAR to study both the
solid I- solid II and solid I+ liquid transition. (His
melting transition measurements are described in Sec.
VL. B.) Since the VISAR is insensitive to wave front tilt,
even better wave profile resolution was obtained than
that reported by Larson. As shown in Table III, Asay’s
measurements of pJ* are in good agreement with Lar-
son’s values and with the static measurements.

Some of the differences between measurements by
Duff and Minshall and those by Larson and Asay may
have been due to material differences since the former
investigators used polycrystalline samples with large
grains. However, improved resolution in the pressure—
time profiles obtained by Asay shows the Plastic I wave
to be characterized by a rapid increase in particle vel-
ocity followed by a region of slowly increasing amplitude
in the (p,,t) plane. The relatively poor time resolution
available to Duff and Minshall would have caused them
to miss the initial break in slope and to overestimate the
pressure of the Plastic I wave by an amount approxi-
mately equal to their reported error, as pointed out by
Asay. This illustrates a point that must always be kept
in mind when assessing numerical results of shock wave
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experiments: there is frequently an arbitrary element
in the interpretation of experiméntal records which may
result from instrumental deficiencies or may reflect at-
tempts to oversimplify the records. This arbitrariness
produces, in turn, some uncertainty in the numerical
results. There are exceptional situations where inter-
pretation is unambiguous, but, in general, the signifi-
cance of agreement between static and shock loading re-
sults should be assessed with careful analysis of the
characteristics of the instrumentation and the uncertainty
associated with kinetic and shear strength effects.

By shock loading into the melt region, Asay deter-
mined the pressure of the solid I-solid II-liquid triple
point. His pressure determination, which is the mean
of nine different measurements, is shown in Table IV.
Again, there is good agreement between static and shock
loading results.

The lower-pressure phase diagram shown in Fig. 26
indicates that shock and static loading data at various
temperatures are in good agreement. Thus, the more
modern wave profile measurements show that static and
shock loading measurements in bismuth are in good
agreement. It does not appear that more accurate de-
terminations will be achieved in bismuth under shock

TABLE IV. Triple point determinations Bi I— liquid— Bi II.

TL Temperature
Author GPa K

Shock loading N

Asay, 1974 1.70%3:28
Static loading

Bridgman, 1935 1.70 456

Bundy, 1958 1.52 453

Panova et al., 1961 1.72 457

Klement et al., 1963 1.67 464

2+ indicates range of values determined for different sam-
ples and under different initial temperatures. No attempt has
been made to apply a strength correction.
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FIG. 26. Determinations of the phase diagram of bismuth I,
bismuth II, and liquid by static and shock loading are found to
be in good agreement. Earlier discrepancies reported by
Duff and Minshall (1957) were apparently caused by a lack of
time resolution of their detectors.

loading because there is uncertainty in the correct as-
signment of transition stress for wave profiles in which
pressure changes slowly with time.

As is the case with transitions in other solids, lack of
thermodynamic equilibrium in the mixed phase region
is indicated in the measurements of Duff and Minshall
by the differences between the calculated and observed
Hugoniot curve in the mixed phase region above the solid
I- solid II transition pressure.

Johnson et al. (1974) have reported a complete solid
I-solid II-liquid equation of state for bismuth from
which equilibrium calculations can be readily made.
Differences between calculated and observed rise times
indicate that equilibrium calculations do not correctly
describe details of the material response. This work
was extended to a more complete and elegant treatment
incorporating transformation rates by Hayes (1975).
This work is described in more detail in Sec. VI.B.

F. Graphite-to-diamond transformation

Parsons (1920) subjected graphite to explosive shock
waves and produced what he believed to be diamond in
the recovered residue, but positive identification was
not possible at that time. Riabinin (1956) attempted un-
successfully to identify diamond in graphite recovered
from shock loading experiments. DeCarli and Jamieson
(1961) subjected shock-loaded graphite to chemical sep-
aration, followed by x-ray diffraction analysis, and pro-
duced positive evidence of the existence of diamond par-
ticles in the residue. Alder and Christian (1961) re-
ported an abrupt change in slope of the R—H curve for
graphite of 95% theoretical density at about 40 GPa; this
they identified with formation of the diamond phase.
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This result was confirmed by Pavlovskii and Drakin
(1966) and by Trunin et al. (1969). An apparent second
transformation reported by Alder and Christian at about
60 GPa was attributed to experimental error by
Pavlovskii and Drakin and Trunin et al.

Doran (1963b) reported measurements of the R—H
curve for pyrolytic graphite to about 30 GPa, and Cole-
burn (1964) reported measurements to 49 GPa. Both
authors found compressibility decreasing substantially
above about 10 GPa, in contrast with measurements
mentioned in the preceding paragraph; in those cases
compressibility was essentially constant below 40 GPa.
Coleburn found no evidence for a transition at 40 GPa.
McQueen (1964) and McQueen and Marsh (1968) reported
a multitude of measurements on diamond and graphite
of various densities for pressures between 2.4 and 90
GPa. Their data on pyrolytic graphite agree with the
Doran and Coleburn values in the same pressure ranges
and show a break in slope of the U; ~ U, curve at 40 GPa
which they interpreted as the transition to diamond.
Their measurements show no evidence of a transition
above 40 GPa, in agreement with Trunin et al. (1969).
Pavlovskii (1971) has reported shock compression data
on single-crystal diamond between 50 and 580 GPa and
finds no evidence for a high-pressure phase transition.
McQueen and Marsh (1968) also reported data on
pressed powder diamonds between 43 and 128 GPa and
found no evidence for a transition.

McQueen and Marsh fitted their U, — U, data on pyro-
lytic graphite below 40 GPa with two straight lines hav-
ing a break in slope at about 6 GPa. They attribute this
break to a second-order phase transition associated with
buckling of basal planes. They were able to fit R—H
curves for all the various graphite densities by assum-
ing them to respond to pressure according to the equa-
tion of state of pyrolytic graphite above 6 GPa with a
Gruneisen parameter, I"' chosen so that I'o= const.

Both Dremin and Pershin (1968) and McQueen and
Marsh (1968) found that graphites of densities lower
than 2.2 Mg/m? exhibit a break in their P-V curves
around 23 GPa. These observations indicate that the
graphite-to-diamond transition is lowered in samples of
lower initial density.

It appears fairly certain that graphite does indeed
transform to diamond at a shock pressure of the order
of 40 GPa with a mixed phase region extending to 60
GPa. It is equally certain that there is no metallic
transition of the kind reported by Alder and Christian
for P<300 GPa (Trunin et al., 1969). The second-order
transition at 6 GPa in pyrolytic graphite suggested by
McQueen and Marsh (1968) is speculative. To place it
on firmer ground appears to be a formidable task. In-
creasing porosity appears to decrease the transition
pressure possibly due to the effect of temperature.

Alder and Christian (1961), Pavlovskii and Drakin
(1966), and Dremin and Pershin (1968) reported that
measurements below 40 GPa were sensitive to sample
thickness. This observation is consistent with a finite
transformation rate for the transition to diamond.
McQueen and Marsh (1968) did not see thickness effects,
but the possibility does not appear to be excluded by
their data.

In related work on recovered samples, Trueb (1968,
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1970) has identified both hexagonal and cubic forms of
carbon and has identified a “hard” graphite, which ap-
parently resulted from conversion of diamond formed
during shock loading. Only the cubic form of diamond
is found in recovered shock-loaded graphite in a copper
matrix (Trueb, 1971). In examination of Madagascar
graphite compressed to a density of 2.05 Mg/m? and
shock loaded to 45 GPa for a duration of 300 ns, Pujols
and Boisard (1970) found a well-defined region within
the sample which had apparently transformed to diamond
and reverted to graphite on unloading. Fournier and
Oberlin (1971) have examined recovered samples of
shock-loaded graphite with an electron microscope and
found diamond as well as other disordered forms of
graphite.

Commerical shock processes presently being used for
production of commerical diamond yield crystallites
ranging from 500 A to 30 pm in size (DeCarli, 1966;
Trueb, 1971).

DeCarli (1967, 1976) has identified diamonds in graph-
ite shock-loaded to pressures less than 15 and as great
as 150 GPa, using more porous samples at the lower
pressures. He attributes diamond formation to nuclea-
tion and growth processes, followed by immediate
quenching in heterogeneously heated samples. It has
also been suggested that diamond is formed by direct
compression of rhombohedral graphite, but this seems
unlikely since amounts of recovered diamond appear to
be independent of starting material (DeCarli, 1967).

Diamonds found in meteorites are believed to result
from shocks produced in terrestrial or extraterrestrial
impact (Lipschutz, 1964; DeCarli, 1967), and the pres-
ence of diamonds in certain minerals is considered as
evidence of meteoritic origin (Lipschutz, 1968).
Vdovykin et al. (1973) have shock-loaded samples of
carbonaceous matter from two meteorites and produced
diamonds.

G. Germanium and silicon

Germanium and silicon exhibit particularly interesting
transitions because their HEL values are a substantial
fraction of their transition pressures. For example,
[111] orientation Ge crystals have HELs of about 4.5
GPa compared to the transition pressure of about 14
GPa, and [111] orientation Si crystals have HELs of
about 5.0 GPa compared to transition pressure of about
10 GPa. Thus, these crystals offer an excellent test of
the equivalence of shock and static loading transition
pressure measurements in the presence of large shear
stresses resulting from shear strength.

Minomura and Drickamer (1962) reported a decrease
in resistance of six orders of magnitude in Ge at static
high pressures between 12.0 and 12.5 GPa; the large
change in resistance and other considerations indicated
that the transition was to a metallic phase. With x-ray
diffraction techniques, Jamieson (1963a) determined
that both Si and Ge go to the white Sn phase when pres-
sure is increasing; both revert to a still different struc-
ture when pressure is subsequently decreased (Kasper
and Richards, 1964). Jamieson also measured volume
compression required to initiate the transition and vol-
ume change between the two phases.
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In the first shock loading work on Ge, McQueen (1964)
reported a multiple wave structure with an HEL of about
4.0 GPa and a transition stress of about 12.5 GPa.
Graham et al. (1966) used resistance measurements of
impact-loaded [111] Ge to give a measure of the HEL
and the transition pressure. Pavlovskii (1968) used the
electromagnetic gauge in explosive loading experiments
to measure wave profiles in [111] samples. He derived
values for the HEL and pJ% that were in good agreement
with Graham et al.; however, measured particle velocity
and shock velocity values show considerable disagree-
ment with other measurements and with the shock veloc-
ity predicted from ultrasonic measurements. Hence,
Pavlovskii’s measurements apparently contain two com-
pensating errors and raise questions about problems
with the electromagnetic gauge technique.

Jacquesson et al. (1970) reported thermoelectric emf
measurements on [111] Ge which confirmed shock ve-
locity measurements of Graham et al. for the elastic
and transition waves. Gust and Royce (1972) reported
wave profile measurements on [111], [100], and [110]
Ge and determined HEL and transition pressure values.
Their pJ* values are somewhat lower than the value re-
ported by Graham et al., but the stated errors appear
to bring the measurements into agreement within experi-
mental error.

A comparison of shock and static loading transition
values in Table V shows reasonable agreement, after
shear strength correction, between shock and static
pressures and between volume compressions required

" to initiate the transition. No significant discrepancies

are indicated between shock and static loading measure-
ments even though shock loading pressures are subject
to large shear stress corrections.

In the mixed phase region above the transition,
Graham et al. reported a value of compressibility in
agreement with that calculated from the equilibrium
phase line, whereas the more numerous measurements
of Gust and Royce disagree with the equilibrium calcula-
tion. Since the investigation of Graham et al. included
only a single measurement in that region, it is likely
that their result is incorrect because of misinterpreta-
tion of the resistance record. If this is true, the mixed
phase region of shock-loaded Ge exhibits nonequilibrium
behavior, as do other materials which have been ex-
amined.

The situation with silicon is less well-defined than with
germanium. Minomura and Drickamer (1962) reported
a five to six order-of-magnitude change in the resistance
of silicon samples between 19.5 and 20 GPa when shear
stresses were low. A resistance drop was observed be-
tween 13.5 and 15 GPa when shear stresses were high,
even though there was no indication of intermediate
transitions when shear stresses in their apparatus were
low. Jamieson’s (1963a) x-ray diffraction measure-
ments in an apparatus with large shear stress showed
the transition at a volume compression of 9.2%, which
corresponds to approximately 16 GPa. Thus Jamieson’s
measurements confirm the sensitivity of the transition
to shear. Wentorf and Kasper (1963) found the transition
to be sensitive to shear, temperature, and time of
pressure and found a bcc structure from samples re-
covered after release of pressure.
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TABLE V. Critical transformation conditions for germanium in the vicinity of 300 K. 2

pTL pr Mo
Author GPa GPa GPa %
Shock loading
McQueen, 1964 12.5+0.7 .. L
Graham ef al., 1966 13.6-14.2 11.4-12.2 12-13
Pavlovskii, 1968 14.3 12.0 o (R
Gust and Royce, 1972 12.5+1.5° c X 11.6°
Static loading
Minomura and Drickamer, 1962 12.0-12.5 o
Jamieson, 1963a s .. 12.5

2pTL is the observed stress associated with the transition; 577 is the mean pressure com-
puted from pfZ and a shear strength correction based on the HEL; P7 is the transition pres-
sure measured in a hydrostatic environment; and 1, is the volume compression to initiate

the transition.

bThe value shown is that observed for [111] orientation samples. Measurements on [110]
and [100] showed the same result within the stated errors.
°No strength correction was attempted on these data due to the large stated errors in both

pIL and the HEL values.

In 1964, McQueen reported wave profile measure-
ments obtained by Wackerle on shock-loaded silicon.
No transition was identified since the wave profiles
showed slowly rising plastic waves with inflections
which were not consistent under different loading con-
ditions. Pavlovskii (1968) reported similar measure-
ments and was able to determine a value of 4.0 GPa for
the HEL and 11.2 GPa for the suspected phase transi-
tion. As indicated previously, however, there are
questions about his experiment since his elastic wave
velocities differ considerably from those predicted
from elastic constants.

Gust and Royce (1971) performed a thorough investi-
gation of Si with explosive loading applied in [111],
[110], and [100] directions. In addition to the HEL val-
ues, which varied from 9.2 to 5.4 GPa, they observed,
in most cases, two successive apparent phase transi-
tions at 10 and 14 GPa. (In the [100] orientation, only
the higher-pressure transition was observed.) Volume
compression to initiate the second transition, 10.3%,
corresponds reasonably well with Jamieson’s measure-
ments. Gust and Royce did not observe higher-pressure
transitions, even though their work extended to much
higher pressure.

Electrical measurements of emf generated during
shock compression of Si do not appear to give any new
insights into the nature of the transition (Coleburn
et al., 1972; Mineev et al., 1971).

Thus neither static nor shock loading investigations
give a clear picture of the pressure-induced transitions
in silicon. Since the transition or transitions are sensi-
tive to shear, the relation between static and shock ob-
servations is confused. Certainly, one or both of the
shock transitions may well be to metastable phases.

H. Alkali halides—KBr, NaCl, and KCI

Transition pressure measurements in several alkali
halides have been of considerable interest under both
static and shock loading. NaCl plays a crucial role as
an internal standard for high-pressure x-ray diffraction
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studies based on the work of Decker (1971) and shock
loading investigations of Fritz et al. (1971); hence, sev-
eral reports of low-pressure phase transitions have been
of concern. The thermodynamics of solid solutions of
KCl-RbC(Cl, KCl-KBr, KCl-KF, and KCl-NaCl systems
at elevated temperatures under static high pressure
have been extensively studied by Darnel and McCollum
(1970, 1971). Transition pressure measurements under
shock loading are of particular interest since the alkali
halides exhibit very low HEL values and shear strength
corrections should be minor if not negligible. Further-
more, the transitions in crystals such as KCl, KBr, and
RbCl are at sufficiently low pressure that the quartz
gauge can be used to provide accurate time-resolved
wave profile or impact surface measurements. Work in
the Soviet Union on alkali halides under shock loading is
summarized by Al’tshuler (1965).

Christian (1957) inferred from shock measurements at
high pressures that transitions had occurred in KF,
KCl, KBr, KI, RbCl, RbBr, and Rbl, but his measure-~
ments provided neither irrefutable evidence of transi-
tion nor values of transition pressures. He also found
that NaCl crystals with [111] orientation experienced
lower pressures than those with [100] orientation, at
approximately 27 GPa, using the same driver system.
He suggested that this might be evidence for transition
to the CsCl structure, since such a transition should oc-
cur more easily in the [111] than in the [100] orienta-
tion.

The transition pressure in KBr under shock loading
was first measured by Al’tshuler et al. (1963). The
transition pressure in crystalline KBr observed at 1.85
+0.08 GPa (Larson, 1965) with the quartz gauge under
shock loading is in excellent agreement with the transi-
tion pressure of 1.80 GPa determined for static loading
(Darrel and McCollum, 1970). Shock loading measure-
ments on porous polycrystalline samples showed no de-
pendence of pT* on sample thickness, but the transition
pressure of 2.38 GPa obtained from wave profile mea-
surements with the electromagnetic gauge seems unac-
countably high (Dremin ef al., 1965). A more recent
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measurement by the same group, Adadurov et al. (1970),
on pressed powder shows the transition at 2.05 GPa.

Static high-pressure x-ray diffraction measurements
on NaCl have shown evidence for a phase transformation
near 1.7 GPa (Evdokimova and Vereshchagin, 1963a,
1963b; Pistorius, 1964), and a transition at 2.9 GPa un-
der shock loading has also been reported (Larson, 1965;
Larson et al., 1966). Johnson (1966) reexamined the
static x-ray diffraction experiments, found no transi-
tion, and concluded that earlier reports of a transition
. were due to a lithium impurity. Furthermore, Samara
and Chrisman (1971) and Corll and Samara (1966) found
no evidence for a phase transition in dielectric and elas-
tic constant measurements to 2.6 GPa. White et al.
(1968) reexamined the shock transition and traced the
reported transition in powdered samples to a problem
in the loading system. The presence of secondary yield-
ing was a possible explanation for the small anomaly in
single-crystal shock experiments (Royce, 1969).
Weidner and Royce (1970), however, in their last ex-
amination of the problem, concluded that there is a re-
sidual disturbance in pressure—time profiles of shocked
single-crystal NaCl between 2 and 3 GPa which resists
explanation as either experimental error or secondary
yield. It seems unlikely that a phase transition exists in
this region, but the case cannot yet be considered
closed.

High-pressure phase transitions have been observed
in NaCl under shock loading (Hauver, 1966a; Hauver
and Melani, 1970; Fritz et al., 1971) and under static
loading (Bassett et al., 1968). The flash gap data from
which the transition conditions are derived under shock
loading (Fig. 16) indicate a difference in behavior be-
tween [111] and [100] crystals. The shock transition
pressure for the [111] orientation is about 23 GPa at a
volume compression of 31.7% and calculated temperature
of 1120 K. The static pressure transition is observed
at a volume compression of 35.7%, which corresponds
to a pressure of 30 GPa according to the isotherm de-
rived by Fritz et al. The Hauver and Melani data are
in essential agreement with those of Fritz et al., though
they contain a suggestion of a higher-pressure transi-
tion. The substantial difference between static and
shock pressures indicates that two different transitions
may be involved, or that error may exist in the static
pressure calibration. Brazhnik ef al. (1969) have ex-
amined shock-loaded NaCl samples subjected to a range
of conditions and found evidence for material that had
transformed to a high-pressure phase and “recrystal-
lized” to the low-pressure phase.

Al’tshuler et al. (1963) first reported a phase transi-
tion in potassium chloride under shock loading in the
vicinity of 2 GPa. Hayes (1974) has reported a very
complete study of the 2.0 GPa transition in potassium
chloride (NaCl to CsCl structure) under impact loading.
Unlike previous shock loading investigations, Hayes
utilized direct measurements of the stress and particle
velocity at the impact surface provided by quartz gauges
in projectile impact experiments. This technique pro-
vides a time-resolved record of the stress and particle
velocity at the impact face, from which a direct mea-
sure of relaxation from initial to final states and an ac-
curate measure of the transition conditions can be ob-
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TABLE VI. Critical transformation conditions for KCI in the
vicinity of 300 K.2

TL FTL pT NrL
Author GPa GPa GPa %

Shock loading

Hayes, 1974 2.12 2.08 vee 8.6

Al’tshuler et al., 1967 1.9 oo s 8.0

Dremin et al., 1965° 1.89 - <+ 9.8
Static loading *

Darnel and McCollum, 1970 e 1.96

Samara and Chrisman. 1971 2.13

2pIL is the observed stress associated with the transition;
»TL is the mean pressure computed from pI~ and a shear
strength correction based on the HEL; P7 is the transition
pressure measured in a hydrostatic environment; and 14 is
the observed volume compression to initiate the transition.

P The porosity of this pressed polycrystalline sample was
5%.

tained. Hayes observed a very fast transformation,

_complete in less than 107% s, to a metastable state in

both [111] and [100] crystals, followed by slower
transformations at rates that depended upon crystallo-
graphic orientation.

Hayes’ measurements are compared to other shock
and static loading measurements in Table VI. Excellent
agreement exists between Hayes’ and static measure-
ments. Transition pressure values of Al'tshuler et al.
(1967) and Dremin et al. (1965), obtained from wave
profile measurements with the electromagnetic gauge,
are somewhat lower than Hayes’ values. An extension
of Hayes’ work for [110] orientations and for initial
temperatures of 318 K is reported by Gupta and Duvall
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FIG. 27. The stress versus particle velocity relation observed
in impact surface measurements on KC1 by Hayes (1974) in-
dicates a transition at a stress of 2.12 GPa. In the mixed
phase region above the transition the compressibility is much
smaller than indicated by the equilibrium thermodynamic cal-
culations (dashed line). The calculated line that fits in the
mixed phase region was characterized by a nonequilibrium
h;gh-pressure phase with an excess entropy of 3.9 x 102 m?/
s“K.
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(1975). From index of refraction measurements on
shock-loaded KCl and KBr, Kormer et al. (1966) have
inferred that the transitions are complete in 107! s.

Al’tshuler et al. observed a reverse transition under
unloading at about 1.0 GPa lower pressure than the load-
ing transition. Samara and Chrisman (1971) report for
the case of static loading a hysterisis of 500 MPa be-
tween loading and unloading.

Pressure-particle velocity states at the impact sur-
face in Hayes’ experiments are shown in Fig. 27. Al-
though the transition occurs at the correct pressure, a
rapid transformation to a metastable state more ener-
getic than the equilibrium state is indicated in the mixed
phase region above the transition. Hayes computed the
excess entropy of this state and suggested that it is as-
sociated with the nucleation of many small nuclei. Other
sources of excess entropy may be production of point
defects, large interfacial areas, and internal strains.
Podurets and Trunin (1974) have considered effects of
interfacial area associated with many small nuclei.

I. 111-V and 11-VI compounds—CdS, InSb, and BN

Cadmium sulfide and indium antimonide undergo
transitions within their elastic compression ranges un-
der shock loading; hence the relative contribution of
shear stress is especially large. Boron nitride is of
particular interest because shock loading has been found
to cause an irreversible transition t¢o a high-pressure
phase. Furthermore, in a monumental achievement,
x-ray diffraction measurements have been accomplished
on the high-pressure phase of BN in the shocked state.

Jones and Graham (1971) summarize the data of Ken-
nedy and Benedick (1966) on CdS and unpublished data of
Kennedy and Benedick on InSb (1965). Both of these
crystals apparently undergo phase transitions with
large, about 20%, volume changes which are consistent
with static observations of the wurtzite-to-rock salt
structure for CdS (Kabalkina and Troitskaya, 1964) and
the zinc blende-to-white tin structure (Hanneman et al.,
1964) or an orthorhombic structure for InSb (Kasper and
Brandhorst, 1964). Kennedy and Benedick (1966) also
reported lafge decreases in resistance in CdS shock-
loaded above the transition in a manner consistent with
that observed by Samara and Drickamer (1962) under
static loading. (Static high-pressure work on these ma-
terials has been reviewed by Rooymans, 1969.)

Under shock loading both transitions are observed at
mean pressures and volume compressions significantly
less than static values. Hence, even though the volume
change between high- and low-pressure phases is about
the same as is determined statically, the shock transi-
tions may be strongly influenced by shear. The possi-
bility of a metastable state cannot be ignored.

Although high-pressure phases of shock-compressed
solids are rarely recovered after the loading, dense
boron nitride is apparently easy to recover since many
different groups have recovered dense phases of BN,
albeit with somewhat different results. Bundy and
Wentorf (1963) reported a direct transformation of hex-
agonal BN to wurtzite under static loading at 13 GPa at
temperatures around 300 K and a preference to form a
cubic, zinc blende form at temperatures between 2500
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and 4000 K. Frequently, both forms appeared together.
Shock wave loading experiments have shown the pres-
ence of a transition between 12 and 12.8 GPa (Adadurov
et al., 1967; Al’tshuler et al., 1967; Coleburn and
Forbes, 1968), in agreement with static loading mea-
surements. Kuleshova (1969) has reported a significant
increase in resistance of shock-loaded BN at 13.5 GPa.
Batsanov et al. (1965) reported recovery of an uniden-
tified dense form of BN after shock loading. Adadurov
et al. (1967) recovered wurtzite crystallites after shock
loading above 12 GPa. Dulin et al. (1969) reported re-
covery of both wurtzite and diamond structure crystal-
lites with wurtzite predominating under shock loading
from 12 to 50 GPa at initial temperatures between 120
and 800 K. Loading pressure did not appear to influence
the yield of dense phases; however, increase in initial
temperature and reduction of initial density reduced the
yield. Coleburn and Forbes (1968) recovered micron-
size cubic zinc blende crystallites with traces of wurtz-
ite. Soma et al. (1975) have also reported recovering
the wurtzite form of BN from shock loading. These ob-
servations indicate that although dense phases are al-

 ways recovered for hexagonal BN shock-loaded above

12 GPa, the yield and structure of the dense phase ap-
parently depends upon details of shock loading and char-
acteristics of the starting material,

With their flash x-ray diffraction apparatué, Johnson
and Mitchell (1972) obtained diffraction records for BN
in the shocked state at 24.5 GPa, a pressure sufficiently
large to produce a single shock in the high~pressure
phase. Their records showed a diffraction line corres-
ponding to the 100 line of the wurtzite phase, narrower
and more intense than those obtained from recovered
samples after shock loading. It was inferred from this
that the crystal in its shocked state retains its crystal-
line form in large measure and that the micron-sized
particles found in recovered samples are produced by
extensive inelastic deformation and/or microfracturing
that follows the initial shock. The single 100 line is not
sufficient for complete identification of the high-pres-
sure phase, but the determination that the transition
produces large, uniformly oriented crystallites that at-
tain significant sizes in times of a few tens of nanosec-
onds is a significant result. Ritter (1973) has discussed
lattice deformation mechanisms consistent with the ob-
servations of Johnson and Mitchell (1972).

J. Quartz

Quartz is a material with properties much admired
and widely utilized at atmospheric pressure. Under
shock loading, its properties are complex, and for that
reason quartz may be the most interesting of materials
included in this review. Much of the interest stems
from shock loading created in nature by the impact of
meteorites on the earth, which creates dense polymor-
phs of quartz and other perplexing changes in the prop-
erties of quartz rocks. High-pressure polymorphs of
quartz are possible candidates for earth mantle material
and are consequently of considerable interest in geo-
physics (see the review by Ahrens et al., 1969). Fur-
ther interest in quartz under shock loading follows from
the wide use of quartz gauges in shock loading research.
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Crystalline quartz is also of interest because it exhibits
the largest purely elastic strain of any solid yet investi-
gated and, when the stress of the HEL is exceeded,
quartz exhibits an apparent catastrophic and substantial
loss of shear strength, unlike most solids. With these
incentives for research, it is not surprising that shock
loading investigations of quartz are of relatively long
standing and continue to the present. This section con-
siders shock loading investigations of quartz not because
they are typical of work on other materials or are com-
parable to static pressure investigations, but because of
the unique behavior of quartz, which in many respects
has no counterpart in static high-pressure investiga-
tions.

In 1962, Neilson et al. described impressive luminos-
ity and piezoelectric effects that indicated unusual me-
chanical properties in shock-loaded quartz. These ob-
servations led Wackerle (1962) to carry out an investi-
gation of the stress—volume behavior of quartz under
shock loading from 4 to 70 GPa. Wackerle’s classic pa-
per reported a thorough, comprehensive investigation
of both fused quartz (vitreous silica) and crystalline
quartz which exposed a number of unusual effects. Fur-
ther investigation of these effects are the source of
much of the subsequent work on quartz. Adadurov et al.
(1962) published a less extensive investigation at the
same time as Wackerle. Contemporary work by Fowles
(1962) was published at a later date (Fowles, 1967).

Wackerle observed the following effects:

1. In crystalline quartz, HELs varied from 4.5 to
14.5 GPa and depended upon the crystallographic orien-
tation and particulars of the experiment.

2. In crystalline quartz, a substantial reduction of
shear strength is observed for stresses immediately
above the HEL, unlike the behavior of most solids which
are believed to maintain an approximately constant level
of shear strength above the HEL.

3. An apparent phase change in crystalline quartz at
14.4 GPa.

4. A mixed phase region in crystalline quartz which
extended from 14.4 to 38 GPa (the compressibility in
this region was unusually small and the cusp in the R~-H
curve at 14.4 GPa did not lead to a multiple wave struc-
ture).

5. A well-defined high-pressure R—H curve that was
common for both fused and crystalline quartz.

6. An anomalous low-stress compressibility for fused
quartz (as expected from ultrasonic third-order elastic
constant measurements and from earlier static mea-
surements by Bridgman), finally changing to a compres-
sibility that decreases with stress in the normal man-
ner.

7. Recovery of amorphous quartz from crystalline
quartz shock loaded to 50 GPa.

8. Recovery of compacted fused quartz from fused
quartz shock loaded at 25 GPa, and normal fused quartz
from samples loaded at 50 GPa.

Wackerle’s stress—volume curve for crystalline
quartz, shown in Fig. 28, demonstrates many of these
unusual properties.

Discovery of the shock transition at 14.4 GPa and an
approximate temperature of 475 K occurred almost si-
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FIG. 28. The stress—volume relation for quartz determined
by Wackerle (1962). The upper portion of the figure, a, em-
phasizes the data above the transition at 14.5 GPa. A mixed
phase region extends from 14.5 to 39 GPa. Properties of the
high-pressure phase, which has properties similar to stis-
hovite, can be determined from the data above 39 GPa. The
lower portion of the figure, b, emphasizes the elastic compress-
ional properties of quartz with unusually large HEL values.
For stresses above the HEL the material loses a substantial
portion of its shear strength and approaches hydrostatic com-
pressions. This loss of shear strength is apparently associated
with heterogeneous melting described in Sec. VI.C.

multaneously with the discovery of a dense polymorph
of quartz with a density of about 4.28 Mg/m?® and rutile
structure by Stishov and Popova (1961). This dense
phase, called stishovite in this country and stipovorite
in the Soviet Union, was synthesized at a pressure of
about 16 GPa and a temperature of 1473 K. Previously,
Coes (1953) had synthesized a hexagonal dense phase of
quartz, now known as coesite, at 3.5 GPa and 1023 K.
Wackerle’s investigation of the high~-pressure phase
was extended to 260 GPa by Al’tshuler ef al. (1965).
Ahrens and Rosenberg (1968) obtained loading and un-~
loading data in the mixed phase region. High-pressure
investigations by Trunin et al. (1971a) extended to 650
GPa, and Trunin et al. (1971b) studied porous samples
with densities of 1.15, 1.35, 1.55, 1.75, and 2.2 Mg/m?.
Except for porous solids, in which temperatures are
very high, the high-pressure phase above 38 GPa has
properties close to those expected for stishovite.
Trunin et al. (1971b) found differences in the R—H
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curves in certain of their porous samples which were
more nearly consistent with the properties of coesite.

An equation of state for stishovite was first con-
structed from Wackerle’s data by McQueen et al. (1963).
These authors felt that the high-pressure phase was
probably a dense silica glass whose short-range order
was stishovite. Other authors, Anderson and Kanamori
(1968), Ahrens et al. (1969), and Ahrens et al. (1970);
have constructed different equations of state for stisho-
vite based on alternative formulations or on newer
thermodynamic data. The various shock loading, static
loading, and thermodynamic data on stishovite are sum-
marized by Davies (1972), who constructed a new equa-
tion of state for both stishovite and the “coesite-like”
phase observed by Trunin et al. (1971b). All equations
of state rely heavily on the shock compression data;
there are unresolved differences among the various
treatments and the measured thermodynamic constants
of stishovite. '

High-pressure x-ray diffraction studies on stishovite
and coesite by Bassett and Barnett (1970) showed a bulk
modulus for stishovite which was in significant disagree-
ment with that derived from the shock data, constrained
to an initial density of 4.29 Mg/m®. They suggested that
the high-pressure shock-loaded material might be a
mixture of small stishovite crystallites and a short-
range order glass. Consideration of heterogeneous
melting for quartz just above the HEL, discussed in Sec.
VI.C, lends credence to this view and raises questions
as to whether the high-pressure phase obtained under
shock loading is a pure solid stishovite phase. Primak
(1975) has expressed the opinion that the high-pressure
phase is not stishovite, but is most likely a dense or-
dered array of oxygen atoms with disordered silicon
atoms.

Finite transformation rates for the 14.4 GPa transition
are indicated in the sample thickness dependence mea-
surements of Al’tshuler et al. (1965) and the unusually
small compressibility in the mixed phase region.
Podurets and Trunin (1971) have given qualitative con-
sideration to reaction rates to account for Wackerle’s
data in the mixed phase region. Podurets and Trunin
(1974) have used the data in the mixed phase region to
calculate nuclei sizes. Calculations of this sort are
clouded by the heterogeneous melting upon yielding de-
scribed in Sec. VI.C.

Attempts by DeCarli and Jamieson (1959) to recover
dense quartz from shock-loaded single crystals were
unsuccessful; however, they did recover amorphous
quartz. DeCarli and Milton (1965) successfully re-
covered stishovite but no coesite from shock-loaded
crystalline quartz. Deribas et al. (1968) have recovered
both stishovite and quartz in shock-loaded porous quartz
samples. Stishovite is apparently easier to recover
than coesite under shock loading. It is noteworthy that
the opposite is true of dense quartz recovered from
meteorite craters. German et al. (1973) have recently
reported recovery of a dense orthorhombic form of
quartz from samples shock-loaded between 35 and 90
GPa.

Both coesite and stishovite have been recovered from
meteorite craters. The discovery of naturally occurr-
ing coesite by Chao et al. (1960) and of naturally oc-
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curring stishovite by Chao et al. (1962) was in Meteor
Crater, Arizona. A summary of coesite and stishovite
recovered from meteorite craters is given by Stoffler
(1971). Coesite has been found in seven craters, where-
as stishovite is found in only two. Coesite is also found
to be more abundant than stishovite. The broader area
of changes in quartz rocks in meteorite craters is sum-
marized by Chao (1967) and in a very comprehensive re-
view by Stoffler (1972).

Wackerle’s observation of compacted fused quartz re-
covered after shock loading to 25 GPa is similar to that
observed by Roy and Cohen (1961), who observed per-
manent densification of fused quartz above hydrostatic
pressures of 2 GPa. A comprehensive treatment of
compaction phenomena in fused quartz is given by
Primak (1975).

Evidence for a low-pressure transition in fused quartz
is reported by Graham (1971), who determined second-,
third-, and fourth-order longitudinal elastic constants
from shock loading experiments of Barker and Hollen-
bach (1970). Above a compression of 6% the elastic con-
stants were found to increase with stress in the normal

manner. Similar behavior has been observed by Bridg-
man (1948). This is apparently a higher-order transi-
tion.

The o~ B quartz transition under shock loading has
been investigated by Gauster et al. (1973), who used
stress pulse measurements in crystalline quartz sam-
ples, pulse heated in 50 ns with a high-energy electron
beam machine. Their observations between 250 MPa
and 2 GPa at temperatures from 495 to 1635 K are con-
sistent with the high-pressure phase measurements of
Cohen and Klement (1967).

K. Hydrogen

The possibility of producing metallic hydrogen at very
high pressures has long been a subject of interest and
speculation. Wigner and Huntington (1935) appear to
have been the first to suggest that such a transition
might occur; they estimated the pressure of transition
to be not less than 25 GPa. When 100 GPa pressures
began to be achieved in shock waves, there was some
hope that they might provide a means for direct obser-
vation of the metallic state. In order to achieve the re-
quired pressures in a shock wave, it is necessary to
precompress the hydrogen to a substantial density.
Even so, it turns out that the heating that accompanies
shock compression is so great as to eliminate any pos-
sibility of producing the required transition. This dif-
ficulty has in turn led to consideration of implosion
techniques for isentropic compression (Hawke, et al.,
1972; Hawke, 1977; Lubkin, 1976; Grigor’ev et al.,
1972). Shock compression experiments have helped to
improve theoretical estimates of the transition pres-
sure, but there still exists no definitive answer to the
question of metallic transition. Shock experiments and
their interpretation have been summarized by Ross
(1974), Van Thiel et al. (1974), and Ross et al. (1975).
In the meanwhile Vereshchagin et al. (1975) has reported
observations of a conducting phase in hydrogen under sta-
tic compression to about 100 GPa.
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V. SECOND-ORDER PHASE TRANSITIONS

In contrast to first-order phase transitions, which are
characterized by discontinuities in volume and entropy,
second-order phase transitions involve phases for which
volume and entropy are continuous, but higher deriva-
tives of energy, specific heat, compressibility, and
thermal expansion are discontinuous. The Ehrenfest
relations, which interrelate the variables changing at
the transition, are

ABr=Aal(dl,/dP),

AC,=TVAa(dT./dP)™", ('16)

where B, is isothermal compressibility, « is volume
thermal expansion coefficient, T, is critical tempera-
ture, P is pressure, C, is specific heat at constant
pressure, T is temperature, V is specific volume, and
A indicates the change at the critical temperature and
pressure.

Based on Egs. (76), the most apparent manifestation of
a second-order phase transition in a shock-loaded solid
will be a pronounced change in compressibility at the
critical pressure and temperature. This change in com-
pressibility should be apparent from stress—volume
measurements that characterize the compressibility
both below and above the transition. In situations where
compressibility decreases, the transition should also be
indicated with time-resolved detectors by a sudden de-
crease in rise time of a plastic wave above the critical
pressure.

If the transition is to be significant enough to be de-
tected, it is apparent from Eqgs. (76) that the critical
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FIG. 29. The relative change in saturation magnetization with
pressure is a strong function of composition for the iron—
nickel alloy system. Alloys with nickel contents less than
about 28 at. % are stable in the bcc phase and have magnetiza-
tions that are insensitive to pressure. Alloys with nickel con-
tents greater than about 28 at. % are stable in the fcc phase,
and for compositions between 28 and 40 at. % Ni the magnetiza-
tions are very sensitive to pressure. A similar effect is noted
for the pressure dependence of the Curie temperature. Pres-
sure sensitive magnetic properties lead to higher-order phase
transitions, which have been observed under shock and static
loading.
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temperature must be sensitive to pressure. Such behav-
ior is not.common, but certain ferromagnetic alloys
have Curie temperatures that are highly sensitive to
pressure. Figure 29 shows measurements of the pres-
sure derivative of the saturation magnetization of the
iron—-nickel alloy system. (The change in saturation
magnetization with pressure is directly related to the
change of Curie temperature with pressure. See Kouvel,
1963.) For compositions less than 28 at.% Ni, the al-
loys are stable in the bcc phase and are characterized
by magnetizations that are insensitive to pressure.
From the previous discussions of bec iron alloys, it is
apparent that these alloys would be expected to go
through polymorphic phase transitions at pressures
much less than the Curie point transition. On the other
hand, alloys with Ni content greater than 28 at.% Ni are
stable in the fcc phase and, in the vicinity of 28 at.% Ni,
show unusually large sensitivity of magnetization to
pressure. Accordingly, fcc Fe—Ni alloys with composi-
tions in the vicinity of 28 at.% Ni are the most likely
candidates to undergo pressure-induced, second-order
phase transitions.

Curran (1961) considered the possibility of second-
order phase transitions in iron and in Invar, a 36 wt.%
Ni-Fe alloy. His analysis was directed toward the pos-
sibility that a multiple shock wave structure would be
produced by the transition. His experiments on Invar
under explosive loading did not show a multiple wave
structure; however, the stress—volume curve showed a
gradual decrease in compressibility as the stress was
increased. The experiments did not positively identify
a second-order phase transition.

Graham et al. (1967) reported an investigation of the
stress—volume relation of a 28.4 at.% Ni-Fe alloy under
impact loading. This alloy was chosen for study because
the Curie temperature is highly sensitive to pressure
and the expected transition at 2.5 GPa is well within the
stress range for which the quartz gauge can provide ac-
curate, time-resolved wave profile measurements.
Furthermore, with projectile impact loading, data could
be obtained in the immediate vicinity of the transition.

The stress—volume curve obtained by Graham et al.
is shown in Fig. 30. A pronounced decrease in compres-
sibility is observed at 2.5 GPa. Furthermore, the de-
crease in compressibility is manifested by a dramatic
decrease in rise time of the plastic wave for input
stresses just above 2.5 GPa. After a correction for
shear strength at the HEL, the computed value for dT./
dP from the shock loading investigation is in excellent
agreement with static compression measurements.
Thus, this study provides quantitative identification of
the pressure-induced, second-order, ferromagnetic-
to-paramagnetic transition in this fcc iron alloy and
provides thermodynamic data on the change in variables
at the transition. Given these data on 28.4 at.% Ni, it
is apparent that the behavior of Invar observed by Cur-
ran was a consequence of a similar ferromagnetic-to-
paramagnetic transition. For some unknown reason,
the change in compressibility in that alloy is more
gradual.

To further investigate the behavior of Invar, Graham
(1968) measured the magnetization change under impact
loading from 3 to 20 GPa. The measured coefficient is
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FIG. 30. The stress versus volume relation for a low carbon
28.4 at. % Ni—Fe alloy in the fcc phase shows a second-order
phase transition indicated by a large decrease in compressi-
bility at stress of 2.50 GPa. The dashed line indicates an ex-
tension of the compressibility of the lower stress data. When
a correction for shear strength is applied to the shock data

to account for the 0.45 GPa Hugoniot elastic limit, excellent
agreement is noted between shock and static loading deter-
minations of the dependence of Curie temperature on pressure.
After Graham et al. (1967).

shown in Fig. 29 along with the other static pressure
measurements. The measured shock loading coefficient
is found to be in excellent agreement with static pres-
sure measurements. Wayne (1969) performed static
and shock loading measurements of the change in mag-
netization with pressure or stress in a 31.4 at.% alloy
and found reasonable agreement between the two mea-
surements. His data are also shown in Fig. 29.
Theories of the pressure dependence of Curie temper-
ature and static pressure experiments have been ex-
tended to ternary iron alloys by Edwards and Bartel
(1974). Edwards (1976) has performed shock loading
experiments similar to those above on the change in
magnetization on several cobalt substituted alloys,
Fe, 65(Ni,_xC0,),. 35 With x =0.06 and 0.08, and finds good
agreement between static and shock loading results.
Results of this work indicate that static and shock
loading measurements of changes in Curie temperature
and magnetization with pressure are comparable insofar
as their effect on magnetization is concerned. It appears
that theory and static pressure experiments provide a
basis for quantitative prediction of details of second-
order ferromagnetic-to-paramagnetic transitions in fer-
romagnetic solids under shock loading. The shock load-
ing experiments may in turn be used to provide addition-
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al information on changes in compressibility accompany-
ing these transitions.

VI. SHOCK-INDUCED MELTING AND FREEZING

Melting is a first-order transition for which AV
=V g — Vi 18 normally positive, AS is normally posi-
tive, and therefore dP/dT >0. Transitions are known for
which AV <0 and dP/dT <0. Melting of bismuth is an
example of this type which is discussed in the latter part

.of this section.

A hypothetical P-V—-T surface for a normal liquid and
solid is shown in Fig. 31. Solid and liqdid surfaces are
labeled and the mixed phase region is the cylindrical
surface NMPR. The dotted line QW is the projection of
this surface on the P— T plane. FGH is an isotherm
originating in the liquid, passing into the mixed phase
region and then into the solid. Two cases canbe distin-
guished which depend upon the magnitude of dP/dT:

1. A pressure—volume R-H curve, starting at a
point, say A, in the solid, intersects the phase boundary
MR at B. It may then proceed through it into the liquid,
as shown by the curve ABCD, stay within the mixed
phase region, or return to the solid. The essential point
is that it intersects the boundary.

2. The R—-H curve may stay within the solid, in which
case no shock-induced melting is possible.

In the second case it may be possible to freeze the
liquid by initiating a shock in the liquid phase. Such a
case is discussed at the end of this section.

If dP/dT <0, AV,>0, AS <0, which seems unlikely, the
R-=H curve originating in the solid will always intersect
the phase boundary. A detailed discussion of the geo-
metry of melting thermodynamics as it relates to shock
waves is given by Horie (1967).

The possibility of shock-induced melting has often
been questioned because of the short times involved. If

P
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FIG. 31. P-V-T surface for a normal liquid and solid. The
mixed phase region is bounded by RPNM.
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melting did not occur in the time available in a shock
experiment, the R—H curve, AB of Fig. 31, would con-
tinue on the metastable surface of the solid lying behind
the liquid surface and, on release of pressure, would
once again return to the stability field of the solid state
unless irreversible shock heating were great enough to
produce a terminal liquid state at zero pressure. No
significant attempt has been made to answer this ques-
tion theoretically, and there have been persistent efforts
to determine melting in shock experiments. The first of
these was by Duff and Minshall (1957), who failed to find
evidence of melting when shock pressure extended into
the liquid region.

A. Homogeneous melting of normal materials

In a report of shock measurements at pressures up to
200 GPa, McQueen and Marsh (1960) expressed the
opinion that materials, such as lead and thallium, with
low melting points had probably melted in some of their
experiments. This belief was based on the observation
that thermodynamic paths of the shocked material inter-
sected the melt region in such cases. In such cases,
alzo, it was sometimes observed that the U, ~ U, graph
showed a discontinuity in slope at the calculated melting
point.

That such a slope discontinuity might result from melt-
ing is readily seen from Eq. (33). At point B of the
R~H curve of Fig. 31, its slope changes discontinuously.
This is shown more clearly in Fig. 32, where phase
boundaries and the R~H curve starting at A are pro-
jected onto the P-V plane. The points labeled A’B'C'D’
are projections of ABCD in Fig. 31. Since dP/dV
changes discontinuously at B’ and C’, R of Eq. (33) also
changes discontinuously, producing a discontinuity in
dUs/dU,,. Whether the total change is large enough to be
detected in a U, -~ U, plot cannot be determined in ad-
vance.

The most extensive investigation of this possibility has

TABLE VII. Table of melting pressures in shock waves.

D'

PHASE

MIXED PHASE BOUNDARIES

V—

FIG. 32. Projection of phase boundaries and R—H curves of
Fig. 31 onto the pressure—volume plane.

been reported by Carter (1973a), who has constructed
complete equations of state for a number of materials,
mapped the P-T phase planes, which sometimes include
several polymorphic transformations, and shown that the
calculated melting curves for Pb, Gd, Eu, Er, and Ce
intersect R—H curves close to the point at which a break
in the Us - U, curves occur. His results are listed in
Table VII. Although there is a substantial amount of
speculation in this work, it is hard to label the results
coincidental, and it must be taken as substantive evi-
dence that equilibrium melting can occur in the short
time available in shock experiments.

Kormer et al. (1965a), in experiments with KCl and
KBr, reported discontinuities in dU,/dU, as indicating
melting. Hauver and Melani (1964) found breaks in U,
~ U, slope for Plexiglas and polystyrene which may be
related to melting. Abrupt changes in the character of
polarization signals were also found in the pressure
ranges of transition. McQueen et al. (1971) have re-
ported solid-liquid phase line calculations in Cu and ex-
periments in porous Cu in which melting is thought to
occur.

Material PT, GPa T(est.) Method References

Sulfur® 6-10 Resistance change, break in Us-U, curve Berger et al. (1960, 1962)

KCl1 33-482 Radiation temperature Kormer et al. (1965b)

KBr Break in U;-U, curve Kormer et al. (1965a)

KC1 Break in U;-U, curve Kormer et al. (1965a)

NacCl 54-70% Radiation temperature, break in U-U, curve Kormer et al. (1965b, 1965a)

Pb ~22 Crater shape Belyakov et al. (1965)
23-25 Impact ejecta, spall, At=3x10"7 g Belyakov et al. (1967)
41-124 Viscosity measurement Mineev and Savinov (1967)
28 1210 K AV >0, break in U;-U, curve Carter (1973a)

Ccd ~31 Crater shape Belyakov et al. (1965)

Zn ~44 Crater shape Belyakov et al. (1965)

Sn ~28 Crater shape Belyakov et al. (1965)

Plexiglas 28 Break in Us-U, curve Hauver (1966b)

Al 105-202 Break in Us-U, curve Mineev and Savinov (1967)

Gd 70 3500 K AV >0, break in Us-U, curve Carter (1973a)

Eu 11 950 K <0, break in Us~-U, curve Carter (1973a)

Erb 44 2070 K ~ 0, break in U;-U, curve Carter (1973a)

Cerium 43 3600 K >0 Carter (1973a)

Fe >184 Hord (1975)

2Melting region extends from first to second temperature.

PDavid and Hamman (1958) suggested that this pressure is transformation to a metallic solid.

Rev. Mod. Phys., Vol. 49, No. 3, July 1977
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R-H CURVE

P —

FIG. 33. Temperature—pressure phase diagram and R—H
curve,

More direct evidence of melting in shock was sought
by Kormer et al. (1965b). They constructed melting
curves for NaCl and KCl based on a Simon equation and
R-H curves from shock data and theoretical equations
of state, Fig. 33. For no melting, the calculated R—H
curve is CDF. For equilibrium melting, the R—H curve
is CDBE. Temperature was inferred from radiation
measurements and was found to follow the equilibrium
curve, not the metastable one. They inferred from this
that melting occurred under equilibrium conditions.
Other workers, e.g., Urtiewand Grover (1971, 1974) and
Grover and Urtiew (1974), have encountered serious dif-
ficulties in attempting to measure temperature from ra-
diation, so some caution must be exercised in accepting
these conclusions as irrefutable.

The discontinuity in dU,/dU, reported by Kormer
et al. (1965a) occurred at a pressure corresponding to
point D in Fig. 33. No break in slope was found in
NaCl. Some further confirmation was provided by
Mineev and Savinov (1967), who measured viscosity of
Al, Pb, and NaCl as a function of shock pressure by a
shock perturbation method. They found that beyond a
certain pressure for each material the viscosity de-
creased quite rapidly. By assuming this to be due to
melting, they obtained estimates of the melting pres-
sure. Their values for NaCl fell within the range deter-
mined by Kormer et al. (1965b).

Belyakov et al. (1965, 1967) inferred the existence of
shock-induced melting from mechanical effects. While
measuring craters produced in lead by flat aluminum
disks striking a thick target, they observed that above a
critical impact speed the crater changed from a hemi-
spherical to a conical cavity. Assuming this to result
from melting, they used the critical impact speed in the
shock equations and calculated a melting pressure of ap-
proximately 22 GPa. Similar experiments in tin, cad-
mium, and zinc gave the pressures in Table VII.

In later experiments they used flash x rays of copper
cylinders striking lead sheet. The x rays showed the
character of the ejecta from the rear of the sheet to
change discontinuously at impact speed corresponding
to shock pressure of 23 to 25 GPa. A similar experi-
ment with thin foils enabled them to estimate the char-
acteristic melting time. In Fig. 34 OACE is an equilib-
rium R-H curve entering the mixed liquid-solid phase
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region at A and leaving it at C. AB is the metastable
extension of the solid phase Hugoniot. If the shock car-
ries the material to a point B in the metastable solid
phase, and if the pressure is maintained long enough,
the state point of the material will eventually relax back
to an equilibrium state, say D. If the total shock profile
is unchanging in time (whichis not possible, but may not be
a bad approximation), it will relax along the Rayleigh
line, OBD, as shown. The resulting shock wave profile
will have the general character shown in Fig. 34(b): the
pressure will drop from Pz to P, in a distance Ax or
time Ax/U,. This time is a measure of the time re-
quired to melt under shock conditions. By measuring
velocities given to a set of foils by the shock of Fig.
34(b), it is possible to infer the slope of the shock pro-
file (O’Brien and Davis, 1961). Belyakov et al. (1967)
did this using lead foils and flash x-ray to measure foil
motion. They found At~3X10"" s. Many details of
their experiment are not given, but it is an interesting
experiment and result, to be compared with theory or
other experiments in the future.

It is possible to measure sonic velocity in the shocked
state. A shock or rarefaction can be made to follow the
primary shock in a flyer plate experiment by making the
plate thin and backing it with a material of higher or
lower impedance. Reflection from this rear surface
sends the required wave into previously shocked mate-
rial (see, for example, Barker and Hollenbach, 1974).
If shocked material is in an elastic—-plastic state, a sec-
ond shock should travel at bulk wave velocity V%&/p),
whereas a rarefaction should have elastic wave speed
v (k+§—H)7P . An alternative is to produce a disturbance
in the shock wave which spreads laterally across the
shock front. By measuring its progress in a known
time, lateral rarefaction velocity can be determined
(Al'tshuler et al., 1960). Comparison of measured val-
ues with predictions from equations of state provides a
clue to the state of shocked material. If rarefaction ve-
locities appear to be bulk rather than elastic, the liquid
state is suggested. Hord (1975) has measured lateral
rarefaction velocities in shock-loaded iron at 180 GPa.
He concludes that it has not melted at this pressure.

Asay and Hayes (1975) measured velocity of an over-
taking rarefaction in initially porous aluminum for shock
pressures between 0.6 and 11 GPa. The temperature

4aX

(a) (b)

FIG. 34. (a) R—H curves in the mixed phase region. (b) Wave
profile from metastable melting.
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produced in a shock wave of given pressure is increased
in an initially porous material, relative to the solid, so
that melting may be expected at a lower pressure. In
Asay’s experiments, melting was estimated from equa-
tion of state calculations to occur at 7.5 GPa. A discon-
tinuity in rarefaction velocity was found at 7.0 GPa, and
this was taken as evidence of the onset of melting. The
work of Grady et al. (1975) suggests that the change
would have been observed even if partial melting oc-
curred. This might result from inhomogeneity of tem-
perature distribution in the porous material.

B. Bismuth

The phase diagram of bismuth (Fig. 26) has been
mapped out in static measurements and some aspects of
it are controversial. Nevertheless, the Bi I-II and I-
liquid boundaries are well established. A shock wave
with initial temperature T = 435 K crosses the boundary
between solid and liquid. Since Vg — Via< 0 along this
boundary, such a shock wave should be double, like
those produced by polymorphic transitions. If such a

~wave is observed, melting is inferred; otherwise not.
Duff and Minshall (1957) did one such experiment on
polycrystalline bismuth, using pins to detect free sur-
face motion, observed no double wave at the melting
line, and inferred that no melting had occurred. They
did find a second shock wave at higher pressures which
they assumed to arise from crossing the metastable
phase I-phase II boundary.

In a series of three papers, Johnson et al. (1974),
Asay (1974), and Hayes (1975) have given a detailed
analysis of the wave structure to be expected for vari-
ous initial temperatures and final pressures and have
compared these with a careful set of experiments. Ex-
pectations can be summarized most easily with refer-
ence to Figs. 35 and 36 taken from Johnson et al. (1974).
These are scaledrawings of the P-V -T surface in bis-
muth showing phases I, II, and liquid. Figure 35 is the
equilibrium surface; Fig. 36 is frozen, i.e., it is drawn
assuming that melting cannot occur. In Fig. 35 are
drawn two R—H curves oabcdp and ocdpée. The lower

LIQ;JVH%)

P

FIG. 35. Equilibrium P-V-T surface in bismuth. After John-
son et al. (1974). Two R—H curves for initial temperatures of
400 and 493 K are shown.
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p

FIG. 36. Metastable P—V-T surface in Bi I—Bi II bismuth in
the absence of melting. After Johnson et al. (1974). Two R—-H
curves for initial temperature of 400 and 493 K are shown.

one is for an initial temperature of 400 K. Compression
from zero pressure at 6 top in phase II would occur in
two shocks: the first from & to ¢, the second from ¢ to
p. The upper R—H curve is for an initial temperature

of 493 K. Compression to p in phase II would be via-a
shock from o to a, a compression fan from a to b, since
the R—H curve is convex upward there (Duvall, 1962),
and a final shock from b to p. The line segment between
I-II and the liquid-I region represents the triple point.
If melting were not to occur, Fig. 36 applies, and for
both initial temperatures a double shock occurs. These
two compression processes are illustrated in the wave
profile calculations shown in Fig. 37 for a final compres-
sion of about 2.1 GPa. The experimentally observed
wave profile is shown in Fig. 37 by the dotted curve,
which fits neither calculated curve. The experimental
record terminated before the final pressure was
reached. It was inferred from the leveling off of the
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FIG. 37. Calculated and experimentally observed wave profiles
for bismuth shock loaded at 2.1 GPa, at an initial temperature
of 493 K. After Johnson et al. (1974).
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stress record at the triple point, about 1.7 GPa, that
melting had indeed occurred. .

Asay (1974) undertook a more extensive experimental
program in which both initial temperature and final
pressure were varied, the former to 523 K, which is
only 21 K below the melting temperature. His measure-
ments confirmed the Johnson et al. (1974) results.
Moreover, since the transition (triple point) pressure
did not vary with propagation distance between two and
six millimeters, he inferred that the rate dependence of
melting may be small within the range of his experi-
ments, i.e., the characteristic time for melting is ap-
preciably less than about 107% s,

Hayes (1975) modified the constitutive relation given
by Johnson et al. to include a Maxwell-like relation for
melting. This was incorporated in one-dimensional wave
propagation calculations, and the Asay experiments
were simulated for various values of the melting time.
His results show that experimental profiles can be re-
produced reasonably well for an inverse transformation
rate of 2.5%X107% g, which is in accord with Asay’s ob-
servation that amplitude of the melting shock is indepen-
dent of propagation distance beyond 2 mm. [Asay (1977)
has recently reported additional evidence for melting in
bismuth.) v

The case thus made for shock-induced melting in bis-
muth is very strong. The results show that sound and
useful work in this field is possible if theory, experi-
ments, and computations are carefully done.

C. Heterogeneous melting

The case for heterogeneous melting upon yielding in
shock-loaded quartz has recently been made in three
papers which appeared almost simultaneously. Graham
(1974) studied the compressibility of x-cut quartz above
the HEL and noted a substantial reduction in shear
strength and poor agreement with pressure derivatives of
bulk modulus determined in other static experiments.
Anan’in et al. (1974) recovered crystalline quartz sam-
ples shock-loaded just above the HEL and found ‘“blocks”
of a¢-quartz surrounded by layers of quartz glass.
Grady et al. (1975) measured unloading velocities in the
mixed phase ‘region of polycrystalline quartz rocks and
found a loss of shear strength indicated by bulk wave
speeds. The independent interpretation of all three au-
thors associated the loss of shear strength upon yielding
with formation of localized regions of planar features in
which high temperatures would be expected due to the dis-
sipation of large amounts of energy stored as shear
strain. This behavior comes about in material of low
thermal conductivity whose shear strength approaches
the theoretical strength of the lattice. The large shear
strength and apparent loss of shear strength had been
observed in quartz by Wackerle (1962) and Fowles
(1962, 1967). The latest interpretations associating the
loss of shear strength with heterogeneous melting were
guided to a large extent by studies of quartz rocks in
meteorite craters which show shock-induced planar fea-
tures and formation of glass [see Chao, (1967) and Stof-
fler (1972)]. The geophysical literature apparently
failed to make the connection between localized planar
features of glass and the substantial reduction of shear
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strength upon yielding.

Grady et al. (1975) calculated temperature profiles for
heterogeneous melting and pointed out that such inhomo-
geneities in temperature would be expected to lead to
complex conditions far from equilibrium which could
lead to melting and formation of dense polymorphs of
quartz all within distances of a few microns. The cal-
culations of Walsh (1969) show that the liquid inclusions
lead to bulk behavior in solids as indicated by the shock
compression data. The combined data on a loss or sub-
stantial reduction of shear strength (Wackerle, 1962;
Fowles, 1967; Graham, 1974), poor agreement with
other measurements on pressure derivatives of bulk
modulus (Graham, 1974), recovery of planar quartz
glass regions just above the HEL (Anan’in et al., 1974),
calculations showing high local temperatures (Grady
et al., 1975), and calculations of the effect of liquid in-
clusions in solids (Walsh, 1969) make a strong case for
heterogeneous melting in quartz upon yielding.

Similar reductions of shear strength upon yielding have
been observed in crystalline Al,O, (Graham and Brooks,
1971), and behavior such as this is anticipated in quartz
and other oxide rocks and minerals. The observations
of heterogeneous melting are cause for serious concern
that interpretation of data on high-pressure dense phases
of rocks and minerals obtained under shock loading may
be significantly in error since they are based on assump-
tions of homogeneous response in thermodynamic equi-
librium. Grady (1977) has recently extended the hetero-
geneous melting model to predict characteristics of
transitions in silicates.

D. Freezing

Bridgman noted that pressure-induced freezing oc-
curred in most of the liquids he compressed statically.
Speculations about the possibility of shock-induced
freezing were natural consequences of this experience.
Schardin (1941) fired bullets into CCl, and water at
speeds varying from 800 to 1800 m/s and photographed
them. He found the region surrounding the bullet to be
opaque in CCl, at 1200 m/s and in water at 1800 m/s,
whereas water was transparent at 800 m/s. Snay and
Rosenbaum (1952) assembled thermodynamic data on
water and calculated R—H curves. For initial conditions
at room temperature and atmospheric pressure their
R-H curve passed into the mixed phase region between
liquid and ice VII at about 2.7 GPa and back into the lig-
uid phase at about 10 GPa. The maximum solid content
occurred at about 5 GPa with AV/V,=~0.025. Ina re-
finement of this calculation using new shock data, Rice
and Walsh (1957) found essentially the same result, ex-
cept that the excursion into the mixed phase region was
limited to 3 to 4.5 GPa.

Walsh and Rice (1957) did the first carefully controlled
experiments to detect freezing. They used a framing
camera to photograph light reflected from a metal plate
used to drive a plane shock into the liquid under study.
The plate was provided with a contrasting grid and re-
ductions in transparency were equated to freezing. The
duration of their experiments was about 20 usec. They
looked at benzene, CCl,, water, and ethanol with the re-
sults shown in Table VIII. Only CCl, showed evidence
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TABLE VIII. Freezing experiments in liquids.
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Phase transitions

Material Pressure range, Press.,

GPa GPa * Temp. Comment References
Benzene 8—11 ‘e Transparent Walsh et al. (1957)
Benzene 0.48-0.78 s s R-H measurement Cook et al. (1963)
Benzene 1.9-43AV =17% 13.3-19.4 2300 K Discont. in Us-U,; probably Dick (1970)

not freezing

Ethanol 7-10 see see Transparent Walsh et al. (1957)
CCl, 1-17 7-13 RN Increasing opacity with p Walsh et al, (1957)
CCl, 1.2-12.9 LR v R-H measurement Cook et al. (1963)
ccl, 0-1.6 ce vt R-H measurement Lysne (1971)
CCly 8-20 see e Brightness measurement Voskoboinikov et al. (1968)
CCl, 2.7-63.3 16.5 ~2500 K Probably not freezing Dick (1970)
H,O 3-10 . vee Transparent Walsh et al. (1957)
H,0 11.5 . Discontinuity in Us-Uy Al’tshuler etal. (1958)
H,O 4-30 s s Transparent Zeldovich et al. (1961)
H,0 1.8-11 Double shock Freezing occurred, see text Kormer et al. (1968)
CS, 0.4-6.2AV =16% e e R~H measurement Cook et al. (1963)
CS, 2.3-52.6 6.2—8.0 Discontinuity in Ug-U, Dick (1970)
Methanol 9.6-10.7 AR ses R—H measurement Cook et al. (1963)
Liq. Ny 1.9-39.1 13.5 3400 K Slight discontinuity in Us-U,; Dick (1970)

probably not freezing

of transition. }

Al’tshuler et al. (1958) reported detailed shock mea-
surements in water, including a phase transition at 11.5
GPa. The shock data had a slope discontinuity in the Ug
- U, plane, and there was a change in reflectivity in ac-
companying optical experiments. Zeldovich et al. (1961)
explored the region from 4 to 30 GPa using optical
transparency measurements and did not find evidence of
freezing of water. Kormer et al. (1968) reported still
more experiments on water. They confirmed the reli-
ability of the Rice and Walsh (1957) equation of state and
did reflectivity, index of refraction, and opacity experi-
ments in a system designed to send a double shock into
water. They found that if the amplitude of the first shock
was between 2 and 3.5 GPa and the second between 4 and
10 GPa, reflection turned to intense diffuse scattering
after the second shock entered the water. They inter-
preted this as formation of ice VII and inferred a time to
freeze of the order of 1077 to 107 s. It seems likely at
this time that the Al’tshuler et al. (1958) observation was
an artifact of their experiment, and that the equation of
state of Rice and Walsh (1957) represents a good approx-
imation to the equation of state of water in shock and
static loading, provided the requisite time for trans-
formation is available. An interesting sidelight of this
is a comment by A. H. Jones (1975) that shock experi-
ments in some water-saturated porous rocks are com-
patible with the formation of ice VII. In such cases the
compression path of the water is apt to be one of multi-
ple shocks, and the results of Kormer et al. (1968) ac-
cordingly apply.

Following Walsh and Rice’s observation that shocked
regions in CCl, became opaque above about 13.0 GPa,
Doran and Ahrens (1963) and Dick (1964) both reported
that its electrical conductivity increased rapidly with
shock pressure above 12 GPa. Dick (1970), who made
shock measurements from 2.7 to 63.3 GPa, also reported
a slight bend in the Ug = U, curve for CCl, at 16.5 GPa,
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corresponding to a weak cusp in the R-H curve. Bright-
ness temperature measurements made by Voskoboinikov
and Bogomolov (1968) gave temperatures ranging from
1400 to 2900 K for shocks between 8 and 20 GPa in CCL,.
These were somewhat lower than Dick’s calculated tem-~
peratures, but of comparable magnitude. Equilibrium
calculations show that the R—H curve for CCl, from
room temperature crosses into the mixed phase region
of the solid at about 1 GPa and may reenter the liquid
phase at about 16 GPa (Dick, 1970). Lysne (1971) re-
ported shock measurements made below 1.6 GPa at ini-
tial temperatures of 254, 264, and 297 K in an attempt
to identify this low-pressure phase boundary. There
was no positive evidence of freezing in this pressure re-
gion, though he notes that calculated temperatures on
his R—H curve centered at room temperature are about
40 C greater than those on R—H curves extrapolated
from earlier work to low pressures. He suggests that
this difference might result from partial freezing, but
concludes that none of the experiments on CCl, give
positive evidence of total freezing or the lack of it. This
seems a fair statement. It is unlikely that the 16.5 GPa
break noted by Dick is freezing. He suggests, following
C. Mader, that it might be due to a chemical reaction

2CCl,~ C,Cl, +2C,,

but again there is no positive evidence that this is the
case.

Several other liquid measurements are listed in Table
VIII, only some of which show evidences of phase
change. Dick (1970) notes that the U, — U, slope discon-
tinuity in benzene is compatible with similar observa-
tions by Warnes (1968) on anthracene, 18 GPa, phenan-
threne, 20 GPa, pyrene, 24 GPa. All are hydrocarbons
and the pressure of the discontinuity increases with
molecular complexity. He suggests that the effect may
be due to polymerization.

Dick (1970) also notes that A. Kusobov of Lawrence
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Livermore Laboratory has recovered “black fluffy ma-
terial” from shocked samples of CS, and suggests that
the 6.2 GPa transformation may be the transformation
to a black amorphous solid which occurs statically at
about 4 GPa and 390 to 475 K. )

The case for freezing in shock is not a strong one,
and it is hard to invent any dramatic experiment which
will resolve the question, even in principle. It seems
more likely that confirmation will come through careful
and thorough work with the phase diagrams, as has been
done for melting in bismuth. In fact, Asay (1977) has
recently reported evidence for refreezing in shock-
loaded bismuth based on time-resolved measurements
of unloading waves.

VIIl. DISCUSSION AND CONCLUSIONS

The experimental observations summarized in pre-
vious sections of this review and in Table AI of the Ap-
pendix provide quantitative data with which the assump-
tions underlying theoretical treatments and interpreta-
tion of the data can be tested. Although it would be a
mistake to generalize, it is possible to come to reason-
ably specific conclusions regarding interpretation of the
shock loading data and directions for future work. Com-
ments concerning specific materials also seem in order.

Perhaps the most important question regarding data
obtained describing shock-induced phase transitions is-
whether they are credible. Do measurements under
shock loading lead to determinations of thermodynamic
properties of transitions which are as valid as measure-
ments taken under static high-pressure loading? Do the
transformations run to completion in the 107® s or less
characteristic of the shock loading experiment? Do ex-
periments under shock loading provide results which are
representative of thermodynamic equilibrium?

It is certainly easy to understand how a scientist who
has investigated phase transitions under static loading
and watched the many minutes sometimes required to
complete a transition would be incredulous concerning
reports of the same transition running to completion in
the eight or nine orders of magnitude shorter time char-
acteristic of shock loading experiments. Nevertheless,
the shock loading data speak for themselves and, when
the fundamental differences between static and shock
loading are considered, radically different reaction
rates seem quite credible.

The data indicate that excellent agreement is achieved
between the transition pressures established under shock
and static loadings for the Bi I- Bi II transition, the Bi
I- Bi II-liquid triple point, the KCl transition, the
martensite to austenite transition in 28.4 at.% Ni-Fe,
and the o — € transitions in Fe—Mn alloys. The compari-
son is clouded in iron by the different transition pres-
sures obtained by resistance and x-ray diffraction mea-
surements under static loading; the transition pressure
determined from shock loading lies between the two.
There is good agreement on the germanium transition '
and excellent agreement on the € - « transition in iron
on unloading. Other measurements under shock loading
appear credible, but there are insufficient data on which
to make a hard comparison between static and shock
loading experiments. Notable exceptions to the general-
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ly good agreement are the CdS, InSb, and Si transitions
under shock loading which do not appear to have counter-
parts in static experiments. Nevertheless, these dif-
ferences can in part be anticipated from static observa-
tions of sensitivity to shear. Taken as a whole the data
indicate that in spite of complications of shear strength,
plastic flow, and limited experimental durations, shock
loading experiments can provide accurate measurements
of transition pressures and transition volumes. This is
not to say that all shock loading measurements are
equally credible, but the record demonstrates that com-
prehensive, careful investigations with carefully studied
instrumentation and carefully controlled loading will
provide credible determinations of thermodynamic char-
acteristics of transitions.

Transformation rates for shock transitions are a mat-
ter of prime concern. The various measurements of ini-
tial transformation rates under shock loading show that
the rates are fast enough to allow the transitions to go to
completion in the normal shock experiment, except pos-
sibly for antimony. Measurements of the Plastic II wave
show that the transformation is indeed completed when
driving pressure is great enough. Unfortunately, there
are inconsistencies and there is at present no physical
basis on which to quantitatively predict reaction rates.
Why is it, for example, that the transformation rate for
antimony is relatively slow, while the transformation
rate for bismuth is fast? In order to develop quantita-
tive physical models for transformation rates, research
on nucleation and growth of new phases in shock-loaded.
solids is of prime importance. If the theory is coordin-
ated with experiments with time-resolved wave profile
measurements, it is likely that good progress can be
made.

Because of fundamental differences there is little rea-
son to expect similar transformation rates under static
and shock loading. Under static loading, rates are dom-
inated by. the statistical probability of forming nuclei in
a low-defect solid under uniform compression. Under
shock loading; the plastic deformation required to
achieve the high pressure is a consequence of the crea-
tion and motion of copious quantities. of defects, which
are uniformly swept through the sample by the stress
wave. Chief among such defects are dislocations, which
are created in large numbers in the Plastic I shock.
They are known to be effective nucleation sites for
transformation (Christian, 1965), and Johnson (1972)
has shown, using conventional numbers for transforma-
tion energies and shock-induced dislocation density,
that significant numbers of nucleation sites may be cre-
ated in a fraction of a microsecond. In some materials,
twins, formed by plastic deformation, are effective nu-
cleation sites, and German ef al. (1970b) have suggested
that nucleation around twins is responsible for the
— ¢ transition in iron. Forbes (1976) has suggested an
alternative mechanism for production of nuclei which is
peculiar to shock conditions. He has pointed out that
there is an equilibrium distribution of new phase em-~
bryos under ambient conditions of temperature and pres-
sure, but that such embryos cannot grow because the
parent phase is stable. But when a step in pressure is
applied, the driving energy for transformation becomes
positive, and some of those embryos which existed ini-
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tally have suddenly become growing nuclei under stable
conditions for the new phase. Contrast of this sugges-
tion with the conventional view of nucleation illustrates
an important need for experiments that distinguish be-
tween the roles of shock-produced defects and ambient
material state in determining transformation rates under
shock conditions. If shock-produced defects control
transition rate, then rates which depend upon crystallo-
graphic orientation may be manifestations of restrictions
imposed by the crystal structure on plastic flow and sub-
sequent growth of crystallites. Then it is important to
develop a more detailed fundamental understanding of
plastic flow under shock loading. If initial material con-
ditions control transition rate, then a tool may exist for
measuring the relative effectiveness of various kinds of
nucleation sites. Such a tool would be a valuable aid in
furthering our understanding of general processes of
transformation.

The problem of measuring equilibrium pressure-vol-
ume states is an old one and is not peculiar to shock
measurements. Vanfleet and Zeto (1971) describe dif-
ferences among initiation pressure on loading, initiation
pressure on unloading, boundaries of the “region of in-
difference,” and the inferred equilibrium pressure for
the Bi I— Bi II transition. In that case the initiation
pressure on loading is about 300 MPa greater than the
equilibrium pressure. This difference is reduced by en-
capsulating the bismuth sample in epoxy, but the pres-
sure excursion in the mixed phase region is increased.
It should not be surprising, then, that shock initiation
pressure, pIL, even when corrected for shear, differs
from the equilibrium pressure of transition, nor that the
slope (—dp,/dV) of the R—H curve in the mixed phase
region exceeds that calculated for equilibrium, as shown
in Fig. 18. Reasons for large values of (—dp,/dV) are of
interest, however. Part of the effect may arise from
the presence of shearing stresses not accounted for, as
suggested by Vanfleet and Zeto; part may arise from
sensitivity of nucleation sites to applied pressure. This
latter suggestion is made by Forbes (1976), who shows
that the fraction of iron transformed to the € -phase in
shock is exponentially related to the difference between
Gibbs energies of new and old phases (“driving force”).
An analogous relation exists between the amount of «-
phase material produced and driving force for athermal
martensite transformation in iron. These speculations
are stimulating, but do not substitute for good experi-
ments, carefully done. Unloading experiments, like
those by Barker and Hollenbach in iron (1974), will aid
in establishing equilibrium transition pressures.

Although the flash x-ray diffraction measurements un-
der shock loading are not expected to give complete
crystallographic descriptions, the work is of importance
in establishing consistency with similar static loading
measurements and for assessing general conditions in
the shock-loaded state. The work to date has been suc-
cessful in establishing that inelastic deformation under
shock loading does not significantly alter the ordered
crystalline nature of solids. In agreement with other
transformation rate measurements, the flash x-ray dif-
fraction measurements on boron nitride show that crys-
tallites of significant size are grown in times of a few
tens of nanoseconds.
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In order for the shock loading experiment to provide
full thermodynamic descriptions of transitions, it is
necessary to take full advantage of the capability to de-
termine stress and volume. (If there are unknown shear
strength effects, the volume at the transition is perhaps
a better measure for comparison with static data.) Com-
plete studies include measurements of pr,T)T on loading
and unloading, compressibility in the mixed phase re-
gion, the HEL, compressibility of the high-pressure
phase, and measurement of the dependence of the data
on sample thickness and input pressure. These data,
with Gruneisen parameter I" and specific heat C,, can
then be used to determine isothermal compressions.
Comprehensive investigations such as these will provide
especially useful data characterizing pressure-induced
phase transitions.

At this point special comments on specific materials
are important to evaluate directions for further work.
The calculated triple point in iron appears to be in sig-
nificant disagreement with the measurements of Johnson
et al. (1962) and in better agreement with the new equi-
librium pressure near 300 K established from loading
and unloading measurements. It was pointed out in Sec.
IV.C that the measurements of Johnson et al. would not
be expected to yield accurate values for pressure. In
spite of that situation, the static high-pressure work of
Bundy (1965) is tied directly to the data of Johnson et al.;
hence, it appears that a new evaluation of the triple
point of iron is urgently needed. If shock loading tech-
niques are employed, plane-wave loading methods that
include both loading and unloading should be employed.

Antimony appears to be an especially interesting ma-
terial to investigate with time-resolved sample response
measurements. If roles of the 7 and 8.8 GPa transitions
can be separated, the relatively slow transformation
rate would be important for more detailed study.

Further studies of the KCl and KBr transitions in the
high-pressure phase would be expected to yield more
detailed descriptions of the transitions. The low shear
strength and simple crystal structures make them ex-

- cellent candidates for both theoretical and experimental

study.

ThB; large apparent shear strenéth effects in CdS and
InSb are significant exceptions to the usual behavior of
solids under shock loading, yet the investigations on
these materials are incomplete. Detailed studies seem
to be in order for these materials. Work on them may
provide key information for understanding the role of
shear stress in phase transition.

The behavior of quartz under shock loading is the
most complex of the materials whose response has been
studied in detail. The strong possibility that upon yield-
ing the material develops a heterogeneous structure of
a-quartz and localized regions of very high temperature
and low viscosity, perhaps melting, greatly complicates
analysis of the high-pressure data and raises serious
questions concerning interpretation of the data concern-
ing dense phases of quartz and other similar materials.
The possibility that local temperatures are thousands of
degrees could explain the presence of stishovite under
shock loading at average temperatures which were pre-
viously thought to be too low compared to the static
data. The heterogeneous melting combined with transi-
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tions to dense phases could possibly explain the anoma-
lously low compressibility in the mixed phase region
above 14.4 GPa. Other materials such as Al,O, have
been observed to display yield behavior similar to
quartz, and geologic materials are possible candidates
for similar behavior. The question of heterogeneous
melting and its effect on subsequent high-pressure load-
ing in quartz is a problem of importance that should be
pursued with some urgency.

As the different experimental investigations have been
summarized, the role of experimental technique has
been found to be significant. Better understanding of the
bismuth transition involved the use of projectile impact
loading techniques and the use of detectors with capabil-
ities for accurate time-resolved sample response mea-
surements. A similar situation is noted for the iron tran-
sition. The combination of projectile impact loading and
time-resolved measurements appears to be particularly
effective for studying shock-induced phase transitions.

Finally, it is perhaps worthwhile to emphasize again
that it is a mistake to overgeneralize concerning any
aspect of shock-induced phase transitions in either a
positive or negative sense. There are many different
situations that must be considered on their own merit.
It is clear, however, that shock loading experiments
can provide credible data concerning pressure-induced
transitions. Nevertheless, technique is still critical
and it is relatively easy to make errors of interpreta-
tion. Comprehensive investigations in the hands of
skilled observers, along with critical interpretations of
the data, will undoubtedly yield valuable thermodynamic
data on phase transitions which may be uniquely ob-
tained under shock loading or may prove to be valuable
sdpplements to static high-pressure data.
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eddy currents
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Demagnetization eddy currents

25-57 mm, +
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Wave structure, *
4-17 mm, +
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Shock demagnetization
Electrical resistance
Electrical resistance

7.2-57 mm
25 mm, T,
25 mm, T,
Smooth spall

Technique
E-1
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E

E
E-1
E-1
P-16
D-16
E-13
P-11
P-4
G
E-14

6.69-6.37
6.41-6.18
6.41

6.57

6.49

6.26
6.9-6.2
6.4+0.05

Note added in proof : Several references which were
inadvertently omitted or have recently come to our at-
tention are the following:

(1) on shock induced vaporization, the paper by Horung
and Michel (1972);

(2) on melting in magnesium under shock loading, the
paper by Urtieu and Grover (1977);

(3) additional data on transitions in titanium, zircon-
ium, and hafnium are given in McQueen ef al. (1970);

(4) a thorough study of phase transitions in shock com-
pressed BN is described in Gust and Young (1977); and

(5) the excellent review of optical properties under
shock compression by Kormer (1977) summarizes melt-
ing curves for alkali halides, and comments upon optical
effects associated with polymorphic phase transitions.

Compression (%)
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Transition conditions

13.6-13.0
13.2-12.5
15.0-1.9
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14.1-13.1
13.7-12.9

15.0

Stress (GPa)
12.8
13.5
13.6
13.2
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AR
Ann
AR
CR
Ann
Ann
AR
AR
AR
Ann
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Material

APPENDIX A

A summary of polymorphic phase transformations is
presented in Table Al.

TABLE AI. Summary of shock-induced polymorphic phase transition observations.?

A. Ivon and ivon alloys
Electrolytic iron

Iron

Armco iron
Armco iron
Armco iron
Armco iron
Armco iron
Armco iron
Armco iron
Armco iron
Armco iron
Armco iron
Armco iron
Armco iron
Armco iron
Armeco iron

Iron
Iron
Iron
Iron
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