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I. INTRODUCTION

*AEC Contract No. W-7405-eng-48.

The advent of lasers has opened up a new frontier in
physics. Among the many new fields of quantum elec-
tronics, nonlinear optics is one of the most interesting
and exciting. Ever since the discovery of optical second-
harmonic generation by Franken et at. (1961), the field
of nonlinear optics has never stopped blooming.

The development of nonlinear optics since 1961 can be
arbitrarily divided into three periods. In the first period
(1961-1965), new nonlinear optical effects were being
discovered at a tremendously rapid rate. These include
sum- and difference-frequency generation, harmonic
generation, parametric amplification and oscillation,
multiphoton absorption, self-focusing, stimulated scat-
tering, etc. Their potential usefulness was immediately
recognized. Nonlinear optics soon became a major
branch in the ever expanding field of quantum electron-
ics. In the second period (1965-1969), new nonlinear
optical effects such as nonlinear spectroscopy, transient
coherent phenomena, optical breakdown, etc. , were still
being discovered. However, the main research effort
was in achieving a better understanding of the known non-
linear optical effects in various media and in construct-
ing useful nonlinear optical devices. In the third period
(1969—1975), the field of nonlinear optics has become
more and more mature. While discovery of new effects
has been rare, the studies of nonlinear optics have been
rapidly expanded into a new domain with the help of tun-
able lasers and ultrashort pulsed lasers, and have been
extended to a wide range of different media. Applications
of nonlinear optics have become more and more sophis-
ticated. A glance at the recent publications in the jour-
nals would suggest that the goMen era of nonlinear optics

may be reaching an end, but it is definitely not over yet.
Over the past years, the field of nonlinear optics has

been reviewed constantly by researchers in the form of
books (Akhmanov and Khokhlov, 1964; Bloembergen,
1965; Butcher, 1965; Baldwin, 1969; Zernike and Mid-
winter, 1973) or review articles. ' Nevertheless, review
papers which survey the state of art of the field are rare.
In this article, I shall give a survey on the progress of
nonlinear optics in recent years. Emphasis wiH. be on
the physical ideas, basic principles, and important ex-
perimental results. It is difficult for me to give a com-
plete coverage or even a complete bibliography of the
recent work in this broad field. I should therefore apolo-
gize in advance to those whose important contributions
happen to be accidentally omitted or improperly treated
in this article.

Before we venture into the discussion of recent devel-
opment, let us first give a quick review on the fundamen-
tals of nonlinear optics (see, for example, Bloembergen,
1965). As is well known, all optica. l phenomena are gov-
erned by the Maxwell equations or the resulting wave
equations

V E(r, t)=-4~V P(r t)

where P is the generalized electric polarization which
includes not only the electric dipole part but also all the
multiple contributions (Landau and. Lifshitz, 1960;
Bloembergen, 1965). In the weak-field limit, P is linear
in E, but in general P =f(E) is a nonlinear functioa of E.
If f(E) is known, then we can in principle solve Eq. (1.1)
and fully describe the nonlinear optical phenomena. Un-
fortunately, this is often not the case. The theoretical
difficulties of nonlinear optics lie mainly in the correct
description of f(E) and in the solution of Eq. (1.1). Vari-
ous approximations are necessary to circumvent the dif-
ficulties.

In many cases, we deal with interaction of several
monochromatic or quasimonochromatic field components.
Vfe can usually expand E and P into Fourier components

~See, for example, articles in Quantum Optics, Proceedings
of the International School of Physics "Enrico Fermi, "Course
XLII, edited by H. J. Glauber (Academic, New York, 1969);
Handbook of Lasers, edited by F. T. Arecchi and E. O. Schulz-
Dubois (North-Holland, Amsterdam, 1972); Progress in
Optics, edited by E. Wolf (North-Holland, Amsterdam, 1961);
I'rogress in Quantum Electronics, edited by J. H. Sanders and
S. Stenholm (Pergamon, New Yerk, 1969); "Sov. Phys. —Usp. ,

"
etc.
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E(r, t) = Q E(~,), P(r, t) = Q P(cu;) (1 2)

+ X cger
= coj+(d~ .'E Q)j E co~

+ X (d~ =coj+ M~+ (dt '.E (dj E (d~

j,~, i

+ ~ ~ ~ (1 3)

In Eq. (1.3), X~" ~ are the susceptibility tensors of the
eth order. Clearly, the importance of y

" to nonlinear
optics is the same as the importance of y~'~ (or the linear
dielectric constant or refractive index) to linear optics.
Therefore, it is not surprising that there has always
been concerted research effort in nonlinear optics deal-
ing with y

" . In general, y" should also depend on the
wave vectors k,. of the field components, but in the elec-
tric-dipole approximation, the dependence on k,. is ne-
glected. In this paper, we shall always assume electric-
dipole approximation unless specified. We should also
note that in special cases, the series of Eq. (1.3) can be
summed up into a more compact form. This happens,
for example, in dealing with saturation phenomena.

In many other cases, it is more convenient to use
E(r, t) and P(r, t) directly instead of their Fourier com-
ponents. This is especially true when one deals with
transient nonlinear optical phenomena. The transient
response of P(r, t) to E(r, t) should in principle obey an
equation of motion, but such an equation is generally too
complicated to be useful or solvable. There are, how-
ever, a number of simple but interesting cases where a
simple equation for P(r, t) can be written down, as we
shall see later (Sec. IX).

In solving a nonlinear optical problem, one often starts
by imposing reasonable approximations on the problem,
depending on the physical situation. This is most impor-
tant since otherwise a general solution would be quite im-
possible. In the theory of nonlinear optics, making good
and reasonable approximations is probably the most dif-
ficult, but crucial, practice.

We shall now proceed to discuss various special topics
listed in the outline.

II. CALCULATIONS OF NONLINEAR OPTICAL
SUSCEPTI BI LI TIES

We have seen in Eqs. (1.1)—(1.3) that the nonlinear
wave propagation is prescribed by the susceptibility ten-
sors X

" . It is therefore important for us to know y~"~ in
order to predict the nonlinear optical effects in a medium
or to design a nonlinear optical device. Presumably, one
can always obtain X~"~ from measurements, but for many
purposes such as evaluation of new nonlinear optical mR-
terials, one would like to be able to predict X

" for a
given medium. In fact, it would be a great triumph for
the theory of matter if one could successfully predict

We shall discuss in this section only the calculation
of the electronic contribution to X

" for a crystal.

where E(m;) = $(m, ) exp(ik; ~ r —imt) + and the polarization
P(&u, ) can often be written as a power series of E(w, ):

P(~;) =X"(~;) .E(~&)

Using quantum-mechanical perturbation calculations,
one can abvays derive a complete expression for y~"~ in
terms of frequency denominators and transition matrix
elements (see, for example, Bloembergen, 1965). Nev-
ertheless, such an expression is often not very useful
since the calculations of transition frequencies and rna-
trix elements are difficult. One has to use simplifying
models or approximations to calculate X

" .
An important simplifying assumption often used is to

replace the frequency denominators in the expression of
by an average one. Then, through the closure prop-

erty of the eigenstates, the sum of the matrix elements
can be expressed in terms of moments of the ground-
state charge distribution (Robinson, 1967, 1968; Jha a, nd
Bloembergen, 1968). The problem therefore reduces to
the finding of the ground-state electronic wave function
(Jha and Bloembergen, 1968; Flytzanis and Ducuing,
1969; Ducuing a,nd Flytzanis, 1971).

The more successful simplifying model for calculating
is probably the bond model. In the early 1930's, the

linear polarizability of a molecule or the linear dielec-
tric constant of a crystal was calculated by the model as-
suming the bond additivity rule (Denbigh, 1940). Accord-
ing to the rule, the induced polarization on a molecule
(or crystal) is the vector sum of the induced polariza-
tions on all the bonds between. atoms. Obviously, the
same rule can be used in the simplifying calculations of

Knowing the crystal structure, we need only to cal-
culate the nonlinear polarizabilities of the bonds. We can
write

(2.1)

where PI"~ is the nth-order polarizability tensor of the
ith bond and the summation is over all the bonds in a
unit volume.

The calculations of bond polarizabilities have been
made simpler rVith the recent development of the bond
theory (see, forexample, Phi, llips, 1969, 1973). As-
sume a zincblende crystal made of identical bonds.
Then, using the Penn model (Penn, 1962), we obtain for
each bond in the low-frequency limit (u- 0)

4N(o. „+2n i)/3 = O'Q2~/4mZ', (2.2)

E =E +C (2 3)

In Fig. 1, we show the wave functions of the bonding and
antibonding states. Clearly, in the bonding state, there
is a bond charge cloud between the two atoms. For a
heteropolar bond, there is also a charge transfer from
the less electronegative atom to the more electronegative

where n~~ and n are the bond polarizabilities parallel
and perpendicular to the cylindrically symmetric bond,
respectively, Q~ is the plasma frequency of the N valence
electrons per unit volume, and E~ is the average energy
gap of the solid. In terms of the molecular orbital theory
(see, for example, Coulson, 1961), E~ should corres-
pond to the energy difference between the bonding and the
antibonding states of the valence electrons constituting
the bond, and can be decomposed into a homopolar gap
E„and a, heteropolar gap C according to (Phillips,
1968 a, b)
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dence of E on E in Eq. (2.2). We do not expect the bond
length d to vary with E. Hence, from Eq. (2.5), E„
should not depend on E, except perhaps a higher-order
correction. The field can, however, change the amount
of charge transfer, or the position of the bond charge,
or both. Consequently, according to Eqs. (2.4) and (2.5),
C may depend strongly on E. Then, in order to find P~" ~,

we only need to calculate the derivatives

(b)

P(n) B(n-1) /(BE)(n —1)

= [B'"-"/(BE)'"-"][(B~/BC)(BC/BE)]. (2.7)

FIG. 1. SI-:etch of (&) bonding and (b} antibonding electron
wave functions for an A.-J3 molecule. Solid curves are for A.
=& and dashed curves for A. & E.

one. Such a charge distribution has also been verified by
the empirical pseudopotential ca.lculation (Walter and
Cohen, 1971). The simple molecular theory shows that
the charge transfer Q is related to the heteropolar gap
C by

Q = 2eC/E~ . —

According to the bond theory of Phillips (1968c), we
have

(2.4)

q = -2eZ, /(Z, +8'n,'), (2.6)

which may be considered as a point charge sitting at a
distance x~ and ~~ away from the atoms A. and B, re-
spectively (Levine, 1969).

We now consider what happens when the bond is sub-
ject to an external field E. The polarizabilities o.

~~
and

a ~ should of course be functions of E through the depen-

Si

Ga As

FIG. 2. Sketch of the charge distribution along a bond in (a)
Si and. Cb) GaAs. Solid and dashed curves refer to cases with
and without an external field, respectively.

&P = ad2, C=—b(Z~/r~ —Z~/r~) exp( —k, d/z), (2.5)

where &, 5, and s are constant, Z~ and Z~ are the va-
lences, x~ 2nd &~ are the covalent radii of theA and &,
atoms forming the bond, d=~~+r~ is the bond length,
and exp( —k, d/z) is the Thomas —Fermi screening factor.
The bond charge is (Phillips, 1968 a, , b)

Two models have been used to calculate Pi"~. The
bond-charge model assumes that the field only affects
the position of the bond charge (Levine, 1969; 1973 and
references therein). Then the induced dipole moment on
the bond is p(E) = quar, and from Eq. (2.5), we have
BC/BE = (BC/Br) (Br/BE). The charge-transfer model as-
sumes that the field only affects the amount: of charge
transfer (Tang and Flytzanis, 1971). The induced dipole
moment on the bond is p(E) = (bQ)d, and from Eq. (2.4)
we have B C/B E = (B C/B Q) (B Q/B E) .

Levine (1973), using the bond-charge model with some
modification on Eq. (2.5), has calculated lti'~ and y~'~ for
a large number of crystals of various kinds with apparent
success. His calculated values are generally in very
good agreement with the measured values. Tang and co-
workers (Tang and Flytzanis, 1971; Tang, 1973; Scholl
and Tang, 1973), on the other hand, have calculated X~'i

for a number of semiconductors using the charge-trans-
fer model. Their results are also in good agreement
with the measured values. Actually, both models are
only crude approximations of the real situation. The
empirical pseudopotential calculations (Walter and Co-
hen, 1971) indicate that the valence electrons in fact
form a broad charge distribution around and along the
bond, with its peak at the center of the bond. As ex-
amples, we show in Fig. 2 the charge distribution along
a bond in Si and GaAs. In the presence of an external dc
field, the charge distribution becomes slightly more
asymmetric (qualitatively represented by the dashed
curve in Fig. 2), but the peak of the distribution is not
shifted (Louie and Cohen, 1975). Presumably, the field-
induced shift of the position of the bond charge in the
bond-charge model actually refers to the shift of the cen-
ter of gravity of the valence charge distribution, while
the field-induced charge transfer in the charge-transfer
model refers to the slight change in the valence charge
distribution around and along the bond, rather than net
charge transferred from one ion core to the other.

In nonlinear optics, we are usually interested in ma-
terials with high nonlinearity. From what we have dis-
cussed, we should find materials with large nonlinearity
in the bond polarizabilities. For large y, we should in
addition require that in summing P~2~ over all bonds [Eq.
(2.1)] the vectorial cancellation is as small as possible.
This means that the crystal structure should be as asym-
metric as possible.

As we mentioned earlier, the above calculations are
only good in the low-frequency limit. They are not valid
when the optical frequencies are close or within the band
absorption region since then the approximation of an
average energy gap no longer holds. Those transitions
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with transition frequencies closer to the optical frequen-
cies contribute more to y

" . In order to calculate y
"

in these cases, especially the dispersion of y~"', one
must use the full microscopic expression of X

" . Such
calculations with the assumption of constant matrix ele-
ments and certain approximate optical densities of states
have been reported (Chang et al. , 1965; Bloembergen et
al. , 1966; Parsons et aL, 1971; Bell, 1972). Recently,
more rigorous calculations using the empirical pseudo-
potential method have been performed on some semicon-
ductors (Fong and Shen, 1975). The results show that it
is important to include the correct matrix elements and
densities of states in the calculations.

Second-order nonlinear optical effects are probably the
most important and well-understood nonlinear optical
phenomena. They are the basis for most of the existing
nonlinear optical devices. The theory of these effects
has long been worked out (see, for example, Bloember-
gen, 1965; Armstrong et al. , 1962). Here, we shall re-
view briefly only the basic ideas in the theory.

For these nonlinear processes, we can reasonably as-
sume the presence of only three quasimonochromatic
fields.

E =E(&u, )+E((u, )+E(&u, ) (3.1)

(3.2)

The solutions of the coupled wave equations with the
proper boundary conditions then fully describe the sec-
ond-order nonlinear processes. They have already been
obtained for a. number of cases with appropriate approx-
imations. These include the cases of sum- and differ-
ence-frequency generation with plane waves (Armstrong
et al. , 1962), parametric amplification and oscillation
with negligible depletion of pump power (Smith, 1972 and
references therein), second-harmonic generation with
focused beam (Boyd and Kleinman, 1968; Boyd et al. ,
1965; Kleinman et al. , 1966; Bjorkholm, 1966; Klein-
man, 1972), etc.

In recent years, the progress in this area has been
mainly in finding new nonlinear crystals and in useful
applications. The nonlinear crystals which receive much
attention (see, for example, Singh, 1971; Kurtz, 1972)
are the III —V compounds (GaAs, InSb, etc.), the II-VI
compounds (ZnS, CdSe, etc. ), the I—III—VI (AgGaS„
CuInS„etc. ) and II—IV —V (CdSiAs„ZnGeP„etc. ) com-
pounds, the KDP isomorphs (KH,PO4, RbH, As04, etc.),
the ferroelectrics (I iNbO„Ba, NaNb, O», I iIO„etc.),
the highly anisotropic crystals (Se, Te, HgS, etc. ), and
TGS, proustite, etc. These crystals have been noticed
for their large X

' . Depending on their regions of trans-

with ~, =
~
u, ac@, ~

. In sum- and difference-frequency
generation, E(w, ) and E(w, ) are the pump fields, while in
parametric amplification, E(&u, ) is the pump field. We
can decompose Eq. (1.1) into three sets of equations, one
for each E(&u;). These equations a.re nonlinearly coupled
with one another through the polarizations

P (~,) = X"(~,) E(~,) + X"'(~, =
l
~ + ~, I ):E(~.)E(~,), «c.

A
C OX IS

Ji

n
C QxIS

&l

I IG. 3. Plots of the ordinary wave vector 2A 0(~) and the
extraordinary wave vector 4~(2~) in the plane containing the c
axis of a negative uniaxial crystal. At phase matching,
=2ko() -k, (2~) =0. Phase-matching direction is (a) at an angle
0 and (b} at 90 with respect to the c axis. It is seen that, for
the 90 phase-matching case, ~ =0 is approximately satisfied
for beams propagating within a fairly large angle around the
phase-matching direction.

parency, some are more useful in the visible and others
in the infrared.

In most applications of second-order nonlinear optical
effects, it is important to achieve phase matching

ak=k, —k, —k, =0,
where k, is the wave vector of E(+,). The energy con-
version between the pump field (or fields) and the signal
field will then be efficient. For a large interaction
length, one would like to use collinear phase matching.
If w s are far away from absorption, this can be
achieved in anisotropic crystals by requiring one or two
E(a;) to be ordinary rays and the rest extra. ordinary. In
this respect, one scheme is particularly worth mention-
ing. Consider a given set of ~, %e may vary the tem-
perature of the crystal to change k, sufficiently so that
phase matching appears in the direction perpendicular to
the c axis (Boyd and Kleinman, 1968), as shown in Fig.
3(b) for the case of second-harmonic generation. Now,
unlike phase matching in other directions, the phase-
matching condition is still approximately satisfied when
the beam propagation slightly deviates from the direc-
tion perpendicular to c. This is important since we can
then use a focused pump beam to increase the pump field
intensity, and hence the conversion efficiency, without
appreciably affecting the phase-matching condition. The
beam wall-off problem is also minimized because along
a principal axis the wave vector and the Poynting vector
are parallel to each other. The 90 phase matching with
temperature tuning has now been widely used.

The technology of constructing second-order nonlinear
optical devices has become more and more mature. Pa-
rametric oscillators using the second harmonic of a
Nd:YAG laser as the pump source are commerically
available (e.g. , Chromatix, Inc. , Mounta, in View, Calif. ).
Their output can be tuned from 5480 A. to 3.65 p, m. Suc-
cessful operation of parametric oscillators with output
further down in the infrared have also been reported
(Herbst and Byer, 1971; Hanna et al. , 1972; Hanna. et
a/. , 1974). The output waves E(w, ) and E(~,) from the
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oscillator can again be used to mix with each other or
with the pump field E(~,) in another nonlinear crystal to
generate tunable sum- or difference-frequency fields.
Using such a scheme, Herbst and Byer (1975; see also
Byer et a/. , 1974) have recently constructed a system
which is capable of producing a collimated coherent light
beam tunable from -2500 A to -30 p.m.

A more recent advance in second-order nonlinear op-
tics is in difference-frequency generation of tunable in-
frared, in particular far-infrared radiation. As is well
known, the field of far-infrared spectroscopy has suf-
fered badly because of lack of intense tunable sources.
A 10-rnsr beam radiated from a 1-cm' blackbody at
5000 K contains only 1.5& 10 ' W of far-infrared power
around 50 cm 'with a spectral purity of 1 cm '. It now
seems possible that one can obtain much more powerful
far-infrared radiation simply by mixing two tunable laser
beams in a nonlinear crystal (Faries et a/. , 1969; Faries
et aI, 1971;Yaj ima and Inoue, 1968 a, b; 1969;Chang et al. ,
1968; Bridges and Chang, 1969; Patel and Nguyen, 1969;
Nguyen and Patel, 1969; Bridges and Stonad, 1972; Boyd
et aLt. , 1972; Nguyen and Bridges, 1972; Bridges and
Nguyen, 1973; Yang et al. , 1973; Lax et a/. , 1973; Lee
et al. , 1974; Brignall et al. , 1974; Nguyen and Bridges,
1975). With pulsed dye lasers, the infrared output can
in principle be tuned from 0 to -10000 cm ', limited only
by the absorption band of the crystals (Yang et a/. , 1973;
Dekker and Tittel, 1973). With CO, lasers, the far-in-
frared output can be discretely tuned betweeri 5 and 140
cm ' in 3200 steps (Lax et a/. , 1973). Even with rea-
sonable pump power, the peak power of the far-infrared
output at -10 cm ' can be more than 100 mW. More re-
cently, using the multiple total-reflection scheme, Lee
et a/. (1974) have been able to obtain, with two 25-W CO,
laser beams mixed in GaAs, a cw far-infrared radiation
of 10 7 W (Lax and Aggarwa. l, 1974). With the GaAs cry-
stal forming a dielectric waveguide for the far-irifrared
radiation, Thompson and Coleman (1974) have observed
a maximum conversion efficiency of 20% of the predicted
value. It has also been demonstrated recently that tun-
able far-infrared radiation can be obtained by difference-
frequency generation via spin-flip Raman transitions in
a, crystal (Nguyen and Bridges, 1972; Bridges and Ngu-
yen, 1973; Brignall e/ a/. , 1974). We shall postpone the
discussion of this particular subject to Sec. V on stimu-
lated Raman transitions.

IV. OPTICAL MIXING IN VAPOR

In a vapor system, y~' vanishes in the electric-dipole
approximation because of inversion symmetry. The next
higher-order nonlinearity is described by y

' . Since it
is of higher order, one normally would expect y

'~ to be
so small that the corresponding nonlinear optical effects
would be insignificant. This is particularly true for a
vapor system with a low density of atoms or molecules.
However, when the optical frequencies are close to
strong resonances, the case is quite different. Because
of resonant enharicement, g~' can actually become so
large that the third-order nonlinear optical processes
in a vapor can appear as strong as the second-order pro-
cesses in a crystal. The atomic vapor systems are par-
ticularly attractive. Their sharp, discrete transitions

A..„=[((u., —3(u)(cu„—2(u)(u)„—(u)] '

+ [(h) ~ + (d ) (Cg ~& + 2 (d ) ((d z &
+ 3 (d ) ]

+ [(~.,+(u)((u„+2(u)((u„—u))] '

+ [((d~ + (d)(M~~ —2M)(Q)~z —M)] (4.1)

where r;,. = (i
~
r

~ j), the subscript g denotes the ground
states, the subscripts a, b, and c denote the excited
states, arid he@,, is the energy difference between states
(i~ and (jl . For simple atomic systems, both r, , and
~„are either tabulated (see, for example, Weiss et a/. ,
1969) or calculable (Condon and Shortley, 1951). For an
isotropic medium, the eiectronic y~'~(3u) has only one
nonzero independent element which is y,», in the conven-
tional notatiori. In Fig. 5, we show- the variation of

~
y~'~(3u)

~
as a function of incident wavelength (A. = 2mc/&u)

(Miles and Harris, 1973). It is seen that when &u, or
2~, or 3&v approaches resonance, ~y~'~~ undergoes a
strong resonant enhancement. At -10 cm ' away from
resonance, we have ~yi'~

~

/lV-10 "esu. Thus, if we
have a system with N-10" cm ' and a laser beam of
~Ej-10' esu (corresponding to an intensity of 2.5x10'o
W/cm'), we would find a nonlinear polarization of
X~'~~E ~'-10 ' esu. This can be compared with a nonlin-
ear polarization of y~'~ ~E ~'-10 ' esu in a. solid with yi'~

10 ' esu and ~E ~-10' esu (2.5x10' W/cm'). Note that
the optical breakdown threshold in solids is usually
much lower than in gases. The maximum laser intensi-
ty allowed in alkali vapor, as limited by multiphoton ion-
ization, is in the range 10' —10"W/cm' (Miles and Har-
ris, 1973).

In order to have efficient third-harmonic generation,
we must not only have large y~' but also have phase
matching in the medium. With a beam of finite cross
section, collinear phase matching, k(3w) =3k(m) or

are strong and well understood, and the absence of rota-
tional and vibrational states greatly reduces the number
of possible optical transitions.

Over the past few years, a number of very interesting
third-order optical mixing processes in atomic vapor
have been reported. The atomic systems now appear to
be the only media one can use to generate far-uv or per-
haps even soft x-ray radiation by nonlinear optical means
(Miles and Harris, 1971; Young et a/. , 1971; Kung e/ a/. ,
1972; Kung et al. , 1973; Harris, 1973; Harris et al. ,
1973). Via optical mixing, they can also be used to con-
struct tunable uv generators (Hodgson et a/. , 1974), tun-
able infrared generators (Sorokin e/ a/. , 1973; Wynne
e/ a/. , 1973), and infrared up-converters (Harris and
Bloom, 1974; Bloom et a/. , 1974). In the following, we
shall use potassium vapor to illustrate the various third-
order processes. The principles can of course be applied
to other vapor systems.

In Fig. 4, we show the energy level diagram of K.
Consider first the third-harmonic generation as indicated
in Fig. 4(a). It is easy to show by third-order perturba. —

tion that j~'~ is given by (Miles and Harris, 1973)
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. 4p

4g

6p

(a) (b)

~out

(c)

(
~out

I~ ~out

FIG. 4. Energy level d:ta-
gram of a potassium atom and
sketch for a number of reso-
nant third-order optical mixing
processes. (a) Third-harmon-
ic generation; (b) sum-fre-
quency generation with ~&, ~&

+~~, and ~~ +~2+~3 near reso-
nances; (c) infrared genera-
tion with ~& and ~& —~2 near
resonances; (d) infrared gen-
eration with ~& and ~&+~2 near
resonances.

X
' (3rd) =X ' (rd), can yield a. much longer effective in-

teracting length. In a vapor system with a given w, this
can be achieved only with the help of a buffer gas. By
choosing an appropriate buffer gas and using its density
as a variable, we may then satisfy the phase-matching
relation (Miles and Harris, 1973)

X .po (rd ) + X h ~rr. (rd ) =
X ~ po (3rd ) + X burrn(3 rd) . (4.2)

In this case, similar to the 90 -phase —matching case in
solids, one can use optimum focusing to help achieve
higher conversion efficiency. Limitations on the laser
intensity and the atomic density have been discussed in
detail by Miles and Harris (1973).

Using such a scheme, Young et al. (1971) have shown
that conversion of 1.06 p,m- 3547 A in a mixture of Rb
vapor and Xe can have an efficiency of 10—20% (Bloom
et al. , 1975). Kung et al. (1971; 1973) have demonstrated
third-harmonic generation of vacuum uv radiation up to
887 A. in Cd:Ar mixtures and in Xe:Ar inert gas mixtures
with -3% conversion efficiency. Vacuum uv generation
by the 5th-harmonic process in an inert gas mixture has
also been proposed (Ha.rris, 1973) and realized (Harris
et al. , 1973; 1974). It is hoped that the technique can be
extended to produce coherent radiation of soft x rays at
wavelengths as short as 177 A (5th ha, rmonic of 887 A).

In the above scheme there are two apparent short-
comings. First, with ~ being the only frequency vari-
able,

~ X i(3rd)
~

is generally limited by single-resonance
enhancement, i.e., we usually do not find ~, 2', and 3~
simultaneously near resonance. Second, only in narrow
frequency regions, ~Xr'i(3rd)

~

is large because of reso-
nant enhancement. These limitations can be avoided if
we do not require the three incoming photons to be of the
same frequency.

Let us now consider the more general case of optical
mixing with ~, + ~, + m, = cu, „tfor uv generation. As shown
in Fig. 4(b), we can have rd„rd, + rd„and &d, +rd, + rd,
simultaneously close to resonance. The corresponding
third-order susceptibility X

' is now dominated by the
resonant term

-(s) — 4 3
X

—= ( / ) ~ 4s.gp 4p, .. .,,.pr, p,4&.p,
s,P

~p
=

~(fade I'di+ 4p)(rdss —rd~ — 2+ I 5s)

x(rd~p —(d ~
—(d2 —(d 3 + 2F5p) ] (4.3)

where P, p is over the fine structures of the s and p
states, and I"s are the phenomenological damping con-
stants. Assuming N-10" cm ' and each frequency fac-
tor in A, p to be 1 cm ', we can already have

~

Xi'~
~-3x 10 'o esu or

~

Xr'~
~

/N-3 x10 "esu. With such a
large

~

Xr'~ ~, the third order sum-frequency generation
should be easily observable even if the pump beam in-
tensities are low. The maximum pump. intensity in this
case would presumably be limited by single and multi-
photon absorption and other induced nonlinear optical
processes. Hopefully, one can again use appropriate
buffer gas to achieve phase matching.

The above scheme is essentially what Hodgson et a3.
(1974) used to obtain tunable va. cuum uv radiation with
dye lasers. They chose the Sr vapor system instead of
alkali vapor because of the existence of strong discrete
autoionization levels of alkali earth atoms in the vacuum
uv range. An N, laser was used to pump simultaneously
two dye lasers, one at frequency co, and the other at co2.
With ~, and u, both variable, tunable uv output at 2w, + w,
from Sr vapor was observed over a spectral range of
several thousand cm '. In this case, co, and 2~, +~,
could be considered as near resonance, but did not need
to be very close to any discrete resonance. When either
2' or ~, + a, was tuned to a double-quantum allowed
transition from the ground (5s)' state to an even-parity
excited state of Sr, large enhancement in the output in-
tensity at 2u, +co, was seen. The enhancement should of
course be even stronger if in addition either ~, or
2 y + et)2 or both are also very close to resonance . This
was experimentally demonstrated when 2~, + ~, was tuned
over the autoionizing states. It now provides a new
method for studying the properties of autoionizing states
of atoms (Armstrong and Wynne, 1974).

We now consider another intere'sting third-order opti-
cal mixing process in atomic vapor, namely, tunable
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infrared generation (Sorokin et al , 1973;.Wynne et al. ,
1973). In Fig. 4(c) we show the transition process in
which the infrared radiation at u, „t=cu, —u, —co, is gene-
rated by the pump fields at (r0y 2 and w, . Both co, and

w, —w, are close to resonance. The third-order suscep-
tibility is given by

X = (+e ~@ ) P 4s, spr5g, 5s ss,4$r4s, ss +ss ~

s, g

A &= [((d &
—co +'ll &)((d —cd +(d +21 )(QP s

—co )]

(4 4)

Again, because of resonant enhancement,
~

y~"
~

can be
of the order of 10 ' esu or larger. With ~, and co, fixed
and u, varied, the infrared output can in principle be
tuned over a, very wide spectral range (0 to -10000 cm ')
if it is not limited at long wavelengths by diffraction and
radiation efficiency. This has actually been observed by
Sorokin et al. (1973; see also Wynne et al. , 1973). In
their experiment, they used two dye lasers, one at u,
and the other at ~, . When u, was close to cu» of K
atoms, stimulated Raman oscillation from (4s) to (5s)
occurred in the vapor system, generating an intense
Stokes radiation at ~, . Subsequently, optical mixing of
fields at a„w„and ~, in K vapor produced the infrared
radiation at ~, —+, —cu, .' They used anomalous disper-
sion with the help of buffer gas to achieve phase match-
ing. The infrared radiation had a tuning range of 2-25
p.m. Starting with a 100 kW N, laser to pump the dye
lasers, they obtained a peak power of 100 mW at 2 p.m.

Another scheme to generate tunable infrared radiation
in atomic vapor is shown in Fig. 4(d). Here, we let w,

be close to a single-photon transition and co, + ~, close to
a double-photon transition from the ground state. Then

~ g
'

(&u;, =su, —u, —w, )~ is again large. With u, being a
variable, tunable infrared radiation at cu,„=u3 Kg (J02

can be easily generated. This scheme has not yet been
tried out experimentally. A closely related process is
also of interest. We can interchange the roles of fields
at u, and cu,-„with ~, =co, + cu, +u;, being the output fre-
quency (Harris and Bloom, 1974; Bloom et al. , 1974).
By symmetry, we have

~ y
'

(&u, =u, + a, + ~;, ) ~

= ~yi'~(&u, .„=~,—u, —u, )~. As a. result, we should again
expect such a third-order process to be strong. This is
in fact a process one can use to construct an effective

, infrared-to-visible up-converter. Bloom et al. , (1974)
have employed essentially such a scheme to achieve in-
frared-to-uv up-conversion. With a pump power of 3 kW
and an infrared power of 5 mW in Na vapor, they have
already achieved a power conversion efficiency of 1620%
(corresponding to a. photon conversion efficiency of 58%%u&, ).
It appears that the construction of a practical infrared
image converter based on this effect may be quite pos-
sible.

There are of course a number of other variations of
third-order optical mixing processes in atomic vapor.
For example, we can have infrared generation by the
process u,„=w,+w, —cu, with both ~, and cu, +~, close
to resonances of allowed transitions. So far, experi-
mental effort on this subject has certa, inly not exhausted
all the possibilities yet. We have not discussed here
stimulated Haman scattering and para. metric processes
in metal vapor. The readers are referred to articles by
Barak et al. (1969), Sorokin and I.ankard (1973), and
Carlsten and Dunn (1975).

2More correctly, the process .should be considered as a four-
wave parametric amplification process in which the pump
waves are at ~& and ~3 and the signal and idler waves are at
~2 and ~„„I. The Stokes radiation at ~2 and the infrared ra-
diation at ~„„,grow together in the process.

V. STIMULATED RAMAN SCATTERING
Stimulated light scattering is a special class of third-

order nonlinear optical effects. Usually, to each case
of spontaneous emission or scattering, there is a cor-
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responding case of sti mulated e mi s sion or scat ter ing.
In a. scattering process, a, photon at &u, (k) is absorbed
and a photon at, w, (k, ) is emitted while the material makes
a transition from the initial state

~
i) to the final state

~ f). The material excitation involved can be an entropy
wave (Rayleigh scattering), a pressure wave (Brillouin
scattering), a phonon, magnon, plasmon, or electronic
excitation (Raman scattering), a concentration variation
in a mixture (concentration scattering), etc. The transi-
tion probability 8'&,. per unit time per unit volume from
I i} to If) can be obtained from perturbation calculation
and is proportional to m, (&u„k) tm, (u„k, ) + 1] (see, for
example, Heitler, 1954), where m, (&u„k,) and m, (&u„k, )
denote the numbers of photons in the incoming and the
scattered radiation modes, respectively. Spontaneous
scattering corresponds to rn, =0 and stimulated scatter-
ing to nz, ~0.

From intuitive physical argument, the amplification
rate of m, (a„k,) in space due to stimulated scattering
is given by

to determine the third-order nonlinearity of a medium.
It is presently the only method to measure directly the
vibrational relaxation times of liquid and solids. There
already exist in the literature several review articles
on stimulated Raman scattering (Bloembergen, 1967;
Kaiser and Maier, 1972; Shen, 1975). Here, we shall
describe only briefly the more recent developments.

For a better understanding of various aspects of stim-
ulated scattering, we should use the coupled-wave ap-
proach (Shen and Bloembergen, 1965; Shen, 1973; 1975).
The excitation from {i

~
to {f~ can be described by a wave

( driven by the beat of two em waves, with a possible
change of populations in (i

~
and (f ~

. The problem then
appears to be similar to parametric amplification. Here,
however, the signal and idler waves consist, -of one em
wave and one material excitational wave. Let F,
—exp( —i~, t) and E, —exp( —i~, t) be the laser and the
Stokes Raman fields, respectively, and g
-exp[-i(&d, —~,)t]. Then the three nonlinearly coupled
wave equations are

dm2 dW~; c5V;~
dZ d~&2 %02

—&21%2 ~ (5.1) 4 2

where p, and pz are the populations of
~
i) and

~ f), re-
spectively, n, is the refractive index, and o., is the ab-
sorption coefficient at u, . We can write dW&, /dw,
=A(w„(u, )m, (m, + 1) and dR';q/d(u, =A((u„(u, )m, (m, + 1).
If m„m, »1, then Eq. (5.1) becomes

(5.3)

where g~ and g are differential operators for the waves
E and g, respectively,

P, = BF/E,*,—P ",' = BF/'d E,*,—f= BF/BN(p,-p, )q*, .

dm, /dz = (G —n, )m, , (5 2) (5.4)

where G =An, (p; —pz)m, /c. The solution of Eq. (5.2) is
m, (z) =m, (0) exp[(G —n, )z] if m, (w„k, ) can be taken as a
constant. Thus, as long as G & ~, we expect to find ini-
tially an exponential growth of the scattered radiation
until depletion of m, (m„k, ) into m, (m„k, ) or saturation
sets in. This is characteristic of stimulated scattering.
It has, however, been shown that Eqs. (5.1) and (5.2) do
not really describe stimulated scattering correctly when
the dispersion of the material excitation is non-negligi-
ble (Shen and Bloembergen, 1965). A coupled wave ap-
proach becomes more proper.

Here we shall limit our discussion to stimulated Raman
scattering (SRS), since this is the area where we have had
more important new development. The Baman gain G is
usually small. In liquids, for example, Q is of the order
of 10 ' cm ' per MW/cm' of laser excitation. In order
to generate e" Raman photons from noise in a 1-cm path
length, we need a laser beam with an intensity of 3
GW/cm'. Therefore, SRS can only be observed with a
high-power laser beam. It has, however, been seen in
some liquids at a much lower power level. In these cas-
es, SRS is actually initiated by self-focusing of the laser
beams, and the apparently lower threshold corresponds
to the self-focusing threshold (Wang, 1966; Loy and
Shen, 1971). We shall discuss self-focusing in detail in
Sec. VI.

Early interest in SRS arose because it could provide
intense coherent radiation at new frequencies and be-
cause it was a possible loss mechanism in high-power
laser transmission. Recently it has been demonstrated
that tunable radiation, even in the far infrared, can be
generated by SBS. SRS can also be used as a nonlinear
spectroscopic tool to probe the -low excitation levels and

and F=NME, E,*g*(p, —p&)+ c.c..can be regarded as the
average nonlinear coupling energy. N is the number of
molecules or unit cells per unit volume, M is a coupling
constant, and p& and pI are the populations in {i

~
and (f ~,

respectively. When the Raman transition probability is
high, p, and p& can have appreciable change during the
Raman process. With b,p

=—pz —
p&

= —(p, —p;), where p;
and p& are the thermal equilibrium populations, we have

(8/Bt+ I/T, )Ap = wrung;[MME, E,*P*—e.c.](p,. —pz),
(5.5)

where T, is the relaxation time, and w« is the frequency
separation between (f ~

and (i~. In case p; and pz are
constant, the solution of Eq. (5.3) is similar to that for
parametric amplification (see, for example, Bloemberg-
en, 1965). As expected, the gain (or the energy trans-
fer) is a maximum when the momentum conservation
(or phase matching) k, =k, +k& is satisfied. If g is dis-
persionless, and

~ E, ~

can be approximated as a constant,
we can then easily show that ~E, (z) ~' = ~E,(0) ~'

xexpt(G —n)z], which agrees with the solution of Eq.
(5.2). The more general solution, taking into a.ccount the
depletion of

~ E, ~

', can also be obtained easily.
There are a number of material excitational waves

which can be considered as dispersionless in SRS, e.g. ,
molecula~ vibration, optical phonon, plasmon, electronic
level excitation, etc. Most research work in the past has
been concentrated on stimulated Raman scattering by
molecular vibrations or optical phonons. More recently,
attention has been drawn to the case of SBS by electronic
excitations, in particular between two Zeeman-split lev-
els. The latter is known as stimulated spin-flip Raman
scattering (SSRS) (Patel and Shaw, 1970; 1971). The
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Stokes output can be tuned by adjusting the Zeeman split-
ting with an applied magnetic field.

SSRS has been observed in InSb (Pa.tel and Shaw, 1970;
1971), InAs (Eng et a/. , 1974), and HgTe (Sattler et al. ,
1974). The case of InSb has been most thoroughly inves-
tigated. Because of its large g factor (-50), the Zeeman
splitting of its Landau levels can vary from 0 to 250 cm '
by varying the magnetic field from 0 to 100 kG. The
spin-flip Raman gain 6 in InSb is also extremely high.
We find G = 1.7&&10 'I cm ' in an n-type InSb with n
= 3x 10" cm ' where I is the CO, laser intensity in W/cm'
at 10.6 p, m. Thy gain can be increased even further via
resonant enhancement by moving the laser frequency
closer towa, rds the band gap (Mooradian et aL, 1970;
Brueck and Mooradian, 1971). For example, with a CO
laser at 5.3 p, m, the gain becomes G = 6&&10 'I cm '.

Patel and Shaw (1970; 1971) first observed SSRS in
InSb with a Q-switched CO, laser at 10.6 gm. They were
able to tune the output from 10.9 to 13.0 p, m. The output
linewidth was less than 0.03 cm '. This then provides a
practical tunable coherent source in the infrared. Using
a single-mode CQ laser at 5.3 p. m, Breuck and Moora-
dian (1970; 1971) showed that SSRS could even be oper-
ated on a cw basis. They obtained a pump threshold of
less than 50 mW, a power conversion&efficiency of larg-
er than 50%, and an output power in excess of 1 W. The
output linewidth was found to be less than 1 kHz (Patel,
1972).

As we mentioned earlier, stimulated Raman scattering
resembles parametric amplification. Both E, and g are
amplified in the process. In general, the excitational
wave g can also be a composite wave. For example, it
can be a polariton wave which is a linear combination of
electromagnetic and material excitational waves result-
ing from direct coupling of the two waves (Huang, 1951
a, b). This is the case when the material excitation can
be directly excited by a one-photon process. Thus, in
the output of SRS by polaritons, there are two electro-
magnetic waves (see, for example, Shen, 1965; Henry
and Garrett, 1968), one at the Stokes frequency u, (k, )
and the other at the polariton frequency co~ = m, —&u, (with
k~ =k, —k, ).

In Fig. 6.we show two possible polariton dispersion
curves &u~(k~). Curves (a) and (b) correspond, respec-

QPp

FIG. 6. Polariton dispersion curves. (a) %eak coupling and
gQ strong coupling between electromagnetic and material ex-
citational waves.

tively, to weak and strong coupling between em and ma-
terial excitational waves. The. former describes well the
spin-flip case where the spin-flip transitions can be
weakly excited by infrared radiation. We would there-
fore expect to find radiation at both u, and ~~ in the out-
put of SSRS. However, in order to have strong output at
u~, we must have both a large Raman gain and a large
em proportion in the polariton wave at co~. This happens
around the knee of the polariton dispersion curve. Since
the Zeeman splitting can be tuned by an external magne-
tic field, there now exists a potential coherent source
which is tunable at both m, and ~~ (Shen, 1973).

No observation of far-infrared output from SSRS has
yet been reported. It is, however, possible to obtain
tunable far-infrared output at the Zeeman-split frequency
by feeding both the laser and the Stokes beams into the
crystal. This has indeed been seen in InSb (Nguyen and
Bridges, 1972; 1975) and the results agree well with the
theory sketched here. It is believed that SSRS in InSb
can yield a practical coherent far-infrared source tun-
able over a range of 200 cm ' with an extremely narrow
linew idth.

Curve (b) of Fig. 6 describes the polariton dispersion
of an infrared-active phonon branch. In this case, the
output of SRS can also be tuned by adjusting the relative
angle between k, and k, with w~ changing along the polari-
ton dispersion curve so that k, (~, ) =k, (~,)+k~(~~). The
tuning range depends mainly on the shape of the polariton
curve. In LiNbQ„SRS by polaritons of the 248 cm '
phonon mode has been observed with a 1-MW Q-switch
ruby laser (Kurtz and Giordmaine, 1969; Gelbwachs et
al. , 1969). The frequency ~~ can be tuned from 50 to
238 cm '. In a resonator, up to 70% of the laser power
can be converted into Stokes. A far-infrared output at
&u~ with a 5-W peak power has also been observed (Yar-
borough et al. , 1969; Piestrup et al. , 1975). This,
therefore, gives another potential far-infrared source
which is coherent and tunable.

More generally, in SRS, the waves at w~ can also beat
with the em waves at u, and ~, to create an antiStokes
field at m, =w, +u~ and the second-order Stokes field at
~„=u, —co~. In a similar fashion, higher-order Stokes
and antiStokes fields can be generated. Both Stokes and
antiStokes radiation of many orders can be easily ob-
served in SRS in the presence of self-focusing. In SSRS
and in InSb, Stokes and antiStokes radiation up to the
fourth order have been observed (DeSilets and Patel,
1973).

In most cases, pulsed lasers are used to study SRS.
If the laser pulse width is shortei than, or comparable
with, the relaxation times of the material excitation,
then we should expect a transient SHS. Two different re-
laxation times are connected with a material excitation.
The longitudinal relaxation time T, governs the decay of
the population difference b.p =

p&
—p&, as shown in Eq.

(5.5). The transverse relaxation time T, governs the de-
cay of the excitational wave g. The theory of transient
SRS has been worked out by a number of authors (see,
for example, Carman et al. , 1970) and has recently been
checked experimentally (Carman and Mack, 1972; I.ow-
dermilk and Kachen, 1975; Kachen, 1975).

Usually in condensed matter, T, and T2 are in the pico-
second range. Therefore transient SRS occurs when a
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high-power picosecond pulse propagates in the medium.
Both Ap and g get excited in the process and then decay
with Ty and T2 respectively, after the pulse is gone.
If we now send another picosecond probe pulse at ~,' into
the medium, it will lead to a spontaneous antiStokes
emission at ~, + ~f; in all directions due to the presence
of Ap, and a coherent antiStokes field at u, +~,' —co, in
the direction of k, +k,' —k, as a result of beating with g.
The incoherent spontaneous antiStokes emission is pro-
portional to b.p(t) and the coherent antiStokes field is
proportional to g(t). By varying the time delay between
the two picosecond pulses at u, and ~,' and measuring the
corresponding intensity variations of both the incoherent
and the coherent antiStokes radiation, one can find T,
and T, . This turns out to be the only existing method for
measuring the vibrational relaxation times of liquids
and solids, as demonstrated by Alfano and Shapiro (1971),
and by Kaiser and his a,ssociates (von der Linde et al. ,
1971; Laubereau et aL, 1971; 1972; 1973; Laubereau
and Kaiser, 1974). An example of their results is shown
in Fig. 7. In principle, the same measurements can be
done Qy exciting the material excitation directly with an
infrared picosecond pulse if the excitation is allowed by
the selection rule (Laubereau and Kaiser, 1974). Using
spontaneous antiStokes emission at various frequencies
to monitor the populations of various excited states, one
can also study the decay route of a particular excitation
(Alfano and Shapiro, 1972; Laubereau et al. , 1973; Lau-
bereau et al. , 1974).

Coherent antiStokes emission can also be used as a
nonlinear spectroscopic technique to probe resonant
structure in the near and far infrared. From the re-
sults, the sign and the magnitude of the third-order elec-
tronic nonlinearity can also be deduced. The method will
be discussed in detail in Sec. VII. It has excellent sensi-
tivity especially when the resonant structure is narrow
and has been proposed as a means for detection of low-
concentration substances in a gas mixture.

A number of other applications of SRS have also been
considered. It has been proposed as a possible means
to heat a plasma, for controlled fusion work (Cohen et
al. , 1973). When a laser beam at a, and a broadband
radiation at higher frequencies are simultaneously inci-
dent on a medium, absorption lines at frequencies u,
+ ~ may show up in the broadband spectrum because of
SBS, where ~~ is the frequency of a Raman mode. This
effect, known as the inverse Raman effect (Jones and
Stoicheff, 1964; McQuillan and Stoicheff, 1966; McLaren
and Stoicheff, 1970), can be seen with picosecond pulses
(Alfano and Shapiro, 1971), and may be used for Raman
spectroscopy. SRS is also a limiting factor for trans-
mission of high-power laser beams in materials. Final-
ly, using a tunable dye laser as the pump source, SBS in
high-pressure gas cells provides a tunable infrared
source in the near infrared down to -2000 cm ' (Frey
and Pradere, 1974; Schmidt and Apt, 1972, 1974).

Among other types of stimulated light scattering, we
shall only mention stimulated Compton scattering. Pan-
tell et al. (1968) first proposed the generation of tunable
far-infrared radiation by backscattering microwaves
from a relativistic electron beam. Tunability could be
achieved by varying the electron energy. Recently,
Sukhatme and Wolff (1974) showed that stimulated Comp-
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curves are theoretical curves used to fit the data. The dotted
lines indicate the pump pulse (after Laubereau et al. , 1972).

ton scattering could be greatly enhanced in a magnetic
field if the microwave frequency is equal to the cyclo-
tron resonance frequency. Experiments on stimulated
Compton scattering have not yet been performed. How-
ever, with a somewhat similar experimental arrange-
ment, tunable microwave and far-infrared radiation has
been seen from relativistic electrons performing cyclo-
tron motion in a magnetic field (Granastein et a/. , 1974).
Intense microwave emission (with a. peak power of 500
MW and a conversion efficiency of 17%) has also been
observed in coherent Cherenkov radiation from a rela-
tivistic electron beam interacting with a slow-wave
structure (Carmel et al. , 1974).

VI. SELF-FOCUSING OF LIGHT

A mell-known third-order nonlinear optical effect of
great interest is the phenomenon of self-focusing of light.
Early in 1964, Herscher (1964) found that a focused las-
er beam of a few megawatts would induce long tracks of
damage spots of several p, m in diameter in a solid.
Chiao et al. (1964) proposed that self-focusing and self-
trapping were responsible for the damage tracks. As-
kar'yan (1962) and Talanov (1964) independently had also
investigated the possibility of self-focusing and self-
trapping of light. In the meantime, it was also realized
that self-focusing was the cause of many anomalies in
the observation of stimulated Baman scattering in liquids
(Shen and Shaham, 1965; Lallemand and Bloembergen,
1965; Hanchecorne and Mayer, 1965; Pilipetskii and
Rustamov, 1965; Talanov, 1965; Kelley, 1965). Experi-
ments (Chaio eg a/. , 1966; Brewer and Lifshitz, 1966;
Brewer and Townes, 1967; Brewer et al. , 1968) showed
that a self-focused beam usually turns into one or more
small filaments. Each filament lasts for a few cm and
has a diameter of a few p. m which is approximately a
constant, depending on the medium. The intensity of the
filaments is in the 10' W/cm' range and the light from
the filament often shows a spectral broadening of as
much as 100 cm ' or more. Since then, the subject has
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FIG. 8. @retch showing the distortion of the wave front and
self-focusing of a laser beam in a nonlinear medium.

attracted a great deal of attention. The solution of the
problem, both theoretical and experimental, turned out
to be more difficult than one had expected. Only after
many slow steps of closely coupled theoretical and ex-
perimental advances are we now able to construct a more
coherent picture of self-focusing and related phenomena.
A number of review articles on the subject have already
appeared in the literature (Akhmanov et a/. , 1972; Svel-
to, 1974; Lugovoi and Prokhorov, 1974; Askar'yan,
1974; Shen, 1975). Here we shall only give a, brief phys-
ical description based on our most recent understanding
of the effect.

Physically, self-focusing may occur mhen the refrac-
tive index of the nonlinear medium increases with the
beam intensity,

n=n, +an()z('),
where En(jE~ ) is the field-induced refractive index. The
possible physical mechanisms responsible for An are
libration, reorientation, and redistribution of molecules,
elec trostr iction, def ormation of elec tronic clouds, heat-
ing, etc. (see, for exa, mple, Akhmanov et a/. , 1972;
Svelto, 1974). Consider a, laser beam with a Gaussian
transverse profile propagating into the medium. The
central part of the beam sees a larger refractive index
than the edge and therefore propagates with a lower ve-,
locity. Consequently, as the beam traverses the medi-
um, the original plane wave front gets more and more
distorted, as shown in Fig. 8. Since the rays should
propagate in a direction perpendicular to the wave front,
the beam appears to focus by itself. A beam with a fi-
nite cross sectionwill of course also diffract. Self-focusing
occurs only if the self-focusing action is stronger than
the diffracting action. Otherwise, the beam will still
diffract, even though the diffraction should be weaker be
cause of 6n. In particular, when self-focusing is just
completely cancelled by diffraction over a long distance,
the beam will then propagate without any change in its
transverse profile. This is known as self-trapping
(Chiao et a/. , 1964; Askar'yan, 1962).

Since a high-intensity laser beam is usually necessary
to induce a sufficiently large An for self-focusing, pulsed
lasers are often used in the experiments. Two special
cases are of interest. First, if the pulse width is much
longer than the response time of An, the response of An,

to the laser intensity variation can be considered as in-
stantaneous. Vfe have the case of quasi-steady-state
self-focusing. Second, if the pulse width is comparable
with, or shorter than, the response time of An, the lag-
ging part of the pulse mill then see a 4n induced by the
leading part. This gives rise to transient self-focusing.
In the folloming, we shall consider the two cases sepa-

r ately.
Formally, both quasi-steady-state and transient self-

focusing can be described by the nonlinear wave equation

V'Z+ (8'/c'at')[(n, + an)'Z] = 0, (6.1)

z~(/) =K/[v'P($) —~P], (6 2)

where $ =t —zino/c, P is the laser power, and K and Po
are constants, depending on the characteristics of the
beam and the medium.

Equation (6.2) shows that if P is a. function of time,
then the focal spot should appear to be moving along the
axis. Experimentally, it is well known that self-focusing
of a pulsed laser beam leads to intense filaments of
light. For many years, the filaments were believed to
be a manifestation of self-trapping of light (see, for ex-
ample, Brewer et a/. , 1968). We now know that they are
actually tracks of moving focal spots (Lugovoi and Prok-
horov, 1968; Loy and Shen, 1969). Given K and Po
[which can be measured (Wang, 1966)] in Eq. (6.2), we
can easily find the trajectory of the focal spot. This is
shown in Fig. 9 for a nanosecond pulse. It is seen that,
starting from the point D, the focal spot splits into two:
one moves first backward and then forward, and the
other moves forward with a velocity always larger than
the light velocity. Loy and Shen (1970; 1971) have per
formed time-of-flight measurements on the. focal spot
and shown quantitatively that the prediction of Eq. (6.2)
is indeed correct. Using a streak camera, Korobkin et
a/. (1970) has observed the backward moving focal spot.
Dyshko et a/. (1967) have predicted that, for P &2P„
nonlinear aberration in self-focusing can give rise to
multiple foci along the axis.

where An obeys an appropriate dynamic equation, de-
pending on the physical mechanism responsible for An.
For example, in liquids with strongly anisotropic mole-
cules (Kerr liquids), bn induced by a Q-switched laser
pulse is mainly due to field-induced orientation of mole-
cules and hence should obey the Debye relaxation equa-
tion. If the response of An to the field is instantaneous
and the field is not very strong, we can often write An
=n,

~ E
' and neglect the higher-order dependence on ~ZI'.

The solution of Eq. (6.1) is unfortunately very difficult.
No rigorous analytical solution is available (see, for
example, Akhmanov et a/. , 1967). Even a. numerical so-
lution for the quasi-steady-state case has not yet been
completed throughout the focal region. Here we shall
discuss mainly the qualitativ'e aspect of the self-focusing
solution.

I et us consider first the quasi-steady-state case with
bn =n,

~

E~'. This happens for example with nanosecond
pulses in Kerr liquids which have relaxation times in
the picosecond region. The results of computer calcu-
lations suggest (Kelley, 1965; Goldberg et a/. , 1967;
Marburger and Dawes, 1968; Dawes and Marburger,
1969) that a. single-mode laser beam with sufficiently
high power first propagates with little change in its pro-
file and then suddenly self-focuses into a sharp focal
spot, as shown in Fig. 8. The calculated self-focusing
dynamics in the prefocusing region has in fact been veri-
fied quantitatively by experiments (McAllister et a/. ,
1968; Maier et a/. , 1970). The focal spot should appear
at the distance
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The moving focus picture has also been successful in
explaining the many observed anomalies connected with
quasi-steady-state self-focusing in ordinary Kerr liq-
uids. Thus the anomalously sharp threshold for stimu-
lated Baman and Brillouin scattering is due to sharp
self-focusing (Wang, 1966). The forward-backward
asymmetry in stimulated Raman and Brillouin scattering
is caused by asymmetry in the self-focusing dyriamics
(Maier et al. , 1966, 1969; Loy and Shen, 1973). The
spectral broadening of light from a filament is the re-
sult of phase modulation acquired by the self-focused
light in traversing the medium (Shen and Loy, 1971;
Wong and Shen, 1972). However, there are also a. num-
ber of problems on quasi-steady-state self-focusing left
unsolved. The self-focusing dynamics in the focal region
is still not understood. How the extremely intense self-
focused light induces and interacts with other nonlinear
optical effects and limits the size of the focal spot is
still a mystery. How the self-focused light diffracts
from the focal region is also not known.

We now consider the case of transient self-focusing.
This happens for example with picosecond pulses in or-
dinary Kerr liquids. Because of the transient response,
the physical picture of self-focusing is quite different
from the quasi-steady-state case, although the experi-
mental observations appear to be similar. Qualitatively,
the leading edge of the pulse sees only small induced b.n
and shows weak or no self-focusing, but it may affect
strongly the self-focusing dynamics of the lagging part.
As shown in Fig. 10, the very first part (section a in the
figure) of the pulse sees little An and diffracts almost
linearly as it propagates. The next part (section b in
the figure) sees somewhat larger b,n and accordingly dif-
fracts not as strongly. The induced An by the front part
is then large enough to cause the lagging part (sections
c—f in the figure) to self-focus. However, as the bea, m
propagates on, it sees a gradua, lly decreasing An because
the front part has diffracted. As a. result, self-focusing
of the lagging part tends to be more gradual. If no other
strong nonlinear effect cuts off the self-focusing action
suddenly, diffraction from the focal region will also be
gradual, leading to a long focus. Knowing how the vari-
ous parts of the pulse propagate in the medium, we can
find how the transverse profile of the pulsegetsdeformed
during propagation. This is sketched in Fig. 10, where
we assume there is a limiting diameter for the focus. It
is seen that the pulse is quickly deformed into a horn
shape. Then, because of the slow focusing and diffrac-
tion, the horn-shaped pulse appears to have reached a
stable form and propagates on for many cm without ap-
preciable change in its shape. This stable form of horn-
shaped propagation is known as dynamic trapping
(Alashkevich et al. , 1971; Shirnizu, 1973; Wong and
Shen, 1974). Obviously, the neck of the horn sweeping
along the axis should again lead to an intense filament
and the strong phase modulation a,cquired by the neck
part could give rise to large spectral broadening. Both
filament and spectral broadening are characteristics of
picosecond transient self -focusing.

Theoretically, transient self -focusing is described by
&q. (6.1) coupled with the dynamic equation of An In.
the case of Kerr liquids, the dynamic equation of An is
the Debye relaxation equation. While no analytical solu-
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tion of the coupled equations is available, numerical so-
lutions from computer calculations have been obtained
by a. number of researchers (Fleck and Kelley, 1969;
Carman and Fleck, 1972; Shimizu and. Courtens, 1971;
Shimizu, 1973). Their results have confirmed the above
qua. litative picture.

Experimentally, quantitative measurements on tran-
sient self-focusing of picosecond pulses in Kerr liquids
are difficult because of the limitations of picosecond
technology. Recently, Wong and Shen (1973) have found
that as a result of the pretransitional behavior, a liquid
crystalline material can have a large field-induced An
and a long relaxation time from -10 nsec to -1 p.sec var-
iable with temperature. Using such a material one can
now study transient self-focusing with nanosecond Q-
switched pulses, as has been done by Wong and Shen
(1974). Their results show that the picture of dynamic
trapping of Fig. 10 is indeed the correct description of
transient self-focusing in Kerr liquids. They are also
in semiquantitative agreement with the results of numer-
ical calculations. By decreasing the relaxation time of
the liquid crystalline material, it is also possible to
study how transient self-focusing changes over to quasi-
steady-state self-focusing. W'ork along this line is pres-
ently in progress.

In solids, electrostriction is the dominant mechanism
for An. Therefore the dynamic equation for An is the
driven acoustic wave equation and has a response time
of -10 sec for a beam diameter of several hundred p, m.
Then, even with nanosecond pulses, self-focusing in sol-

2 3
Time, t (nsec}

FIG. 9. Lower trace describes input power 5'(t) as a. func-
tion of time t. Peak power is 42.5 kW and the half-width at the
1je point is 1 nsec Upper. trace, calculated from Eq. (6.2),
describes the position of the focal spot as a function of time.
Values of &o and E used are 8 kW and 11.6 cm-(kW), respec-
tively, which corresponds roUghly to an input beam of 400 pm
in diameter propagating in CS2. The dotted lines, with the
slope eqoal to the light velocity, indicate how light propagates
in the medium along the & axis at various times (after M. M. T.
Loy and Y. R. Shen, 1973).
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photon resonance excl tatlon
%'e can conclude by saying that we now have a fairly

good understanding of the phenomenon of self-focusing
in various media. Further progress in this field requires
more quantitative results from both theoretical and ex-
perimental investigation.

Vl I. SOIVIE THIRD-ORDER NONLINEAR OPTICAL
EFFECTS IN CONDENSED IVIATTER

I IG. 10. Sketch'h showing transient self-focusing of a laser
pulse io a Kerr liquid. Different parts (a, b, c, etc.) of the
pu se ocus and defocus along different ray paths. Th l
first

s. cpu se
en propagates ongets deformed into a horn shape and th

wit out much further change (after Mong and Shen, 1974).

ids is a transient phenomenon. %'e could use Fig. 10 to
describe the phenomenon qualitatively, but there is an
important difference here. In solids d0 i s~ R amage spot is
created whenever the local light intensity has reached
a threshold value. It then diffracts light strongly and
prevents the trailing part of the pulse from self-focusing
beyond the damage spot. - We should therefore expect to
find only a damage spot traveling along the axis in the
backward direction. This has actually been observed by
Zverev et aL (1969; 1970) and by Giuliano and Ma, rburger
(1971). The self-trapping model originally proposed by
Chiao et al. (1964) can be refuted from the energy dissi-
pation point of view. By solving Eq. (6.1) and the driven
acoustic equation for 6n numerically, and assuming a
threshold intensity for breakdown, Kerr (1972) has been
able to calculate the damage trajectory in a solid for a
given input laser pulse.

Self-focusing in solids is important in the design of
high-power lasers. It is often the cause of damages in
the laser rods. However, quantitative study of self-fo-
cusing in an amplifier medium has been rare (Fleck and
Layne, 1973) and is certainly far from complete.

Self -f—ocusing of laser pulses in gas ha, s also been ob-
served (Grischkowsky, 1970). Here the field-induced re-
fractive index comes from the intensity-dependent anom-
alous dispersion of the refractive index due to electronic
transitions (Zavan and Kelley, 1966), and is well defined,
even at very high intensity. Grischkowsky (1970) has ob-
served clear self-focusing in potassium vapor. The min-
imum diameter of the self-focused beam was 50 p, m. No
other nonlinear optical effects appeared to be present to
interfere with the self-focusing process. This is there-
fore a very attractive case for theoretical calculations.
More recently, Bjorkholm and Ashkin (1974) have ob-
served steady-state self-focusing in potassiumlum vRpor
wi a cw laser. They found that under suitable condi-
tions the self-focused beam can funnel into a trapped
filament. This is somewhat similar to the case of stea-
dy-state thermal self-focusing (Akhmanov and Sukhoru-
kov, 1967; Dabby and Whinnery, 1968), where a positive
An is induced by laser heating of the medium. In both
cases, diffusion of energy out of the f 1e oca region trans-
versely can act as an important balancing mechanism
for the creation of stable trapped filament W'th 1i R pu secI

ye aser, Bakhramor et al. (1975) have recently also
observed self-focusing in potassium vapor under two-

(7.2)

&~, = ~.+ M-&/x",.' ~ (I:&/x",,')'+4&)") .
This type of four-wave mixing experiment has been

carried out in gases (DeMartini et al. , 1972; Luka. sik
and Ducuing, 1972; Regnier and Taran, 1973; Moya et
al. , 1975), liquids and solids (Coffinet and De Martini,
1969; gwynne, 1972; Yablonovitch et al. , 1972; Leven-

(7.4)

A few other interesting third-order nonlinear optical
effects in condensed matter have been studied in recent
years. In this section, we shall consider (a) four-wave

~ ~mixing as a nonlinear spectroscopy technique and (b)
nonlinear optical effects in liquid crystalline materials.

We have seen in Sec. V that stimulated Baman scatter-
ing can excite a material excitational wave and then co-
herent antiStokes scattering can be used to probe the ex-
citational wave. In such an experiment, one can of
course simply feed the Stokes in as an input beam in-

the c
stead of aving it generated in the medium Wh th'

e case, we have actually a third-order optical mixing
or four-wave mixing process in which the coherent anti-
Stokes wave is genera. ted as the fourth wave (Maker and
Terhune 1965~. More generally, in four -wave mixing,
we can have three input laser beam ts R co» co» Rnd 603

interact in the medium and generate R fourth wave at
~4 ——

I ace, + u, +~, I. We shall cons~der only the case
where

I ~, + &u, I
is close to the resonance frequency ~

of a di
ncy ao

e un er yinga ispersionless material excitation. Th d 1

principle can of course be applied to other types of ex-
c itations.

From the general theory of optical mixing (see, for
example, Bloembergen, 1965) it is easy to show that the

z in the
fourth wave generated at phase matching over a di ta is ance
z in e plane wave approximation is given b

I E(~,) I

' = (27'~:/e'~..)' I
x'"(~,) I

'
"IE(~,) I'

I E(~,) I' IE(~3)I'~'. (7.1)

For cu, + ~, close to resonance, the third-order suscep-
tibility X "~(&u4) has the form (see, for example, Leven-
son y.nd Bloembergen, 1974),

x (~4) —x NR(~, ) +x~"4.)
Assuming a Lorentzian line shape for the resonance, we
can write the resonant part as

(3)
x& (Ct)&) =A/(Ed i+ (d& —COO+ iF) . (7.3)

Both A and the nonresonant part XN'R(&u4) have negligible
dispersion in the vicinity of mo. From Eqs. (7.1)—(7.3),
one can see that the output

f E(A@4) f
'/I E(cu, ) f

'f E(cu, ) f

'
x

I E(~,) I

' as a function of ~, + ~, goes through a, maxi-
mum and a minimum corresponding to the maximum and
the minimum of ~ u4 . The maximum and minimum~ . e

occur at A~, and A~, respectively, with Aa =—w

Rncl
2
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son et a/t. '. , 1972; Akhmanov et aI, 1972; Levenson,
1974; Levenson and Bloembergen, 1974; Akhmanov et
a/. , 1974; Itzkan and Leonard, 1975) with (cu, —u, ) nea. r
a vibrational excitation, or with (u, + m, ) near an exci-
tonic transition (Kramer et a/. , 1974). An example is
shown in Fig. 11, where the resonant structure of ~y'"

~

is clearly displayed. From Eq. (7.4), we find

AQ3+ + 6Q) = 20 —A/ X NR q

(+~+ —&~ -I = (&/X jjg) + 4F (7.5)

In many cases one has A/yN'R~ » I', and hence the maxi-
mum of ~y~'~~ appears at D&u, =no. Knowing uo, we can
then use Eq. (7.5) to deduce A/yN~'Ri and I" from the mea-
sured values of ~~, +A~ . Normally, ~0, A, and I' can
also be obtained from absorption or spontaneous scatter-
ing measurements. The four-wave mixing results can
then yield an absolute value for yN'R. Such experiments,
which involve only measurements of frequencies, have
the advantage of being very accurate. However, we
should note that in the more general cases where the
resonance has a complex line shape or several resonant
lines close together (Levenson and Bloembergen, 1974),
the analysis often becomes far more complicated and
less quantitative.

The nonlinear spectroscopic method discussed above
has its output signal proportional to the product of in-
tensities of the three input beams. Therefore the sensi-
tivity of the method can be very high (Regnier and Ta-
ran, 1973; Begley e/ a/. , 1974; Moya. e/ a/. , 1975) if the
input laser intensities are high and the resonant line is
narrow with

~
gz' ~,„&

~
y~N'R~~ . For example, with 1-IVIW

input laser beams, roughly 1 W of coherent antiStokes
signal from four-wave mixing can be generated via vi-
brational excitation of H, molecules in a 100 ppm H, -in-
N, mixture at atm. pressure (Regnier and Taran,
1973). As a comparison, a. 1-1VIW laser beam can yield
spontaneous Stokes emission of only -10 ' W per solid
angle in the same focal volume. By monitoring the reso-
nant structure in

~

yi'~ ~, we can use the method to detect
low-concentration substances in a gas mixture. Possible
applications include study of gas mixtures in a flame, in
a. combustion engine, or in a. supersonic jet flow (Regnier
and Taran, 1973; Moya et a/. , 1975), and monitoring of
polluting substances in a smoke stack, automobile ex-
haust, or the atmosphere. We also note that the sensi-
tivity of the method can be further improved by perhaps
five to six orders of magnitude if we can let coy or (&02 ap-
proach a strong, narrow resonance.

Let us now change the subject to nonlinear optical ef-
fects in liquid crystalline materials. These materials
are composed of long molecules with strong anisotropy.
The molecular shapes and intermolecular forces tend to
make the molecules align parallel to one another against
thermal agitation. As a result, new phases, known as
mesomorphic phases, appear between the phases of liq-
uid and solid. In these new phases the molecules are more
or less aligned with possible long-range structural or-
der, but they may still retain certain degrees of transla-
tional and rotational freedom (see, for example, de Gen-
nes, 1974). Of all the mesomorphic phases the nematic
phase has the least molecular ordering: the molecules
are aligned in one direction, but they are free to trans-
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FIG. 11. Hesonant structure of the j.088 cm ~ lattice mode
of calcite in the antiStokes spectrum fram the four-wave mix-
ing spectroscopic technique. The polarizations of the waves
were all perpendicular to the optical axis of calcite (after
M. D. I evenson, 1974).

an = C
i
E t

'/(T —T+ ) (7.6)

for T &T*, where C is a constant and T* is the liquid-
nematic transition temperature, assuming the transition

late and to rotate about their long axes. The liquid cry-
stalline system is analogous to a spin system with no
spin polarity; each molecule here corresponds to a spin.
Thus the liquid phase is equivalent to the paramagnetic
phase, and the nematic phase to the ferromagnetic phase.
In both phases, the material has an inversion symmetry,
and hence no second-order nonlinear process is expect-
ed.

The third-order optical nonlinearity in such a medium
is, however, quite large. Because of the strong molecu-
lar anisotropy, even an optical field can induce appre-
ciable molecular alignment along the field. The induced
alignment, and hence the induced birefringence, is pro-
portional to

~
E

~

' or the optical intensity. In the liquid
phase, this effect, known as the optical Kerr effect, is
closely analogous to a paramagnetic spin system re-
sponding to an applied magnetic field. Here the light in-
tensity plays the role of the magnetic field and the in-
duced birefringence is equivalent to the induced magneti-
zation. Thus we expect that the induced birefringence
An in the liquid phase should obey the Curie law (Wong
and Shen, 1973)
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ch
QP

6—o

time) of An diverges as T approaches T*. This is again
analogous to the critical slowing down behavior of spin
alignment in a paramagnetic system. The relaxation time
i takes the form (Wong and Shen, 1973; 1974b)

~ = C'v/(T —T*), (7.7)
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FIG. 12. (a) Nonlinear refractive index 2p(A n = imp~ E~ 2/n) as
a function of temperature for MBBA. 6 (open triangles) are
experimental data obtained from measurements of optical Kerr
effect, 0 (open circles) are experimental data obtained from
measurements of ellipse-rotation effect. The solid curve is
the theoretical curve given by (5.4 X10 9)/(T- T*) esu with
T*=314.7'K. (b) Relaxation time T of the order parameter as
a function of temperature for MBBA. The solid curve is the
theoretical curve. The dots are the experimental data points
(after Wong and Shen, 1974).

is of second order. Experimental results on several liq-
uid crystalline materials in the liquid phase agree well
with Eq. (7.6) [see Pig. 12(a) j (Wong and Shen, 1973;
1974; Hanson, 1975). According to Eq. (7.6), 6n shows
a critically divergent behavior as T approaches T*. This
is a result of a strong correlation between molecules
near the transition temperature. However, the liquid-
nematic transition is actually a first-order transition.
It occurs at a temperature T~, but for most nematic
substances T~ happens to be only slightly above T*. Con-
sequently, 6n follows Eq. (7.6) quite closely until the
first-order transition sets in at T~. Because of this cri-
tical behavior, the induced An in liquid crystalline ma-
terials is usually very large. For example, the nematic
substance MBBA at T —T*=5'C has an optical Kerr con-
stant almost 100 times larger than that of CS, (Wong and
Shen, 1973; 1974b).

The induced alignment also shows a critical slowing
down behavior, i.e., the relaxation time (or the response

where C' is a constant and v is a viscosity coefficient.
As shown in Fig. 12(b) for a, typical liquid crystalline
material, Eq. (7.7) describes the experimental results
very well. Presumably because of this critical behavior,
7. for liquid crystalline materials is considerably longer
than that for ordinary liquids. It varies with tempera-
ture over a wide range, typically from a few nsec near
the boiling temperature to several hundred nsec near
T~. For comparison, v for CS, is only 2 psec.

The large An and the long adjustable w make the liquid
crystalline materials particularly suitable for study of
self-focusing (Wong and Shen, 1974; Rao and Jayera-
man, 1973; 1974). As already mentioned in Sec. VI,
experiments on self-focusing in MBBA have yielded the
first quantitative information about the transient self-
focusing phenomenon (Wong and Shen, 1974). As a re-
sult of. self-focusing, stimulated Raman and Brillouin
scattering can be generated in the focal region. Both
stimulated Raman and stimulated Brillouin radiation
from liquid crystalline materials have been observed
(Wong and Shen, 1974; Rao and Aggarwal, 1971), but
their relation with self -focusing has not yet been ex-
plored.

Another nonlinear optical effect of interest is the third-
harmonic generation (or, more generally, sum-frequen-
cy generation) in cholesteric liquid crystals (Shelton and
Shen, 1970; 1971; 1972). A cholesteric liquid crystal
can be considered as a nematic liquid crystal twisted
around an axis perpendicular to the direction of molecu-
lar alignment. The molecules form layers; in each lay-
er the molecules are aligned parallel to the layer, but
as the layer advances, the direction of alignment gra-
dually rotates. As a result, the material has an over-
all helical structure. What we have, therefore, is a one-
dirnensional periodic structure with the period equal to
one-half of the helical pitch P. It turns out that the pitch
of a cholesteric liquid crystal can easily be varied from
-+0.2 p. to several hundred rnicrons by almost any ex-
ternal perturbation, such as the temperature.

A number of interesting optical properties of choleste-
ric liquid crystals result from this one-dimensional pe-
riodic structure. For example, optical Bragg reflection
exists in such a medium. This leads to the brilliant col-
or of some samples. Such a medium has a crystal mo-
mentum G = 4w/p along the helical axis. Any integer of
G can participate in the momentum (or wave-vector)
conservation of wave mixing processes. In recent years
much effort has been devoted to the development of so-
lids with a superlattice (see, for example, Esaki, 1974;
Cho, 1971), i.e. , solids with a prescribed one-dimen-
sional periodic structure. Novel transport properties
are expected from a superlattice (Esaki and Chang,
1974). By adjusting the period to obtain an appropriate
crystal momentum (2ii/period), phase matching of opti-
cal sum-frequency generation is possible in a super-
lattice (Bloembergen and Sievers, 1970). Now, in a cho-
lesteric liquid crystal, the one-dimensional structure is
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given by nature. Moreover the period is easily adjust-
able. We therefore expect that phase matching of optical
third-harmonic generation can be easily achieved in such
a medium. At phase matching, the efficiency of thi'rd-
harmonic generation is of course a maximum.

The phase-matching condition for third-harmonic gen-
eration can be written generally as (Shelton and Shen,
1972)

~k((u)+ k(&u)+ k(u)) =+k(3(u) +mG, (7 8)

V I I I. HIGH-R ESOLUTION NONL INEAR OPTICAL
SPECTROSCOPY

It is well known that, in general, both homogeneous
and inhomogeneous broadening contribute to the width of
an optical absorption or emission line, but inhomoge-
neous broadening usually dominates. This is particular-
ly true for atoms or molecules in gases. The inhomo-
geneous Doppler linewidth can be several orders of mag-
nitude larger than the homogeneous linewidth and limits
the resolution of conventional spectroscopy. For higher
resolution, we must find ways to overcome the obstacle
of inhomogeneous broadening.

Soon after the invention of lasers, it was recognized
that they could be used to circumvent the problem of in-
homogeneous broadening in high-resolution spectro-
scopic work (Lamb, 1964; Szoke and Javan, 1963;
McFarlane et at. , 1963). A highly monochromatic laser
beam resonantly excites only a subset of atoms or mole-
cules within the inhomogeneous linewidths. If the laser
beam is intense, then, a "hole is burned" in the inhomo-
geneous line due to saturation. This saturable absorp-
tion or "hole-burning" property has led to a number of

where we assume all waves propagating along the helical
axis, the + and —signs in front of the wave vectors k
indicate forward and backward propagation respectively,
and m is an integer. Knowing the dispersion of the re-
fractive index of the medium, we can readily calculate
from Eq. (7.8) the crystal momentum or the helical pitch
necessary for phase matching. Experimentally, one can
then vary the sample temperature to obtain the desired
helical pitch. Figure 13 is an example, where all waves
are propagating in the same direction and hence a small
G or a large p is needed to compensate the mismatch be-
tween k(Su) and Sk(~). It shows a good agreement be-
tween experiment and theory. Many other phase-match-
ing cases with two fundamental beams propagating in op-
posite directions or with the fundamental and the third-
harmonic beams in opposite directions have also been
checked experimentally (Shelton and Shen, 1972). Equa-
tion (7.8) suggests that these processes are analogous
to the umklapp processes of electrons and phonons in
crystals. They have therefore been called "coherent
optical umklapp processes. " Phase-matched third-har-
monic generation could be efficient if the medium is or-
dered over a long distanc e. Unf ortunately, incohe rent
light scattering in liquid crystals is usually very strong.
Also, it is difficult to obtain a single-domain sample with
a thickness of more than 1 mm.

Nonlinear optics in liquid crystals is still at its begin-
ning stage. We expect more studies of other nonlinear
optical effects will be carried out in the near future.
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PIG. 13. Normalized third-harmogie intensity versus tem-
perature near the phase-matching temperatures for the mjx-
ture of 1.75:1.00 by weight of cholesteryl chloride and chol-
esteryl myristate, in a cell 130 pm thick. The peak at the
lower temperature (corresponding to left helical structure) is
generated by right-circularly polarized fundamental waves and
the one at the higher temperature (corresponding to right heli-
cal structure) by left-circularly polarized fundamental waves.
The solid line is the theoretical phase-matching curve and the
dots are experimental data points. The uncertainty in the ex-
perimental third-harmonic intensity is about 20% (after Shelton
and Shen, 1970).

interesting nonlinear spectroscopic techniques which are
now being widely used in high-resolution spectroscopy
of gases. Quite a few review articles already exist in
the literature (see, for example, articles in books edited
by Feld et a$. , 1973; Brewer and Mooradian, 1974; Ja-
cobs et at. , 1975; see also Hana. ch, 1973). Here we
shall only briefly discuss the principles of the various
techniques.

Consider first the Lamb dip effect (Lamb, 1964). A
monochromatic traveling wave with frequency ~ should
interact most strongly with the group of atoms whose
resonant frequency u, and velocity component v along
the propagation direction satisfy the relation (we consid-
er only the first-order Doppler shift in this section)

I (u(1 —v/c) —~, ~

& y,
where y is the homogeneous half-width of the resonance.
In the case of two oppositely traveling waves, there are
two corresponding groups of atoms, with v in a narrow
range of Av = 2yc/u& around +

~
u —&u,

~
c/u, respectively,

interacting strongly with the waves. However, as ~ ap-
proaches 0, these two velocity groups merge together.
The atoms with nearly zero axial velocity can now inter-
act simultaneously with both traveling waves. There-
fore, if the field is sufficiently strong to cause satura-
tion in the excitation, we expect to see an appreciable
reduction in absorption or emission as w approaches ~0.
In the lowest-order approximation, this reduction ap-
pears as a Lorentzian line with a half-width equal to the
homogeneous halfwidth y. The effect was first predicted
by Lamb (1964) and observed by Szoke and Javan (1963),
and by McFarlane et al. (1963). The narrow line is known
as the Lamb dip in an amplifying medium or inverted
Lamb dip in an absorbing medium. An example of the
Lamb dip or saturation spectroscopy is shown in Fig.
14. With this technique, even the Lamb shift can now
be observed by optical means (Hansch et at. , 1972). The
technique has also been used to obtain a better value for
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FIG. 14. Fine structure components of the red Balmer line
of atomic hydrogen resolved from the Doppler profile by the
saturation spectroscopic technique. Even the Lamb shift can
be observed optically (after Hansch et al. , 1972).
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I"IG. 15. Three possible configurations for two transitions
sharing a common level (see Schlossberg and Javan, 1972).

the Rydberg constant (Hansch et a/. , 1974).
The Lamb dip, or nonlinear saturation spectroscopy,

is now being widely used as a precision spectroscopic
method. It has been used to measure isotope shifts, hy-
perfine splittings, fine structure due to molecular rota-
tion, collisional broadening, etc. A homogeneous line-
width as narrow as 6 kHz can be measured, correspond-
ing to an optical resolution higher than 10'o (Hall and
Bordi, 1973). In the earlier years, the measurements
were limited to transitions coincident with available dis-
crete laser lines. This limitation has now been elimi-
nated by the advent of tunable dye lasers (Hansch, 1973).
As another application, the Lamb dip has been used ef-
fectively to achieve stable single-mode operation of gas
lasers (see, for example, Hall, 1973).

Another high-resolution nonlinear spectroscopic tech-
nique based on a similar idea was proposed by Schloss-
berg and Javan (1966). Consider two closely spaced Dop-
pler -broadened transitions which have re sonant fr equen-
cies ~yQ and Q)2Q and share a common energy level as
shown in Fig. 15. If the system interacts with two op-
positely traveling waves of frequency ~, we can easily
show that when

~
cu —(&u»+ ~»)/2 ~

c y, the two oppositely
traveling waves interact simultaneously with the same
group of atoms having an axial velocity v = c(cu» —&u„)/
(m, o+ u, o). With sufficiently high field intensity, a Lamb-
type dip would again show up at u = (~»+ ~,o)/2 in the

Doppler-broadened spectrum. More generally, we can
use a strong beam at w~ to saturate one tra, nsition a,nd
a weak beam at cu to probe the saturation. When the two
beams are propagating in the same direction, the Lamb-
type dip appears at co =~~. When the beams are in oppo-
site directions, the dip appears at u = w~u, o/(2&@~ —&u,o).
This type of double-resonance saturation spectroscopy
can be used to measure accurately the resonant frequen-
cies of closely spaced transitions and their separations.
The technique has recently 'been extended to two transi-
tions with no common level but coupled by molecular col-
lision (Brewer et a/. , 1974).

There are a number of other high-resolution nonlinear
spectroscopic techniques. In low-pressure gases, we
can more conveniently detect the change in spontaneous
emission. than in absorption or amplification. We can,
for example, observe the Lamb dip by monitoring the
change in spontaneous emission induced by -the nonlinear
absorption (Feld and Javan, 1969). Laser-induced line
narrowing in fluorescence has even been seen in solids
(Szabo, 1970). Fluorescence from a set of coherently
prepared excited states can also interfere and gives rise
to a modulated fluorescence intensity. The modulation is
known as "quantum beats" and c3n be used to measure
small level splittings much smaller than the Doppler
broadening (Gornik et a/. , 1972; Haroche et a/. , 1973).

More recently, with the help of tunable dye lasers,
two-photon absorption hns been proved to be a remark-
able high-resolution spectroscopic technique to beat
Doppler broadening. Consider two oppositely traveling
waves of frequency u in a gas medium with a resonant
transition at uQ. The condition for absorption of two op-
positely propaga. ting photons by an atom is

~
(u(l —v/c) + ~(1+v/c) —co,

~

c y,

where v is the axial velocity of the atom. Equation (6.1)
is independent of v, and therefore all atoms, regardless
of their velocities, can be simultaneously excited by the
two beams, while the absorption linewidth is given by
the homogeneous width (Vasilenko et a/. , 1970; Roberts
and Fortson, 1973; Cagnac et a/. , 1973). This has re-
cently been demonstrated in alkali metal vapor by sever-
al research groups (Biraben et a/. , 1974; Levenson and
Bloembergen, 1974; Hansch et a/. , 1974). Even with a
low-power cw dye laser, the two-photon transitions can
be observed with a large signal-to-noise ratio (see Fig.
16) (Hansch et a/. , 1974; Bjorkholm and Liao, 1974).
The technique has been used to study Zeeman splittings
of a transition between two S states (Bloembergen et a/. ,
1974), the Stark splittings of 5s and 4d levels (Harvey
et a/. , 1974), and level shifts induced by two-photon
transition (Liao and Bjorkholm, 1975) in sodium. It has
also been used to study 1s-2s transition in atomic hy-
drogen (Hansch et a/. , 1975) and fine structure in the vi-
brational transitions of molecules (Bischel et a/. , 1975).
Since all atoms in the medium are simultaneously excited
as long as their resonant frequencies satisfy Eq. (8.1),
this technique could be very useful for isotope separa-
tion (Kelley et a/. , 1974).

In the above technique, if the two beams have different
frequencies ~ and ~', the Doppler broadening of the ab-
sorption line is not completely eliminated, but is signifi-
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cantly reduced when the difference between u and ~' is
not large. This has the advantage that u and w' can now
be varied independently. Either or (d' can be tuned to
an intermediate state to resonantly enhance the two-pho-
ton absorption (Bjorkholm and Liao, 1974; Lia, o and
Bjorkholm, 1975), or to probe the hyperfine structure
of both the intermediate and the final states (Bjorkholm
and Liao, 1974). Two-photon high-resolution spectro-
scopy is still in its infant stage. We can anticipate that
in the near future the technique with its many variations
will be most widely used in precision spectroscopic work
(Bischel et al. , 1975; Hansch et al. , 1975).

IX. TRANSIENT COHERENT OPTICAI E F FECTS

s(t» y -X- ~&p.&+i&p, & & p.&
—(t.&o- (9.1)

In this equation, y is the dipole transition matrix ele-
ment. (p) is the average pseudodipole with (P„& and (P,&

being the x and y components of the real induced dipole
and ( p, &

=—y(p» —p»), where p» and p» are the popula-
tions in the ground and excited states, respectively. E
is a pseudofield with E„and E being the x and y compo-
nents of the applied field and E, =-huo/y, where wo is
the resonant frequency. T, and T, are longitudinal and
transverse relaxation times, respectively. If the reso-
nant transition shows inhomogeneous broadening then we
should also average Eq. (9.1) over the distribution of
resonant frequencies. Note that Eq. (9.1) reduces to the
familiar form of Bloch equation for a magnetic system
if we replace P by M and E by H.

Equation (9.1) coupled with the Maxwell equations (or
the em wave equation) essentially describes all the tran-
sient coherent optical effects in a two-level system.
There is only one difference between a coherent optical
phenomenon and its analog in magnetic resonance. The
former deals with a propagating wave with a wavelength
much smaller than the dimensions of the medium, while
the latter deals with a standing wave with a wavelength
comparable with or smaller than the dimension of the
medium. Because of the wave propagation effect, how-

The close analog between magnetic resonances and op-
tical resonances has long been recognized. Feynmanet
al. (1957) have explicitly shown that any two-level sys-
tem can be treated as a spin-~ system. In magnetic res-
onance, there are a number of well-known transient co-
herent phenomena (see, for example, Abragam, 1961).
They are now being used routinely for relaxation studies
in the radio and microwave range. These same phenom-
ena are also expected in the optical region and have been
the subjects of active research in recent years (see re-
view articles by Courtens, 1972; Allen and Eberly,
1975).

When a circularly polarized quasimonochromatic field
excites a transition in a material, the interaction of field
with matter is usually dominated by contributions from
the two levels involved in the transition. The material
system can then be approximated by an effective two-lev-
el system. As shown by Feynman et al. (1957), the dy-
namic response of any two-level system to a rotating
field can be described by the well-known Bloch equation
for a spin- —,

' system,
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FIG. 16. Hyperfine structure of the 38-4D transition in
atomic Na resolved from the Doppler profile by the two-photon
Doppler-free spectroscopic technique (after Hansch et al. ,
&974).
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FIG. 17. Precession of a pseudo-dipole ( p ) around the vec-
tor 0 =-y E,ff /5 in a frame rotating about s with a frequency
M.

ever, rigorous solutions of transient coherent optical
phenomena become much more difficult. Here we shall
only discuss the various phenomena qualitatively. Usual-
ly it is more convenient to describe the Bloch equation
in a coordinate system which rotates about z with the
carrier frequency &u of the rotating (circularly polarized)
fieM. In the rotating coordinates, the effective field act-
ing on the pseudodipole is static,

E.«= & + (@/y)(~ —~,)z, (9 2)

where 5 =xg„+yg, is the amplitude of the applied field.
The Bloch equation then describes the precession of the
pseudodipole around E„,with a, frequency 0 =y ~E„„~/k
(Fig. 17), subject to the initial condition and damping by
the T, and T, relaxation processes.

In the earlier years, the following coherent optical ef-
fects were experimentally discovered.

(1) OPtical nutation (Tang and State, 1968; Hocker
and Tang, 1969). This is an analog of transient nutation
in magnetic resonance. As shown in Fig. 17, the pseudo-
dipole (p& is initially along z. If a coherent radiation at
resonance is suddenly switched on, then (p& begins to
precess around -E,ff perpendicular to z with a frequency
0 =y~ E,«~ /h. The up and down motion of (p& corresponds
to a sinusoidal oscillation in the population difference be-
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(o) (c)
FIG. 3.R. Sketch. of. the pseudodipole assembly at various
stages i ' the photon echo experiment. (a) Immediately after a
~/2 pulse, all the dipoles are along the same direction per-
pendicular to 2 and g. (b) After the r/2 pulse, the dipoles
start to fan out. (c) A & pulse is applied to flip the dipoles by
180' about g, and then the dipoles start to fan in.

tween the two levels. This oscillation reacts back on the
propagating wave and results in an amplitude modulation

I

of light. The modulation is finally damped out by relaxa-
tion. In order to see optical nutation, the precession
frequency 0 must be of the order of or greater than, the
transition linewidth.

(2) Photon echoes (Kurnit et al. , 1964; A&ella et al. ,
1966; Abella, 1969). This is an analog of spin echoes
in magnetic resonance. It can be easily visualized with
the help of Fig. 18. Application of the first resonant co-
herent pulse with (y/h) f"„Sdt v/2 r-otates the dipoles
p from z by 90' about $. The dipoles then precess,
around z with a frequency ~o. As a result of inhomoge-
neous broadening, different dipoles precess with slightly
different cu„and hence fan out in the x-y plane'. At a
time T after the first pulse, we apply a second resonant
coherent pulse with (y/h) f„"Sdt - w. Each dipole is now
rotated by 180 about $. After the pulse is over, the di-
poles again precess around z, but they now appear to
"fan in." Thus, at a time 7 after the second pulse, all
the dipoles coalesce into one giant dipole which radiates
to give a giant pulse in the prescribed direction. This is
known as a photon echo. In order to observe photon
echoes, the pulse widths and the time duration 7 must be
less than the relaxation times T, and T, .

(3) Self induced trans/-arency (McCall and Hahn, l967;
2969). This is a coherent wave propagation effect with
no analog in magnetic resonance. Consider a resonant
coherent pulse with (y/h) f"„ddt =2nw, where n is a, posi-
tive integer. Therefore, a,ll the dipoles simply precess
around g by 2nn, and return to their original states at
the end of the pulse. The resonant medium then absorbs
no net energy from the pulse and looks transparent to
the pulse. Actually, the medium first absorbs energy
from the leading part of the pulse but later re-emits the
energy to the lagging part of the pulse. During the pro-
cess, it delays and reshapes the pulse, or breaks the
pulse into n 2w pulses (yf"„Sdt=2vh). More generally,
for (2n —1)w ~ (y/h) f"„Sdt ~(2n+ I)v, the pulse is ex-
pected to get deformed into n 2m pulses in passing through
the resonant medium. Again, self-induced transparency
occurs when the pulse width is smaller than or compar-
able with the relaxation times. Relaxation causes some
energy dissipation in the medium.

(4) nn Pulse ProPagation Stimulated by the discove. ry
of self-induced transparency, a number of researchers
have studied other cases of coherent resonant pulse

propagation, in particular On. and m pulse propagation.
The Om pulse (f"„ddt=0) also returns the precessing di-
poles to their original states at the end of the pulse and
should therefore experience self-induced transparency
(Lamb, 1967; 1971; Grieneisen et al. , 1972; Barnard,
1973; Salamo et al. , 1974; Diels and Hahn, 1975). It
can be considered as formed by a +2m pulse and a -2m
pulse. Then, propagating in the resonant medium, it may
break up into two pulses. There is, however, one possi-
ble 07t pulse shape which may not get disintegrated in
the propagation (Lamb, 1969; 1971; Barnard, 1973).
Such a pulse can be called a "bound state" of two 27t puls-
es. This has led to the speculation that stability of ele-
mentary particles may be explained by nonlinear funda-
mental interaction (Rubenstein, 1970).

In magnetic resonance, a m pulse inverts the population
in a two-level system (Rabi, 1937). In the optical case,
this is only true near the entrance of the medium, since
propagation in the resonant absorbing medium tends to
transform the 7t pulse into either 0 or 2m. This has
actually been observed (Gibbs, 1973). The n pulse prop-
agation in an amplifying medium has also been consid-
ered. It has been suggested that a m pulse in an amplify-
ing medium has the same stability as a 2m pulse in an
absorbing medium and can be u sed to explain the short
pulses from a mode-locked laser (Fox and Smith, 1967).
The coherent pulse propagation theory has been applied
to traveling laser amplifiers (McCall and Hahn, 1970)
and has been shown to agree welt. with the experimental
results (Fox et al. , 1968; Frova, et al. , 1969).

Both theory and experiment have been greatly extended
and improved in the years subsequent to the initial dis-
coveries of these effects. For example, photon echoes
(Patel and Slusher, 1968) and self-induced transparency
(Patel and Slusher, 1967; Gibbs and Slusher, 1970,
1972; Slusher and Gibbs, 1972; Slusher, 1974) have been
studied in gases in quantitative detail and have been
shown to agree with theory. Under self-induced trans-
parency, giant Faraday rotation has been observed
(Gibbs et al. , 1974). The effects of level degeneracy
(Rhodes et al. , 1968; Gordon et al. , 1969; Rhodes and
Szoke, 1969; Zembrod and Gruhl. , 1971; Salamo et al. ,
1974) and off-resonance frequency pulling (Diels and
Hahn, 1973, 1975) have also been investigated.

A more recent advance in the experimental studies of
coherent optical effects cam, e in two ways. First, with
the advent of tunable lasers, the experiinents are no
longer limited to only a few systems whose resonant fre-
quencies accidentally match with available discrete laser
frequencies. Second, it was realized by Brewer and
Shoemaker (1971) that coherent pulse propagation in a
resonant medium is equivalent to a cw wave propatation
in a medium with its transition frequencysuddenly shifted
into or out of resonance by a pulse of external perturba-
tion. The dc Stark effect is often used as a convenient
way to shift the transition frequency. %Pith these new
techniques, the above mentioned coherent optical effects
can be readily observed and measured to a high degree
of accuracy. A number of other coherent optical effects
described below have also been discovered as a conse-
quence. All these effects have their counterparts in mag-
netic resonance.

(1) 5'ree induction decay (Brezoer and Shoemaker,
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2'971; 1972). Consider a cw laser beam with frequency
~ propagating in a resonant medium. In the steady state,
the pseudodipole (P) in Fig. 17 should be along E„„. If
the system is suddenly Stark-shifted out of resonance by

then (p) will start to precess essentially around z
with a frequency u+ Aw, giving out radiation at ~ + 4~.
This radiation dies away exponentially with a rate equal
to the transition linewidth under the cw resonant excita-
tion. Since the emission from this free induction decay
is coherent, it can beat with the incoming cw wave and
create a beat signal at b&u. Foster et a/. (1975) have re-
cently studied optical free induction decay in a degene-
rate system.

(2) Adiabatic fo//ozoing Th. e effective field E„, in Fig.
17 can be varied by varying either the frequency (d —(do

or the applied field strength g. If the va.riation is suf-
ficiently slow (in the adiabatic sense), then (p) precessing
around —Ef& follows -E„., and is nearly along —E,«all the
time (see, for example, Abragam, 1961). This gives a
good qualitative description of a number of near-resonant
coherent pulse propagation phenomena (Grischkowsky et
a/. , 1973b). These include pulse delay (Grischkowsky,
1973), pulse reshaping and compression (Grischkowsky,
1974), self-steepening and self-phase modulation (Gris-
chkowsky e/ a/. , 1973a), self-focusing and defocusing
(Grischkowsky, 1970; Grischkowsky and Armstrong,
1972), and dispersive amplitude modulation (Loy, 1975;
Gr is chkow sky and Loy, 1975) .

(3) Adiabatic inversion. By varying either u or u&o

such that E,„„changes its direction slowly (or adiabatic-
ally) from —z to +2, we can flip the dipole (p). Physical-
ly, this means an inversion of population through adia. —

batic following. Qbservation of adiabatic inversion was
first proposed and attempted by Treacy (1968; Treacy
and DeMaria, 1969), but the results were rather incon-
clusive. Recently, using the Stark-shift technique to
vary co„Loy (1974) was able to demonstrate the effect
unambiguously.

(4) Superradiance. As originally suggested by Dicke
(1954), N "two-level" atoms with inverted population can
establish correlation among themselves through interac-
tion with the radiation field. Gnce the correlation is
established, they form a giant dipole emitting radiation
at a rate proportional to N', as opposed to the uncor-
related spontaneous emission rate proportional to N.
This giant dipole emission is often called superradiance.
From the classical point of view, this is not at all sur-
prising. A system of N oscillating dipoles with phases
correlated is expected to radiate at a rate proportional
to N', for example, in the case of free induction decay.
%That is subtle in the superradiance problem is the ques-
tion how the N atoms, originally uncorrelated (as mani-
fested by the spontaneous emission rate proportional to
N), establish correlation through interaction with radia. —

tion (Allen and Eberly, 1974). The transition from spon-
taneous emission to cooperative emission clearly needs
a quantum description. Then it must also in some way
be connected to the question of how stimulated emission
evolves from spontaneous emission. The problem is
probably academic, but it is still not clearly understood
yet. The lack of a mell-defined superradiant case iso-
lated from other physical effects has generated a great
deal of confusion in the field.

In the optical case, we have additional complications
arising from wave propagation effects. For example,
there is a limit on N since only atoms within the distance
traveled by light in a superradiant time can be correlated
(Arecchi and Courtens, 1970). There are also experi-
mental difficulties in preparing a system with proper ini-
tial conditions for unambiguous observation of optical
superradiance, in particular, transition from spontane-
ous to cooperative emission. Although many reports
(Compaan and Abella, 1971 Shoemaker and Brewer,
1972; Skribanowitz et a/. , 1973) have claimed the obser-
vation of some form of superradiance, a clean and more
convincing experiment has yet to be performed.

There are also a number of other coherent optical ef-
fects reported in the literature. These include two-
pulse optical nutation (Schmidt e/ a/. , 1972), multipulse
photon echoes (Schmidt e/ a/. , 1972), coherent transient
study of molecular collisions (Schmidt et a/. , 1973; Her-
man e/ a/. , 1975), coherent Raman beats (Shoemaker and
Brewer, 1972; Brewer and Hahn, 1973), coherent tran-
sient birefringence in molecular vapor (Heritage e/ a/. ,
1975), two-photon self-induced transparency (Tan-no and
Yokoto, 1972), and other two-photon coherent transient
processes (Brewer and Hahn, 1975; Tan-no et a/. , 1975).

Apparently, the field still has a great future. Com-
pared with that in magnetic resonance, research on co-
herent optical effects is still in its early development
stage. With the recent technical advances, studies of the
more sophisticated coherent opticaI effects are now pos-
sible. For instance, the use of coherent pulses at two or
more different frequencies in multiresonances with a
multilevel system can lead to many interesting coherent
optical phenomena.

Applications of transient coherent. effects are mainly
in the measurements of relaxation times of the excited
states. Through the measured relaxation times, infor-
mation about various interactions arid external perturba-
tions on relaxation can be deduced. Recently it has been
proposed that adiabatic inversion can be used as an ef-
ficient method for isotope separation (Nebenzahl and
Szoke, 1974).

X. NONLINEAR OPTICAL EFFECTS IN PLASIVIAS

Plasma is a highly nonlinear medium. Even in rela. —

tively dilute plasma, the nonlinear effects can easily be
observed (see, for example, Tsytovich, 1970). Various
nonlinear optical effects such as harmonic generation,
parametric amplification, and stimulated light scatter-
ing were predicted almost a, decade ago (see, for ex-
ample, Kroll et a/. , 1964; Dubois a.nd Goldman, 1965;
Bloembergen and Shen, 1965, Jha, 1965). More recent-
ly, because of its intimate relation with laser-induced
fusion, nonlinear optics in plasmas has suddenly become
a, blooming field. A large number of theoretical and ex-
perimental papers have been written on the subject in
the last three or four years. Here we have only spa. ce
for a, brief introduction to the field. For more details,
we refer the reader to the conference proceedings (see,
for example, proceedings edited by Schwarz and Hora,
1969, .1971, 1973). We shall limit our discussion to non-
relativistic gas plasmas.

Let us first discuss where the nonlinearities of plas-
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mas come from. As usual, the response of a medium to
an applied field is governed by the dynamic equations of
the medium. Here, for electrons and ions which form a
plasma, the dynamic equations are (1) the continuity
equations and (2) the equations of motion for electrons
and ions. We consider a two-component plasma, (see,
for example, Lee and Su, 1966) with an electron density
N, (r, t) =N„+n,(r, t) and an ion density N; (r, t)
=N;o+n;(r, i), where Ã, 0 and N;, are the equilibrium den-
sities. We shall always use the subindices e and i to in-
dicate electrons and ions, respectively. For electrons,
the continuity equation is

ne—'+ V ~ [N,v, ]+v~, =0, (10.1)

where M is the mass, q is the charge, P is the pres-
sure, and E and B are, respectively, the eleetrie and .

magnetic fields present in the plasma. In terms of the
temperature T and the adiabatic exponent y, we can write
(bp, /Bn, ) =y, KZ', where K is the Boltzmann constant. We
also have a corresponding set of equations for ions by
simply replacing the subindex e by i in Eqs. (10.1) and
(1().2). The fields E and A are also connected with the
densities and velocities through the Maxwell equations

V .E =4w[n, q, +n;q;],
1 &E 4mJ
c~t c

= (4m/c)(N, q,v, +N, q,v, ) . . .

(10.3)

(10.4)

The above equations show that the nonlinearities of a
plasma come through the electric force and the Lorentz
force on electrons in Eq. (10.2). The corresponding
forces on ions are often negligible because of their heavy
mass. This can be seen more clearly from the iterative
solution of the equations. We expand the variables n, v,
E, and B into series of ascending order, e.g. ,
n=n, +n, +- ~ ~, etc. For the purpose of illustration, we
neglect in Eq. (10.2) the (8 p/Bn) term which is responsi-
ble for the dispersion of plasma oscillation. Then, from
Eq. (10.2), we find first v„~q,E,/m„ then v„~E,E,
through (v„~ V)v„and q,v„XB,/m, c, etc. From Eq.
(10.1), we have n„~ „v~E„n„~n„v„~E,E„etc. The
response of ions is coupled to that of electrons mainly
through interaction with the field via. Eq. (10.3).

The above nonlinear responses of electrons and ions
can then give rise to many nonlinear optical effects. Let
us first consider optical second-harmonic generation in
a plasma. At optical frequencies, the response of ions
is negligible because of their heavy mass. Then with
(E„B,}~exp(—i&et), we can easily show from Eqs. (10.1)
and (10.2) that the second-order current density at 2&@ is
given by (Bloembergen et aL, 1968; Rudnick and Stern,
1971) (assume BP/en=0 again)

where v, is the electron velocity, and v, is a phenomeno-
logical damping constant, depending on frequency. (Non-
linea. r damping is being neglected here. } The equation of
motion is.

'I

M 1V, Bn, ' m, c

(10.2)

J~'i(2&v) =N„v„(2u) +n„(m}v„(a)

q—;[(E, .V)E, + i~E, X B,)2' Wie

+ ' [V ~ (N, E )]E, . (10.5)

It can also be written as
2

J& &(2 )= 'g, —,N.,V(E, E,).""",",', (10.6)
fB~(d —(de

where w', =4mN, oq', /m, Th.is current density is the non-
linear source responsible for the second-ha. rmonic gen-
eration. The expression of J~' (2u) can also be rear-
ranged into an electric quadrupole part and a ma, gnetic
dipole part. No dipole term appears in J~'~(2w) because
of inversion symmetry. Mfe note that in a. uniform plas-
ma, (VN, =0), only the magnetic dipole part (E, X 8, term)
can contribute to J~ i(2&v) in the bulk, while the electric
quadrupole part often dominates at the surface (due to
discontinuity in E, or in N,o). Then, since E, X B, is a
longitudinal component, no second-harmonic generation
is possible in the bulk of a uniform plasma. In a non-
uniform plasma, however, the VN, o term in J~'i(2&v) can
be effective for second-harmonic generation in the bulk.
As seen in Eq. (10.6), this is more so when a approaches
the electron plasma frequency , .

Experimentally, optical second-harmonic generation
has been observed in reflection from metal surfaces
(Brown et al. , 1965; Bloembergen et al. , 1968). The
nonlinearity is believed to be due to electric quadrupole
contribution at the surface from the electron plasma
(Bloembergen et al. , 1968). Second-harmonic radiation
has also been detected in the reflected light from a. la-
ser-induced plasma (Bobin et al. , 1973; Lee et a/. , 1974;
Eidmann and Sigel, 1975; Baldis et al , 1975).. In this
case, the plasma was created by focusing a high-energy
laser pulse on a solid target. It was an expanding plas-
ma and therefore was extremely nonuniform. The second
harmonies could then be generated in the bulk of the plas-
ma. Quantitative analysis for such a case is difficult un-
less the laser-induced plasma can be well described.

There are a number of other important nonlinea, r op-
tical effects in gas plasmas: Stimulated Raman scatter-
ing (SRS) arises from light scattering by electron plas-
ma wave (optical plasma mode) or can be described
equivalently as a result of pa, rametrie coupling between
the incoming pump, the scattered Stokes, and the elec-
tron plasma. waves (see, for example, Dubois and Gold-
man, 1965; Bloembergen and Shen, 1966). Stimulated
Brillouin scattering is a similar process with the elec-
tron pj.asma wave replaced by ion-acoustic plasma wave
(acoustic plasma mode) (Lee and Su, 1966). Parametric
insta. bility can in general result from parametric coupling
between a. pump beam and two or more plasma waves
(see, for example, Solin, 1965; Nishikawa, 1968; Bobin
et al. , 1973). These effects, all due to para. metric cou-
pling between waves, can be considered as special cases
of the general parametric amplification process. There-
fore, usual formalism for parametric amplification (see,
for example, Bloembergen, 1965) is also valid here if
we can only wrjte down. the plasma wave equations.

The plasma wave equations can be easily. obtained from
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Eqs. (10.1}—(10.3) and similar equations for ions (see,
for example, Lee and Su, 1965; Kidder, 1971). For the
optical modes, we can neglect the ionic response. Then
the plasma wave equation is

8 1 c3p 2 9+v —n =V F,
yQ, BB„'9 t

where

(10.7)

F = —' nE+N(v, ~ V)v, —v, '+N, - ' - (v XB}.
02 e

(10.8)

In a. uniform plasma, we have to the second order

F =Ã,oq, (v„X8,)/m, c . (10.9)

For the acoustic modes, we anticipate approximate
charge neutrality n, q, +n, q, = at all time. The corres-
ponding plasma wave equation is

a2 8
2

—V, V'+ v, —n, = " V'. F,'~t ' m qe

where

(10.10)

v. = v;+ ~m, q, /m(q, ~ v, .

Equa. tions (10.7) and (10.10) together with the optical
wave equa. tion

1 8 ~ 471 ~ ~(2)
V X(VXE)+——cE=-——oBt (10.11)

can now be used to describe parametric processes in a
plasma.

Consider first SRS. We have E = g, exp(ik, r —iu, t)
+ S, exp(ik, ~ r —ice, t). Equation (10.11) can be decom-
posed into two equations, one for E(&u, ) and one for E(m, ).
The current densities are Ji'i(u, ) = i(q, /m, a,)n, (u, —&u, )
x E(~,) and Ji''(~, ) = i(q, jm, &u, )n,*(m, —&u, )E(&u, ). Assume
a uniform plasma with E(co,) and E(&,) polarized along
the same direction. The driving term in Eq. (10.7) for
n, (~, —~,) becomes V ~ F = N„~ k, —k, ~-'q+(~, )E*(~,)/
m', ~,u, in the second-order approximation. Then, if the
depletion of the pump field at w, can be neglected and the
dispersion of the plasma wave is sufficiently small, we
can readily solve the coupled equations for E(~,) and

n, (u, —&u,). The solution shows that the Stokes intensity
~
E(co,) ~' grows exponentially with a. maximum gain coef-

ficient (Kidder, 1971) G = 4mN~q4(k, + k,)'e'/'(~, ) ~ &(~,) ~

2/
m', c'k, k,~,u, v, which appears when the Stokes scattering
is in the backward direction and (m, —&u, ) is equal to the
electron plasma frequency, &u~, = [m', + V', (k, +k', )1' '. For
a weakly damped plasma with &u, /v, -100, the above re-
sult predicts a strong Stokes backscattering from the
focal region of a 1 GVf laser beam. Similar to SRS in
other media, a more general treatment would also pre-
dict the generation of Stokes and antiStokes radiation of
many orders in a plasma. Extensive theoretical calcula-
tions for SRS under various conditions (such as plasma,
with a density gradient and special boundary conditions)
have been carried out (Forslund et a/. , 1973; Galeev e/
a/. , 1973; Klein e/ a/. , 1973; Biskamp and Welter, 1975).

No observation of SRS in plasmas has yet been re-

ported. A probable reason is that parametric instability
normally has a lower threshold. Stimulated Brillouin
scattering in laser-induced plasmas, however, has a.ctu-
ally been observed when a laser beam of -10 GW or more
is focused on a solid target (Goldman e/ a/. , 1973; Ya-
manaka et a/. , 1974; Ripin et a/. , 1974). The process is
presumably responsible for the intensity-dependent re-
flection from the target. The theory of stimulated Bril-
louin scattering is essentially the same as that of SBS
with the electron plasma wave replaced by the ion-acous-
tic plasma wave.

In stimulated Raman and Brillouin scattering, part of
the incoming energy is being used to excite the plasma
oscillations, which are then dissipated into heat. This
therefore provides a means to heat a plasma with laser
energy. In order to be more efficient, one can use two
input laser beams, one at co, and one at cu, with a& —~,
equal to the plasma frequency. The heating efficiencies,
with and without cascade generation of higher-order
Stokes radiation for both homogeneous and inhomogene-
ous plasmas, have been estimated (Cohen et a/. , 1972;
Rosenbluth and Liu, 1972; Kaufman et a/. , 1973). If
higher-order nonlinearities are taken into account, then,
for example, the driving force V F in Eq. (10.7) can
have a, component proportional to n,*E(u,)E*(u,), and
hence the plasma oscillation can be excited by two beams
with m, —u, equal to twice the plasma. frequency (Rosen-
bluth and Liu, 1972). Similarly, the plasma oscillation
can also be excited when ~, —(d, is equal to subharmonics
of the plasma frequency (Fuchs et a/. , 1973). Heating of
plasma with w, and ~, near resonance with the optical
mode and u, —~, at resonance with the acoustic mode has
also been considered.

However, the most efficient way of heating the plasma
is probably by parametric instability. In this parametric
process, we have a pump field E = E(a, ) and two plasma
waves n, (u, ) and n, (u, ) which can be both optical or one
optical and one acoustic, where ~, =u&, + ~, . If E(~,) is
sufficiently high, we again expect to see rapid growth of
n, (~,) and n, (&u,}at the plasma frequencies due to para-
metric excitation (Silin, 1965; Nishikawa. , 1968). The
plasma waves are then dissipated into heat. Heating due.
to parametric instability in a plasma. pumped by micro-
wave has already been observed (Porkolab et a/. , 1972).
In a laser-induced plasma, observation of parametric in-
stability has also been reported (Bobin et a/. , 1973; Ya-
manaka et a/. , 1974; Lee et a/. , 1974). Such a plasma. is
of course extremely inhomogeneous and in fact varying
with time. Rosenbluth (1972) has treated pa. rametric in-
stability in an inhomogeneous plasma theoretically. Ex-
periments on laser-induced plasma showed that reflected
light peaked at 2~„3u,/2, and &u, . The subharmonic
lines can be explained as follows. The pump field can
parametrically excite two electron plasma waves, both
with frequency &u~, = co, /2. At the same time, the plasma
waves can mix with the pump light to produce radiation
at ~, ~~, /2.

When third-order nonlinear response is considered,
one can easily show that Ji"(&u) ~ ~E(cu) ~'E(cu), or the re-
fractive inde~ takes the form n =no+n,

~
E(w)

~

' with n, & 0.
Kidder (1971) and Max et a/. (1974) have also considered
the relativistic mechanism for the nonlinear refractive
index. Since n, &0, boih self-focusing and self-phase-
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modulation can occur in a plasma. They have been seen
in plasmas created by laser breakdown in gases (Korob-
kin and Alcock, 1968; Alcock et al. , 1969; Alcock et.al. ,
1970; Yablonovitch, 1974; Yamanaka et a/. , 1975). How-
ever, it is likely that the observed self-focusing is a,ctu-
ally due to plasma density gradient rather than optical
nonlinearity in plasma (Johnson and Chu, 1974). Self-
focusing and self-phase-modulation of light in a relativis-
tic plasma have recently been considered by Max et al. ,
(1974).

In conclusion, we should note that the experimental situ-
ation for nonlinear optical measurements in plasmas is
usually very complicated. For example, the variation
of the plasma density and composition in space and time
is often difficult to describe quantitatively. This is par-
ticularly true for a laser-induced plasma. Theoretical
calculations, on the other hand, always use many simpli-
fying approximations. Interpretations of experimental
results are therefore at best qualitative. Advances in
the field would require better defined experiments and
more realistic calculations.

FIG. 19. Structure of an
optical thin-film waveguide.
The refractive indices of the
three layers are no, n&, and
~2, respectively, with n& &no,
+2~

Isotropic Medium

Substrote no

XI. NONLINEAR OPTICAL EFFECTS IN OPTICAL
WAVEG 0 I DES

Recently, integrated optics has emerged as an im-
mensely active field in quantum electronics because of
its technological importance. In the course of its de-
velopment, a question naturally arose on how nonlinear
optical effects would behave in an optical waveguide (see,
for example, 'Tien, 1971; Andrews, 1971; Zolotov et al. ,
1974). A number of advantages in having nonlinear opti-
cal effects in optical waveguides a.re perhaps intuitively
obvious. First, a laser beam can be focused into an op-
tical waveguide and remain trapped in the waveguide over
a long distance, whereas a focused beam in a bulk ma-
terial diffracts readily from the focal spot. Second,
phase matching in a waveguide can be achieved by vary-
ing the waveguide structure which determines the prop-
agation characteristics of the guided waves. Third, be-
sides phase matching, nonlinear interaction of the guided
waves can also be varied by varying the waveguide struc-
ture. We shall use second-harmonic generation to illus-
trate the last two points more fully.

Second-harmonic generation is the only guided non-
linear optical effect which has been studied in great de-
tail. Consider a thin-film waveguide shown in Fig. 19.
From the theory of dielectric waveguides, we have for
a monochromatic propagating waveguide mode,

E = b(x, y) exp[ipz —i&et] .
The expressions of h(x, y) and P(u) are complicated but
can easily be derived (see, for exa.mple, Burns and An-
drews, 19'72; Conwell, 1973). Both depend on the mode
order, field polarization (TE or TM), and waveguide

structure (waveguide width W and refractive indices n„
n„and n, of the three sections in Fig. 19). If both the
fundamenta 1 and the second -harmonic waves are in the
form of guided modes, then the phase matching condi-
tion is satisfied when

(11.2)

Without going into detail, one can already see that, for
a given ~, the above equation can possibly be-satisfied by
adjusting either TV or one of the n's. The nonlinear po-
larization at 2~ is of course also responsible for the
second-harmonic generation. Since it is appreciable only
in media. without inversion symmetry, we should expect
second-harmonic generation to be concentrated in those
regions of the waveguide where the materials have no in-
version center and

~
g(x, y, w) ~' is strong. The above

consideration has led to a variety of designs for phase-
matched second-harmonic generation in optical wave-
guides.

Phase-matched second-harmonic generation has been
observed in optical waveguides of the following struc-
ture: (1) a thin nonlinear crystalline wafer in air (An-
derson and Boyd, 1971); (2) a thin film of glass (Suemat-
su et a/. , 1973, 1974), or TiO, (Burns and Lee, 1974),
or Al,O, (Chen et a/. , 1974) coated on a nonlinear sub-
strate in a.ir or in liquid (Burns and Lee, 1974); (3) an
imperfectly oriented nonlinear polycrystalline film on a
glass or fused quartz substrate (Ito et a/. , 1974; Zemon
et a/. , 1972); (4) a double-heterostructure waveguide
(van der Ziel et a/. , 1974). With a laser beam of 100 W
peak power, a second-harmonic output of 10 mW peak
power in the visible can be obtained. Even cw harmonic
generation in the uv has been observed with an input pow-
er of 0.5 W (Chen et a/. , 1974).

There are, however, some serious difficulties which
have so far prevented optical waveguides from being
used as efficient nonlinear optical devices. First, if the
waveguide width 8' is not a constant, the phase-matching
condition of Eq. (11.2) cannot be satisfied in the entire
waveguide. Detailed calculation would show that in order
to have 1",

~
2p(u&) —p(2ur)

~
dz & m for /&2 mm, one usually

cannot allow W to vary more than a. few percent (Tien,
1971). It is possible to make the phase-matching con-
dition less sensitive to 8" by immersing the film-on-sub-
strate structure in a liquid and adjusting the refractive
index of the liquid properly (Burns and Anderson, 1973;
Burns and Lee, 1974). Second, surface scattering, be-
cause of the surface imperfection, greatly enhances the
loss, so that the propagation length in a waveguide is
often limited to a few mm (Burns and Lee, 1974). Third,
a high-power laser beam may damage the waveguide (An-
derson and Boyd, 1971; Zemon et a/. , 1972). These
technological difficulties are perhaps also the reasons
why parametric amplification has not yet been observed
in optical waveguides.

In the case where the laser beam propagating in the
waveguide induces a nonlinear polarization in the sub-
strate, the second-harmonic radiation can also be gen-
erateh as a freely propagating wave in the substrate.
Here, phase matching between guided and freely propa-
gating waves requires only the wave vector components
parallel to the thin-film boundary to be matched (Szoke,
1964; Sacchi et a/. , 1968; Tien et a/. , 1970). For a
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second-harmonic wave emitting at an angle o. away from
the film, the phase-matching condition is

2P(~) = k, (2(u) coso. , (11.3)

where ko(2') = 2un, (2m)/c is the second-harmonic wave
vector in the substrate. Clearly, Fq. (11.3) can be satis-
fied as long as k, (2~) &2P(~). Physically, this means
that the phase velocity of the nonlinear polarization is
larger than the light velocity in the substrate. This is
therefore a close analog of the Cerenkov radiation. Ob-
servations of second-harmonic Cerenkov radiation from
thin-film waveguides have been reported (Tien et a/. ,
1970; Chen e/ a/. , 1974). Such a process does not de-
pend critically on the small variation in the waveguide
width, since Eq. (11.3) can always be satisfied with a
slightly different emission angle o. . Because of this non-
critical dependence, the obse rved second -harmonic gen-
eration by Cerenkov radiation was actually more effi-
cient than the phase-matched second-harmonic genera. —

tion in the waveguide (Chen et a/. , 1974).
Besides second-harmonic generation, the only other

second-order nonlinear optical effect which has been ob-
served in waveguides is the far-infrared difference-fre-
quency generation. Because of the longer wavelength,
a waveguide in the far infrared is much easier to con-
struct. ~ith tmo CO, lasers as the pump source, cm
far-infrared generation in a GaAs waveguide has already
been achieved (Thompson and Coleman, 1974).

Observations of third-order nonlinear optical effects
in waveguides have also been reported. In this case,
the experiments have so far been restricted to cylindri-
cal maveguides with diameters appreciably larger than
the wavelength. The propagating wave in the waveguide
has often a multimode structure. The waveguide here
is mainly for concentrating the laser beam in a medium
over a long distance so that third-order nonlinear ef-
fects can build up to a high level despite the weak non-
linearity.

Ippen (1970) first demonstrated that quasi-cw Raman
oscillation in CS, can be achieved with a pump power of
less than 5 W if a liquid-core optical waveguide is used
in a cavity. Later, stimulated Raman gain and Raman
oscillation mere also observed in glass optical wave-
guides, even though the Raman cross section of glass
was quite small (Stolen et a/. , 1972; Stolen and Ippen,
1973). More recently, cw Raman amplification was ob-
tained in a benzene-filled liquid-core fused silica fiber
of 5 m long with an input laser power less than 100 mW
(Stone, 1975). The efficiency was higher than 20%.
Phase-matched four-wave mixing and stimulated anti-
Stokes radiation has also been seen in silica fibers
(Stolen et a/. , 1974; Stolen, 1975). Besides stimulated
Raman scattering, optical Kerr effect (Stolen and Ash-
kin, 1973) and self-pha. se modulation (Ippen et a/. , 1974)
of light have also been observed in optical waveguides.
Phase-matched second-harmonic generation in a nitro-
benzene-filled maveguide has also been observed by us-
ing a periodic dg field to modulate the nonlinear suscep-
tibility (Levine et a/. , 1975).

Many other nonlinear optical effects in optical wave-
guides have yet to be investigated. The rate of progress
in this field would strongly depend on the advances in the
optical maveguide technology.

XI I. IVIULTIPHOTON ION I ZAT ION AND OPTICAL
BREAKDOWN

There are a number of other higher-order nonlinear
optical effects which have recently received a great deal
of attention. For example, two-photon absorption has
recently been used to study high-lying atomic states
(Ducas et a/. , 1975), and has become a. common spectro-
scopic technique for study of optical properties of ma-
terials (see, for example, Worlock, 1972; Bredikhin
et ~l. , 1973; Stafford and Sondergeld, 1974; Lee and
Fan, 1974; Drucker and McClain, 1974). Selective mul-
tiphoton molecular dissociation is perhaps the most ef-

ficientt

method known for laser-induced isotope separation
(Ambartzumian and Letokhor, 1974, 1975; Lyman et a/. ,
1975). Here, because of spa. ce limitation, we shall dis-
cuss only briefly the problems of multiphoton ionization
and optical breakdown in gases and in solids by cascade
ionization.

In the last three years a large number of theoretical
and experimental papers on the subject of multiphoton
ionization have appeared in the literature. The surge of
interest comes because of the potential applications of
multiphoton ionization to isotope separation (see, for
example, Tuccio et a/. , 1974), generation of spin-polar-
ized electrons (Lambropoulos, 1973), analysis of optical
breakdown, etc. The advent of tunable dye. lasers has
also made the study of multiphoton ionization more in-
teresting and meaningful, since. the more quantitative
and subtle aspects of the problem can now be checked
out experimentally.

Multiphoton ionization mas first studied theoretically
in connection with optical breakdown in gases (Bunkin
and Prokhorov, 1964; Keldysh, 1964; Gold and Bebb,
1965). It was shown from higher-order perturbation cal-
culations that multiphoton ionization can release enough
free electrons to start cascade ionization and hence op-
tical breakdown (Bebb and Gold, 1966). While the per-
turbation calculations are simple and straightforward,
they are only valid when the laser intensity is sufficient-
ly low and the intermediate states in the multiphoton
transitions are sufficiently far away from resonances.
In the more general cases, the effects of level shifts and
line broadening induced by the strong laser field may
have appreciable effect on the multiphoton ionization rate
(Voronov et a/. , 1966; Voronov, 1967). This is especial-
ly true for near- resonant multiphoton ionization process-
es with a laser intensity of about 10"W/cm' or higher.
More recent calculations (Gontier and Trahin, 1973;
Chang and Stehle, 1973; Lambropoulos, 1974) have actu-
ally shown that the field-induced level shifts and line
broadening contribute significantly to the multiphoton
ionization probability. With intermediate states close to
resonances, one may even find electric-quadrupole tran-
sitions to be important in some cases (P. Lambropoulos
e/ a/. , 1975), as has been recently demonstrated by
M. Lambropoulos e/ a/. (1975).

Quantitative experimental studies of multiphoton ioni-
zation essentially began in 1970 (Agostini et a/. , 1970;
Kishi and Gkuda, 1971; Fox et ag. , 1971; Bakos et al. ,
1972; Delone e/ a/. , 1972). Using a Q-switched Nd glass
laser, Held e/ a/. (1972) have studied multiphoton ioniza-
tion of Cs atoms. While theoretically it mould require
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four photons to ionize a Cs atom, the experimental re-
sults seem to suggest a three-photon ionization process.
It turns out that the Nd laser beam can first resonantly
excite the 6f state of Cs by a three-photon process and
then the excited Cs atom is ionized by a subsequent one-
photon process. With a tunable Nd laser, Held et al.
(1973) have also studied the dispersion of multiphoton
ionization of Cs atoms by tuning the laser frequency over
the three-photon 5s 6f r-esonant transition. They ob-
tained an asymmetric curve for the ionization probability
versus the laser frequency and also an anomaly in the
dependence of ionization probability on laser intensity
in a certain range of laser frequencies. Their results
have now been successfully explained by Chang and
Stehle (1973), taking into account the field-induced level
shift and line broadening. More recently, multiphoton
ionization of Cs has also been studied with the help of
a tunable dye laser (Popescu et a/. , 1974).

If the laser beam is sufficiently intense, than even n-
photon ionization with n much larger than 1 can be ob-
served. Thus, LuVan et a/. (1972; 1973) have observed
effective six-photon ionization of atomic hydrogen and
11-photon and 12-photon ionizations of molecular hydro-
gen in producing H' and H,', respectively. Le compte e t
a/. (1975) have observed 11-photon ionization of Xe
atoms. The experimental results of such higher-order
multiphoton processes usually depend critically on the
mode structure of the laser beam. A multimode laser
beam should yield a, much higher ionization probability
than a. single-mode laser beam (Ducuing and Bloemberg-
en, 1964). Lecompte et a/. (1975) have shown experi-
mentally that, in the 11-photon ionization of Xe atoms,
a laser beam with 100 longitudinal modes leads to an
ionization probability 10' ' times larger than a single-
mode laser beam.

On the dependence of multiphoton ionization on laser
polarization, Agostini and Bensoussan (1974) have con-
ducted an experiment on resonant three-photon ioniza-
tion of potassium with circularly and linearly polarized
light. The frequency of the dye laser was tuned through
two-photon resonances with the 6S,~, and 4D,~, ,~, states.
Their results are in good agreement with the predicted
polarization dependence from the theory of multiphoton
ionization (Lambropoulos, 1972; Klarsfeld and Marquet,
1972). Lambropoulos (1973) has also predicted that mul-
tiphoton ionization of unpolarized atoms with circularly
polarized light can effectively produce highly polarized
electrons. Successful exper imental demonstrations of
the prediction have not yet been reported.

Vfe have assumed in the above discussion of multipho-
ton ionization that the laser beam interacts with individ-
ual atoms independent of one another. This is the case
if the gas pressure is sufficiently low (-10 ' Torr) and
the laser pulse width (-10 ' sec) is appreciably shorter
than the time interval between atomic collisions (-10 '
sec). Also, the electron mean free path (-10cm) is much
longer than the size of the focal volume (-10 ' cm) so
that the secondary effect of ionization by electron colli-
sions with atoms can be neglected. Under these condi-
tions, multiphoton ionization is the only operating mech-
anism for ionization of a gas medium.

At higher gas pressures, free electrons released from
atoms by multiphoton ionizati:on can absorb photons by

collisions with atoms (inverse bremsstrahlung). From
inverse bremsstrahlung, an electron can attain enough
energy capable of ionizing an atom to release another
electron. This electron multiplication process may then
lead to avalanche or cascade ionization by electrons. As
soon as the ionization becomes appreciable, the incoming
light can be readily absorbed by electrons via free-free
transitions in the field of ions. This causes intense heat-
ing of the electron plasma, and consequently a rapid hy-
drodynamic expansion of the plasma in the form of a
spherical shock wave. The phenomenon is known as op-
tical breakdown. Experimentally, when this happens, a
spark suddenly shows up in the medium (Maker et a/. ,
1963). Immediately, after the initial breakdown, the laser
beam is preferentially absorbed by that part of the shock
wave which is moving towards the laser. As a result,
the spark appears to propagate against the laser beam
(Ramsden and Davis, 1964).

Laser-induced gas breakdown has always been a sub-
ject of considerable research since its first obServation.
Raizer (1965) has pointed out in an early review article
that either multiphoton ionization or cascade ionization
is responsible for the initial stage of breakdown. At high
gas pressures, cascade ionization is most likely the
dominant mechanism. As a first approximation, one
could perhaps describe optical cascade ionization by sim-
ply extending the classical theory of microwave cascade
ionization (see, for example, Brown, 1956) to the optical
frequencies (see Raizer, 1965; DeMichelis, 1969, and
references therein). However, unlike the microwave
case, the optical photon energy is clearly not negligible
in comparison with the electron energy. As this is a
quantum effect, it is not included in the classical theory.
Recently, Kroll and Watson (1972) have taken the effect
into account by using a modified Boltzmann transport
equation to describe the dynamic electron distribution in
the cascade process. They have carried out a detailed
theoretical study of cascade breakdown of air by a laser
beam. Their results appear to be in good agreement
with experimental observations.

Experiments on laser-induced gas breakdown often
deal with the breakdown threshold as a function of vari-
ous parameters such as gas pressure, laser frequency,
focal volume, etc. In the early years, the results were
often complicated by the unknown multimode structure of
the laser beam and the uncontrolled submicroscopic ab-
sorbing particles in the gas media, (see the review ar-
ticles of Raizer, 1965; DeMichelis, 1969; see also Bun-
kin and Savranskii, 1974). More recent experiments
were designed to have more control of the experimental
situation (see, for example, Smith, 1971; Berger and
Smith, 1972; Brown and Smith, 1973; Yablonovitch,
1973 a., b; Ireland et a/. , 1974). Although many quanti-
tative aspects of optical breakdown, including factors
which determine the breakdown threshold, are still not
well understood, a good qualitative picture can now be
drawn. In most cases, the breakdown threshold is de-
termined by the submicroscopic absorbing particles in
the medium which provide the first few electrons for the
initiation of cascade ionization. The threshold becomes
much higher if these submicroscopic particles are elimi-
nated (Yablonovitch, 1973a; Boni and Meskan, 1975). In
this latter case, the first electrons are presumably pro-
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vided by multiphoton ionization, and the breakdown be-
comes intrinsic. The cascade ionization rate q seems to
obey a similarity principle described by (see Yablono-
vitch, 1973b, and references therein)

(12.1)

where f is a, characteristic function for each molecular
species, p is the pressure, E„, is the root-meRn-square
field, & is the laser frequency, and 7 is the momentum
transfer collision time. A better comparison with the
deta. iled theoretical calculations (such as those of Kroll
and Watson, 1972) will require more quantitative experi-
mental data.

Af ter the initial b reakdown, the dis charge propagates
and the plasma strongly absorbs the incoming light. In-
teraction of a laser beam with an expanding plasma and
the resultant heating of the plasma pose a difficult prob-
lem, but it is clearly of great importance for the under-
standing of laser-induced fusion. We shall not dwell on
this problem here, but simply refer the reader to the
ever expanding literature (see, for example, the review
articles by Raizer, 1965; DeMichelis, 1969; Krokhin,
1972; the conference proceedings edited by Schwarz and
H.orz, 1969; 1971; 1973; Yamanaka and Schwarz, 1973;
Caldinola and Knoepfel, 1971; abstracts of the VIII In-
ternational Quantum Electronics Conference, 1974; the
most recent experimental papers by Ylang and Davis,
1973; Yablonovitch, 1973a; 1974; Johnson and Chu,
1974, etc.).

Qptical breakdown can also occur in transparent solids
(we shall not consider opaque solids here. ) This is a
problem of great technical importance in laser optics.
An understanding of the problem is essential to the de-
sign of optical materials and systems which can with-
stand higher laser power. In the early days of investiga-
tion of optical breakdown in solids (Maker et a/. , 1963),
the experimental results also suffered from complica-
tions due to the unknown multimode structure of the laser
beam and absorbing inclusions in solids. In addition,
self-focusing often dominated laser propagation in solids
and, determined the breakdown threshold.

The above difficulties can be dealt with by using a sin-
gle-mode laser with a tight focusing to avoid self-focus-
ing and by examining the breakdown results to dis'tinguish
intrinsic breakdown from extrinsic breakdown due to ab-
sorbing inclusion (Yablonovitch, 1971). The intrinsic
breakdown threshold can thus be measured. The follow-
ing experimental results have been obtained. The break-
down does not seem to occur at a definite laser intensity,
but shows some statistical fluctuations (Bass and Bar-
rett, 1972; 1973; Fradin e/ a/. , 1973). However, the
statistical spread is often so narrow that one can still
talk about a breakdown threshold. The breakdown thresh-
old for wide-gap insulators is nearly independent of the
laser wavelength down to 1.06 p, m and agrees well with
the dc breakdown threshold within the experimental ac-
curacy (Yablonovitch, 1971; Fradin et a/. , 1973; Fradin
and Bass, 1973b). It may show some slight increase at
0.69 p.m, but conclusive experiments at shorter wave-
lengths have not yet been carried out. It also has a sys-
tematic variation among compounds of the same class of
structure, for example, alkali halide compounds (Yablon-
ovitch, 1971; Fradin et al. , 1973; Fradin and Bass,

E (ur) =E (0)[l+(u 7.„]'/- (12.2)

where T,« is an effective electron collision time which
may be as short as 10 " sec. This would then explain
why the observed breakdown threshold appears to be in-
dependent of the laser frequency. A more rigorous theo-
ry, presumably derived from a modified Boltzmann
transport equation for electrons, is not yet available.

The same breakdown process should also occur in las-
er-induced surface damage. One therefore expects the
same breakdown threshold for the surface as for the
bulk. Experimentally, it has been found that the surface
breakdown threshold is usually much lower. In most
cases, this is due to contamination of the surface by ab-
sorbing dust particles. For a chemically clean surface,
the lower threshold can be due to scratches or pores on
the surface since the field strength at these imperfection
sites is much higher than that in the bulk (Bloembergen,
1973). It has indeed been demonstrated experimentally
that by superpolishing the surface, one can raise the
damage threshold significantly to approach the bulk darn-
age threshold (Giuliano, 1972; Fradin and Bass, 1973a).

Vfe have only been able to present here a brief outline
of optical breakdown in solids. For more detail, we re-
fet the reader to the review articles by Bloembergen
(1974) and by Fradin (1973), and the conference proceed-
ings on laser-induced damage in optical materials (NBS
special publications, 1970—75).

XI I I. CONCLUSIONS

%'e have presented in this paper a general review of all
the major subfields of nonlinear optics. Cur aim was to
give a broad evaluation of the recent advances. While

1973b). The breakdown intensity threshold increases by
two orders of magnitude as the laser pulse width reduces
from -10 nsec to -10 psec (Fradin et a/. , 1973; Smith
et a/. , 1975).

Here again, the possible mechanisms for breakdown
are multiphoton ionization (Braiinlich et a/. , 1975; Baer
e/ a/. , 1974) and avalanche or cascade ionization. If,
however, the photon energy is much less than the band
gap energy, the probability of multiphoton ionization
should be negligibly small. Avalanche ionization is then
the only dominant mechanism (Yablonovitch and Bloem-
bergen, 1972). The initial conduction electron density in
solids, unlike that in gases, is at least 10' electrons/
cm', resulting from photoionization or thermal ioniza-
tion from donor levels. Therefore one does not need
multiphoton ionization as an initiating mechanism to
start avalanche ionization. Nevertheless, the number
of initial electrons in the focal volume (-10 ' cm') may
still be quite small. This can then lead to statistical
fluctuations in the buildup of avalanche breakdown (Bass
and Barrett, 1972; 1973). A simple rate equation for
electron density appears to give a reasonable description
of electron multiplication in the avalanche process
(Bloembergen, 1974). According to this equation, the
electron multiplication should decrease exponentially
when the laser pulse width is reduced. Using simplifying
assumptions, Yabionovitch and Bloembergen (1972) have
derived a gelation between the breakdown threshold
Er(u) at m and the dc breakdown threshold Er(0):
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discoveries of net nonlinear optical effects have not been
numerous in recent years, the general understanding of
the known effects has been dramatically improved. New
material systems as effective nonlinear media have been
investigated, and possible applications have been ex-
plored. In the future, the study of nonlinear optics is
expected to become more quantitative and more sophisti-
cated. The main interest of research will presumably
be in areas of promise for useful applications.
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