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A theory of analog resonances is reviewed which makes use of projection operators. The Hilbert space is divided into
three parts: a continuum or open-channel space, an analog-state space, and a compound space. The phenomena are
discussed in terms of the dynamical coupling of these spaces. The parameterization of the T matrix is discussed in detail,
and equations are presented for various cross sections. The commutator PH, T j, where T is the isospin-lowering
operator, plays an important role in the theory, and the various terms. which contribute to this commutator are dis-
cussed. The energy splitting of the isospin multiplet, i.e., the Coulomb displacement energy, is discussed in detail. The
importance of the analog resonance phenomena for the extraction of spectroscopic information is stressed, and it is shown
how such information may be obtained. Various processes which contribute to the escape amplitude of the analog state
are classified, and some numerical estirriates are given. For several regions of the Periodic Table, graphs are presented
for the various theoretical escape amplitudes, continuum energy shifts, asymmetry phases, and optical phase shifts,
etc. Spectroscopic factors are calculated and compared with those obtained in other experiments.
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1. INTRODUCTION

The recent application of the isospin concept in nu-
clear physics is a remarkable example of a common
occurrence in physics; often some of the older ideas
that seemed to have exhausted all of their applicability
and context come back to life with more variety and
deeper meaning.

When introduced in the thirties by Heisenberg
LHe32j and then developed by Wigner [Wi37], the
concept of isospin seemed useful only for light nuclei.
It was believed that as soon as the number of protons
was increased considerably, the Coulomb interaction
would break the isospin symmetry and there would be
no physical correspondence between the actual nuclear
states and the representations of the SU2 group in
isospin space. This was mainly thought to be the case
because the increase in the Coulomb splitting of the
isospin multiplet with Z would eventually place
members of the multiplet at such high excitation

energies that they would actually be in the continuum
and not yield any observable consequences.

The discovery of isobaric analog resonances in the
charge-exchange (p, n) reaction by Anderson et al.
LAn61; 62a,b) and the observation of the same
resonances in elastic proton scattering by Fox et al.
LFo64], led to a "renaissance" of the isospin concept in
nuclear physics. It was realized that members of the
multiplet in the continuum were identifiable LAn61,
62a,b], and theoretica'1 discussion was generated
$La62a —d; Ro65aj. The resonances being observed in
the system (Z+1, 1V—1) were interpreted as the second
member, with quantum numbers (T, T 1), o—f a
(2T+1) rnultiplet. The first member of the multiplet,
with quantum numbers (T, T), is a low-lying bound
state of the neighboring nucleus (Z, S); this nucleus is
termed the parent nucleus and its states the parent
states.

If there were no isospin-violating forces, the analog
state' would be degenerate with the parent as well as
the other members of the multiplet. Only those parts
of the Hamiltonian which do not commute with the
generators of rotations in isospin space, T, will cause
the breaking of the multiplet. The most important of
these forces, the Coulomb interaction between the
protons, shifts the analog state upward in energy and
into the continuum. The analog state is imbedded in a
vast spectrum of states of lower isospin; however, the
long-range nature of the Coulomb force causes the
coupling to the neighboring states to be weak. Therefore
the presence of the analog state is able to a6ect scatter-
ing phenomena only over a narrow energy range. It is
then observed as a narrow resonance in cross sections
with intermediate energy resolution. (Indeed, this
phenomena provides an excellent example for the theory
of intermediate structure (Fe67)) .

A large number of resonance experiments have been
performed since the early discovery, because it was soon
realized that the analog resonances provide a powerful
tool for studying the properties of the parent states.
The partial widths deduced from elastic proton scatter-
ing provide information about the relationship be-
tween the parent state and the target ground state. This
type of information is not unique to the isobaric analog
studies. Similar information may be obtained from
various transfer experiments such as (d, p), (d, t),
(n, t) etc. A unique and outstanding advantage of the
isobaric analog experiments is the possibility of studying
the relationship between the parent states and the
excited states of the target. Once the resonance is
excited (say by scattering of protons or by charge
exchange) it may decay to the low-lying target excited
states. By observing these decays and determining
their partial widths, parentage information is obtained.

The aim of this work is to review the pkenorrserson of
the isobaric analog resonance in one consistent, self-

' See Sec. 2, 1 for a precise definition of the analog state.
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contained theoretical framework. We will not try to
review all of the theoretical work [I.a62a—d; Ro65a;
Ma66c; We66; Ma67; Me67; We67a, b; Bu68; Me68;
Ma69a; Ta69; Bu70; Fa71]. However, we have at-
tempted to discuss and calculate all of the parameters
which characterize the resonance. Our description is
based on a unified theory [Fe58,62] of nuclear reac-
tions. The specific features associated with isobaric
analog resonances were given in [Pi67; Ke68]. In the
present review we demonstrate how these methods can
be expanded to provide a complete description of the
phenomenon. We show which essential physical quan-
tities enter into the calculation of each of the resonance
parameters and how the spectroscopic information may
be extracted. In carrying out this program we discuss a
significant portion of the data. However, a review of the
experiments is beyond the scope of this work.

The literature dealing with analog resonances and
related physical phenomena is very extensive. Many of
the theoretical results obtained in this work have been
derived by other authors using different reaction
theories. The reader who wishes to obtain an overview
of the various theories that have been employed will
do well to consult the theoretical references listed above
as well as the three books listed below:

1. Isobaric Spin in nuclear Physics, edited by J. D,
Fox and D. Robson, (Academic, New York, 1966).

2. Nuclear Isospin, edited by J. D. Anderson, S. D.
Bloom, 7. Cerny, and W. W. Ti.ue (Academic, New
York, 1969).

3. Isospin in Nuclear Physics, edited by D. H.
Wilkinson (North-Holland Publ. Co. , Amsterdam,
1969).

The first two of these books represent conference
summaries. The third is particularly valuable in that it
contains a series of review articles that treat subjects
that we have only touched upon, and which also discuss
the phenomena using reaction theories other than that
used here.

The advantage of the approach used here is the
natural separation of the problems associated with the
bound state structure of the parent and target states
from the problems of the reaction theory. This separa-
tion allows us to make use of the empirical information
obtained from optical model and coupled channel
studies. It also allows us to unambiguously incorporate
various models for the structure of the bound states.

In Sec. 2 we begin by defining the analog states in
terms of the parent state and the isospin-lowering
operator. We then go on to define the orthogonal open-
channel (continuum) space by making use of projection
operators. The rest of the Hilbert space is termed the
compound space. It contains all of the very complicated
states giving rise to compound-nucleus statistical effects
as well as some simple modes which are not conveniently
included in the open channel space. Having all the com-

plicated modes in one subspace facilitates the introduc-
tion of statistical assumptions.

Although the definition of the "open-channel space"
is not unique, this feature is more of an advantage than
a disadvantage. The fiexibility in defining the open-
channel space allows one to choose the channels in a
way dictated by the actual physical situation. Channels
may be pulled out from the open-channel space and put
into the compound space and vice versa, depending on
whether these channels have some particular physical
interest. Whether a certain degree of freedom is in the
channel space or included in the compound space does
not change the final result provided no approximations
are made in the calculation of the quantities involved.
The reaction theory formalism is also generalized to
include direct channel coupling of any number of
channels.

Using this formal structure we derive the resonance
expressions for appropriately energy averaged scatter-
ing amplitudes. This allows us to define the resonance
parameters in terms of specific matrix elements. Indeed,
it is seen that all important couplings of the analog
state to the channel or compound spaces are given
in terms of the commutator of the Hamiltonian with
the total isospin lowering operator.

Expressions are also given for the cross sections. In
addition, there is some discussion of the statistical
treatment of the compound space and the introduction
of the "doorway" concept.

Section 3 contains a discussion of all of the contribu-
tions to the commutator [II, T ]. In addition to the
important contribution of the Coulomb interaction
between the protons, we also include emclear isospin
violations and various magnetic effects.

In Sec. 4 we introduce some of the notation and tech-
niques by discussing the calculation of the simple
matrix element which determines the norm of the
analog state. This leads to a preliminary discussion of
isospin violations in the parent nucleus.

We go on in Sec. 5 with a discussion of the magnitude
of the energy splitting of the multiplet, which is defined
as the displacement energy. We give formulas accurate
enough to estimate the effects of all of the terms dis-

cussed in Sec. 3. This leads to an assessment of our
ability to use information about the displacement energy
to determine the neutron distribution.

The important escape amplitudes, which determine
the partial widths, are defined and discussed in Sec. 6.
The expression of the analog state in terms of the parent
allows us to discuss "escapes from the parent" in terms
of a charge-changing "interaction" defined by the
commutator. This simplifies the discussion because the
pa)ent is one of the primary objects of spectroscopic
attention.

The escapes are classified in terms of the complexity
of the process involved. The simplest process is the
direct escape of a neutron in the parent into the proton,

continuum. This escape is mediated by the charge-
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changing Coulomb interaction mentioned above, aver-
aged over the protons in the parent. This is a single-
particle field which leads to a simple integral defining an
elementary single-particle escape amplitude. The com-
plete amplitude may be expressed in terms of this
amplitude multiplied by spectroscopic factors, plus
amplitudes for more complex processes. These include
rearrangement e8ects which are not expressible in
terms of a single-particle 6eld, channel coupling effects,
and escapes which proceed via the compound nucleus.
Estimates of all of these eRects (including the smaller
isospin violating terms of Sec. 3) are given. In general
the complex processes are very small, so that experi-
mental determination of partial widths can lead to
spectroscopic information.

Section 6 ends with a discussion of forbidden escape
amplitudes using all of the same methods as above.

A discussion of the physics associated with the total
width of the resonance is presented in Sec. 7. As usual
this carries along with it the concept of an energy shift.
In general, the contributions arise from both the coup-
ling to the compound modes as well as from continuum
coupling. The compound terms can be estimated using
a doorway approach, including the anti-analog and
the giant-monopole modes. The particular separation
of compound and continuum effects is strongly in-

Quenced by the treatment of the channel coupling.
(This coupling might lead to a giant-monopole reson-
ance in proton scattering. )

Finally, in Sec. 8, we present sample calculations of
all of the resonance parameters, for various regions of
the periodic table. Comparison with the experimental
partial widths for several closed-shell regions is carried
out to show how the theory can be used for extracting
spectroscopic information. Where it is possible, we also
make comparison with transfer experiments.

~

+)=P
~
+)+A

~
% )+&7

~
+).

The projection operators will be dehned below.

2.1 The Ana1og States

(2.1)

In the study of analog resonances via a projection-
operator formalism, certain special features arise which
affect the precise de6nition of the continuum space.

2. PROJECTION OPERATORS AND A REACTION
THEORY FOR ANALOG RESONANCES

In this chapter we wish to review and expand upon
the theory of analog resonances as formulated in $Pi67].
Central to the approach presented there is a division of
the complete Hilbert space of the scattering problem
into three orthogonal subspaces. The projection opera-
tors for these spaces are denoted by I', A, and q. On
occasion we will refer to these spaces as the co@I'innum

space, the analog space, and the compound isucteus-
space, respectively. The complete state vector of the
problenl is written in the projection operator formalisni
as

= T-
I w')/(N') "' (2 3)

where T+, T are components of the total isospin
operator. '

The analog states embedded in the continuum of II
give rise to analog resonances through their coupling to
the continuum and the compound nucleus modes. This
point will be clarified in Sec. 2.3 where we discuss the
T matrix for analog resonances.

We should point out that the states
~

A;) have the
same spacial character as the parent states. Unlike the
parent states, the analog states are not eigenstates of H.
The Hamiltonian would be diagonal in the space
spanned by these states if isospin-violating terms were
absent. In general, the states

~
A;) are not mutually

orthogonal. However, we are able to de6ne the pro-
jection operator for the analog space as

~= Zl 4')( ')'(~ I,
AD&7

where the sum contains the analog states of interest.
Equation (2.3) provides a natural definition for the

analog states. ' We may list the various properties which
follow from this choice:

(i) The definition is model in&lepen&ient as the parent

~
w) is an eigenfunction of H. This definition has the

valuable feature of separating the structure problem
for the parent state from the formulation of the reac-
tion theory. After the development of the theory,
various models for the parent state may be introduced
and their consequences explored. Of course, the isospin
operator T is independent of the description chosen for
the parent state.

(ii) In the absence of isospin-violating terms in H,
the analog states, as defined, are eigenfunctions of H,
part of an isospin multiplet.

(iii) The niatriz elenients coupling the analog states

' The magnitude of the normalization factor, (s;
~

T+T
~
s;)—=

N;, is 2'1=X—Z if isospin is a good quantum number for the
state

~
s-;), and is only slightly larger if isospin is violated weakly.

See Sec. 4.' The analog states are auxiliary quantities in the theory of
isobaric analog resonances and are not directly observable.
Therefore other definitions for these states are possible. The
calculated T matrix for the isobaric analog resonances should be
the same, independent of the definition chosen; hovrever, the
calculation required could be quite diRerent if other definitions
are made.

Therefore it is advantageous to de6ne the analog space
before specifying the continuum space in detail.

Following PPi67], the atsalog states with 2+1 protons
and E—1 neutrons are defined as follows. We consider
states of the parent nucleus with Z protons and X
neutrons, and denote these states as

~
w, ). These states

are the actual eigenstates of the total Hamiltonian, i.e.,

H )7r)=E;
~
w). (2. 2)

The analog states are then

[A,)=T
)
n, )/(w, (

T~T [m.;)"'
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to the P and q spaces may be written in terms of the
isospin-violating parts of H. This is of great advantage
since this part of the Hamiltonian is small and well
known (cf. Sec. 3). For example, let us consider the
matrix elements of II taken between an analog state
and a state 4 which is either in the continuum or in the
compound nucleus space. This matrix element may be
written

(4'I H
I
~)=(1/N"') (c'

I

I" '
I
~); &'-'—=LH, T ],

(2 5)

where the result follows from the fact that
I

a-) is an
eigenfunction of H and that the states of the P and q
spaces are orthogonal to

I A) by construction. In the
following we will make extensive use of Eq. (2.5).

(iv) The main isospin violation arises from the two-

body Coulomb force acting between protons, and there-
fore the coupling between the analog state and the P
and q spaces is weak. Other sources of isospin violation
are discussed in Sec. 3.

(v) Finally, it should be pointed out that we need
not make the assumption that

I m) has good isospin.
The question of isospin purity of

I
vr) is taken up in

Secs. 4 and 5.

2.2 Wave Functions for the Continuum Syace

Several definitions of the P space are possible and one
has the option of choosing the definition most ap-
propriate to the problem under consideration.

(i) For a study of elastic scattering, the I' space
may be defined as including only the elastic channel.

(ii) In the case that there are only a few open chan-
nels for the energies of interest, one may include all of
these in the P space.

(iii) If many channels are open, it is possible to define
the P space to include the elastic channel and those
channels strongly coupled to it.

In general, it is desirable to avoid solving coupled
equations in the description of the P-space propagation.
This is possible if a DWBA treatment of the direct
coupling between the various open channels provides a
good approximation. The treatment of scattering from
deformed nuclei where a perturbative approach to the
coupling between the open channels is least adequate is
a more dificult computational problem. 4 The numerical
results which we will present in Sec. 8 are limited to
analog resonance phenomena in spherical nuclei.

Z.ZI The Contirruum Space

The detailed definition of the P-space projection
operator is peripheral to our main interest. Therefore
it has been relegated to Appendix I. It is useful; how-
ever, to summarize those i'esults which are particularly
relevant to the calculations reported here.

' However, use of the adiabatic approximation which neglects
coriolis coupling can be used to partly simplify this problem
[Cb57; Ke717.

c 0
I
r, c)r'dr(r, c I. (A1. 15)

This projection operator does not define a space orthog-
onal to the analog space. However, it is useful for
discussions of the optical Inodel presented in the next
section and in Appendix A1.2. The continuum projection
operator P appropriate to the theory of analog reson-
ances, will be discussed further in Sec. (2.23).

Z.ZZ Coup/ed Opticul Equations

It is useful at this point to discuss the projection
operator treatment of the optical potential LFe58; Fe62]
(cf. Appendix A1.2).' One defines the operator Q = 1—P.
We may write the total wave function as 4)=
P 4')+Q

I
4'), and the Schrodinger equation H 4)=

E 4) as two coupled equations

(E—H») P
I
+)=HpaQ

I +),
(E—Hug)Q I

4')=HqpP
I
4'). (A1. 18)

By eliminating Q I
4'), an equation for P

I

4') may be
written

I
E—Hpp —Hpu(Et+& —Huts)

—'Hup]P
I

4') =0.

(A1.21)

The solution of (A1.21) will describe the full complica-
tion of the compound nucleus through the energy
dependence in the propagator (Et+' —Huu) '. Never-
theless, we are able to define a single-particle amplitude,

~ When using equations from the Appendix, we will aha. ays
give the equation number as given there.

Notice that the distinction is made by using round and
angu1ar brackets;

I r, c) and
I
r, c ).' This form is easily generalized to include any number of analog

states, in v hich case there would be a sum of resonant terms in
T, , obtained from the analysis of the expression

7'a c= To"'"+&&4"' '
I

Hpa
I
A')

s I

(A;.
I

lE~+~ —H —H pGpt+~Hp ) I
A ')

&At I H~p I
C""').

In the Appendix we have defined a set of channel
vectors

I r, c) describing a proton created at a distance r
from a target state X':

I r, c) —=
I r, L(E, -', ) jI]JM, X)

C,:arrl~ o
& t, res& ', (r) I

X, IM). (A1. 7)
mj, M

The angular momentum (i-,')j of the particle is coupled
to the angular momentum I of the target to form a total
channel angular momentum, JM. The single label c
then stands for the coupling scheme fL(l-,')jI]JM, XI.
The set

I r, c) is not orthonormal and an orthonorrnal
set

I
r, c) is introduced via an appropriate~ transforma-

tion (Eq. A1.13).
In terms of the vectors

I r, c), we may define the
projection operator LKe66],
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4'„.&+) (r), through the relation

(» ci
i
+ (+))—+,(+)(»)

P
i
4', (+ )= g i r,c')4'„&+)(»)r' dr. (A1. 22)

cf

The subscripts refer to the boundary conditions for
the equations determining 0'„&+)(r); the asymptotic
form of this amplitude has incoming waves only in
channel c, and outgoing waves in the other channels c'

(including c'= c). With the definition

h„.(r, r') = (r, c
i
Hpp+HpQ(E'+' —HQQ) 'HQp

i
r', c'),

(A1. 23)

we may reduce the Eqs. (A1, 21) to a set of coupled
equations for 4'„'+)(r)

which reproduce the energy averaged elastic scattering
T matrix [Pe62,63; Ro65b; Ho67b; Sa67; Be69].

In several cases, phenomenological optical Hamil-
tonians are also available which include channel
coupling to collective states [Ta65; G168j. For the
calculations reported here we have chosen h„o to be
diagonal in the channel indices, that is, we neglect
direct interactions. Therefore, we may discuss the
simpler form,

h " (r, r'))P, &+)(r')»" dr'=E&Po&+)(r). (A1.29)

Here 0. may denote the quantum numbers I, j, and E
of the continuum wave function. The neglect of direct
interaction is not a fundamental restriction and can be
removed [Pi69j. At many points in our development
v e will write our formulas so that they are valid in the
case this coupling is not neglected. .

t;/ 0
h;; (r, r') 4„.&+)(r') r' 2dr'= E%'„;.&+) (r) . .

(A1.25)

h, „..o'T(r, r') = (r, c
i

H. pp

The solution of Kq. (A1.25) describes many com-
pound nucleus resonances. However, we are concerned
here only with obtaining the energy averaged T matrix.
As pointed out in Sec. 2.4 and the Appendix, the energy
averaging procedure leads to a dehnition of the optical
Hamiltonian in terms of an energy averaging parameter
I. This prescription has been extensively discussed in
[Fe67] and [Pi67], and we will not go into it here
except to say that it corresponds to an average over
the compound nuclear resonances with a Lorentzian
weight factor. Thus from (A1.23) we are led to intro-
duce

Z.Z3 Orthogonality of the Continuum and
Analog SPaces

We now return to the theory of analog resonances.
The analog space has already been de6ned in Sec. 2.1.
As discussed in detail in the Appendix, it is necessary to
construct the continuum space projection operator I'
such that the P and A spaces are orthogonal. The
orthogonality requirement arises from the fact that
sometimes

i
sr) contains a bound neutron coupled to a

core. The corresponding analog state will then contain
a component with a proton coupled to the core. This
feature leads to a lack of orthogonality between the P
and A spaces which is removed by the following pro-
cedure described in more detail in Appendix 1.

We define a new projection operator [see (A1.33) j,
(2 6)

+HPQ(E HQQ+il/2) 'HQP
i

r', c'), (A1.27)

and an optical wave function )P„&+)(r) which is o.btained
from the solution of coupled optical equations

g/ 0
h": '"(», »')4 '+)(r')»" d»=Et".-(+)(r)

In general, the optical Hamiltonian, h, is a nonlocal
one-body operator which may couple the various
channels of the P space. In the case that the P space
contains only the elastic channel, we may obtain some
information about h from the many phenomeno-
logical potentials (usually of the Saxon —Woods form)

so that the continuum space deined by the new pro-
jection operator P is orthogonal to the analog space.

We have also found it useful to introduce the bound
func tlons

»;(r)=(», ci A)=N "'(» cI 2'-ln) (A1 34)

representing that part of
i A) which is in the space

i r, c). These functions as well as the solutions of Eq.
(A1.28), P„.&+) (r), may be considered as column
vectors whose components are labeled by channel
indices. Introducing the Green's function G,, &i)(r, r')
for h . (r r'), we may write wave functions for the
I' space:

((o
+ (r) =&p&+) (r) — G(+) (r, r') ug (r') r" dr' ue (r) )p&+) (r) r' dr

0 0 0 0

r' (sr«)o&&+&(r, &')«(&')&" &)r I
(2.8)
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Here G(+) is taken to be a matrix with respect to the
channel indices and appropriate summations over
channel labels are implied. The first subscript of
f„.i+i (r) just gives information specifying the incoming
channel and is not summed. Equation (2.8) implies
immediately that

fy(+'(r) u~(r) r' dr=0. (2.9)

The function p(+i(r) is actually the scattering solu-
tion of a projected optical Hamiltonian. Schematically,
we have

I

@) (+))—
I r, c)p, i+& (r) r' dr (2. 12)

In the simple case in which a target with I=O is
described in terms of a single Slater determinant for A

particles and the P space contains only one channel, the
coordinate representation of

I
4,(+i), Eq. (2.12), is a

Slater determinant of (A+1) particles where the addi-
tional orbital is given by Eq. (2.8). In the case that
direct interaction between the P-space channels is
included, Eq. (2.12) is generalized to

I
4,i+i)= P I r, c'&q,„. (+i(r)r'dr, (2. 13)

ct' p

where the boundary conditions are such that p, , i+i(r)
has incoming waves only in channel c, and outgoing
waves in channels c' (including c'= c).

We remark again that the state vectors of Eqs. (2.12)
or (2.13) do not span the entire P space. If we use the
definition of Eq. (2.8) for y, we do not include the state
vector Q,I I r, c)u~, , (r)r'dr. Its effect is of course
partly included in the analog state

I
A ). The remainder

is usually discussed in connection with the compound
space.

In the approach used here, where the effects of the

hpoPT (1—
I u&)(u& I) hoPT(1

I ug)(u& I) 1 (2. 10)

where
I
uz) is the normalized one-body state vector

corresponding to ug(r). The one-body Green's function
for h * is related to 6&+' by

Gp'+'=G'+' —G'+'
I u~)(&» I

G'+'
I »&) '&u~

I

G'+'

(2. 11)

Again in Eqs. (2.10)—(2.11), we have suppressed the
coordinate variables as well as the summations over
channel labels. Some elementary computational pro-
cedures for the construction of the functions pi+'(r) are
given in Appendix 1.3.

Vfe wish to use the one-body scattering states just
defined to construct ma~y-body scattering states. This
may be done by appropriately combining the wave
functions p(+i (r) of Eq. (2.8) with the channel vectors
defined above. For example, consider the case with no
channel coupling. The desired vectors are then

analog state are treated explicitly, the projected optical
Hamiltonian (2.10) should be used. The difference
between the potential scattering obtained from h~
and h is small and is always taken into account.
Finally, we note that for most calculations, in addition
to choosing the optical Hamiltonian to be diagonal in
the channels, it is taken to be local and channel inde-
pendent. The actual phenomenological forms used will
be discussed in later sections.

2.3 The T Matrix for Analog Resonances

Thus far, the continuum and analog spaces have been
defined. Formally, the projection operator for the com-
pound-nucleus space is therefore q= j —P—A. After
the formal expressions for the T matrix are obtained and
the physical quantities are identified, we will present a
more detailed discussion of the q space.

Z.31 Forrla/ Derivation of the T Matrix

Ke have written the total wave function in terms of
its projection onto the three orthogonal subspaces

I
~&=P

I ~&+A
I ~&+q I ~& (2.14)

Starting from the Schrodinger equation H
I
@)=

E
I
4'), we use the projection operators to obtain the

coupled equations,

(E H) P
I
e—)=H„A

I e)+H, q I e)
(E—H„)q I

e)=H„A I e)+H„P I e),
(E—H~g) A

I 4)= Hgqq I
0')+HgpP

I P), (2.15)

where IIpp=PHP, Hp, =P'Hq, etc. The theory for the
energy-averaged scattering amplitude is most easily
developed if a formal elimination of the q space is made.
This procedure leads naturally to the definition of

H(E) =H+H[q/(E Hqq) ]H. (2. 1—6)

In terms of this effective Harniltonian the equations
become

[E Hpp(E) jP I
e)=HpA—(E)A I 4),

[E—Hgg(E) jA I
e)=HAp(E)P I

+). (2. 17)

These equations give rise to rapidly Auctuating cross
sections with many resonances due to the q space modes
in H. Because we wish to obtain energy-averaged cross
sections rather than discuss the fine structure of the
analog resonances, we replace the variable E in Eq.
(2.16) by E+(iI), which corresponds to an average
over the resonance with a Lorentzian weight function
as in Sec. (2.22).

The effective Hamiltonian appropriate to the cal-
culation of the energy-averaged T matrix is then

H[E+-', (i1)1=H+H Iq/[E —H„+-', {i1)jIH.

(2.18)
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The matrix elements of this operator in the I' space
lead us to the optical equations in Sec. (2.22) .

We then derive the T matrix from the equations,

IE Hp—p[E+-', (iI)]}PI +)=HpA[&+ ', (iI)-]A I +),

IE—HggLE+-', (iI) ]}A I
4') =HgpLE+-', (iI) ]P I 4),

(2. 19)
as follows.

We may write an integral equation for P
I
4') using

Eq. (2.19). If there are incoming waves in channel c,
we have

P
I
@(+))—

I
@ (+))

+ (E&+&—Hpp)-'Hpg(E(+) —Hgg) 'HgpP
I
4', (+)),

(2.20)
cI p

I r, c')(p„(+)(r)r' dr, (2. 13)

The energy, I.'z, of the analog resonance is given by

Ez Re——
I (A

I
Hgg

I
A )

+ (A
I
HgpGp&+'(Ez) Hpg

I
A )] (2.27)

and the total width, I', by

I = —»m L(A I
H„

I A)

+(A
I
H»Gp(+'%z) H»

I A)]. (2»)
These quantities are discussed in Secs. 5 and 7.

Here we will consider the numerator of Eq. (2.25)
and discuss the wave functions which appear in

I
4,(+) )

and (C,.( ' I. We recall that we had written

where
I C,&+') is a solution of

(E—Hpp)
I

c„&+&)=O.

The formal solution of Eq. (2.20) is

P
I
@ (+))—

I C (+))+(E(+) Hpp)
—&Hp~

(2.29)&p-'+'(r) = e p ('~.—~')( ""'(r).
Here 6, and p, are the real and imaginary parts of the
phase shift' in channel c such thatX I 1/I E'+' —HAA —

+At�(I

'+' —Hpp) 'HpA] }

with the boundary condition that only channel c has in-
coming waves. It is useful to extract a phase factor from

(2.21) q„(+&(r) and define the functions &p„(') (r) by

The T matrix is readily found to be

T .= T . .oPT+ (4, &
—

&

I
Hpg

: "(") ( / '')

X sin Lkr ——', (&rl) —
)& ln 2kr+t), +i)&,]. (2.30)

We also need the adjoint vector

X I 1/I E(+)—Hgg —Hgp{E(+)—Hpp) 'Hpg]} (c(—)~ —g p, „,
( '*(r)r' dr(r, c'

I, (2.31)

XH~
I

4', +'), (2.23)
and the relation

where c and c' denote the various channels of the I'-
space and T, „ is the T matrix for scattering due to
+PP

In Eq. (2.23) the adjoint vector (4,..( )
I
is defined by

We write

(2.32)

(A I
Hgp

I
C,(+')= exp {itI,)yq, „., (2.33)

(C,.(-) I(Hppt —E) =0
where we have defined the complex escape amplitude,

2. 24

where Hpp" is the Hermitian conjugate of H& p.

Z.3Z Definition of the Resonance Parameters
V~„:= exp (—n ) Z

t1 p

q„,. (') (r) V,. "(r)r' dr (2.34.)

For a single analog resonance, the energy-averaged
T-matrix, Eq. (2.23), takes the form

—T, ol"j.'

In Eq. (2.34) we have introduced a complex analog
state form factor for channel c by~

V'(r) =(A IH»Ir, ')=(r, ~ IH» I A) (2 35)

The analog state form factor is complex because of the
(E'+' —(A

I
H

I A)—(A I
H~pGp(+)Hp„

I
A))

' replacement of E by E+iI/2 in H. The escape ampli-
tude. is complex since both V,"(r) and cp„.(o)(r) are
complex.

where we have defined the t'reen's function,

Gi '+& = 1/PE(+) Hpp(E+i I/2) ]. (2—. 26)

The second term of Eq. (2.25) represents the analog
resonarIce part of the T-matrix, which we denote T, ,".

g Note that 8, imcl~fdes the Coulomb phase 0I.
The equality in Eq. (2.35) follows from the relation

Ht (6+iI/2) =H(E —iI/2)

and the time reversal invariance of H.
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Similarly, we define

(4„,& &

~
HpA

~

A )= exp (ib, )y. „A.,,

and easily derive the simple result

(2.36)

fore

i exp (2~)F,5= exp (2iti) exp (—2It)— (2.41)E EE+—i F/2

Pc,A +A, &; (2.37)

In terms of the quantities just de6ned, the analog
resonance part of the T matrix may be written

which is the expression for this quantity presented in

t Pi67).
More generally, we may define an escape width for

channel c,

T„,,"= exp (iti...) yA. yn, „ex.p (ih„,) /LE —ER+-,'(iF)). exp (2i&t„)F~,,=2S (yA „)'. (2.42)

(2.38)

As an example we may consider the elastic channel
T matrix for a target with I=o. Denoting the elastic
channel by c=0, and suppressing the indices (t, j), we
have

T»»
P~'= —s. 'exp (i&I—rt) sin (ti+iit). (2.39)

2.33 Coorrfii»ate SPace Equations for the

Analog Resonance

Equations (2.19) to (2.22) can be written in an
alternate form if we use the channel vectors

~
r, c)

introduced above. For simplicity we consider the case
of only a single analog state

~
A). We define

P, =(A
~
e„.+ ),

EA = (A
~

HAA (E+iI/2) ~~A ).

(2.43)The analog resonance part of the T matrix is then
and

(2.44)exp (2i~) ('YA, »)
~00

F- Ep+iF/2— Using these definitions and Eqs. (2.10), (2.35), and
(A1.22), we may write the coupled equations (2.19) as

exp (2i&I) exp (2ig) F»

2S E EH+i F/2— (2.40)
,&+) (r) fhp (r, r')), ."+„"+(r')r"dr'

c// p

=P,V, "(r), (2.45)

V, ."(r)4«'+'(r)r'dr (2.4.6)

Equation (2.40) defines the escape width F» (which is
real and positive), and the asymmetry phase &It», for the
elastic channel. The phase &t» appears because the CO

amplitude p&,0 is complex; it gives rise to asymmetries in (E EA)P. =—Z
the shape of the resonant cross section.

The energy averaged 5 matrix for this case is there- The solution for the function 4',, &+&(r) is then

4'„.&+&(r) =y„'+&(r)+ P dr'(r") [Gp'+ (r, r')),. "V ""(r')y)„exp (ib, ) ~

t // p

00 00 —1

X
~
E J'z +dr(r—')U;—"(r)/Gp(r, r')), ,"V, "(r')r" dr'

0/0// P P

(2.47)

which is the coordinate space form of Eq. (2.22).
Here &p„. &+'(r) is the solution of the projected optical
equation

E» .."+'(r)—Z
0// P

dr'(r")[hpoP (r, r')]. . .&p,., &+&(r') =0

(2.48)

with incoming waves only in channel c. The solution of
this equation has been discussed in Sec. 2.23 [Eq.
(2.8)].The Green's function for the projected optical
Hamiltonian, Gp&+', has been given in Eq. (2.11) in
terms of the unprojected Green's function G(+&.

Finally, we note that inspection of the asymptotic
form of Eq. (2.47) will yield the T matrix whose formal
expression is Eq. (2.23).

2.4 The Compound Nucleus Space and
Statistical Assumptions

The q space contains a very large number of states,
which in general are very complicated. One tries to make
statistical assumptions concerning matrix elements
involving these states.

In the theory presented in the previous sections, the

q space appeared only in the effective Hamiltonian of
Eq. (2.18), H=H+W, with

~= Z IH I q)(q I H/LE E'.+l(il))I (2 4—9)

and H«
~
q)=E,

~
q). It is worth noting that H«has

both a discrete and a continuous spectrum. The exact
structure of this spectrum depends on the choice of the
I' space. Recall that the I' space was defined in terms of
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target states
i
X). We denote the energies of these states

by Ez. For each of the states
i X& not included in the con-

struction of the P space, H«has a continuum of solu-
tions starting a,t Ez. If for some energy, E, there are
some open channels not in the P space, E is in the
continuum of B'«.

Z.41 The Optical Ha»littoniun

The operator t/t/" projected on the P space is part of
the optical Hamiltonian. In general, a number of
channels will be important and 8'~~ will have diagonal
and nondiagonal matrix elements between these chan-
nels. The matrix elements of 8" taken with respect to
the channel vectors [», c) contribute to the optical
potential:

op, , &» olHI q&&qlHI»' "&
E&—&8+s (il) j

Note that the operator 8"„.o ~ is nonlocal in general
a,nd contributes both to the real and imaginary parts
of the coupled-channel optical potential. %e do not
attempt to calculate W„.„;rather, we identify the
full operator h. .. (of which W, , " is a part) with
the optical Hamiltonian expe»imentatly dete»»lined from
the elastic (and inelastic) scattering' away from the
analog resonances. If the experimental results indicate
that the optical Hamiltonian is approximately diagonal
in the channels c and c', we will choose h„appro-
priately. Otherwise, h„describes the direct channel
coupling.

Present experiments seem to be compatible with a
local optical potential. It is clear from (2.50) that the
optical potential is nonlocal in general. The real part of
the optical potential is nonlocal due to the nonlocality
of WCPT(», »'), and also due to the proper treatment of
exchange. The latter nonlocality may be more important
than that due to W P (», »') which is expected to be
small for r suSciently different from r'. This follows if
one uses a statistical argument in forming the sum in Eq.
(2.50). Then only for»=»', c=c' will we completely
avoid cancellation of the sum on q due to randomness
of the matrix elements (», c

i
H

i q). For simplicity,
one often chooses to use local optical potentials, but
one must keep in mind that matrix elements involving

' By contrast, in the shell-model theory of nuclear reactions
(Ma69aj statistical assumptions are made concerning the matrix
elements between continuum states and the states g, e.g. ,

(ZV„V, , ) ~s„.
Also for matrix elements involving the analog state one assumes

&ZV~, V,.)=0.

Here, the brackets denote an ensemble average and V„(V~g) the
matrix elements between the compound states and the continuum
(analog) states. The T matrix is not a quadratic function of the
matrix elements Ug~ or V,~. Ensemble averaging of the T matrix
necessitates the evaluation of averages of terms of higher order
in these matrix elements. The statistical assumptions made in
this work are of a different nature, and we avoid some problems
inherent in other approaches.

the optical wave function inside the nucleus will depend
somewhat on this choice Epe62j.

—gcoMp t (ipcoMp) (2.51)

No assumptions of random sign can be made here, since
the matrix elements (A i

H
i q) appear quadratically.

The quantities 5 MP and I' M are then the shift and
width due to coupling of the analog state to the com-
pound nucleus modes.

(ii) The coupling of the analog state
i A) with the

continuum channels via IqI appears in matrix elements
of the type

&», ci W
i A)

= 2 &», 8 IH I q&&q I

H
I A&/E~ —&.+s(il& j (252)

Such matrix elements are needed in the calculation of
the escape amplitude EEqs. (2.33—2.35) ] as well as in
the continuum .shift (see Sec. 7) . We might make the
assumption that the matrix elements (q i

H
i

A ) have
random signs for the set IqI and are uncorrelated to
the matrix elements (», c

i
H

i q). It follows that

(», c
i

W
i A) 0. (2.53)

To this approximation we may then replace H by H in
all ca lculations.

One can make a crude estimate of the actual magni-
tude of the left side of Eq. (2.53) by considering a par-
ticular escape amplitude calculation. We calculate the
absolute square of the term arising from the matrix
element of W in (2.36). This leads to an expression
which is a double sum on q. The randomness of the
complicated compound. -nucleus matrix elements then
suggests that only the squared terms in the sum will not
cancel, and we obtain

SI'g ' ——P I (A i
H q&'I', /E(E Eo)'+-,'I'jI—

where

with
I,=2~

i p, ,, i',

(2.54)

(2.55)

exp (i&.)v.,.= &q I
H

I
~ "'&

ci 0

two„. t+l (») (», c'
i
H

i
q)»' d»

(2.56)

Z.4Z Matrix Elements between the Analog State
atsd the Compogtsd States

There are two types of matrix elements of 8" where
coupling of the analog to the compound states occurs.

(i) The compou»sd»Nixirsg denotes the matrix element

&A I
W

I
A&= 2 &A I

H
I q)&q IH I ~&/E& —I-'.+s(il) 3
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The quantities F, are close to the actual compound
nucleus widths of the states

~ q), except for the fact
that y&+'(r) does not come from exactly the correct
optical potential (which should be real) .

Apart from fluctuations in F~ this expression is
really very close to I' M deftned in (2.51). Thus we
can see that

Pi (2)~f' I'coMP/I (2.57)

with I', some average of the compound nucleus widths.
In general the averaging interval I must be at least as
large as I' Mp. The latter quantity seems to be one of
the smaller contributions to the total analog resonance
width. Therefore,

(2.58)

is a small quantity. However there will be cases where
even this small value cannot be ignored.

We have not looked at the interference term Sr&„& ~

between H and S' which would arise in the evaluation
of Eq. (2.42) because (2.53) indicates that this is zero.
When we come to more specific models for the q space,
the interference term will actually be the only important
one. Here we can see that this term might be of the
order of magnitude

(2.59)

where cosP is random and varies from —1 to +1.
Thus we And

(2.59a)

of the multipole expansion, etc. Ke also note that the
particle plus vibration states will be important for the
escape matrix elements (q ~

H
~
C,&+&) describing the

transition from the q space to the continuum.
With these points in mind we may divide the q space

into two parts:

Class I. The configuration states, particularly the
antianalog. Also those collective modes (particle plus
vibration) which are not removed to the I' space. "We
denote states of Class I by

~
d), and the corresponding

projection operator as d. The states
~
d) may be thought

of as a kind of "doorway" into the compound space
from the A space.

Class II. States of more complex configurations. The
projection operator for Class II is q'=q —d. By defini-

tion, the random-phase argument should be valid for
the states of Class II, and the matrix elements (q'

~

H
~

A )
should be small.

The coupling of the A and P spaces through the q
space may be indicated as the Fig. (2.1a). On the
assumption that the states

~
d) act as "doorway"

states, this coupling may be described as in Fig. (2.1b)
where the direct coupling between the A and q' spaces
and between the I' and q' spaces has been neglected.
In order to make these considerations more precise,
we use the projection operator relations given in LPi67)
to write

Z.43 Doorway States

In sonic cases the assumption of random matrix
elements is inadequate. There may be a few states in
the q space that play an important role in the evaluation
of 8' because they have significant couplings to the
analog or the continuum spaces. Let us consider the
matrix elements (A

~

H
~
q). As noted above these de-

pend on the isospin-violating force, that is, predomin-
antly on the long-range Coulomb potential. Therefore
these matrix elements will be significant for those
compound sl,ates

~ q) containing the same configura-
tions as in

~
A). Most of these states

~
tt) have dominant

components with isospin quantum numbers one unit
less than that of the analog state. States of this type
which appear in a shell-model description of the analog-
state structure have been termed "configuration states"
in the literature LLa62cg. Among these is the antialalog
state which is known to have signi6. cant coupling to the
analog state Lsee Sec. 6]. In addition to the configura-
tion states, we may consider those states remaining in
the q space which are describable as particles coupled
to a vibration. Indeed, if one considers a multipole
expansion of the isospin-violating force which affects
the coupling between the A and q spaces, the configura-
tion states will be important for the coupling via the
monopole component, states including a collective
dipole mode will be important for the dipole term

(fIL Hgg+ts(iI) Hgq [L& Hs s+s(iI) j tHsgI td

(2.60)

Finally, assuming that the doorways are not strongly

p
1

(a) (b)

"For example, if a channel consisting of a neutron coupled
to the analog of the target state is placed in the P space, one
would have equations similar to those of Lane LLa62dg describing
the P-space scattering. This choice is not particularly suited to
our microscopic theory, because part of the analog state is then
in the P space.

FIG. 2.1. The decay of the analog state into the continuum via
the compound states. Figure 2(a) shows the general case, Eq.
(2.52), the dashed line representing an isospin violating force,
the solid one a nuclear force. Figure 2(b) depicts the doorway
hypothesis, Eq. (2.63), where the coupling of the doorway
states d to the remaining compound states g' mainly lead to a
spreading width.
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coupled to each other through q', (which follows from a
random-sign assumption for the matrix elements
(q'

I
H

I d)), we may write Eq. (2.60) as

djtE H+—,'(sI)-) 'd=—P I d&)E Ea—+ ', (iT-a) )-'(d I,

where Pj.(8) is the Legendre polynomial, and Pt(') (8)
is the associated I,egendre polynomial. The reduced
matrix elements are given in terms of our angular
momentum coupling scheme LEq. (A1.7)) as

(2.61)

Ea—-,'(iI"a) = (d
I
H

I
d)

+ 2 I « I
H

I
v'&&v'

I
H

I d&/LE —E'+l(~I))I,

so that (2.52) may be written
(2.62)

(2.64)

These equations are very similar to (2.52) except that
we hope to make specihc statements about the doorway
matrix elements.

The role of the doorway states in the calculation of
the various physical quantities will be taken up again
in Secs. 6 and 7.

2.S Average and Compound Nucleus Cross Sections

(», clWI jf)
= 2 I &», ~

I
H

I
d&&d

I
H

I »/LE —Ea+-:(~Ta))I.

(2.63)

Similarly, the compound-mixing term Eq. (2.51) is, in
this approximation,

&A IWIA&

=2 I &A
I

H
I d&« I

H
I A&/LE —Ea+2(~Ta))I.

—= &(l-')j{&)IIII 1'E ll(4-')j (l) )II &err, 4),„(2.67)

( 1)s( )+1j—l.

(2J+ () (2j,j1)(2jjj) (2j +1) (2Lj1))'&'

4x

X I I
1I1+(—1) '+~')

. ji ~1 L. Ea o —
hajj

(2.68)

=
& (l ) j(~)I~

I I
Yj1j.

I I (ls )ji ("1)IA &4rAx

= (2L+1) (—1)» ~lr+Ej(

X (e(2Jj()(2Jj1)(2jjl)(21j()(2(+1)(2(j()):
4n.

X li l ji I
(269)

j, Ji L (0 0 0)
L 1 L

The tensor operator in (2.66) a,nd (2.69) is defined
in general as (we use only K= L here)

Yjix„= p&L1Kjs —
I

L»nlo&v j. (8, q)(ri„(2.70)

In this section we present some useful formulae for
the average differential and polarization cross sections
and discuss the compound nucleus cross section in the
statistical approximation.

with
Oyo Oz

y (ri%1((r &f(r ) /V2

(2.71)

(2.72)

2.51 Average Cross Sections and Polarizatio

The differential and polarization cross sections for a
transition from the target state P angular momentum I,
to the target state 'A' angular momentum I' may be
written in terms of the channel T matrix defined in
Sec. 2.3. Thus [Ke61), we have

in terms of the Pauli matrices.
When the T matrix is dominated by a single analog

resonance with angular momentum J the expressions
are simpler. Then we have

(doxy /d~) R- = (4x'/4') I:2(2I+1)] '

&L(E—E )'+-'(1")1 'Z 1' ""'(~)1' "'(J)P (8),
(l(rM, /(f0= (4srs/k)2)

I 2{2I+1)]—'

T- *&c'
ll

I'E
II ci'&T. ~ &c

I

I"~
II ci&P~(8)

CC~C1C1!L

where
(2.73)

and
(2 65)

1' "'(~) = 2 exp (—18.)va, .*&c II 1'j. II ci&va, (
Ij Z17'1

X exp (i8„) (2.74)
P(8)do)), /do, = (41r'/ky')

I (2I+1)) '

T '*&c'
ll Yjir. II ci'&T ... (c II 1 c II ci)

CC~C1CJIL

& I 1/LL(L+1) )'"IP~("(8), (2 66)

depends on the resonance parameters of (2.33). The
channels c, ci in the sum (2.74) all have the same
values of ((),IJ), and therefore are summed only on

(lj) and (li ji).
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The polarization cross section has a similar form

P(tt) dag;/d0=4Ir'/kg') (2I+1)—'[(E—EE)'+-'I'j—'

X Q I' "'I'(J) I' "r(J)[I-(I+1)j "'PI,&"(8),

In both (2.83) and (2.85) it is understood that the
nuclear amplitude includes the usual Coulomb phase
factor exp (2iaI) . If T„is dominated by a single analog
resonance with angular momentum J the expressions
(2.83) and (2.85) simplify accordingly.

(2.75) Z.5Z The ComPognd 1VNclels Port of the Cross Section

The derivation of the energy averaged T matrix has
been the subject of the previous sections. Furthermore,
the cross section associated with the energy averaged
T matrix has been given in Eq. (2.65). Experiments
performed with an energy resolution less than the width
of the isobaric analog resonance yield the energy-averaged
cross section which is not identical with the cross sec-
tion" of Eq. (2.65). The difference originates from the
fluctuations. Usually, one identifies the fluctuation part
of the cross section with the compound nucleus cross
section and derives it in a statistical model [Fe60).
There one introduces the transmission coefficients P, (E)
associated with a channel c by"

P.(E) =1—Z I
S., ' ~ (E) I', (2 86)

Ct'

where c stands for the quantum numbers [(l2)j(X)IJj.
The compound nucleus cross section for the target to
go from state PI to state X'I' is then

(daII'/dQ) CN = (S /kI') [2(2I+1)] ' Q [Ps (E)j—'
J

X Q Pry"'(E) PIs"'I'(E) PI.(8), (2.87)

with

I'~I~"'(J) = i 2 «p ( —i~.)vA, .*&a II ~~» II eI &vA .,
CCg

X exp (ib„). (2.76)

Because of the symmetry relation

&e II ~~IE II eI& = (—1)' '"~"+
&eI II I»H II e&,

(2.77)

the quantities I'I,"I(J) and I'III,"I(J) are real.
Before making use of Eq. (2.65) in the case of elastic

scattering, it is necessary to separate the T matrix into
a Coulomb scattering part and a nuclear part. The
analog resonance affects the elastic cross section mainly
through the interference terms between the nuclear
and Coulomb T matrices since the purely nuclear terzn
is smaller. Thus we have

d'0 dn) gQUL dQ NU/L dn zNT

The Coulomb term is given as usual by

(«a/d~)coUI, =
I f~ I2, (2.79)

withwith
PI,s" (E) = QP, (E)(c II

F'I,
II e&, (2.88)

P's(E) = Q P, (E), (2.89)
zj)I

where the sum on e in (2.89) runs over a/1 open channels
with 6xed E and J.

Since the diagonal reduced matrix elements in (2.88)
vanish for odd values of L, the compound nucleus cross
section is symmetric around 90'. The compound nu-
cleus polarization cross section vanishes identically
because &e II ~I» II e&=—0

If we use the property

&(ll)PJ II I'o II(tl)jIJ&=[(2J+1)/4~jI",
the total compound nucleus cross section becomes

aI'N QJdn=—(dao, /dn) GN
) III

= (S./kI2) [2(2I+1)j—' Q (2J+1)P.(E).
ljJ

where
(2.81)E= fPk'/2tI,rt/2k =Ze'/4E„

and 0-0 is the 1=0 Coulomb phase.
The interference term is given by

(da/dQ) IN T =2 Re I f +AS&r } (2.82)

where Aa"r(e) is the spin independent part of the
nuclear elastic scattering amplitude from state XI,

(g) = (S/k) [2(2I+1)j ' p (2J+1)T„.PI(8) .
ljJ

(2.83)
We recall that c stands for [(l—,')j(X)IJj.

Finally, we write the interference term for the
polarization cross section

[P(e) (da/dQ) )INT ——2 R I f,*A,"'}, (2.84)
with

AI"r(e) = (s/k) [i/2(2I+1) ]Q (2J+1)T,, ( —1) '+t 1

(2.90)
'2 The interference terms (2.82—4) are correctly averaged

except for the slow energy dependence off,(e).
"The original discussion of the transmission coeKcients did

not include the consideration of direct channel coupling. In
Eq. (2.86) we have extended the definition to include this feature.
The "transmission coeKcients" are to be interpreted as the
probability for the formation of the compound nucleus.

([6(2l+1)/l(l+1) jII'PI&D (t7) . (2.85)X
. 2 22,'

f, (8) = (rt/2k) [sin (8/2) j ' exp I 2ia p 2ig In s—in (tt/2) },
(2.80)

*
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=1—exp [—4&,.(E)], (2.91)

at the channel kinetic energy. All the optical trans-
mission coefticients [Eq. (2.91)] will show a smooth
energy behavior over the range of the isobaric analog
resonance. Well below the Coulomb barrier the trans-
mission coefFicients for charged particles will be small
compared to those for neutrons.

For those channels coupled signi6cantly to the analog
resonance the transmission coeKcients are given by a
resonant expression

P,~(1~) =1
—

~
exp (—2g,) —IiFA„exp , (. 2i&,)/[E—Ea+-,'(iF)] I ~',

(2.92)
= [1—exp (—4q, )]

X I [(E ER d) '+8 ]—/[(E——Eii) '+-'I'] I (2.93)

where

lf the neutron channels dominate the sum in Eq.
(2.89), the total compound nucleus cross section is the
cross section for the total p n—reaction.

For those channels, which are not directly coupled
to the isobaric analog resonance either because of spin
selection rules or because of a very small coupling matrix
element, the transmission coefFicients are calculated
from an optical potential,

P (E) =1—
~

exp [2i(8,+irt„)) ~'

the analog resonance, we may then neglect the proton
transmission coeKcients in all nonresonant channels.
Ke expect an enhancement of the fluctuating part of
the cross section in the neighborhood of the analog
resonance, because of the resonant form of (2.93). At
low energies, where the sum in (2.89) is not too large,
this contribution may interfere seriously with a reliable
extraction of the resonance parameters, since a knowl-
edge of da.oN/dQ presupposes a knowledge of the reson-
ance parameters of P," in Eq. (2.92-3) .

3. THE ISOSPIÃ-VIOLATING PARTS OF
THE HAMILTONIAN

We have seen that the interesting quantities asso-
ciated with isobaric analog resonances are given in
terms of the isospin-violating parts of the Hamiltonian.
It is possible to distinguish between isospin-violating
forces which are directly related to the electromagnetic
interaction and those effects which are less directly
related, such as the p-n mass difference or the isospin-
violating parts of the strong interaction. In the follow-
ing we shall examine all of these effects.

3.1 Electromagnetic Interactions

The electromagnetic interactions are dominated by
the Coulomb repulsion of the protons, but there are
several other effects associated with the nucleon mag-
netic moments and the nucleon finite size.

and

8„.= (Fg,,.2/4 sinh' 2',.)

d„= (Fq,,/2) (sin 2P,/sinh 2rt„), (2.94) 3.11 The Coulomb I'otentMl

The dominant part of the isospin-violating force is
the well-known Coulomb potential

X [cos 2P,+ exp (2rt,)+ (F/Fq „) sinh 2it,]
X[cos 2P„.—exp (2g,)+(F/F~, „.) sinh 2',]. (2.95)

The resonant transmission coe%cient has the following
properties [Ro65a]:

(i) If E, is not near Eg, we have P,"(E) P,"P'r(E) .
(ii) There is a characteristic asymmetry with 6,

positive.
(iii) Since P,"(E))0,we must have B,&0. As the

first bracketed term of Eq. (2.95) is positive, we have
the condition

cos 2Q,,& exp (2g, ) —(F/Fq, „.) sinh 2g„.. (2.96)

Because cos 2&,&1, it follows that

F/Fg, „.& [exp (2g,,) —1]/sinh 2q,)1. (2.97)

(iv) If the equality holds in Eq. (2.96), then B,=O.
In that case, P,"(Eg+6„)vanishes. .

(v) In the limit rt
—+0 P,—+0 we see that P,oPT—4 and

P,"(E) Fg „.(F—Fg„)/[(E—Eg)'+-', F'] (2.98) .

V„.=-', g (e'/l r;—ri'l) (1—r, ') (1—r, ). (3.1)
t'& j

This force is rather weak compared to the nuclear forces,
has a long range, and is spin independent. The com-
mutator,

where r =v,—i~„, is a two-body force which changes a
neutron —proton pair into a proton —proton pair.

3.IZ The Finite Size Egect-
The Coulomb potential, Eq. (3.1), is derived for

point charges. In order to incorporate the 6nite charge
extension of the proton, we use a Coulomb potential
modified at short distances. Basically, this modification
may be deduced from electron —proton scattering experi-
ments. The results of these experiments can be sum
marized in an ernpirica/ formula for the proton form
factor [Go67]

which has a maximum value of unity when F= 2K&,,
For the scattering of protons in the neighborhood of

G„(q') = (1+,~~ r„'q') ' = 1 6r~'q'+ (r„'q'/48) +——

(3.3)
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gF(r )

I.O 2.0
l

(fmj

electron Compton wavelength. The virtual emission
and absorption of an electron —positron pair gives rise
to a repulsive potential V„~. which has to be added to
the Coulomb repulsion e'/r of two protons. One finds
[Fo54,55; Du57; He60],

-0.5 with

V~, ~
——(2a/3m) I (r) (e'/r),

n = e'/6c 1/137, (3.11)

I(r) = dx exp (—2«x) [(1/x') + (1/2x ) ](x'—1) 't'.
1 (3.12)

-I,O

FIG. 3.1. The function g {r) which provides the correction for
finite proton size—see Eqs. (3.7) and (3.9).

The characteristic length which determines the range of
I (r) is the Compton wavelength of the electron divided
by 2~, x '=5/m, =c386.2f. For values of 2«small
compared to 1, the function I(r) can be expanded to
give

where the root-mean-square radius has the value

r„=0.83f. (3.4)

I(r) =[—y+-,']+
~

ln («)
~
+g'(6~«)

+0[(«)']+ . . «((1 (3.13)

V,~(r) = (e'/r) [1+gr" (r) ]
Vsing Eqs. (3.6) and (3.7) we find

2 " sin qrg'(r) = — dq [G.'(q') —1]
p

(3.7)

(3 8)

The integral may be performed analytically to yield

g~'(x) = —e
—'[(48+33x+9x'+x') /48], (3.9)

where
x= (12)"'(r/r, ).

Since gr'(x) is of short range compared to the size of
the nuclear wave functions, we sometimes use the
approximation

g"'(r)=—(r.'/3) [b(r) /r]. (3.10)

The actual function gr'(r) is exhibited in Fig. 3.1.

3.13 VacNNm P'olarisation

To lowest order in the fine structure constant the
vacuum polarization corresponds to a small spreading
of the charge of the proton over a range of one-half the

In the momentum representation, the Coulomb poten-
tial for point charges is given by

V(q) = (4m-) 'I exp (iq r) (e'/r) d'r=e'/q' (3.5)

The modified Coulomb interaction, which includes the
finite proton size for both protons is then

V '(q) =G (q') (c'/q') G (q') = (c'/q') —(c'r '!3)+"
(3 6)

In the coordinate representation we dehne a function
g~(r), such that

with Euler's constant y =0.5772. For two protons
inside a nucleus, the expansion given in Eq. (3.13) is
good. Equations (3.11—3.13) refer to point protons. By
transforming Eq. (3.11) to momentum space and in-
troducing the proton form factor as in Eq. (3.6) the
singularity of V„i at r=0 may be removed. Some nu-
merical estimates of the contribution of the vacuum
polarization to Coulomb displacement energies are
given in Sec. 5.14. The electron —proton scattering ex-
periments which are used to determine the proton form
factor have a vacuum polarization correction [Ch 56].
In the analysis of these experiments one corrects for
the vacuum polarization and certain other radiative
diagrams before the nucleon form factor is extracted.
Therefore, no double counting occurs if one takes into
account both the vacuum polarization and the proton
form factor in calculating Coulomb energies and escape
amplitudes.

There is one effect on the vacuum polarization which
has not been estimated but which we would like to
point out here. This refers to the fact that the two-body
polarization potential (3.11) is calculated in free space.
In fact all the rest of the protons are present within
nuclear distances so that the vacuum polarization takes
place in the presence of the strong (Z) nuclear Coulomb
field. This will distort the wave functions of the virtual
electron —positron pairs and should affect the potential
even at short distances.

3.14 Relativistic CorrectiorIs arId
Magnetic lrl,teracti os

To obtain the isospin-violating terms in the nuclear
Hamiltonian which are of order (n/c) ' we may consider
the reduction of relativistic two-particle wave equations
to this order [Sc50; Ba55]. Consider a collection of
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nucleons with charges

e.;=e(1—T,') /2

and magnetic moments

ts, = Itso[(1—T,')/2j+333, '}, ts33=eA/2M c, (3.15)

where p are the anomalous moments. We have,

The total many-body Hamiltonian including the
lowest-order relativistic corrections is derived to beie

2 4
8~8~+1 P +VNUOL+ VMAG

2M 83Pc';; r;;

(3.17)

t;= It „-,'(1+r,')+t —,'(1—T.') }P„
where p„=—1.913, and 'p„= 2.793.

(3.16) where V " contains the strong-interaction terms and
VM" contains isospin-violating terms not considered
previously. We have [C170j

e,e, , a;o, (U; r,,) (6,"r,,)
, , [p*'r'~ 'ps+ p' r's(r*P) 'r's p~ j+t 't —3 —4«,'~I~(r;s)

%7 r'2'

with

ee„ te, ts; ets '3 2e;
M'c' 332Mc 2M t M

(r,, xp:)
rij. .3

e, (r;, xp, )——o,' [2»—t, 2 (1—T,3) ) (3.18)Mc' r;

r, ,=r,—r; and r;, =
~

r,—r; ~.

Equation (3.18) contains 6ve terms which we may
discuss in order:

(i) The first term provides an additional (momen-
tum-dependent) proton —proton interaction. If we esti-
niate the effect of such a term in the Fermi-gas approxi-
mation, we see that the direct terms vanish. The ex-
change terms yield a small contribution to the displace-
ment energies (Sec. 5) of the order (Ze'/E) ~ (X„/R)',
where X„ is the reduced Compton wavelength of the
proton. This term is therefore of the order of 0.2% of the
displacement energy.

(ii) The interaction between the magnetic moments
is a tensor operator in the spins and will tend to average
to zero. Small effects will remain due to unsaturated
spins in those shells that are not closed in the sense of
I—5 coupling. We neglect this term.

(iii) The contact terms may be neglected if we as-
sume that the nucleon —nucleon interaction is strongly
repulsive at short distances.

(iv) These terms represent the interaction of the
n&agnetic moments with the local magnetic field due to
the niotion of the other particles. In the Fermi-gas
approximation the direct terms average to zero and the
exchange terms are very small.

(v) Finally we have the spin-orbit terms for which
we may make the standard approximations [Sc69a'j
for the direct term. Averaging over the particles with
coordinate label i, we may write an equivalent one-body
interaction

—oRBIT —(~/Mc) Q [1(1 r ) ( 1)

The commutator

Vspi N —ORBITl

= (eA/4M'c') g (ts„—333.
—-', )», '

&& [dV, (r, ) /dr, ]o,' l,r ' (3'.20)'
will be used in Sec. 5 where we consider the contribution
of this term to the displacement energy.

3.2 Isospin Violation of the Nuclear Hamiltonian

The p-n mass difference and the isospin violation of
the nuclear interaction make up the isospin-violating
parts of the nuclear Hamiltonian. These terms are also
of electromagnetic origin; however, they arise in a more
indirect way and are not fully understood at present.
We will treat them in a purely phenomenological way.

3.Z1 The Proton neutron Mass -Difference

The Hamiltonian of the nucleus depends in a static
and in a dynamic way on the mass difference between
protons and neutrons. The static effect arises since the
Hamiltonian includes a term which represents the total
mass of all nucleons of the nucleus. Because of the pro-
ton —neutron mass difference, this term violates isospin.
Its commutator with T is (M„—M„)T, independent
of position and spin and therefore does not contribute
to the escape amplitude but only to the displacement
energy. We expand the kinetic energy term to first
order in the p—n mass difference

Hi.-»= 2 (pP/2M) [1—
~1(AM/M)r. '3 (3.21)

+ts„-';(1+,,')](r,' 1,(r, )
—'[t V,, (r, )/ Ir; j, (3.]9)

'4 The neutron —proton mass difference is taken up in Sec. 3.21.

where V„.(r;) is the Coulomb potential of the system th C l h, I ci, n h
.

1 d I „d,,c„„d d, „ t
Effects of finite size and vacuum polarization in modifying

ev;sluated;st the position of the jth particle. considered in Eq. (3.17)
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with
M=-', (M„+M~), aM =M„—3f„,

3.ZZ Charge Dependence and Charge Asymmetry
of the!VucLear Force

%hen discussing the isospin properties of nuclear
forces one makes a distinction between charge symmetry
and charge in(Lepen(Lence. One calls a force charge sym-
metric if there is no difference between the p—p and
m—e interactions. A force is charge independent if the

p—p and the n nin-teractions are equal to the T=1,
n;p interaction. For this state we write the interaction
as

VNUol (1 2) —V' r=l(1 2) +VcA(1 2) T

+ (V'"(1, 2) T ' (3.23)
where

and

2'.-= [r.-(1)+r, (2) )/2,
V"'"=[(V- Vun) /2], —

VUD —[(V +V )/2 V r=l]

(3.24)

(3.25)

Then charge independence requires V ' = V~"=0, while
for charge symmetry V~" must be zero.

After having taken account of the elfects of the p—n
mass difference, the Coulomb potential, the vacuum
polarization, the magnetic forces, there is little evidence
for a violation of charge symmetry which implies +=0.
However, the charge dependence of nuclear forces is
well established (V""~NO). That is, the purely nuclear
parts of the p-p force and the T=1, n-p force differ
from each other. The major effects which lead to a
charge dependence of the nuclear forces a,re [He66,69a]:

(i') The mass difference of the mesons exchanged
between the nucleons, especially the mass difference
between the charged and the neutral m meson.

(ii) Radiative corrections, especia, lly to the pion—
nucleon coupling constant.

(iii) Mixing of meson states of different isobaric
spin but with the same spin and parity, e.g. , the ~"
meson and the q nieson.

%e consider separately the charge dependent part,
V"' and the charge asymmetric part, V '" of V ~'~"

Vco =[V ", T ]=—2V" (1, 2)

AM/M =0.14X10 '.

By taking the commutator of Eq. (3.21) with T, we
find

An analysis of the scattering length and the effective
range of the p—p and n —p scattering leads to the esti-
ma, te [He66a],

I (V.,—V."=')/V,.I &2%, (3.27a)

the interaction between protons and neutrons in T= 1
states being more attractive than the force between
protons. Also

1
(V .—V.u)IVn. l

&1%, (3.27b)

with V„„more attractive [He69a). Since the nuclear
forces depend strongly on the spin, the relative orbital
angular momentum, and the total angular momentum,
we also expect the forces, V and V ", to be com-
plicated.

As we will see the charge dependent and charge
asymmetric part of the nuclear force contributes only
a small part to the energy of the analog resonance and
the escape amplitude. However, these forces may domi-
nate in cases where the Coulomb matrix element is
small, e.g., when several nucleons change their orbits.
This is the case in isospin forbidden decays or rearrange-
ment amplitudes (Sec. 6) .

and

V,(-)=[V., T ),
V D' )=[VOD T )
VCA' '=[V'", T ],

V ( )=[VMAG T

VEIN( ) =P4IN, T—].
(3.29)

(3.30)

The effects of proton finite size and vacuum polariza-
tion are now included in the definition of V, .

It will sometimes be useful to define the operators
which are adjoint to those appearing in Eq. (3.28),

etc.

V(+) —[V(—)]t—[T +)
V.'"'=LV.' ')'=LT+, V.],

4. THE NORM

(3.31)

3.3 Summary

As we have seen previously [Eq. (2.5)], the com-
mutator V( )=$H, T ] plays a central role in the
calculation of various matrix elements which appear in
the theory of a analog states. In this chapter we have
discussed various contributions to this commutator
and may now write

Vc + VCD +VGA +VMAG +VEIN p

(3.28)
where

and
X[r.(1)r (2)+r (1)r, (2)] (3.26a)

(—) [VGA T ]
Since the normalization constant (Ir

~

T+T
~
Ir) in-

troduced in the definition of the analog state
~

~A)
(3.26b) appears in various theoretical expressions, a separate,
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though short, section is devoted to its evaluation. Some
of the notation and techniques used in later sections
will be introduced here.

We assume the parent state
I

7r) to be normalized
and to be an eigenfunction of T„although not neces-
sarily an eigenstate of T'. Then by commuting T+ and
T, we obtain

tion that in the sum over intermediate states
I
n)

&~I T T, I~&= ZZ &~I~.ta, In&( Ibb, 'I~&,

(4.8)
the parent state exhausts most of the sum.

We introduce the single-particle density matrices

&sr
I
T+T

I
sr)=2T+(sr

I
T T+ I sr&, (4.1)

where 2T= (E Z) . T—he second quantity in Eq. (4.1),
the norm of the state T+ I ir), is always positive and
vanishes if and only if the parent state is an eigenfunc-
tion of T' with T,= T. One can estimate the correction
term in Eq. (4.1) in ttoo different ways.

(i) The parent state is expanded into states of good
lSOSPI

p-p" = (~ I
a-tap

I ~),

p.,-= &~
I
b.tb,

I
~).

Then Eq. (4.6) is

(~
I
T-T+

I )= Z p-s" (b-e pp-")—
ap

=Z—g p popp ",
ap

which may be written as'5

(4 9)

(4.10)

I
sr)=(1—e')"'I T, T)+e

I
T+1, T),

~here e' is the coefficient of the isospin impurity for this
expansion. For simplicity we restrict ourselves to the
admixture of states with isospin T+1. Inserting Eq.
(4.2) into (4.1) we find

(~ I
T T+ I ~)-= f d»I:p" (x, «) —f d yp" (», y) p"(y, x) )

=fI(x) dx, (4.11)

where we have defined the isospin impurity function,
I(x},

(~ I
T+T I~)=2T+(2-T+2)e'. (4.3) T. (x) =p" (x, x) —Jp"(x, y) p"(y, «) dy (4.12)

e2=5.5 X10 'Zei'((T+1) . (4 4)

(ii) A more detailed approach proceeds through the
introduction of creation operators for neutrons (b t)
and protons (a t) and corresponding destruction opera-
tors, b and a . The operators T+ and T may be ex-
pressed in terms of the b's and c's:

T+= P b.ta., (4.5)

The parameter e has been estimated using a collective
model for the state

I T+1, T). For this model it is found
that

I Bo67)

fI(x) dx& 0, (4.13)

since this integral represents the norm of the state
T+I ).

In the special case that
I
sr) is a Slater determinant

such that

in terms of the coordinate representation of the proton
and neutron density matrices. We can see from Kq.
(4.10) or Eq. (4.12) that if the product of the proton
and neutron density matrices yields the proton density
matrix, the parent state

I
sr) has good isospin. Different

models of isospin impurity will give different forms for
I(x) . Of course, we have

where Icr} denotes any complete set of single-particle
functions. In general the expression

(~ I
T T, I ~)= g (~

I
a.tb.b,ta,

I ) (4.6)
a,p

and
p"(», y) = Z lbe"*(»)6"(y),

(4. 14)

cannot be simplified further. However, we assume
I m)

to factorize into a function containing only protons and
one which contains only neutrons. Then Eq. (4.6) is
reducible to a product of one-body densities for protons
and neutrons,

&~ I
T T+ I

~&= Z &~ I
a-tap

I
~-)&~

I
b-be'

I
~&.

(4 7)

The factorization in Eq. (4.7) corresponds to the neglect
of p rs correlations in the —parent state

I
sr). Equation

(4.7) holds trivially, if
I

sr) is a Slater determinant.
The same factorization follows also from the assump-

we have

I(x) = gP *(x)P (x) —gP (x)
t» a,p

X Uk-'(y) 6"*(y)d y) 6"(x), (4»)
where the sum goes over the occupied states. Finally,
we have

(sr
I
T T+ I

sr)=Z —g I fthm *(x)Pz"(x) dx I'. (4. 16)
a,p

'"" lf there are short-range neutron —proton correlations, we may
use a nuclear correlation factor $1+go(x—yl j multiplying the
second term of (4.11) to suitably generalize the isospin impurity
function I (x) .



66 REviEws QE MQDERN PHYsIcs ~ JANUARY 1972

We note that expression Eq. (4.16) vanishes if the
occupied proton orbits are equal to the corresponding
neutron occupied orbits. Equation (4.16) may also
vanish when there is no one-to-one correspondence. If
the occupied proton orbits can be fully expanded in the
occupied neutron orbits, the right-hand side of Eq.
(4.16) is zero, and the Slater determinant has good
isospin. In other words, the detailed shape of the
occupied neutron orbits is relatively unimportant. Iso-
spin purity requires only that they form a complete set
for the occupied protons orbitals. Therefore, an increas-
ing number of excess neutrons leads to increasing iso-
spin purity. The only approximation entering the treat-
ment of the Model (ii) is the neglect of p n, correla--

tions. Such correlations may change the isospin impurity
of nuclear states. A recent investigation [Bo67] shows
that collective P-ri correlations tend to reduce the iso-

spin impurity of nuclear states by an order of mag-
nitude compared with a single-particle estimates
[S165; Ma55, 56].

5. DISPLACEMENT ENERGIES

The first term in Eq. (5.1) is the dominant one and the
difference between it and the energy of the parent will
be called the disPtacernerit eriergy (see Fig. 5.1)

'= I'-'A I'-'-= &A
I
H —

I

A )—&~
I

H
I

~&

= N I
&~

I
T+[H, T ] I

m ), (5.2)

where the definitions [Eqs. (2.2) —(2.3)] have been
used.

The displacement energy deduced from isobaric
analog resonance experiments is useful for the study
of the distribution of the (IV—Z) excess neutrons in
nuclei because the bulk of the displacement energy
arises from Coulomb matrix elements between the
wave functions of the protons and excess neutrons and
is sensitive to the excess neutron distribution [No67;
Be68a,b; Au69a; No69a, b; Sc69a,b]. However, in order
to draw conclusions about the charge and matter dis-
tribution in nuclei, it is necessary to understand all of
the different effects that contribute to the displacement
energy.

Experimentally, the position of the isobaric analog
resonance is measured. Therefore, in order to obtain the
displacement energy it is necessary to calculate the
shift due to the coupling of the analog state to the
compound and continuum states as exhibited in the
last two terms of Eq. (5.1) . The first shift is of the order
of a few keV while the coupling to the continuum

The position Eg of the isobaric analog resonance is
given by

I'II (A
I
H

I
A)——

+ Re ((A I
H {q/[I'-'E H„+ ', (iI—)]}H

I
A-)

+(A
I
HAIGI '+'HPA

I
A)). (5.1)

5.1 The Coulomb Displacement Energy

The Coulomb force, written in second quantization
and including finite-size effects and vacuum polarization
1S

with

v, =-,' P &III'
I
I, I»)Aa. "as'a, II)

aPy8
(5.3)

p„.(r) = (e'/r) [1+(2n/37r)I(r)+gr'(r)], (5.4)

as discussed in Sec. 3. The creation operators in Eq.
(5.3) refer to protons. The representation of the single-

particle states {a} is arbitrary and the subscript A

means that antisymmetrization is taken into account,
& & I

'1»&A =
& & I

'
I »&—&~& I

s
I
»&.

Equation (5.2) may be rewritten in terms of an ex-

pectation value of a double commutator, and an
a,dditional term

where

I'p'O'= I''d+ AI'g,

&.= N-'(
I LT+, LH, T'-)]

I

(5.5)

(5.6)

/ / / /// // // // / / /

TOT
d

(~-i,z+i)

FiG. 5, 1. Schematic representation of the relation of the dis-
placement energy Ed =RA —E and the observed energy of
the isobaric analog resonance, ER.

contributes between tens and hundreds of keV. These
shifts are dependent upon the specific reaction theory
of isobaric analog resonances and are treated separately
in Sec. 7.

The ma. in contribution to the displacement energy
comes from the two-body Coulomb force. In the ac-
curate calculation of this main term we have to con-
sider the influence of the Pauli and nuclear correlations,
vacuum polarization, and finite proton size. Configura-
tion mixing and isospin impurity in the parent state are
considered in Secs. 5.3 and 5.2.

The other isospin violating parts of the Hamiltonian,
the magnetic interactions, the e—p mass difference, and
the charge-dependent nuclear force, contribute about
100—200 keV to the displacement energy. We will dis-
cuss these effects as they contribute to the displacement
energies in Sec. 5.4.

We will not review here a,ll of the work on the
Coulomb energy as such since this is slightly afield of
our subject. But we will try to isolate all of the small
correction terms which are necessary for an accurate
calculation of the displacement energy.
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and
AE.=N-I(~I[a, T )T, I

). (5.7)

The term AEq vanishes in the ca.se in which isospin is
conserved, since in that case T+ I

2r)=0. For states
where isospin is approximately conserved this term is
very small; we will return to the consideration of this
term in Sec. 5.2. In this section we consider the first
term, Eq. (5.6), and approximatethenorm (2r

I
T+T

I
2r)

by 2T.
Using the isospin lowering and raising operators T

and T+ in second quantized form, Eq. (4.5), we eval-
uate the single and double commutators and find

[v,., T )= ', Q (re I
—o,.

I
8y)&a.'ap'a, be

aPyb

LT+, [V.,T-))= 2 (~P I
~.

I bv)~
aPyb

X (b 2apta&be 2a —apnea&ae).

(5.8)

(5.9)

Thus, the displacement energy depends on the two ex-
pectation values,

(Ir
I
b.'ap'a, be

I Ir) and (n
I
a.'ap'a, ae

I
n).

jf the wave function of the parent is well described by a
Slater determinant with definite N and Z, these matrix
elements factorize

(Ir
I
b.'ap'a, be

I
Ir) =p.e"pp, r'

aild

( I
a-'ap'a, ae

I
~)=p I"pp," p p " (5 ~ 10)

Thus Eq. (5.7) reads

&'p= (2T) ' Z (~P I '. I bv) I (p-I" p-I") pp"—
aPy5

= (2T) 'l J «» «y] [P"(») —P"(») )R'(I »—y I) P"(y)
—ll p" (», y) p" (», y) )—o. (I »—y I) p" (», y) ],

(5.11)

where p(x, y) is the density matrix in coordinate space,
and p(x) =p(x, x). The second term in (5.11) is the
exchange term, and the factor -', in this term arises from
the assumption that the density matrix is independent
of spin.

In general, proton —neutron correlations and proton—
proton correlations will modify Eq. (5.11).Therefore,
we introduce spin-dependent correlation functions

g „oe(l x—y I) andg„„oe(l x—y I') describing the short-
range proton-proton and T=1 neutron-proton corre-
lations, and defer discussion of long-range correlations
(i.e., configuration mixing) to Sec. 5.3. Then Eq. (5.11)
may be written

Ee= (2T)—'ff dx dyne(l x—y I) Q (25+1)/4
8=0, 1

X IL1+g„."(I »—y I) )
X[p"(») p"(y)+( —1) p" (x, y) p" (», y))

—L1+g "(I»—yl))
X[p"(x)p"(y)+(—)'p"(», y) p"(x, y))} (5»)

where goe(l x—y I) refers to the triplet and singlet part
of the correlation function for S=1, 0 respectively. It
has been assumed here that the density matrices are
spin independent. In the more general case, not con-
sidered here, we have

P(x, y) =Po(», y)+a (x x y)P„(x, y),

where 0' is the Pauli spin operator. If we admit spin
dependence of the density matrices, Eq. (5.12) takes
on a more complicated structure which we do not pre-
sent here. We note that the spin-dependent vector term
only contributes to exchange integrals. In addition we
expect the vector part p, to be small since it only receives
contributions from nonclosed shells in the sense of L—5
coupling. We usually assume that

[g.-"(I »—y I) p" (») —g-"(I »—y I)p'(x) )
= g" (I»—yl) Lp" (») —p" (») )

which implies that the core part of the np and pp
correlations are equal, and defines gos(l x—y I) as the
correlation of the excess neutrons with the core protons.
Then Eq. (5.12) simplifies to

Eo——(2T) If «x dy P gi (25'+1) (1+gos(l x y I) )
S

X I [p"(») —p" (y) )p"(y)+ (—)

x[p"(», y) —p'(», y))p"(», y)]'(I »—y I). (5.»)

5./1 The Direct Part of the Coulomb Energy

The dominant term in Eq. (5.13) is

Eoc UL ——(e'/2T) ff dx d y[p" (x) —p" (x))
X (1/I »—y I) p" (y). (5.14)

In order to evaluate this term, which contributes
more than 90% to the displacement energy, we take
the proton density as determined from other ex-
periments and parameterize the function

I
p" (») —p&(x) ]

which we call the excess neutron distribution. Elastic
electron scattering from nuclei and muonic x-ray
experiments probe the charge distribution in nuclei.
The distributions resulting from these experiments are
usually expressed in terms of two or three parameters
[E167;Ho67a). The two parameter form is of the Fermi
type:

p'""g'(r) = constant/{1+ exp [4 ln 3 (r c) /t)]. —
(5.15)

Using a three-parameter charge distribution does not
change the result by more than 100 keV.

The nuclear charge distribution determined from
electron scattering or muonic atoms includes the effect
of the proton 6nite size, i.e., in momentum space,

pcharge(q2) PO(q2) G (q2) (5.16)

where p&(q2) is the Fourier transform of p'(r), the dis-
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tribution of point protons, and G„(q') is the form factor
of the proton. " The charge density appearing in Eq.
(5.14) is for point charges indicating that the finite-size
eGect has been removed from the experimental charge
distribution using Eq. (5.16) .

Now, the only unknown quantity in Eq. (5.14) is the
excess neutron density [jp (x) —p" (x) ).By parameteriz-
ing Lp"(x) —p&(x) ) and fitting the experimental dis-
placement energy we obtain information about the
excess neutron distribution. In naive calculations the
excess neutron distribution is often represented by the
wave functions of the excess neutrons, i.e.,

N

L~"(z) —~"(») j= 2 I ~ (») I'
v= 7i+1

(5.17)

where wave functions p„(x) are obtained by solving a
single-particle Schrodinger equation with a Saxon-
Woods potential. The sum in Eq. (5.17) runs over the
shell-model orbits occupied by the excess neutrons. The
depth of the potential and the diffuseness is always
chosen to fit the experimental binding energies of the
excess neutrons. The only free parameter is the radius
of the potential. Including all the corrections discussed
below, the radius is chosen so that a fit is obtained to
the experimental energy of the analog resonance. The
change of the radius of the potential well is only a
device for varying the extension of the neutron distri-
bution, and, in general, the displacement energy will
determine the relation between the parameters charac-
terizing the differences in shapes of the proton and
neutron distributions.

p (», y) —~"(z, y) = 2 v. (x)s'. (y), (5.»)
v=/i+1

5.1Z The Exchange Term

The next largest contribution is the exchange term
defined by

Ep~c"———(2T)—'-,'e'f j dx d y

&&Llti"(» y) &"(» y)3(1/I x—y I)»'(x, y). (5.18)

Again, the single-particle model can be used to ap-
proximate the density matrix of the excess neutrons

ky

g'(I» —yl) =—
2 0

($k.n

kg
dk"

I

i,n j
(5.22)

Here, kp" and kp& are the Fermi momenta of the neu-
trons and protons respectively. The integration limits
in the second integral refiect the fact that we integrate
only over the excess neutrons. Integration over the
angles of k& and k" is implied. - If we introduce the nota-
tion s=k&&

I
x—y I

and X=k&"/k&&, the integral in
Eq. (5.22) is evaluated to be

g'(I »—y I) =-:(~'—1) " 1o(xs) y'dx io(x's) x" dX'

=-;(X'—1)-'s- q, (s) P'q, (Zs) —J, (s) ],
(5.23)

where the jt are spherical Bessel functions. This function
difI'ers from the usual nucleon —nucleon correlation
function

I Bo69] since it only describes the Pauli

p&(x, y), and the exchange term, Eq. (5.18), is cal-
culated.

The ratio of the exchange to direct terms is not very
sensitive to the exact form of the proton wave function.
Because of this feature we can accurately determine
this ratio from infinite matter LBe36; Be68bj. We
de/we a Pauli correlation function g~(x, y) by the use
of the following equation

lp" (», y) I:p"(», y) —p" (», y) j
—=p" (») Lj "(y)—p"(y))g'(x, y) (5 2o)

Thus Eq. (5.18) becomes

P„E»oH —(e'/2T) j dx dye" (z) —p3'(z) j
X(I »—y I)-'u(y) g'(», y) (5»)

In in6nite matter the correlation function g"(x, y) is
translationally invariant and is given by

where the sum runs over the orbits occupied by the
excess neutrons. In a similar way we have to param-
eterize the proton density matrix p&(x, y), since elec-
tron scattering or muonic atom experiments only yield
information concerning p" (x). The parameters of a
proton well are chosen such that p"(x) agrees with
experiment. The proton wave functions of this well
are used to construct the proton density matrix,

'"' Strictly, the nuclear charge form factor as measured experi-
mentally is p{q') =p&(q')G„(q')+p" (q'}G„(q'), where p& and p"
describe the distributions of point protons and point neutrons,
respectively, and G„(q2) and G„(q') are the charge form factors of
protons and neutrons. Since G„(0)=0, and p"(q2) goes to zero
rapidly with increasing q2, the term with p" may be neglected.

I.O—

.6—
.S
4

.2
. I

I.O 2.0

FIG. 5.2. A comparison of the correlation functions

goJ'(z) =9yP(z)/2z and g» (z) =3go(z)j&(z)/2z.

I

4.0
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correlations between care nucleons and nucleons near
the top of the Fermi sea. The usual average correlation
function is obtained from the l~=0 limit of g~(x)

go (z) —=g (z)x-o= (9/2z') L ji(z) j'. (5.24)
I

A comparison of g"(z) for X = 1 and the usual proton-
proton correlation function go (z), is made in Fig. 5.2.

Assuming that the Pauli correlation function is
translationally invariant (as in the case of nuclear
matter) and using the fact that this function is of short
range (kr 1.4F '), we may write

E "~—(e'/2T) f ds dx

XLp" (x) —po(x) js 'pn(x+s) g~(s)

=—("/») f dxLp" (x) —p"(x) lp" (x)

)&4m s 'g~ s s'ds, 5.25
0

where we have dropped derivatives of p&(x). The first
factor of (5.25) can be estimated by assuming that p&

and p" have square shapes. The integral on s can be
performed to yield

g'(s) =z —A(kr"s) '.

We find in the nuclear matter limit,

Ee~———(Ze'/R) (r,/R) 'L-'+-o' (r,kr ) 'j
~(—250Z/A) keV.

(5.31)

(5.32a)

In Eq. (5.32a), R is the nuclear radius and r„( de fine d
in Sec. 3.12) is equal to 0.83F. Detailed calculation of
Eq. (5.30) for finite nuclei confirms an approximately
constant value of E~~ —100 keV.

W'e may also estimate the effect of the dnite charge
distribution of the neutron using the neutron mean
square radius. To this same order only the Coulomb
interaction of the neutron with the proton point charge
enters, and the result is

Eq. (5.29) as:.

E~=("/2T)f d L.-( )-"( )3'( )

XfdsLg (s)/sjL1 —g (s) j. (5.30)

We may obtain a rough estimate of E&~ by expanding
g~(s) to second order in (kr"s) and taking the X=1
limit

F ExcH — Z
27 e' 1 (X'+X+2)
16 R (kr"R)'. (li'+it+11 '

E Eneutron —,+ 1 (g Z) (eo/R) (r /R) z( 1

(5.32b)

2

A' t'(kr&r ) '1

Z~ —900 —keV.
A

(5.28)

This estimate agrees with the numerical result ob-
tained using the single-particle model (see Sec. 5.4).

5.13 The Effect of the Fwnte Proton Size

We consider now the term in Eq. (5.13) which con-
tains the effect of the finite size of the protons. Including
the exchange contribution, we de6ne

E."'= ("/») ff dx dsLp" (x) —p"(*)j
Xs 'g"(s)p (x+s)$1—

g (s)$. (5.29)

Again using the short-range expansion, we may write

where R is the nuclear radius.
Using the fact that X=kr"/kr"= (X/Z)'t' and ex-

panding to first order in (1V—Z) /Z we have

9 Ze' 1 f 1'—Z)
4 R (kp&R)' & 12Z ]

Finally, we recognize that the integral on s in Eq.
(5.25) must be cut off before the nuclear radius. Using
the dimensionless cutoff value equal to V2krR we have

9 Ze' 1 iV—Z)
4 R (kp&R)' 12Z 1

EePCL=8 5(Z/AH~) QeV

5.l5 Short-RurIge CorrelutiorIs

(5.32c)

The term in Eq. (5.13) arising from the short-range
spin-independent correlations is'7

E&o (e'/2T) f dx d sgo (——s) $p" (x) —p&(x) js 'p& (x+s)

Xr1+g'(s) T1—g"(s) 1 (5 33)

'7 When g~(s) is spin dependent as in Eq. (5.13), we obtain
the same form with g~(i —g~) replaced by

go(1 g~) —+Z' (2S+1)gc8(1+ ( 1)s2g~)

5.&4 Va.NN~ rot~ri~atio~

As we saw in Sec. 3.13, the additional potential due to
vacuum polarization is given by Eqs. (3.11)-(3.13).
As noted there the logarithmic singularity for small r
in the function I(r) would be removed if we were to
correct for finite proton size following the procedure
used previously for the Coulomb interaction itself
(Sec. 3.12) .

To obtain an estimate of the vacuum polarization
correction it is sufficient to use I(r) evaluated for a
mean value of the distance pro ——1.2F. Then ln (Er)
5.6, and a factor of 2 change in ro changes ln (Er) by
only &0.7. (Note that r&c, where c is the hard-core
radius) . The correction corresponds to an increase of e'

by about 0.6% when calculating the Coulomb displace-
ment energy. Expressing this vacuum polarization
correction in terms of Z and A we have
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.tO—

.08

.06

.04

.02
0.

I F,c 60(Z/A) keV. (5.37)

Table 5.1 we present the results for E&~ obtained by
these authors LDi70$ with and without the proton
finite-size correction. We see that the separable potential
yields positive corrections as it exhibits attraction at
short distances where the Coulomb interaction is
strongest. For the more realistic interaction there is a
short-range repulsion followed by an attractive region
so that it is harder to guess the sign of the correlation
correction. Indeed the sign of the result changes as
one includes the finite size correction. Using the finite
size results from Table 5.1 (ERR potential, ) we may
write Eq. (5.34) approximately as

—.02

—.06—
FIG. 5.3. The product of nuclear correlation g~'(s) and the

Pauli correlation function as taken from the work of Di Toro,
Nunberg, and Riihimaki LDi70]. Curve A refers to the Tabakin
potential, and curve 8 to the Kerman —Rouben —Riihimaki
potential.

Making the short-range expansion, we find

g2
Ego= + —Is dxI p" (x) —p" (x) ]p"(x)

2T

(5.34)

where

I dsgo(s) [1—
g (s) ]=0, (5.36)

I-'=
I f «sg'(s) s II:1—g"(s) jL1+g"'(s)j I

(5.35)

The integrand of Eq. (5.35) is composed of the short-
range nuclear correlation, the Pauli correlation function,
the finite size correction, and a factor 1js arising from
the point Coulomb interaction. The sign and the value
of the correlation correction, Eq. (5.34), depend sen-
sitively on the form of the nuclear correlation function.
This correlation function must satisfy the normalization
condition (see Appendix 2),

5.2 Isospin Mixing in the Parent State

In this section we are concerned with the effects of
isospin mixing on the displacement energies. Some of
the effects have already been included in the calcula-
tion of E~ using phenomenological charge densities.
An additional effect is contained in the term dEq,
Eq. (5.7). This term vanishes in the case of no isospin
mixing and is small otherwise. We first discuss the cal-
culation of AE~ in a model which neglects correlations.
This is reasonable as AI;~ is a small correction term.
We then go on to discuss AEq using an expansion of the
parent in states of good isospin.

In Sec. 5.23 we discuss a model which treats the
eetire contribution of isospin mixing to the displacement
energy without separating these contributions to E~
and AI';&. Finally in Sec. 5.24 we consider some estimates
for the shifts due to isospin mixing.

5.Z1 Eualgation of hEq in a Single Particle -Model

Thus far we have only considered the quantity E&

given by Eq. (5.6). We now turn to a consideration of
the term DER, Eq. (5.7), which vanishes if there is no
isospin mixing and is otherwise small.

It is important to note that the whole effect of isospin
mixing is not isolated in AE~ since we have used phe-
nomenological densities in evaluating E~. The isospin
violation, as it affects the densities, has been included
in Fg.

TABLE 5.1 Short-range correlation correction to the displace-
ment energy PDi70j.

which holds in the same short-range approximation
used in the previous discussion. We see that the inte-
grand of Eq. (5.36) will contain oscillations which
influence the size of E~~.

The short-range correlation correction has been
calculated LDi70j for two different nucleon-nucleon
forces. The quantity s'I 1—g~(s) )go(s) as obtained by
these authors for a semirealistic two term separable
interaction LTa641 and a modified realistic form

I RO69a, b7 with a local tail is shown in Fig. (5.3). In

Tabakin Potential LTa64)
Point charge
Finite size

ERR potential LRo69a,bj
Point charge
Finite size

Ca48

7j.
45

—2
22

Z &(keV~

Sr88

79
44

—13
26

PQ208

27
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AUERBAGB, , HUENER, KERMAN, AND SHAKIN A Theory of Analog Resonances

Again, using Eq. (5.44), we obtain

~E.=N-'&~
I Pr, T ]T, I

~). (5.7)

In second quantization we find».=N-'-,'Z
& ~l . Iby).

aPybe

X &s I
a taeta, bsb, ta,

I
s ). (5.38)

where

bEe~ —g $n (2T+n+1)/N]e„'bE„, (5.47a)
n=l

bE„=E'rp~—,rgb E'~ —E'r+~, r+i Er,r—. (5.47b)

Since this is a small term we evaluate this last matrix
element neglecting correlations

If we assume that the main contribution to Eq. (5.47a)
comes from the admixture of a single state with T+1 in

Eq. (5.44) we have
~Ee=N ' Z (b .—p.s") (pe."p-" pe."—p.-")&oiP I

o.
I bv&

aPybe 61-'~ epp (T—+1)/T]bEl . (5.48)

=N-' 2 (I- pe,"—le p,.")& P I
~.

I bv),
aPyb

where
Ias pail Q pse pea

(5.39)

(5.40)

(5.41)

In the moclels we consider (see Sec. 5.23) the quantity
8E& will be positive. Approximations for this quantity
and e~' will also be given in Sec. 5.24.

5.Z3 Total Contribution of the Isospin Violation to
the Displacensent Energy

as
We may also write Eq. (5.40) in configuration space

I
~&= &e-I T+n T&

n=o
(5.44)

the 6rst term being the main term of the expansion.
Substituting Eq. (5.44) in the expression for AEe, we
have

BE =N 'g( I[a, T ]I T+n, T+1)

~E.=N-'ff1(x)~. (l x—y I) p"(y) «x «y —N-'

X JJI(x, y)r, (l x—y I)po(x, y) dxdy (5.42)

whcl c

l(x, y) =p"(», y) fp" (x, E) p—"(E, y) «E, (5 43)

and l(x) = I( x, x) . This latter function has been intro-
duced previously in Sec. 4 as the isospin impurity.
function LEq. (4.12)]. Various models for the proton
and neutron densities allow us to calculate AE~ via
Eq. (5.39) or (5.42).

5.ZZ Alternatisle Approach for the Evaluation of EEe

We consider the parent state
I ~) to be expanded in

states of good isospin

In the last two sections we have considered the cal-
culation of dE~ which is a part of the displacement
energy, Ee Ee+AEe——. We note again that isospin
violation also modifies the value of E~. It is useful,
therefore, to have a niodel in which the total contribu-
tion of isospin violation is considered rather than having
its effect present in two diRerent terms. We consider
such a model in this section.

Assume that the parent state with isospin T and
s component T,= T contains admixtures of states with
isospin T+1 with total probability, e'-

I r&=
I T, T)(1—e )'i'+

I
T+1, T). (5.49)

Inserting Eq. (5.49) into Eq. (5.2) and using the
properties of T+ and T, we have

2T(1—c')E +2e'(2T+1)E
P TOT-

2T+e'2 (T+1)

4(2T+1) li't'
+e

T j (T, T 1
I
a

I
T+1, T—1&—

(T, Tl al T+1, T), (5.50)
3T 1

Xe„jn(2T+n+1) ]'I'

=-N ' Z (E. Er~. ,r+&) (~ I
T —

I
T+rs, T+1)

where we have introduced the displacement energy of a
state with pure isospin (see Fig. 5.4)

n=l

Xe„Ln(2T+n+1) ]u', (5.45)
E"'=—&T, T* 1

I
&

I T, T.—1)—&T, —T*
I
&

I T, T*&,

where we have assumed that B is approximately
diagonal in the states of good isospin

a
I
T+n, T+1)=E,,„,„,I

T+n, T+1). (5.46)

'8 We consider the variables x and y to include the spin. When
the densities are spin independent, the variables x and y can be
taken as pure space variables if a factor 1/2 is inserted in the
second term of (5.43).

(5.51)

E ror E„r,r+E r rMp—(5.53)

and have neglected some terms of higher order than e'.
With the de6nition of 8

I (T 1)/(2T+1) ]b (E r+1.,r per, r) (5 52)

we obtain
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T+ I, T+ I

T+) T T+ I,T-I
Ed

T, T
d

where use has been made of the Wigner —Eckart
theorem, and AE is the excitation energy of the center-
of-gravity of the T+1 excitations with respect to the
ground state (see Fig. 5.4).

Again using the Wigner —Eckart theorem in Eq.
(5.54) and using Eq. (5.55), we obtain

Ee~ r~~ —e'=[(T—1)/T j(AE+b) (5.56)

As we shall see in the next section hE is of the order of
several tens of MeV so that 5 may be neglected in Eq.
(5.56) .

Since the state
l
T+1, T 1), [see—Fig. (5.4) j, is part

of the q space, it also contributes to the compound

mixieg discussed in Secs. 2 and 7. .We find an energy
shift,

E„coMP "[1/T—(2T+1)3~E (5 57)

which should be added to E~T

Adding Eq. (5.56) (neglecting b) and Eq. (5.57), we

finally find,

E TOT=+' TOT+ jr co MP E F,T+g, ' F ?Ml'+E' c—o MP

T-l, T- I

=E —e [(2T—1)/ (2T+1) )b E. (5.58)

I'io. 5.4. A diagrammatic representation of the energy differ-
ences between multiplets of good isospin. The various quantities
defined appear in Eqs. (5.47b), (5.51), and (5.55). The admixture
of the state (T+1, T) into the state (T, T) is assumed to be the
main source of isospin impurity of the latter state.

We recall the calculation of AE~ in the previous sec-
tion resulting in Eq. (5.48), It can be shown that to a

good approximation the same compound correction,
Eq. (5.57), should be added so that we may also write
EdToT of Eq. (5.58) as

E ToT jg' +~ +fq' coMl' (5.59)

Edr I~~=e{[4(2T+1)/TJt2(T, T 1
l
H

l

T+1—, T 1) where Egos"—is given by Eq. (5.57).
Now we may relate Ed and E& by comparing the two

[(3T+1)/T—j(T) T
l
H

l
T+1)T)I+e'b[(T 1)/Tj expressj—ons for E TQT „si„gEq (5 48) and „oting

AE=bEi+Ee (see Fig. 5.4). Thus, we find that

The quantity b(T 1)/(2T+1) o—f Eq. (5.52) repre-
sents the difference of the displacements of two states
with pure isospin and is of the same order as the shifts
due to the state dependence of the Coulomb energies,
i.e., of the order of a few tens of keV or less.

En order to obtain Eq~ ~~~, the total contribution to
the displacement energy from isospin impurity, we
need to evaluate the first term in Eq. (5.54) . To treat
this term we decompose the interaction into spherical
tensors in the isospin space. These consist of scalar,
vector and tensor terms, the main contribution being
from the Coulomb interaction. The most important
term will be the isovector part V,"& of the Coulomb
interaction, since this term contains the field eRects
aRecting the matrix elements oR-diagonal in isospin.

The amplitude e, in first-order perturbation theory, is

e= —(T+1, T
l

V.'"
l

T, T)/AE

= —I1/L(T+1) (2T+3)1"I (T+1 ll V.'" ll T)/&E,

(5.55)

E ~E r r+(2e'/T) [AE, ,'(T+1)Edr r] (5—.6-0)

neglecting 6 and higher order terms in ~'.

Recall that E~~ ~ was calculated for states of good
isospin and E~, Eq. (5.6), contained the effects of iso-

spin impurity in modifying the densities. Therefore,
the last term in Eq. (5.60) contains the isospin impurity
correction to the displacement energy due to density
modifications.

5.Z4 Estimates of Energy Shifts Caused by
IsosPin Violation

We now use the results of a model for isospin mixing

in low-lying states of nuclei introduced by Bohr,
Damgaard, and Mottelson [Bo67$ to estimate 6E
and e . In this model the isospin impurity in the

l T, T)
state is due to a single collective state,

l T, +1, T)
composed of strongly correlated particle —hole pairs with
T= j.. Treating the nucleus as a two-Quid system of

protons and neutrons Bohr et al. are able to derive

expressions for the amount of isospin impurity and for
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the excitation energy:

and
e'=- 5.5 X 10-'Z@s/ (T+1)

DE=1703 '~' MeV.

(5.61)

(5.62)

Due to the correlations, AE is about twice as large
as the energy expected from a single-particle model.
Also the nondiagonal matrix element (T I I

V,&ii
I I

T+1)
is smaller in the calculations of Bohr et al. than it is in an
independent-particle model. The isospin impurities in
the collective model are therefore of order of magnitude
smaller than in those that would be obtained from an
elementary shell model.

Finally, using Eq. (5.48), with ei ——c, Eq. (5.61),
Eq. (5.62), and oEI~(BE Ee ~ ), w—e find"

&Ee= —(Z' '/A ' ') (X—Z) '(0 19—1.5ZX 10 ') keV.

(5.63)

where we have defined

E "=N '(eo,
I I T, (H, T ]1 I q, ). (5.66)

Here J'&i—=I'd" is the displacement energy for the ith
configuration, ' and isospin impurity is neglected.

We may now calculate the contribution from the
the displacement energy arising from the proton and
excess neutron densities of the parent. The diRerence
between the result of Eq. (5.65) and the calculation
made in terms of the densities will represent the long-
range correlation eRect on the displacement energy.
For simplicity we will consider only the direct term of
Eq. (5.11).

We have for the proton and excess neutron densities

p ( x) = Z n'n (v '
I
II'( x) II( x) I

Ip )= Z n'n p' "(x),

(5.67)

This quantity is to be added to our calculated values of
I':~. It amounts to a few tens of keV.

5.3 Configuration Mixing in the Parent State

p'""'(x) = 2 n'n Lpv" (x) —p' "(x)3
u

= Z n'n Ep""'(x)j (5.68)

Part of the correlations in the parent state have been
taken into account explicitly by introducing a short-
range correlation function go(l x—y I). In the present
section we consider configuration mixing in the parent
state which may be looked upon as correlations of a
long-range nature. I

Since we have used the erlpiricai protori derssities in
the calculation of the Coulomb displacement energies,
we must carefully separate configuration mixing con-
tributions which contribute to density modification
from the true correlation terms. The situation is some-
what different for the neutron density as this quantity
is not directly measurable. In this case, a model of the
density must be employed and neutron density modifica-
tions due to configuration mixing may be considered as
well as true correlation terms.

I
~&= Zn*l v'& (5.64)

Equations (5.2) and (5.64) may be combined as

Ee ——g I
n, I'Ee'+N —I P n,n,

x (p' I I:T+ I &, T-jj I p &

= g I
n, I'E.'+ g n,n,E;, (5.65)

iwj

' To obtain Eq. (5.63), we have used the rough approximation,
Ez~ +~1.4Z/A'13. Empirically determined expressions for
(Ez—E ) may be found in LNo69bj.

5.31 General Egects of Corifiguraliors Mixirsg

The eRects of configuration mixing on the displace-
ment energy may be studied in several ways. First let
us assume that the parent state is expanded in various
configurations

I ip, &:

Thus, from Eq. (5.11), we have (neglecting exchange)

Ee N—' P n,n;n, ntf f d x d y
i,jkl

XP j"'(x)F.('l x—y I) p ~"(y)

=N-'2
I
n' I'0 dx dyp'", "'(x)F.(l x—y I) p""(y)

+N—'Q (1 8;,b,elf'—()n,n,ni, niff dx dy
i.jk l

xp'", "'(x)'(I x—y I) P.I"(y). (5.69)

In Eq. (5.69) we may use the relations

Ee' N—'ff dX dyp;, '"'(X)F,(l X—y I') p, ,"(y) (5.'10)

and

& In'I'E"= 2 In'I'(1 —z lnr I')E.'
,jwi

= Z I
n' I'E.'—Z I

n' I'
I
n I'E.'

t

Thus comparing Eq. (5.65) and Eq. (5.69) we find that
the (long-range) correlation energy is

E ""= 2 (1—4) Ln*nIE"+ I
n' I'

I
nI I'E"q

—g (1 5,;S,~Set) n;n, nintEe—""', (5.71)

where we have defined

E 'I=N iff dxdyp '*~(x)F-„.(l x—y I)P, I (y)

' The various Ezi will usually not be very different. For exam-
ple, if two configurations qi and q» di6er by having n particles
excitedfrom orbit o. top, then

~

Es' I''eI
~

(n/2T) ((p ~
V,

~ p)——
(n

~
V,

~
n)), where the matrix elements are single-particle matrix

elements of the Coulomb field. Such differences are small, of the
order of 10 to 100 keV, and relatively smaller in heavy nuclei
where 2T is large.
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p ~===-~ p n~a

n tn "~ ~p
j.''iG. 5.5. Some contributions to the Coulomb displacement

energy assuming only neutron —neutron correlations in the
parent state. The dashed lines refer to the strong interaction and
the wavy lines refer to the various Coulomb matrix elements
appearing in Eq. (5.9).

all the diagrams, appropriately weighted, describes the
interaction of the excess neutron density (modified
because of the e—ri interaction) with the proton density.
There are no correlation terms in this case.

(ii) We turn to the case where there is a strong force
giving rise to correlations between protons and neutrons.
Some of the diagrams arising in the calculation of the
displacement energy are shown in Fig. (5.6). The
modification of the proton density is described by the
diagrams of Fig. (5.6a) and the modification of the
neutron density by Fig. (5.6b) . Some of the correlation
effects are included in the diagrams of Fig. (5.6c).

n@===~ p

These comments may be illuminated by diagrams rep-
resenting the contractions appearing in the evaluation
of the expectation value of the operator $T+, $V„T ]],
Eq. (5.9), in the parent state. We discuss a few ex-
amples:

(i) We assume here that the parent is a double-
closed shell with two-particle two-hole neutron ad-
mixtures. The diagrams for this case are shown in Fig.
(5.5). (Note that the operator [T+, LV„T ]]does not
contain any neutron —neutron interaction terms. ) The
wavy lines represent the matrix elements of the Coulomb
interaction and the dashed lines the neutron —neutron
strong interaction which is the source of the con6gura-
tion admixture. The terms with only a wavy line repre-
sent the interaction of the excess. neutrons with the
proton distribution. The other two terms represent
the modi6cation of the neutron density due to the two-
particle two-hole part of the wave function. The sum of

Pni pI '

p

P
II' Pi fP

(a)

ni n

ll ' lip rt

non

I'IG. 5.7. Diagrams contributing to the Coulomb displacement
energy for a parent state consisting of a neutron outside a core.
The diagrams involving density modifications due to the strong
interactions (dashed lines) are shown in (a), while correlation
diagrams are shown in (b). See (Au69b].

(b)

p + . . .

j.'IG. 5.6. Some of the diagrams which contribute to the evalu-
ation of the Coulomb displacement energy for the case of a
parent with proton —neutron correlations. The dashed lines refer
to the strong interaction.

(iii) Recently the mirror pair Ca4' —Sc" has been dis-
cussed [Au69b]. In this case the admixture of a mono-
pole T= 1 core mode to the fry neutron wave function is
possible via the strong interaction. The resulting parent
state may be considered to have good isospin (T=-', ).
The major effect on the displacement energies arises
from the modidcation of the neutron and proton
densities because of the T=1 admixture. This effect
may be sizeable, of the order of several hundred kilo-
volts. The correlation effects are estimated to be much
smaller. In Fig. (5.7a) we have indicated some diagrams
involving densities and in Fig. (5.7b) some correlation
diagrams are shown.
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TAsz.K 5.2 The quantity E~'~ of Eq. (5.72) for single neutron
states admixed vrith two-particle, one-hole states (a) or with
particle-vibration modes (b) . Configurations chosen are ap-
propriate to the strontium region. Note that Eq'~ is related to the
matrix element listed by a factor (1/N) —see Eq. (5.72).

Matrix element Eg'~ (keV)

(0 Sl/2 ) U. ( (pz/2 pl/2)2~di/2)

(0+ Sl/2 [ Vc [ (pz/2 pl/2)2~dzn)

{0+si/2 ( Uc [ (f:/2 'pl/2)2+d;. n)

{o+si/. I U. ( (f/2 'Pl/2)2+dznl

(0+ d;, /2 [ Vc [ (pz/2 pl/2)2+sl/2)

(0+ dc/2 ) V. ) (Pzn 'pin)2+dz/2)

(0+ dc/2 ) V, [ {fzn 'pin)2+sin)

(0+ dz/2 [ Vc [ (fi/2 pl/2)2 dz/2)

(0+ dzn i U. [ (pzn, 'pin)2+sin)

(0+ dz/2 ) Vc ( (pz/2 lpl/2) 2+d.;/. )

{0 dz/2 ( Uc ) (fc/2 'pl/2) 2 Sl/2)

(0+ dl/2 [ Vc [ (fz/2 pl/2) 2 dz/2)

{0+d,, /2 ( U, [ (f;,/2 'p, /2) 2+d;,/2)-
{0+Si/2 [ Uc [

(2"Xd;/ ) )

(0+ s// [ V, ( (2+Xdzn) )

{9+d:;/3 J V, f (2+Xsl/. ) )

(0+ dz/2 [ V, [ (2+Xdz/2) )

(0+ dzn [ V. [ (2+Xsi/2) )

(0+ d3/2 [ Vc [ (2 Xdc/2) )

—0.3

—2.2

1.5

—1.2

—1.5

0.9

0.4

—0.5

—2.9

1.0

—0. 7

—0.7

6.0

2.4

—3.4

—3.0

5.3Z Estimates of Corsfiguration Mixing Effects

We include here some estimates of the correction
arising from the admixture of some two-particle one-
hole states to states of a single particle. To this end we
have calculated the quantity Ee'" of Eq. (5.66), where
configurationi is a single neutron of angular momentum

j, and configuration k is a neutron of angular momentum
j', (j'&j), coupled to a proton particle —hole state of
angular momentum 2+. The matrix element is of the
form

E."=& '([0']~'"';j I [T+, Ã, T-])
&&

I LV/, '"'V 2,
'"' ']2+V/"""j ) (5 72)

We have considered orbitals appropriate to Sr', i.e.,
neutrons in the d'5/~, s~/2, and d3/Q states, and have limited
ourselves to the contribution of the Coulomb force to
E~'~. Some of the results for the matrix elements of
Eq. (5.72) are shown in Table 5.2a. They are quite
small; usually less than 3 keV.

We also consider the case of particle —vibration
coupling. The matrix element to the particle —core state
is proportional to the square root of the B(E)), where

is the multipolarity of the collective core state.
Table 5.2b contains the values of Ed'~ for Sr"with X= 2.
The values are somewhat larger than for the two-
particle one-hole case but are still small.

We conclude that correlations of this type make only
very small corrections to the displacement energies.
However, we have not considered the contribution of
the isospin-violating nuclear force to Ed'. Although
this force is as weak as the Coulomb force, it has a short
range. Its nondiagonal matrix elements might be larger
than the nondiagonal Coulomb matrix elements.

5.41 Etectromagnetic Spiv Orbit Effe—cts

We first consider the isospin-violating term arising
from the electromagnetic spin —orbit interaction derived
in Sec. 3. The commutator V~ )gpzN p~gzT is a single-
particle operator. For any single-particle operator E,
the commutator with T is of the form,

«-~=[It, T ]= & Z, t '. (5.73)

In second-quantized form we have

Z/-& = g (~ I
Z

I P)a.tb, (5.74)

Then we have

[T „PEC, T ]]=P (b 'bz a.'a)(
I
E

I

—P), (5.75)

so that
Ep'= N—'(zr

I [T+., [K, T ]]I
zr)

=N ' 2 (p-e" p-e") (~ I
I(

I
&—&.

aP

In the approximation (5.17) where the excess neutron
density is given in terms of the wave functions of the
excess neutrons, we have

N

Ee"——N-' P (a I
K

I
a).

a—Z+1
(5.76)

Here the summation is over the excess neutron states.
For the spin-orbit interaction, we have, from Eq.

(3.20), (recall r =2t ),
E;= (eA'/ 2'M )c(2ts„—ts„—';) (1/r;) (d V,/dr;)zr; 1,

(5.77)

S.4 Other Isospin Violating Parts of the Hamiltonian

In this section we consider all the smaller isospin-
violating terms of the Hamiltonian. Since these terms
are small, it is sufBciently accurate to calculate their
contributions to the displacement energy assuming pure
isospin and neglecting correlations. In evaluating the
displacement energy, we therefore only need to compute
the double commutator term Ee in Eq. (5.6) .
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Thus we obtain, with N= 2T,

(t,—t -—-')
2~2c2

energies. Eq. (3.26) when written in the second quanti-
zation formalism becomes

v. t-&=-;Z& ~l" I»&.

where

apy5

N X (a tapta bs b t—aptb bs). (5.82a)
&~lr ' ~'I ~&&i-Its ll j-& (5 78)

a=Z+C Similarly, we have

v-t-&= —:2& ~I""I»).
&j- I

~ 1
I
j«)=~

for j =t +2

la ~ for ja=la Also,
X (a taptb~at+b "aptb~bg) (5..82b)

The magnitude of E& is readily estimated by using
for V, (r) the Coulomb potential of a sphere with radius
It, In this ca,se (1/r) LdV(r)/drj is a constant inside
the nucleus, and since the nuclear wave functions vanish
rapidly outside, a reasonable approximation is,

&n
I
r '(dV, /dr) I

a&~—Ze'/R3. (5.79)

E/o= —(2T)-' „2 &j- I
~ 1

I
j-&h-',, Ze' (0.06)

a=z+1

(5.80)

where the sum is again over the excess neutrons. The
excess neutrons often occupy both spin-orbit states
( j=l&-', ), so that the different matrix elements in

Eq. (5.80) will substantially cancel. Even if the can-
cellation does not occur, the, quantity E& is small, of
the order of a few tens of keV.

Since the electromagnetic spin-orbit correction de-

pends on the j and l value of the particular state it may
produce considerable relative shifts in the isobaric
analog spectrum as compared with the parent spectrum
(see Sec. 5.7) I At69; Sc69aj.

5.4Z The Proton Negtroe Mass -Digereece

The proton —neutron mass difference also gives rise
to a single-particle term, VKm =LE'KrN, T j, of the
form of Eq. (5.73) with E;= (AM/M) (p /2M) .
Using Eq. (5.76), we obtain the mass difference correc-
tion to the displacement energy, which is thus propor-
tional to the average kinetic energy of the excess neu-
trons. The kinetic energy of a nucleon near the Fermi
surface is essentially equal to the Fermi energy. Since
this kinetic energy depends weakly on the mass number
and the particular state of the nucleon, the mass
difference correction. is given by

Es"'N~ (AM/M) ed~40 50 keV. (5.81-) .

5.43 The Charge Dependent aed Ch-arge Asymmetric-
XNclear Force

In this section we discuss the contribution of the
charge-dependent nuclear force to the displacement

CT., v. '-'j=-:Z &-~l" I»&
apyb

X (4b topta, b, a tapte—,aq b~bptb—,bs), (5.83a)

LT., v-t-&j=-lZ &-~I""I»&.
apy5

X(b tbp"b bg a tapta —oe). (5.83b)

We now calculate the expectation value of the double
commutator, Eq. (5.6), assuming that the short-range
correlation function in the parent state vanishes. We
obtain

= —(2T)—' g &np I

yon
I »&g

apyb

X (pp pp ") (p-~" p-~") (5—84a)

Edo"= —(2T)—' Q &op I
m "I»)g

apyb

X (Pp Pp,") (P-—~"+P-~") (5 84h)

Again we may consider the approximation where

I
Eq. (5.17—5.19)j the parent state is a single Slater

determinant, such that the proton orbits can be ex-

panded in the neutron orbits. Then we find

Eg = —(2T) 'g &pp I
t n

I pp&A (5.85a)
tM, V

E,„c~=—(2T) ' 2 &t X
I

&c"
I t X4, (5.85b)

where p and v run over the excess neutron states, and X

runs over all nucleon states. Formula (5.85a) represents
the difference in the average T= 1 interaction between
a proton and a neutron occupying each of the E—Z
excess states with the remaining S—Z—1 neutrons. An

analog state is a superposition of states where each of
the excess neutrons have been converted into protons in

the same orbital state. Since the p-e force is more
attractive than the e—m force, Eq. (3.27), the forces
v lead to a lomer&sg of the energy di6erence between
the analog state and its parent. It is believed that ~ A

has an effect in the opposite direction LHe69aj.
As before we may include short-range correlations

and the Pauli effect by making the short-range approxi-
mation in evaluating the parent-state expectation value
of the double commutator, Eq. (5.83). In this approxi-
mation, and using a local charge-dependent force, we
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E„cA~ (lrcA ) (5.87b)

We may relate V and V" to the quantity V
which is the average field due to the T=1 nucleon-
nucleon interaction (~—25 MeV). Then we find

E, ~t (2T 1)/A)(V =')&&—(0.02)

—500$(2T—1)/A] keV, (5.88a)

E„CA (Vr=i) X 01 250 keV, (5.88b)

where Eq. (3.27) has been used. This estimate of EecD
is crude, as v is strongly state dependent, and the
approximation of Eq. (3.27) refers only to low-energy
(5-state) properties of the interaction. Furthermore
the treatment of the excess neutrons as giving rise to an
average field due to the charge-dependent interaction is
inappropriate as such a field would also be strongly
state dependent. In particular, the excess neutrons
usually do not have saturated spin states. The spin-
dependent part of the density matrix becomes rela-
tively more important for the exchange matrix elements
which are large in this case, as v is of short range. This
situation is unlike the case of the long-range, spin-
independent Coulomb interaction where a similar
analysis was successful. Actually, our estimate of Ed "
is more precise in this respect because we do average
on all of the nucleons.

have

E"n= —(2T)-'fLp"(x) —p" (x)7 dx 2 A(»+1)
SM, 1

&&f»' (&)9+(—1)'2g'(s) jL1+g"(s) j ds

(5.86a)

EecA= —(2T)—'f I Lps(&) js—Lp&(x))s} dx P &s(2&+1)
Sm, &

&f»'"(s) L1+(—1)'jg (s) L1+g"(s) ) &s,

(5.86b)

where we have included the possibility of spin depend-
ence in ec and e + as well as in the average correlation
functions. These are different from one another in that
the 6rst is an average correlation among the excess
neutrons and all the nucleons. We recall that in the
Coulomb case, Eq. (5.33), the correlation was between
excess neutrons and protons. One can obtain an approxi-
mate linear relation among these three average correla-
tions.

We can crudely estimate Ea D and E& "using (5.85)
or (5.86) by noticing that they can be expressed in
terms of average fields associated with the excess
neutrons, or all of the nucleons, arising from n D and v

In the case of v we scale to an average arising from
all the nucleons by introducing the factor (2T—1)/A.
Thus we have

Ed' =—E(2T—1)/Al(i" ) (5 87a)

TABLE 5.3 Contribution to the displacement energy due to
a charge-dependent force [Di70). The first row corresponds to

Eq. {5.85), and the second row represents the correction due to
nuclear correlations as calculated in perturbation theory.

Ca48 {MeV) Sr"{MeV)

Eg~ no correlations
bE~ correlation e8ect

Total

—0.093 .

—0.050

—0. 143

—0.095
—0.049

—0. 144

For these reasons we 6nd it necessary to make a more
precise evaluation of the contribution of the charge-
dependent forces. Some of the matrix elements appear-
ing in Eq. (5.85) were evaluated in the j—j representa-
tion using harmonic oscillator wave functions with the
Rouben force LRC69a,b). The ratios of the diagonal
matrix elements of e to the corresponding matrix
elements of v» are found in the range of 2%-15% and
the absolute values are of the order of 10-I.OO keV
depending on the particular state. The strong spin
dependence leads to positive as well as negative matrix
elements.

A detailed calculation of the charge-dependent effect
has been carried through by DiToro, Nunberg, and
Riihimaki LDi70j. They have considered two versions
of a nonlocal soft-core potential t RC69a,bj and have
calculated Eecn from Eq. (5.85) as well as the term of
first order in go]h pcD and ~NUGL The latter term is a
correlation. correction to the calculation of Eq . Their
perturbation procedure for g~ appears to be convergent
for one version of the soft-core potential in which the
short-range nonlocal core is taken as charge independ-
ent. The results obtained for this potential are shown in
Table 5.3. These results give the order of magnitude
of the charge-dependent effects; however, other
nucleon —nucleon potentials should be investigated so
that the dependence of these effects on the shape of the
potential can be determined.

Unlike the finite-size effect or the mass correction,
which are constant over the periodic table, E~cD de-
pends on the excess neutron orbits. Furthermore, since
E&c depends quadratically on the excess neutron
density (Eq. 5.86), and is divided by the first power of
2T, we expect the charge-dependent force to give a
major contribution to the isotopic dependence of the
displacement energy. Because of its strong l and spin
dependence this force also strongly influences the state
dependence of the displacement energy. The relative
shifts of the different orbits due to e are of the order
of 5—10 kev.

Additional studies using different phenomenological
potentials are necessary to evaluate the contributions
of the charge dependent nuclear forces to the displace-
ment energies.
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TABLE 5.4 Summary of formulas for the displacement energy.

Term Formula or designation Numerical estimate

Direct Coulomb

Exchange Ee H = (27/16) (e'/R) LZ/(kr"R)'j
XL (f8+k+2) /(f8+k+1) g

X= (X/Z)'r8

—900Z/A keV

EeooUL= (e'/2T) fdxdy {jp"(x) —p&(x) j/l x—y l lp&(y) See Sec. 5.6

Finite size

Vacuum polarization

Short-range correlations

Isospin violation (partial)

Spin —Orbit

Neutron-proton mass difference

Charge-dependent and charge-
asymmetric nuclear force

EIP = —(Ze'/R) (r„/R) 'L8+-8' (r„kr&) 'g

dPOL —0 OOggrECo UL

Ee~ + (3/48. ) (e8/r8) (Z/A) (L/r8) 8

(see Table 5.1)

AEe= —88l (T+1)/TghEg

N
Eeeo ———(2T)-'(Ze'/R) L(0.06)/dere] Z

a 8+1

XL(i- I
s 1 l J-)/&j

Eext N (gM/3f )

Eeonl Di70j (see Table 5.3)

g ("A

—100 keV

8.5Z/A''3 keV

60Z/A keV
(KKR potential)

(ZS/8/Q I/8) PT Z) -1

X (0.19-1.5X10 'Z) keV

(Variable)

40-SO keV

—500L (2T—1)/A) gkeV

&250 keV

S.S Summary nf Formulas

In Table 5.4 we have summarized the various contri-
butions to the displacement energy as discussed in the
previous sections. In most cases we have given simple
approximations for each term obtained from Fermi gas
estimates or from more detailed calculations. The effects
of long-range correlations (con6guration mixing) are
not included in the table as these small corrections
depend on the detailed features of the wave function
(see Sec. 5.3) .The dominant term is the direct Coulomb
term which is sensitive to the model chosen for the excess

P(r) [fro 8]

neutron distribution. The simplest model for this
distribution is considered in the next section.

5.6 Models for the Excess Neutron Distribution

As we have noted previously, information concerning
the proton density is available from electron scattering
experiments and from p-mesic atoms. This is not the
case for the excess neutron distribution and various
models for this distribution may be considered.

Simple shell-model densities have been considered
LSc69a; Au69af. It is possible to parameterize pp(x)—
p" (x) by single-particle wave functions generated by a
Saxon —Woods potential well with a standard diffuseness

P(r ) [fm ~]
lO—

0.5

4
r [urn]

2 3 4 5
rj&m]

FIG. 5.8. Empirical charge distribution for calcium, and matter
distribution of the excess neutrons as calculated with Saxon—
Woods wave functions. (See text).

FIG. 5.9. Empirical charge distribution of strontium and matter
density of the excess neutrons as calculated with Saxon —Woods
wave functions (See text).
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TABLE 5.5. The state dependence of the energy difference between isobaric analog resonance and parent states. The example chosen
is Sree. All energies in keV are taken relative to the d&/s resonance at 5 00 MeV (S=0 9) . The experiments} values are taken from pco68j.
The continuum and compound shifts, bh oMT and bhcoNP, are discussed in Sec. 7.

Resonance

Experimental
spectroscopic

factors
5 ggdCO UL gg„CD gg~K I N /+CO NT gg~CO MP Calc Expt

bEg total

sg/s(6 MeV)

dent{7 MeV)

gv/s (7.7 MeV)

0.90

0.74

—12 —10

+0.3
0.0

—0.3

28.

12.

—2.

—0.3

30

& —31

37

16

Ptr) fry ~]
IO—

Ba I39

0.5

2 3 4 5
r ftrnl

I'xo. 5.10. Empirical charge distribution for barium, and matter
density of the excess neutrons as calculated with Saxon —%oods
wave functions. I'See text) .

parameter. The well depth may be adjusted in order to
reproduce the experimental binding energies of the
excess neutrons, and the radius of the well may be
varied until calculated and experimental resonance
energies agree. Within the uncertainties in the treatment
of the charge-dependent and charge-asymmetric inter-
actions, short-range correlations, compound and con-
tinuum shifts (see Sec. 7), and isospin impurities, this
simple model indicates that the radii of the neutron and
proton distributions are rather similar $SC69a; Au69a].
In Figs. (5.8)—(5.11) are shown the distribions for
protons and excess neutrons for various nuclei. The
proton distributions are empirical (of Fermi type) with
parameters extrapolated from LE167; Ho67af and cor-
rected for the proton finite size. The excess neutron
distributions is calculated from the Saxon —Woods poten-
tial whose radius has been adjusted to fit the displace-
ment energy with all its corrections.

It is of interest to consider the effects of special cases
of con6guration mixing on the determination of the
excess neutron density. A step in this direction has been
taken by Auerbach et al. )Au69bg. These authors
suggest that the T= 1 polarization of the core by the
excess neutrons may lead to a sizeable effect. More
studies of this type will be useful in helping to determine

the size of the neutron distribution from information on
displacement energies (see also Sec. 5.31).

5.'7 State Dependence of the Displacement Energy

In most nuclei, one not only observes the isobaric
analog resonance which corresponds to the ground state
of the parent nucleus, but a whole sequence of reso-
nances which can be related to the sequence of excited
parent states. If the position of the resonances is meas-
ured very carefully, one 6nds that the energy differences
between two resonances EE(At) —EE(As) does not
exactly coincide with the energy differences of the
corresponding parent states E,—E,. For medium and
heavy nuclei, the difference

is of the order of a few tens of keV or less.
A priori, very little can be said about how the differ-

ence, Eq. (5.89), comes about and which effects domi-
nate in the evaluation of the state dependence of the
displacement energy, Therefore, a numerical study of
the effects which determine the displacement energy
has been made for several levels in "Sr. The results are
shown in Table 5.5. While the Coulomb displacement
energy, E&, dominates the absolute values of the
displacement energy, it plays a minor role in the state
dependence. 'This result is probably a feature of the
particular example, since all orbits, the 2d5p, 3s~~~,

2d'3~~, and the ig7p belong to the same major shell and
therefore are expected to have similar mean-square
radii. According to Table 5.5, the continuum shift and
the charge dependence of the nuclear forces contribute
most to the state dependence of the displacement
energy. While the continuum shift may be calculated
rather accurately, the values for the charge-dependent
forces have been calculated from a phenomenological
potential )Ro69a,b]. These values should be regarded
with caution since they depend strongly on the spin and
orbital angular momentum dependence of this force.
In the case of Sr" the effects of state dependence are
small and it is unlikely that we can extract useful
information, such as the neutron distribution or charge
radii of excited states, from the study of the state
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p(r) [fm ]

p 209

0.8—

0.6

04

1'"IG. 5.11. Empirical charge distribution
for lead, and the excess neutron rnatter
density calculated with Saxon —Woods wave
functions. (See text).

0.2

dependence. There are, however, cases where the state
dependent effects are larger and their study may help
in deducing certain nuclear structure information. As a
typical example we may note the case of Ca ' and its
analog Sc". The shift of the P3/3 orbit relative to the
fI'3 indicates a large Thomas —Ehrman (or continuum)
shift.

Another differential effect that might be useful in
providing nuclear structure information or information
concerning the importance of various isospin-breaking
terms in the Hamiltonian is the isotope shift of the
displacement energies; i.e., the change in the displace-
ment energy resulting from the addition of neutrons
to a nucleus with 6xed Z.

Most of the terms collected in Table 5.4 show weak
isotopic dependence. This also holds for the main term,
Ed o~L, which behaves essentially like A '". Some
deviations of the isotope shift from the A '" behavior
have been attributed to the dependence of the proton
potential on the neutron excess LPe66$.

The isotope shift is not a subject of our study, and we
do not intend to review this topic [Sh67]. It is worth
pointing Out, however, that in Table 5.4 there exists a
term which has strong functional dependence on the
number of neutrons, namely the term coming from
charge-dependent nuclear force is proportional to 2T=
.V—Z. It is possible therefore that in certain cases the
main contributor to the isotope shift of the displacement
energy (or its deviation from the A Ii3 law) is the
charge-dependent nuclear force. In order to make de6-
nite conclusions about the shifts caused by the charge-
dependent nuclear force, it is necessary to obtain more
information about this force. Because of its complicated
nature, the contributions to the isotope shift may vary
in magnitude and size depending on the particular
regions of the periodic table. But there does remain the
possibility that from the isotope shift of the displace-
ment energy we may learn more about the matrix

elements of the charge-dependent part of the nuclear
force,

5.8 Summary

In this section we have discussed the calculation of
the displacement energy, EsToT, defined in Eq. (5.2).
If supplemented by the shifts due to the analog-state
coupling to the compound and continuum spaces, see
Eq. (5.1), the knowledge of the displacement energy
enables us to calculate the position of the analog reso-
nance. In Sec. 5.1 the displacement energy was written
as the sum of two terms, Es+'Es, the latter vanishing
if isospin is conserved. The leading term, Ed, is dis-
cussed in Sec. 5.1 and it is shown that the value of this
term is sensitive to the distribution of protons (pre-
sumably known) and neutrons in the nucleus. The
effects of short-range correlations, vacuum polarization,
proton 6nite size, etc. are discussed and numerical
estimates are given.

Section 5.2 contains a discussion of the term AE~,
resulting in the numerical estimate of Eq. (5.63). This
section also contains an estimate of the total contribu-
tion to the displacement energy from the isospin im-

purity E' H )See Eqs. (5.53) and (5.56)].
The effects of configuration mixing (long-range corre-

lations) are discussed in Sec. 5.3, and some estimates are
given. Section 5.4 contains a discussion of. the contribu-
tion to the displacement energy due to isospin-violating
parts of the Hamiltonian other than the Coulomb inter-
action.

Most of our results are summarized in the Tables
5.1-5.5.

6. ESCAPE AMPLITUDES AND SPECTROSCOPIC
FACTORS

In this section we discuss the calculation of the
escape amplitudes de6ned in Sec. 2.32 and indicate how
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the experimental determination of these amplitudes
yields spectroscopic information.

6.1 Direct and Compound Escape Amplitudes

We recall that we had de6ned the escape amplitude
Eq. (2.33) for the channel c as 2&

y, ,= exp ( —zl&,) (C,& &

I
HttE+ '(iI)-]

I
A)

= exp (—i8„,) (A I HPE+I2(iI)] I
c,&+&), (6.1)

V "(r) = (» c
I

H
I q),

and the escape amplitude for the compound state

(6.9a)

6.1Z The Compound Escape Amplitude

The compound escape amplitude was de6ned in
Eq. (6.4). We shall find that the compound amplitude
is usually only a few percent of the direct amplitude
(see Sec. 6.6).

If we introduce the form factor for the compoursd state,

where the effective interaction was given by

H&tE+ I2 (iI)]-=H+H I q/$E H„+—-', (iI)]}H. (6.2)
Vo, c= e"p ( tte) Z &o„,«&(r) V,, r(r)r'dr (6 9b)

I&IR+~ CO MP (6.5)

In most cases of interest we 6nd y~, 'R))y~,

6.11 The Direct Escape Amplitude

The direct escape amplitude may be written in terms
of a direct analog state form factor,

It is useful to discuss the contributions of the two
terms of the effective interaction separately. We define
a direct escape amplitude

y~, ,n' = exp ( it'& ,) (C—,& &

I
H

I
A )

= exp ( —it&,)(A I
H

I
C,&+&). (6.3)

This amplitude describes the emission of a particle from
the analog state directly into the continuum. The ampli-
tude which describes the transition of a particle to the
continuum via the q space is called the compoursd
escape amplitude,

P= exp ( il&,) —(C, '
I
H

X (q/$E —H„+-', (iI)]}H I A). (6.4)

Thus we have

and the matrix element describing the compound-
analog coupling,

V~'= (q I
H

I A) = N '"I (q I I H, T ] I sr)}, (6.10)

we may write

v~ ™-Z v. ,.V~ "/L& Ee+2(~1)].—(6 11)

We have seen a statistical estimate for
following Eq. (2.54) .

As before,
I q) are the continuum and discrete eigen-

functions of H«. In Eq. (6.10) we have indicated that
the coupling of the analog state to the q space is ex-
pressible in terms of the isospin-violating parts of B.
This reduction is not possible for the compound state
form factors V,'(r), and the calculation of the com-
pound state escape amplitudes require a specification
of the strong-interaction part of II.

Finally we may note the relation between the form
factors introduced in this section and the analog state
form factor of Eq. (2.35)

V "(r)= V "(r)+ g V,o(r) V&'/[E E,+-,'(iI) ].—

(6.12)
(6.6)

6.2 The Direct Escape Amplitude, Spectroscopic
Factors, and the Sing1e-Particle Escape Amplitude

We will return to a further discussion of the com-
~ J ~

where we have again expressed the analog state in terms. Pound escaPe amPlitude in Sec. 6.6.
of its parent,

I
sr ).We find using Eqs. (2.13) and (2.29),

that

yg, ,nia= exp (—rt, ) Q , &0& (r) V,A (r) rs dr

(6 'I)

or if we neglect direct interactions, the last expression
takes the simpler form,

We have seen that the calculation of the direct escape
amplitude involves the matrix elements of the isospin-
violating parts of H through the commutator [H, T ]
connecting the parent

I
ir) to the continuum. This

amplitude has its main contribution from the two-body
Coulomb interaction contained in B,. i.e.,

yg, ,nia= exp (—It,) y, &e&(r) V,"(r)r' dr. (6.8)
V& &=$H, T ]

=
a Z (e'/»') Lar-'a(1 —r*')+2(1—r ') lr-'].

"It should be kept in mind that t, may refer either to an elastic
or inelastic channel, and that yz, , depends upon the energy. The
main energy dependence is contained in the continuum state
vector, (@,& &

~, or
~
C,&+&).

(6.13)

As noted previously, this expression is a charge-chang-
ing two-body interaction involving the transformation
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DIE g ~, io) (»)
exp (—Ij,)

Nl/2

&& (», G'
I I &, T-]

I
~)»' «(6 14)

Now we note that, in general, the commutator PI, T ]
will contain a neutron destruction operator, and there-
fore this commutator may be put in the form

PH T ]=ZOb. — (6.15)

For example, in the case of the Coulomb interaction we
have

of a neutron —proton pair into a proton —proton pair. "
It is known that matrix elements of a long-range force
such as the Coulomb force are small if two particles
change their orbits. Given a particular continuum
channel, the main contribution to yg, , ' is expected
to arise from that portion of the parent state

I
Ir) that is

simply related to that continuum channel. In this sec-
tion we will show how we may use this aspect of the
escape amplitude to obtain information about the struc-
ture of the parent state

I
Ir).

Using Eqs. (6.6) and (6.7) we may write the direct
escape amplitude as

b(r) = ZIoA (r)I A), (6.18)

which is independent of the choice of any particular
set of single-particle orbitals. Clearly, we have

pA (r) = (A I
b(r)

I
Ir). (6.19)

It will also be useful to divide the set
I

A.) into two
groups of states, those used to form the channel states
I

», G) and the rest. The former states have been denoted
by I

X) (see Sec. 2.2). It is also advantageous to use a
less abbreviated notation for the channel states,

I », G).
We denote these

I », G(X) ) in this section, exhibiting
the label of the target state in the channel I see Eq.
(A1.7)].We also write yA, cIII for yA, , and cp, lII, , lI l

Isi (»)
for sc... Io~(»), in case the extended tiotation is helpful.
With these modifications of notation we have

We may define a spectroscopic factor

sA,„-=
I &As II b„„ II ~J& I'/(»+1)

=
I

&~~ fl b-lj' ll AI) I'/(»+I) (6 22)

for the orbit e.2'

In the case that n refers to the position (and spin)
coordinate we may also introduce a "spectroscopic"
wave function

v, -'=I v„T ]=-', g (y5 I
s,

I IYp&„a,'al'a, b.

so that, in this case,

(6. 16) exp (—I1,)|A, c(X) I(S Z cPc(X),c'(I'1 (»)
c~(V), A O

&& g (» G (x ) I
0„

I
A)(A

I
b„

I
Ir)r'dr (6. 2. 3)

O.=-,' g (y5 I
S, In )PA,a' a' laac (6.17)

It is now useful to make a decomposition of the state
formed when destroying a neutron in the parent,

I
Ir).

Thus we 6nd

b.
I
s-)= gyA, . I A), (6.18)

where A is the complete set of target states. Note that
if n denotes definite single-particle orbital, n, (»I—=

{II,l, j, »II)), we may write

bnljcn= ( 1) bnlj m—
«,„-=(Am I b„„.I

~&M)

(6.19)

"The contribution to the commutator from the isospin-
violating terms in the strong interactions will also change a
neutron —proton pair into a proton —proton pair. However, this
latter contribution will also change a neutron —neutron pair into
a neutron —proton pair and will thus contribute to the neutron
width of the analog state.

=(—1) '-C = "L(AI II b„„ II J&/(2I+1)'I'].

(6.20)
We also note that LBO69; p. 86],

«I II b- II » = (—1)'+'-'& & ll b. ,' ll »). (6.»)

Upon inspection we see that the various terms of
(6.23) fall into two main classes and two subclasses:

I. Single-Particle Amplitudes (A. = X')

The condition (A=X') implies that the form factor
(», G'()')I 0„

I
X'& will be large since it is a diagonal

matrix element in the target space. It includes a single-
particle transition, from state e to the continuum;
hence, the name "single-particle" for this case. We can
divide these amplitudes into two classes.

(A) Diagonal in the channel coupling (X'=X).
This amplitude is 6nite in the absence of channel
coupling. Amplitudes of this class yield contributions to

proportional to the spectroscopic amplitudes
(g n) I/2

(8) Nondiagonal terms in the channel coupling
(VWX). This amplitude is zero if channel coupling is
neglected, and is generally expected to be small.

"If A refers to the elastic channel, Eq. ({i.20) specifies the
same parentage that one considers in stripping experiments.
Thus, when we determine the elastic channel spectroscopic fac-
tors we may compare our results with spectroscopic factors ob-
tained from analysis of stripping experiments. In addition, analy-
sis of inelastic scattering proceeding through analog resonances
provides us with spectroscopic information which is not obtainable
from stripping experiments.
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(Vn. ,c(k) ) cp
exp (—I),)

Nl t2
0

(Oc(I) '"(r)

X(r, c()()~ 0„~ X)r'«. (6.25)

We also introduce a sir)gle particle form facto-r

V,.(),) (r) = (r, c (&)
~
0.

~

)()/N'", (6.26)

and write

(r, &I)) p= exP (—I),) &)c.(I)(o) (r) V„,,(),) (r) r' «.
(6.27)

II. Rearrangement Amplitudes (A.WX')

The condition A/X' requires that at least two par-
ticles change their quantum numbers. Amplitudes of
this type will generally be much smaller than single-
particle amplitudes. Again we divide these into two
classes.

(A) Diagonal in the channel coupling (V&X).
This amplitude is finite in the absence of channel
coupling.

(B) Non-diagonal in the channel coupling (&('&&() .
This amplitude is zero if channel coupling is neglected.
Rearrangement amplitudes of this class will be par-
ticularly small if the channel coupling is weak. If A=X,
we have a rearrangement amplitude which is non-
diagonal in the channel coupling but yields contribu-
tions to yg, .g, )

' proportional to the spectroscopic
amplitude (5), ~)I)2.

In general, single-particle amplitudes will be shown
to be much larger than rearrangement amplitudes.
However, for any given parent state, the relative impor-
tance of single-particle escape or rearrangement escape
depends upon the magnitude of the spectroscopic
factors. In general, amplitudes diagonal in channel
coupling will be larger than those which are nondia-
gonal. However, in the case of deformed nuclei, re-
arrangement amplitudes and channel coupling eEects
may become large and should not be neglected.

In Fig. 6.1 we have schematically indicated ampli-
tudes of various classes described above. Of these, the
simplest process is depicted in Fig. (6.1a) . In this case a
neutron in orbital e escapes directly to the proton
continuum, this escape being mediated by the chcrge-
churIgirIg field V, ( ) averaged over the proton orbits of
the parent. We will now concentrate on these diagonal
single-particle escapes and define a si r)gle particle-
escape arr)ptitude. This amplitude is defined as the co-
ef5cient of (SI„)I)' in the direct amplitude, Eq. (6.23),
for the special case A=X'=). When the parent state is
composed of a neutron in the orbit n, coupled to a
state

~
&(), so that,

f„[~)=
/

&) (6.24)

and Sq,„=1 the single-particle escape amplitude is
exact. Thus, we define

I.A
(a)

p~l
)( rl

1.8
(b)

Q. A

(c)

P '

C

11.8
(d)

I'IG. 6.1. Various escape amplitudes leading to the channel c.
Double lines refer to continuum proton orbits; solid hori-
zontal lines refer to direct-interaction coupling between channels
and wavy lines to the charge-changing interaction It'„.( ). The
crossed "bubbles" indicate states of the target system other
than that found in channel c.

This amplitude may be calculated for various simple
models as discussed in the next section. In many
cases, channel coupling amplitudes (Class IB), direct
rearrangement amplitudes (Classes IIA and IIB), and
the compound escape amplitude will be quite small, so
that

yA c(X) yA c DIR+yA c I COIIP~~@ ) )DIR

—(+I,cc ) (Vc,c(I))sp (6.28)

In this case a theoretical calculation of (y„,,&I)),p
supplemented by an experimental measurement of

yg„(),) allows one to determine Sq,„.This simple result
clearly does not hold in more general cases. For example,
if we continue to neglect rearrangement and compound
amplitudes, but include direct channel coupling we
have

pA, .(.)DIE= exp (—g,)
c~0),~),n

X V,.&I &(r)r'«(&('
~
4 ~

Ir). (6.29)

&&.o),"& &'"'(r)

We will not discuss in detail any amplitudes involving
channel coupling, i.e., only amplitudes of classes IA
and IIA will be considered P(see Fig. (6.1a) and
Fig. (6.1c)$.

6.3 Calculation of the Single-Particle Escaye
Amplitude

In this section we are interested in calculating the
single-particle escape amplitude (y,.g,))cp defined in

Eq. (6.25). This amplitude was given in Eq. (6.27) as
an integral of the single-particle form factor V„,&I) (r)
with the complex wave function &)c,&I)&o)(r). As in the
case of the Coulomb displacement energy, we will

discuss the role of the various isospin-violating parts of
II which contribute to this amplitude.
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6.3~ rh,.chug~-ch~~gi~g c'ON&o~s ~o.ce v, &-)

The main contribution to (y„,,g,~),n comes from the
matrix elements of the charge-changing Coulomb force
V,& & given in Eq. (6.16) . We now consider the calcula-
tion of the single-particle form factor V„„o,&(r) LEq.
(6.26) ] for this case. We have, using Eq. (6.17),

V„,,())(r) =N-'f'-,' g (r, c(X)I a.tap'a,
I
»

aPy

X(~P I., I n&), . (6.3O)

For simplicity we will assume that the state X has zero
angular momentum. Also, because of the fact that e, is a
long-range, spin-independent force, it is useful to work
in configuration space, so that

V,.g,& (r) = N "'--,' {ff d r' dr"

x I (r, c(X) I
a'(r') a'(r") a(r")

I
x)v, (I r' —r" I)q„(r')

—
&r c(~)

I
a'(r')a'(r")a(r')

I
} '». (I r' —r" I)q. (r")]}

(6.31)

where y„(r') is the neutron wave function for the orbit,
n. Now we recall that the states

I r, c) were related to
the states

I
r, c) by Eq. (A1.13) and further that the

states
I r, c) are simply related Lsee Eq. (A1.2)] to the

states'4

I
r, x)=—a'(r)I X). (6.32)

Thus we may discuss the form factor,

V„~(r) =N-'"-'f f dr' dr"

x L&} I a(r) a'(r') a'(r") a(r")
I
»"(I r' —r" I) v-(r')

—(x I a(r) at(r') at(r")a(r')
I x)v, (I r' —r" I)tp„(r') ].

(6.33)

Now we use the Hartree —Fock factorization,

(x I a(r) at(r') at(r") a(r")
I x)

= LA(r —r') —py(r', r)]p (r")
—P(r —r")—pq(r", r)]pq(r', r"), (6.34)

where the pz's are the density matrices for the state ),
I.e.)

Here V, (r') is just the average Coulomb field of the
target state P. Exchange processes are contained in the
second term of Eq. (6.36). Again, we obtain a simple
result if we use a Hartree —Fock description for the state
I
X). In this approximation the (1—p) terms are just

projection operators for the orbitals urioccupied in

I
X). If the continuum waves ya"'(r) are constructed

such that they are orthogonal to the occupied orbits, we
find for the escape amplitude, Eq. (6.27),

(y„,,),n=N 'f' exp (—rf, ) {fiute&(r) V, (r)&p„(r) dr

—ffye'"(r)p(r, r')v, (I r r' I)—q„(r') dr dr'}.

(6.38)
Alternately we may write Eq. (6.38) as

(7&lj)sp N "'-exp (—rfi;) g (rp I
v.

I
np}A, (6 ~ 39)

where & refers to the labels of the continuum orbit,
v= {&,l,j, m, }, and n refers to the bound neutron
orbit, n= {n, l,j, m, }.The sum in Eq. (6.39) is over the
quantum numbers of the occupied proton orbits,
denoted by P.

We will call (y„&;),„, defined in Eq. (6.39), the
elementary single particle esca-pe amplitude Note. that
(y„t;),n is the amplitude for the escape of a neutron

I
orbit p„t, (r)] to the continuum proton orbit, q s t;te~ (r),

in the case that the parent state consists of the neutron
coupled to an I=O core. We will discuss more compli-
cated cases of angular momentum coupling in Sec. 6.4.

We have not discussed the details involved in
obtaining the form factor V„,,iq& (r) from V„&,( r) . The
distinction between these form factors (other than
rather straightforward questions of angular momentum
coupling) involves the proper treatment of the PauH
principle. This feature of the theory may be expanded
upon by using the formalism of Appendix j.. In the
Hartree —Fock approximation we avoid these complica-
tions. We will continue to use the Hartree —Fock ap-
proximation and leave the question of (long-range)
ground-state correlations and their e6ects on escape
amplitudes for further study.

6.312 Direct and Exchange Tenes. The direct and
exchange contributions to (y„t,),, are depicted in Fig.
(6.2). The direct part is given by

with
xv (I r' —r" I)p~(r', r")~-(r")}, (6 36)

V, (r') —=f dr"v, (I r' —r" I)pi(r"). (6.37)

'4 We are suppressing the spin index, o-, and the angular mo-
mentum designation {I,3Il for the target state

~
X}.

p, (r) =(Z
I
at(r)a(r)

I }), (6 35)

etc. Noting that the second term of Eq. (6.33) just
doubles the first, we have

V„,~(r) =N-'I'{ f dr'Lb(r —r') —
p&, (r', r)]V,(r')y„(r')

—ff dr' dr"L5(r —r")—
p&, (r", r)]

with
Xj~e,„'&(r)V.(r) ~.„( )r' rdr (6.4O)

V.(r) = f «r'v (I r—r' I) p(r'). (6.41)

It is found that the exchange term is only a few per-
cent of the direct term. The dominance of the direct
term has the consequence of reducing the theoretical
uncertainty in the calculation of p, ~ since this term
depends on the charge density which may be deter-
mined from the analysis of electron scattering experi-
ments or from the study of muonic atoms. The empirical
density has been used in the calculation of the direct
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TABLE 6.1. Comparison of &,pDIR calculated with projected and unprojected continuum wave functions. The parent nucleus is Srsg.

The amplitudes are in units of
I
MeV]'Is.

Neutron orbit 245/2 243/2

(Pap ~R) (Projected)

(y.p ) (UnProjected)

0.0452 —0.004i 0. 146—0.0123i 0. 1128—0.0095i

0.0338+0.003' 0. 112+0.0018i 0.0874+0.0011'

term, while the smaller exchange term has been cal-
culated using proton orbitals, qs(r), obtained from a
Saxon —Woods potential. This potential is chosen such
that the resulting iop(r) reproduce the empirical charge
density.

We again consider the speci6c case of a Sr target.
In Fig. 6.3 we have exhibited the wave function for the
2d5~2 neutron in Sr" and the direct and exchange contri-
butions to the form factor Vsdsl (r) . As in the case of the
Coulomb energy calculations, the exchange contribu-
tion is small. It contributes about 4% in the calculation
of the escape amplitude.

The d5/2 bound neutron orbit has also been obtained
from a Saxon —Woods potential. The binding energy of
this orbit is chosen to agree with the neutron separation
energies for Sr" and the radial extension of this orbit is
compatible with the Coulomb displacement energy
calculation. This phenomenological treatment of the
neutron bound state leads to a small uncertainty in the
value of (y„t;)»."

Finally we may comment on the continuum wave
functions p@,i,'o&(r) which enter in the calculation of

(y i,).o. Recall that these wave functions were modified

due to the orthogonality requirement between the I'
and A spaces /see Eq. (2.8)].We have investigated the
effect of this projection on the calculation of the escape
amplitude. Table 6.1 contains the results for a calcula-
tion of the (p„&,),o with projected and unprojected
continuum wave functions. We see that the projection
is an important feature of the calculation. "

rffm3

](n VZd», (r )

NGE(x IO}

I I

r t:fm3

p n

DiRECT ExcHANGE

l'IG. 6.2. 'l'wo schematic representations of the direct and
exchange contributions to the elementary single-particle escape
amplitude. The double line indicates the continuum proton
orbit, and the wavy line the charge-changing Coulomb interaction.

"If comparison is to be made for spectroscopic factors ob-
tained from analog resonances and stripping processes, one
should use the same neutron wave functions in each case to ob-
tain meaningful comparisons.

FIG. 6.3. The bound state 2d;/2 neutron wave function for Sr'6
and the direct and exchange contributions to the single-particle
form factor. The nuclear radius is indicated by an arrow.

Expressions for single-particle escape amplitudes may also be
obtained from the Lane equations either in terms of the symmetry
potential, V&(r), or the quantity I V, (r) —a], where V, (r) is the
one-body Coulomb potential, and 6 is the displacement energy.
In these expressions one requires the z/nproj ected continuum wave.
The appearance of 6 in the expression for the escape amplitude
is related to the absence of an explicit projection procedure in
the Lane equations.
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0

FIG. 6 4. The 2d /2 bound state neutron
wave function for Sr" and the real part
of the continuum wave function pq:/2( &(r)
(not to scale) . Both the projected and un-
projected continuum wave functions are
shown.

In Fig. 6.4 we have exhibited the bound 2d'5/2 neutron
wave function and the real part of the projected proton
continuum wave function (not to scale). The Coulomb
barrier and the projection causes the continuum wave
function to be small in the nuclear interior. Further
reduction of the continuum wave in the "nuclear in-
terior" would probably result if account is taken of the
Percy effect; however, this point has not been investi-
gated. We have studied the relative importance of the
"nuclear interior" to the evaluation of the integral
appearing in Kq. (6.40) . The form of the various terms
of the integrand is important for values of r both inside
and outside the nucleus and no further simplification
of the calculation of the escape amplitude seems possible.

6.3/Z I'ieite Proto' Size, Vacllm Polarization and
Short-Barge Correlations. The eGects of finite proton
size and vacuum polarization are readily included in
the calculation of the escape amplitude by using

v, (i x—y i) of Eq. (5.4) in Eq. (6.39). We saw that
the effect of vacuum polarization could be reasonably
taken into account by a small renormalization of the
electron charge (see Sec. 5.14) . Some of the finite size
efI'ects have been calculated and are shown in Table
(6.2). These lead to about a 1—2 percent reduction in
the escape amplitude.

As we have seen in Sec. 5.15, the effects of short-range
correlations are small and dependent on the details of
the strong interaction. We have not estimated the effect
of short-range correlations on the escape widths but it
is clear that this effect will provide only a small correc-
tion.

6.3Z Other Isospie ViolatirIg Parts of the HamiltorIiarI

The contribution of the electromagnetic spin —orbit
force and the proton —neutron mass difference to the

TAsz.z 6.2. Various contributions to the single-particle escape amplitude (as a percentage of the direct term).

Ca Sr89 Bal39 Pb209

Parent State
P9/2

(2MeV)
$1/2

(7MeV)
A/2

(7MeV)
f7/2

(10MeV)
Pl/2

(10MeV)
g9/2

(15MeV)
$1/2

(15MeVl

Coulomb Force
Direct
Exchange

Finite size
Vacuum polarization

Nuclear Force
pclD

pCA

100
—4. 1
—2.0

0.5

0.02
5.0

100
—2. 8
—1.3

0 ~ 5

0.7
4.0

100
—3.2
—1.5

0.5

100
—2.5
—1.2

0.5

1.0
2.0

100
—2.3
—1.0

0.5

100
—1.7
—1 6

0.5

0.8
2.0

100
—1.5

0.7
0.5

Spin-orbit

Dynamic p —n mass difference

Isospin Impurity

—0.5

+1.2
—0..04

0.0

0.9

—0.6

1.0

—0. 1

—0.7

+0.8
—0.2

+0.4

+0.7

—0.2 —0 ~ 4

0.0

+0.6
—0, 4
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escape amplitude is readily estimated. As these are
single-particle operators, the operator 0 of Eq. (6.15)
has a simple structure,

tions lead to the approximation

—,'[(Z—X)/ZA"'][exp (—gij)/N' ']&v
I

V, I
je).

0 = g &P I
~

I
n)up', (6.42)

(6.48)

exp ( ni)—
(v-t )"=

0
pN i;io& (r) j~ (r) y„j,(r) r' rlr,

and the contribution to the single-particle escape ampli-
tude is just (for e local in coordinate space),

—',[(Z—X) /ZA' ']y, v. (6.49)

The usefulness of the last estimate lies in the fact
that the escape amplitude is usually expressed as a
matrix element of the one-body Coulomb potential
taken between the neutron bound state and the proton
continuum orbit. Thus we have

Similarly, we have
6.43)

(6.44)

Therefore, the contribution to the single-particle escape
amplitude from the charge-dependent nuclear interac-
tion is

(v-i' )"=[«p (—ni)/N'"] 2 &vP I

~'
I ~v)~

where
X (ppP —pp, "), (6.45)

where rp„j, (r) is the bound neutron wave function dis-
cussed previously.

The specific forms for the operator ~ are given in
Secs. 5.41 and 5.42. The contributions to the escape
a,mplitude of these single-particle terms are given in
Table 6.2.

We now consider the contribution of the charge-
dependent nuclear force to the single-particle escape
width. We recall Eq. (5.82a)

Vcn' '=-', Q &nP I
v

I by)g(a tapta, bs b taptb~bs—).
aPy8

(5.82a)
From this expression we find

0„=-', g &nP I
i

I
ny)„(a.'apta, b tapt—b, )

y„"& (A"'/4Z) y,„. (6.50)

We stress that this is a crude estimate, particularly if
the charge dependent nuclear force is strongly depend-
ent upon spin. However p, ~

D and p,~
+ are certainly

more than a few percent of y, ~.

6.4 Application of the Elementary Single-Particle
Escape Amplitude

In the last section we defined an elementary siegle-
particle escape ampliteede, (y„ij),„(for class IA transi-
tions). The single partic-le elastic and inelastic escape
amplitudes may be written in terms of this amplitude.
We first present a general formula and then go on to
some simple specific cases.

Starting from Eq. (6.23) we apply the condition for
no channel coupling and no rearrangement (A=X=X').
Using the definitions, (6.15), (6.17), and (6.25) and
taking account of the angular momentum algebra we
obtain an expression for the single particle esc-ape

am plitlde "
pg, ((p)j rJM gj

' '"——(2J+1)
x P &~l II b.„II ~J)(~.„).. (6.»)

p„ = &0 I
ap'a,

I 0),

pp, »= &0 I b, tb,
I
0). (6.46)

in terms of the elementary single-particle amplitude
(6.39) and a reduced spectroscopic matrix element
defined by

In Eq. (6.45), v stands for the quantum numbers of the
continuum orbital, v=IE, lj}, and n= IjeljI for the
quantum numbers of the bound neutron wave function.

We will make a very rough estimate of p, ~ D. First
we write

cn [exp (—rj&,)/N'j'][(Z —X)/A]&v I

Vcn
I

ss&

(6.47)

where t/'c is the average isospin violating nuclear field.
Now from the analysis of low energy nucleon-nucleon
scattering we expect

I

Ucn
I
=0.02

I

Vr='
I, an estimate

we have used previously in Sec. 5. Further, if we assume
V~=' —25 MeV, we can compare this to the matrix
element of the average Coulomb field. These considera-

&xlM
I
b.„.I

~m &= ( 1) -c.r—.M"

X &&I II b.ij II ~J)/(2J+I) '" (6 52)

%'e can calculate the reduced spectroscopic matrix
element by expanding both the parent state and the
target into configurations where the orbit mlj is singled
out. Thus we have

I
srJM) = Q Ij "(Je)JoJM)n&z„z, (rsjlJ), (6.53)

kJlgJP

'7 Here we have assumed that the average field in (6.39) is
spherically symmetric so that v and n, have the same angular
momentum quantum numbers. The generalization is straight-
forward.
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Z } Za '(J~ i)J-DIM)p~~, ,~,"(«jI),

(6.54)

where k and k —1 are the number of neutrons in the
orbit nlj in a given coniguration for the parent or the
target, respectively. The quantum number Jo stands
for the occupation and quantum numbers of all the rest
of the particles (neutrons and protons).

Ke then obtain the expression for the single-particle
escape amplitude where a particle lj escapes in the
channel [(L—,')j(X)IJ1.2i Thus we have

tinuum proton leaving behind a neutron hole in the
(NLj) orbit. This process is depicted in Fig. 6.5 using the
same scheme as that for Fig. 6.2.

For this case, the parent state is simple because the
(«j ) orbit is completely filled. We find

I mimi) =
I
j"+'(0)ji jim, ), (6.56)

where we now label the extra odd particle as j&mj. The
single-particle escape amplitude will then only pick out
of the target state that part which is a hole in the («j)
orbit coupled to the extra odd particle

XIM)=
I
j"(j)jiIM)p, ;,(jI)+rest. (6.57)

PA, ((l&)j(X)TJM'j
&JkJI —XJO

( 1)&0+i+Ja+&
The partial parentage coefficient for h= 2j+1 is unity,
and the six-j symbol is simple because JI,=O, JI, &=j,
Jo——j~. The result is then

X[(2I+1)(24+1)]"'
j Jk (6.58)

Xh"'[j" '(A i)jA -~}j"Aj

Xo.,z,z,~(«jJ)P&Z..r .z,"(njLI) (P„&;)„„, (6.55)

where the quantity in square brackets is a standard
[De63j fractional parentage coeKcient.

The expression (6.55) shows us that, to the extent
analog resonance widths are dominated by the direct
single particLe u-mpLiLude, they are sensitive to the
makeup of the parent and the target wave functions
and can be used to test models for the amplitudes a
and P. It is of course not always convenient to make the
particular expansion we have performed here. For
example, if pairing is an important feature it may be
useful to make the usual quasiparticle transformation on
b„~; in the reduced matrix element of (6.51). lf the
nuclei are very deformed it is convenient to calculate
(6.51) in the intrinsic frame [Ke70j. In the following
subsections are presented some simple examples of the
use of (6.55).

Of course this result can be obtained more directly from
the original expression. It is an example of a class of
simpler forms treated in the next section.

633 Cases with Simple 1'ructionaL Parentage

There are some special cases where the fractional
parentage coef6cient is particularly simple:

1. A particle escapes from closed shell, i.e., k=
2j+1, Jy= 0, Jy i= 7, Jp= J. Then we have

(6.59)

2. A particle escapes from orbit with only one
particle, i.e., i=i., JI,=j, JI, y=0, JO=I. Then we have

p ' "'= (—1) +' ~&r(gJ)por(jI) (p«&)». (6 60)

6 4I Elastic Es.cape AmpLiturfe for
Single-Particle Parent

The elastic channel single-particle amplitude is
depicted in Fig. 6.2. There is no complication due to
angular momentum coupling as the bound neutron
orbit has the same (L, j) as the continuum proton orbit.
%'e have I=JO=O, k=1, JI,=j, J»=0. The single-
particle escape amplitude depends on the energy and
the quantum numbers l and j and is equal to the ele-
mentary single-particle escape amplitude (y t,),„[see
Eq. (6.39)j.

6.4Z Inelastic AmPlitudes Lo Particle Hole-
IiAsal States

DlRECT ExcHANGE

If (nLj) is one of the core orbits we obtain the escape
amplitude to various particle —hole excitations. Any one
of the core neutrons («j) can escape to become a con-

j.'IG. 6.5. Two schematic representations of the direct and
exchange contributioris to the escape amplitude leading to a neutron
particle —hole state. The particle is in state j1 and the core neutron
which escapes has angular momentum j.The neutron particle —hole
pair is indicated as coupled to a total angular momentum I.
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3. A particle escapes from an orbit with two par-
ticles, i.e., k=2, J»=j, JI,=J2, and we have

~DIR, sp —~( 1)So+j+Ss+ID 21+1) (2J +1) ji/2

X
j Jo I

.J j J2.

' rrssso (jJ)P,s, (jI) (ynt j)sp. (6.61)
(a)

4. An escape when k=2j, J&=j, J»=J& where we
have

2, 3

v ' "=—( j)"'(—)"+'I:( + ) ( j+ ))'"

X
J2 Jo I

nP (y„t,),p (6..62)

I'ic. 6.6. (a) Diagrammatic representations of some rear-
rangement escape amplitudes. V„.( ) only contributes to the
erst of the three processes shown. (b) Rearrangement amplitude
involving a neutron coupled to a vibration.

A simplification in another direction is seen in the next tistical or Phase factors

section.
NADIR,

sp —( 1)I+s—s V .(+ .) 2 qp~1qp (6.67a)

6.44 Valence Particle Escape

If the parent has a closed (Jo ——0) core plus k valence
neutrons in the (njl) orbit and one of these escapes we
get just the fractional parentage coe%cient. Thus we
have Jg, =J, JI, I =I and

V"""=L( +1)/( ~+ ) j'"~ t (V I )

1 qp~2 qp (6.67b)

6.5 Calculation of the Rearrangement Escape
Amplitude

7"'R op=ktlsl:j' I(~)2~ I}J'J]PIo(uj~l) (V.t )" (6 63) Ke now turn to a discussion of the amplitudes of

Mrhen k=2 the fractional arenta e - ff, t t Class II. The contribution to the direct escaPe amPll

v '""=&2(v-v)"P(i ) (6.64) PA, c(x)
c~(V), A&M 0

q. o l,"I &i '(r)

where P( j) is the amplitude in which the final state is
pure single particle. This is a special case of Eq. (6.61). X g (r, (&c')I 0

I

A)r'dr(&
I

b
I
a). (6.6&)

or

+DIR, sp —V . .(+ . .) 1 qp —&0 qp (6.66a)

0 qp-+1 qp (6.66b)

for the simplest cases which have no angular momentum
coupling.

When two quasiparticles are involved we have sta-

6.45 Pairing Ejjects

Finally we consider Eq. (6.51) for the nuclei for
which pairing is a good first approximation. It is easy to
see from the usual quasiparticle transformation that

(» II &-t li ~~)=v-I (» II ~-I II ~~)

+&.t;(» II rr. i,' ll ~J), (6.65)

where o. and u~ are the quasiparticle annihilation and
creation operators. We consider the simple cases where
the parent and target states have zero, one, or two
quasiparticles. These are proportional to either V or U.
Thus we have

Sy construction, this amplitude describes processes
in which at least two particles change their orbits.
Amplitudes involving transitions of this type have been
termed rearrangement amplitudes.

Consider again the simple model in which the target
is a doubly closed shell core. In this case the states

I
A) may contain one-particle one-hole states, or vibra-

tions. Thus a typical term contributing to the rearrange-
ment part of y~, , ~ comes from a term in the parent
which consists of a particle coupled to a vibration.

For purposes of orientation some of these diagrams
were calculated for the force V, & ) and for orbitals
appropriate to the parent Sr". The Sr" core was taken
to be doubly closed. The results are exhibited in Table
6.3. Relative to the magnitude of (y„~;),p the diagrams
of Fig. 6.6a are much less than 1%. If we consider the
possibility of collective enhancement (Fig. 6.6b) we

find that contribution to the amplitude is still only about
1% in Sr. In the latter case the experimental B(E2)
values were used to estimate the matrix elements be-
tween the core and the collective 2+ state in the particle
core model. For deformed nuclei these contributions
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TABLE 6.3. Some rearrangement escape amplitudes for the parent Sr"'. The computation is made for the emission of an sif& proton,
and the results presented have been divided by the magnitude of the elementary single-particle escape amplitude. Only the contribu-
tion of V,( ) is included.

LpDIR(Rearrangement) / ~ y, ~ ~
j&(100

Present State
Direct matrix

element
Exchange matrix

element Total

L (pl/2p3/2 ) 2+d5/2 jl/2+

L (pl/2P3/2 ) 2+d3/2)1/2+

C(pl/2f5/2 ) 2+d5/211/2+

6 (Pl/2f5/2 ') 2+d3/2 jl/2+

L (collective) 2+d„/21//2+

L(collective) ri d3/2jl/2+

0.34—0.001i

0.25—0.002i

—0.28—0.003i

—0.20—0.001i

0.65+0.001i

0.47+0.002i

0.30—0, 03i

—0.06+0.005i

—0.04—0.01i

—0.21—0.004i

0.04+0.003i

0.31—0.007i

—0.24—0.002i

0.01+0.003i

0.65+0.001i

0.47+0, 002i

will be larger as the 2+ state is more collective than in
the case of Sr.

The isospin violating terms of one-body character
such as the spin —orbit term and the hM correction do
not contribute to the rearrangement amplitudes. Con-
tributions to [H, T ] from the two-body nuclear term
have not been calculated. These two-body charge-
changing forces are of short range and are expected
to yield contributions to rearrangement amplitudes of
the same order as V, ( ~ or possibly somewhat larger.
The inclusion of direct interactions (Class IIB) can also
yield important contributions.

Finally we note that the rearrangement amplitudes
of Table 6.3 may be used for an estimate of the inelastic
escape amplitudes for a single-particle parent going to a
final particle —hole state or to a final collective state in
the absence of direct interaction effects. The result is
very small, an amplitude of the order of 10 'y„, in the
case of strontium.

6.6 Nonstatistical Contributions to the Compound
Escape AIDplitude

We recall that the compound escape amplitude was
defined by Eq. (6.4) [see Eq. (6.11)],and a statistical
estimate has been given following Eq. (2.54). The
application of the random-phase argument used in the
statistical estimate is limited by the possibility of having
some states

I 57) which have significant coupling to the
analog state and the continuum channels. This situation
has already been discussed in Sec. 2.43 where we intro-
duced the concept of doorway states in the q space.

6.61 Cortf3guratiori States

In this section we will discuss the contribution to the
compound escape amplitude of the configuration states
considered as doorway states.

We again consider a simple parent state which is a
neutron coupled to a doubly closed core. For this dis-

cussion it is useful to introduce the following notation.
Let

I
0) denote the core and

I
A) its analog. The analog

state is then

I
A) = (2T) It2[I $„0)+ I f„A)(2T—1) '/'] (6.69)

where P„is a neutron orbit, and f~ represents a proton in
the same orbit. " An interesting state with the same
configurations is the so-called antianalog state dehned

by (Sec. 2.43)

I
A) = (2T)—'/'[I $„0)(2T—1) '/' —

I P.A)]. (6.70)

Applying the doorway analysis we have a contribu-
tion to pz, . due to the antianalog state (see Eqs.
2.52 and 2.31—35).

COMP(A)
l/'A, c

=yA-, ,(A
I
H

I A)/IE —E„-+-,'[ii'A(E)]I, (6.71)

where

and

yA-, ,——exp (—itI, )(c,t—l
I
H

I
A). (6.72)

The matrix element (A I
H

I
A) can be expressed in

terms of the commutator V' ' in the usual manner
[Eq. (2.5)].The dominant contribution arises from the
Coulomb force which leads to

For this model, we see that P„(r) is just the function uz, ,(r)
defined in Eq. (A.1.34) and used in Sec. 2.23.

(A
I
H

I
A)=[(2T—1)'/'/2T]

&&[(4- I
V.

I
4-)—iA I

V.
I 6)A.], (6.73)

where V, = V, (r) is the one-body Coulomb potential
and (p& I

V,
I lt &) A, is the average of the Coulomb matrix

element over the excess neutron orbitals. In Eq. (6.72)
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we have neglected exchange and isospin-violating terms
other than those arising from the Coulomb potential. '

The first factor in yg, ,c P, which is the coupling of
the antianalog to the continuum, can be estimated by
writing

)
A)=

~
A)(2T—1)'t'—

~
Q„A)L(2T—2)/(2T)'t']

(6.74)
Then we can see that

P(2T—— 1)/2—T]'t' exp (—sl, )

X fyn& &(r) I V, (r) —(T 1) Uz(r—) IP„(r)rz dr, (6.75)

where we have neglected exchange terms; Uz(r) is the
symmetry potential arising from the off-diagonal
matrix element, ' i.e.,

(y«&O
(
H

/
P„A)—P(2T—1) 't'/2]

X fto'" (r) Uz (r) P„(r)r' dr. (6.76)

present the results of a calculation of exp (2',)I'~,
which includes the effect of the antianalog. The optical
model parameters of Auerbach et al. LAu66] were used.
The escape width F~„divers from the single-particle
width F,~ by only one or two percent.

In addition to the antianalog we have also considered
the inhuence of the other configuration state, in this
case,

IAz)= if-A), (6.81)

where
~

A) is the antianalog of the target
~
0). These

configuration states can be considered as monopole
excitations of the core without change in radial quantum
number. While the matrix element (Az

~

H
~
A) can

again be reduced to a difference in single-particle
Coulomb energies (here, between got2 and pztz), the
escape width has to be computed from a microscopic
model. If we assume an effective isospin-dependent
two-body interaction of the form

In terms of Uz(r) we also have
vzz

——c&(rz—rz) tz ts, (6.82)

E.~ J'-i=Tf
~
tt„—'

j
Uz(r)r'dr

—[ (T—)/(2T —l.)''](A [H jA) (6.77)

we can determine the constant c from the "macroscopic"
potential Uz(r) given by

Finally we see that by applying Eq. (2.62) to the state
j

A ) we have
I' =2(A

~

W
~
A). (6.78)

If we require that the operator H/' is isospin conserving,
the equation analogous to (6.76) leads to the approxi-
mate result

I'g = 2 Im f ~
P„(r)PW~(r) rz rtr (6.79)

The expression in curly brackets is a kind of "effective"
Coulomb potential for escape (also for continuum
mixing) .

For the strontium example, the f„de nteothe neu-
tron orbits, 2d5/2, 3s~/2, and 2d3/2 The other excess neu-
tron orbits, QI„are the 1gzt& and 2pztz. In Table 6.4 we

"There are cases where the Coulomb terms (6.72) happen to
cancel more than usual. In those cases the nuclear charge-de-
pendent forces must be included.

"We note the cancellation which occurs between the V, and
UI terms of this expression. This implies that the nuclear escape
width of the antianalog is not large.

where we have assumed that W is local. The real part of
Wzs(r) leads to a small correction to Uz(r) which is of
course included in the usual phenomenological equa-
tions.

We can now write the total result for y~, , in terms of
the total form factor V~,,(r) including the anti-analog,
i.e.,

V~,.(r)=(2T) "V-(~)

X I V(r)+ (LA [ H
f
A)(2T —1)'t'/(E L&+.zrgtz)]—

XLV.(r) —(T—1) U (r)]I (6 80)

Uz(r) =c g (2jz+1)
~
f& ~'(2T) —'t'-. (6.83)

In terms of the same constant, the potential for the
decay of

~
A&) is

Ul (r) =cf (2jz+ 1) (2jz+ 1)]'t'

XLI 4z(r) ['—
I A(~) I'](2T) '" (6 84)

Here ttz(r) and ttz(r) are neutron orbits, g9/z and pztz.
As the strength of the isospin-dependent single-particle
potential Uz(r) is reasonably well determined by many
experiments, we know the constant o in Eq. (6.82).
Because of the form of Eq. (6.84) compared to Eq.
(6.83) the escape width of Az) is smaller than that of
A). The contribution of Az) is about 20% that of
A) as seen in Table 6.4.
The strontium example seems to be atypical in that

(A&
j
H

~
A) is larger than (A

~

H
~

A ) by a factor of 2—3.
In this case, a specific, coherent linear combination of

~
A) and

~

Az) considered as a doorway may increase
the value of y P&~). Even in this case of coherent
mixing of

~
A) and

~
Az), pooMpt"' only contributes

2—4% to the escape width, I'~,,

6.62 Giant Isovector Monopol-e

We have illustrated the role of the configuration
states as doorways in p . These do not exhaust all
of the monopole strength. It is certainly necessary to
consider the 7=1, monopole collective excitation dis-

cussed in Sec. 5.24. In the microscopic description this
is a coherent linear combination of J=O, neutron-hole
proton-particle states, where the particle has only its
radial quantum number different from the hole LBo67].
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TABLE 6.4. Contributions of the anti-analog to the escape width of the analog state.

d;l~ at 4.98 MeV s1/2 at 5.95 MeV d3/2 at 6.95 MeV

I', 'R exp(2', pD'R) =2'-(y, p)'

I vA. ./v. „I

(A I
II

I
A )

EA E~+i r—~/2

Fq, , exp(2', ..) =271.(yq, ,)'

I vAi, ./v~, . I

I (A IIII»)/(A III I&) I

7. 16+0.25i

0.65

—91.4

6838+1195i

7.04+0.26i

0.06

3.2

76. 10+4.9i

—163.9

6335+1100i

73.96+5.0i

0.05

1.8

46.98+2.4i keV

0.57

—112.7 keV

6825+1187i keV

46. 11+2.4i keV

0.08

2.6

Just as in the case of the anti-analog we have a
contribution

'
1=VAN (M f

H
f A)/[EA EAI+ 2(iP—AI)], -

(6.85)

where M refers to the collective giant monopole state.
This state is actually split by symmetry e6ects in the
same way as the giant dipole [Fa65], but it has three
members with isospins T+1, T, and T—1 in the com-
pound nucleus. These arise from the coupling of the
r= 1 monopole isovector with the isospin (T) of the
(excess neutron) core. The matrix elements to the
monopole can be estimated by calculating the sum of
the squares of the matrix elements of the Coulomb field
V,( & to the proton —particle neutron —hole states
[Me70b]. Thus we have

(M f
H

f
A)= (2T) '"(M

f
V ' '

f
~) (6.86)

particle —hole energy, the squared matrix element should
be reduced by about the same factor. The hydrodynamic
model [BO67], which takes account of this effect, leads
to a value

(M f
H

f
A)'~(2T) '

X [(2T—1)/(2T+1) ](Z'/100) (Mev)' (6.89)

corresponding to the energy given by Eq. (5.62). For
the T~= T—I mode this energy must be reduced by the
symmetry splitting to obtain (EM EA) in Eq. (6—.85) .
An estimate for this energy difference is then

E„E 4~(170!A—' ') I—. [110(T+1)/A] MeV. (6.90)

Because this energy difference is rather small (especially
for the case of Pb'-'P'), it is somewhat uncertain and the
estimates are probably unreliable. This remark also
applies to the matrix element. Nevertheless, we use
these estimates for orientation purposes. They lead to

(M f
H

f
A)' (2T) I(T1TMT—1

f
TT, 1—1)'

X Q (nl
f

V,
f
n+1l)'

2Ir
f v coMP(M& f2 I /150 (6.91)

(6.92)

(1.2)P 2T—1 Z'
=O.16

f

\, rp j 2T+1 2T

X g (n+l+sP) (n+1) (MeV)', (6.87)

where ro is the charge radius parameter in Fermis and
we have used oscillator wave functions. The vector
coupling coe%cient is about 1 for T~——T—1 and of
order (1/T) for the other modes, so that we need only
carry the case of Tjf(I= T—1 to a first approximation.
What is more, the other two modes have higher energies
because of the symmetry splitting and this further
reduces their effect. This leads to the estimate

(M f
H

f
A)' 4(MeV)'

in nuclei with A &90. However the collective nature of
the state must be taken into account more carefully
because of the energy weighted sum rule. Since the
state is pushed up about a factor of two from the

».,. = (2T)-"V-(r)

x I(M f
V.(-1

f ~&/[EA —EM+-', (i&M)]I Vp(r),

(6.93)
where,

v;=fv "'(r)V ()0 ()r'd . (6.94)

for the case of Pb"". We expect that F~,, will not be
much larger tha, n (I'A, ),,P itself, so that the correction
due to (6.91) will be small. This is so, even though PAI, „
is a nuclear escape, because the collective monopole
contains only a small fraction of the channel c. In addi-
tion, the escape must be calculated at the energy Ez
rather than E~ which brings in additional small Cou-
lomb penetrability factors.

A more careful estimate could be carried through if
we knew the monopole escape form factor V, (r). Then
the total form factor (6.80) would have an additional
contribution
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This same form factor enters into the discussion of
(i) monopole mixing effects in the Coulomb energy
(Sec, 5.31); (ii) absorption widths and shifts (Sec. 6),
and (iii) va, rious other nuclear cha, racteristics such as
the isotope shift, the optical model, etc. These modes
will be taken up again in Sec. 7. The role of higher multi-
pole doorways (for example the giant dipole plus par-
ticle) should also be considered LFa66] including the
effect of nuclear isospin violating terms.

6.V Channel Coupling Contributions to the
Escape Amplitude

In the weak-coupling limit, where the channel
coupling may be treated in perturbation theory, we
expect the inhuence of the other channels on the escape
amplitude to be small, except in the case that yg, D'R,

calculated without channel coupling, is itself small. This
special case occurs if the spectroscopic factor for the
channel c is small.

Ke define

""""E= exp ( ib,) Q—J(A
~

H
~
r, c')

ct'Qc

X(o„., '+) (r) r' dr. (6.95)

vA, " '"= exp (-n. ) (A (
H

~
r, c')

()(r)r dr (6. 100)
has the usual definition.

As noted above, y~, , D'R will be large for those states
with large spectroscopic factors for particle emission
to the channel c'. If we neglect the imaginary potential,
the y()(r) are real and therefore y H" E has only real
contributions from the closed channel (E, (E). For
the open channels (E)E;) we find

$m y cHANNEL — sr P T DwBA (E E E)
c~gc

XyA, , D'R(E—E;) (c' open) . (6. 101)

The calculation of the real part of y~ H EL is some-
what more disci.cult. In general we write

DIR (~ DIR) +~ GHANNEL (6 102)

where (yA, DIR)Nc denotes the direct amplitude cal-
culated without channel coupling.

6.7Z Deformed 1Vuclei

, (+) (r)— G, , (+) (r, r') (r', c'
~

H
~

r", c)
0 0

(Note that without the restriction, c'~c, the right side For the case of strongly deformed nuclei, the channel

of Fq (695) ~~uld &ust equal &„DIR ) coupling between states in the rotational band of the
target is especially strong. For this case one would like

6 71 Distorted Wave -Born A p proximation to avoid the distorted-wave Born approxlmatlon This.
can be done in a useful way by introducing the adiabatic

In most cases we may treat the channel coupling in approximation which neglects rotational energies
perturbation theory so that for c'/c, we have LCh57]. Then the escape amplitude can be seen to obey

rotational intensity rules. For example, in the case of
an even —even nucleus LKe70], we have

(+) (rlI) rlmrlfs drl dr/I (c'8c), (6.96)
pA, f (P)jIJM'j

j I J
' pljK) (6. M3)

where loz, ,(+) (r) is p„(+)(r) with the energy dependence
explicitly put in evidence. If we now write

G, , (+) (r, r')

with

j I J
~ =L(2I+1)/(2J+1) ]'('v2 '

we find

CHANNEL
QA, c

(6.97)
E 0 E

T, DWBA exp (—st, )pE, , (o)(r') (r', c'
t H

~

r", c)

XyE,,")(r") exp ( rk) r"r"' dr' d—r", (6.99)

exp (2rt ) ~A DIR7 DwBA (E E)
dE .

c)'Qc
~ ~E—E'—E;+ie

(6.98)

&n Eq. (6.97) and (6.98), E; is the threshold for the
inelastic channel, c'

where the parent state can be any state of the rota-
tional band (EJM) and the target state is any member
of the E=O band with angular momentum I. The
intrinsic escape amplitude p&jK can be easily calculated
if we neglect compound couplings and intrinsic rear-
rangement terms. %e then have an elementary intriesic
single particle amplitude -which can be written as a
three-dimensional integral (actually two dimensional
due to axial symmetry),

y(,K'o= (2T) I"f d'rA"K(r) V, (r)XK(r), (6.105)
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where yx(r) is the Nilsson orbital with projection E, '

V, (r) is the deformed Coulomb field (we have ne-
glected exchange) and A "X(r) is the scattering solution
in the intrinsic frame with incoming waves in the
channel /jE. It is understood that the variable r
includes spin. Equation (6.105) can be evaluated by
expanding in the lj representation, in which case we
obtain a double sum of single integrals. This includes a
sum on Nilsson coeKcients u~jIf-, . In the limit of small
deformation, a single coefficient may suKce if we
neglect the deformation of V, (r) and the intrinsic
channel coupling. Then [Ca69] we have

p&jz—~ljK K+Ij 2 sp
.DIR'L

which is calculated in a spherical basis.

(6.106)

6.8 The Asymmetry Phase

In the many-channel case, the resonant part of the
T matrix has the general form, Eq. (2.38),

T;,"= exp (io;)yA, ;yA„exp (ib,)/[E EE+ ',—(iF)],-

In the presence of direct channel coupling, these
eGects are especially dificult to disentangle. In any
case the analysis of experimental data should be carried
out by parameterizing the complex escape amplitudes
yz, , in Eq. (2.38) in terms of an asymmetry phase P, as
defined by Eq. (2.42). The presence of P, leads to
characteristic asymmetries in the cross sections (see
Sec. 2.52) . We now turn to a more detailed discussion of
the asymmetry phase.

6,8l The Optical Asymmetry Phase

Recalling the separation of the escape amplitude into
a direct part, y~, , ', and a compound part, y~, ,
we define the opticat phase p,opT by

DEIL —exp (iy op'I)
~ y DILL

~
(6 107)

The phase of the direct amplitude originates from the
imaginary part of the optical potential and from the
direct channel coupling [items (ii) and (iii), .above].

It is also useful to dehne the di6'erence between the
phase of yA, , and yA, ,DIE. We call this difference Il&, and
write

(2.38) y
OI'T (6. 108)

where the escape amplitudes

y, ,,= exp (—zS,)(A I
&

I
C.'")

= exp (-it, ) Q p«~&a&(r)V "(r)r' dr (2.34)

are complex numbers. The phase of these amplitudes
originates:

(i) from the imaginary part in the form factor V,."(r)
[see Eqs. (2.18) and (2.35)], and

(ii) from the use of imaginary optical potentials,
and which make y., &" complex, and

(iii) from the fact that the scattering functions,
y„ is', are complex (even for a real optical potential)
if there are several open channels and direct coupling is
included in the calculation.

In most cases Q,opT is not large and we may note that
LIp, will also be small if

~
yA, co M

~
&&

~
yA,.D'IL

~, which
is true for most cases of interest. This implies that p,
can have important contributions from both terms.

6.h'Z The Unitary Limit

We recall that the consideration of unitarity for the
elastic 5 matrix, Eq. (2.41), in the form

j S(E)~'& 1 for
all E, led to the condition

cos 2Q, & exp (2g, ) —(F/FA, ,) sinh 2'„(2.96)

which in the limit p,—+0, yields

(6.109)

Now one finds that
~
5(E) ~' has a maximum at the

energy

[F cos 2Q,—I A,.exp (2it, ) ]+I[I' cos 2g.—FA, , exp (2g, ) ]'+F' sin' 2$, I'"
EM Ax EE+

2 sin 2P,
(6. 110)

As long as the phase P, lies in the interval 0(g, (7r/2
one finds EMAx)EE. Since the P—n cross section is
proportional to [1—

~
S(E)~'], the minimum of this

cross section occurs at the energy EM+x. Experimentally,
one observes EM~x&Eg and this is therefore in agree-
ment with the general result for the calculated optical
phases (Sec. 8), that they are positive and less than
s./2.

683 Estimates of the Optica/ Asymmetry Phase

We recall the expression for the direct escape ampli-

tude in the absence of channel coupling,

yA, ,DIE= exp (—g,.) p, I"(r) V."(r) r' dr. (6.8)

Here the form factor is real, and the phase of the direct
escape amplitude Ltopr is due to the fact that the wave
function q, "&(r) is complex.

For isobaric analog resonances which occur well
below the Coulomb barrier, the treatment of the
imaginary part of the optical potential, iW, in Born
approximation is indicated [H1169].Then to first order
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TAB&K 6.5. The different contributions to the asymmetry phase in radians. Direct channel coupling is neglected, and only the
anti-analog state is considered for hp. The results are given for the analog states in Y" (parent Sr").

State (energy) yOPT

sp LEq. (6.112)j
Total

Unitarity limit

(6.109)

(5.00 Mev)
d,;/2 (8.22 MeV)
sI/2 (5.99 MeV)
d3/2 (6,98 MeV)
gv/2 (8.40 MeV)

+0.018
+0.028
+0.031

0.025
0.020

+0.0027
+0.0022
+0.004
+0.003
+0.001

—0.0006
—0.0006
—0.001
—0.001
-0.0003

+0.002
+0.0016

0.003
0.002
0.001

0.020
0.030
0.034
0.027
0.021

0.03
0.07
0.05
0.045
0.04

in W we find (tango p rigor T)

y OPT

0 0
6.' ' (r, r') W (r')P. "(r') U "(r) r'r" dr dr' so, t 1(r) U,"(r) r' dr (6.111)

In the equation so, lo'(r) and the principle value
Green's function, G, t '(r, r'), are evaluated with IU=0;
these are real quantities.

According to Eq. (6.111), the phase Q,opT does not
show a rapid energy dependence, since the penetration
effects appearing in the wave function p, ' ' divide out.
As an example, we show some optical phases in Table
6.5. One observes that g, opT is positive and small in all
cases.

684 The Compound Phase

The contribution of the compound escape amplitude
to the compound phase difference bg, LEq. (6.108)]
can be simply expressed in terms of the doorway
quantities if

CO M P((~ DI R

and all the phases are small. Then we have

by, = g (d
~

II
~
A)/L(Z, —Za)'+-,'ras]

and
4a'—I'a/2 (~~—&a) .

In Table (6.S) we show the contribution to bg, for
Sr" arising from the antianalog state

~
A). These

contributions are very small. It is expected that con-
tributions from the isovector monopole are larger.

Figure 6.7 summarizes the various amplitudes and
their phases. Very few reliable experimental determina-
tions of the asymmetry phase are available at present.
Therefore it is not clear to us whether the optical phase
accounts for most of the value of p, or whether the com-
pound part contributes considerably. In general one
can say that the ratio of the imaginary part to the real
part is much larger for the compound part of the escape
amplitude than for the direct part y~„'R. Therefore,
whenever y&,, 'R is particularly small, e.g., because of a
small spectroscopic factor, the inhuence of the com-
pound amplitude and direct channel coupling may be
6.rst seen in a modification of the asymmetry phase.

with
&& (I',./I', ;"")'"(&+4.'—4"") (6 112)

6.9 Forbidden Transitions

2srya, '-'= I a,.ezp (2iya) (6.113)

COMP

NNEL

I'iG. 6.7. The composition of the escape amplitudes considered
as complex vectors. The phase of yg, , IR is po ~, and the phase
of p&, is p, =p, P'r+5@,. I See Eqs. (6.95), (6.102), (6.107),
and (6.108)].

As we have seen from all of our previous discussion,
the phenomenon of the isobaric analog resonance has
its origin in isospin violations. The analog state energy
shifts into the continuum and a particle escapes as a
result of the average Coulomb field eRects. Nevertheless,
the normal escape amplitudes do have 61=0 as well as
AT= j. parts because the isospin of the final configura-
tions is not unique. The average Coulomb field, which
mediates the escape, contributes to both these ampli-
tudes. In this section we would like to discuss escapes
which are weak due to the additional hindrance effect
which arises when there must be a change in isospin
during the transition. These are usually defined as
forbidden transitions. There are three different kinds of
forbidden escapes which are interesting to discuss.

(i) Neutron escape from a low-lying resonance. In
this case the 6nal nucleus always has dominant isospin
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I"'A
&7+ l, T-I ~T+i

le &,

(a) (b) (c)

Fxt:. 6.8. Schematic representations of the multiplets containing
the analog and the double analog. In (c) we indicate the ground
state of a nucleus, an analog state and a double analog, denoted
~

&sIA )r+r. In (b) we show the parent of the analog and a member
of the multiplet containing the double analog. Finally in (a) we
indicate the state of the double-analog multiplet with maximum
T,. In this figure we denote only the member of the multiplet
with maximum T, by the symbol ~. As usual the state obtained
by a single application of the operator T to a state

~

s. ) is written
without a superscript, as

~

A ).

6.91 Possible MecIIoeisms

We can see that possible mechanisms for all of these
forbidden decays are already available in the general
scheme of this section.

of (T'= T—ss) which cannot be obtained by couPling
the neutron isospin (1/2) to the analog state isospin
(T). Neutron widths for such escapes in light nuclei
have been seen in (y, n) reactions LBe70] and with
transfer reactions using He' beams LAd69; Mc70].

(ii) Proton escape from a "double analog resonance".
These arise from analog states which can be obtained by
applying (T ) to a neutron rich parent with isospin
T+1 (see Fig. 6.8). Except for the special case of
T+1= ss, the double analogs have an isospin which is two

units greater than the ground state of the same nucleus.
When the proton escapes to a low-lying state of the
final nucleus with isospin (T'=T—-', ), we once more
have a forbidden transition. Cases like this have been
observed in light nuclei with T=ss and T=2 [Ad69;
Ha69a; Mc69; Te69; Mc70].

(iii) Escape of composite particles with low isospin.
When we consider the deuteron or alpha particle width
of an analog resonance, we are always dealing with a
forbidden transition because the isospin of the emitted
particle is zero and the analog state has one unit of
isospin more than the final nucleus. These have been
seen in (d, p), (t, p), and (p, d) reactions LHa67b;
Ar68; Be68c; St68b] and in Ir decays following various
transfer reactions in light nuclei. A survey is given in
LMc69].

(i) Direct Rearrangement $5ec 6..2]
The dominant mechanism for the allowed escape was

the action of the averaged (single-particle) charge-
changing field. This allows a neutron to escape as a
proton (Fig. 6.2]. Clearly this mechanism cannot be
used to emit a neutron or a composite particle. The
matrix element which can lead to the emission of a
neutron must come from the isospin-violating elcleur
force which leads to a two-body charge-changing force,
V~' .The effect of VN' ) is to turn two neutrons into a
neutron (which escapes) and a proton (which is
bound). Note that this mechanism will not allow for
deuteron escape because the final (np) deuteron is
space and spin symmetric while the initial (nn) pair
must be antisymmetric.

For the case of proton escape from a double analog,
the two-body matrix element which enters is a double

charge-changing force which turns two neutrons in the
neutron rich parent )recall the role of (T )'] into two
protons. In general this leads to a small amplitude
because it is not proportional to Z and in most cases tao
particles change orbit. This is so even though there are
contributions to this amplitude from the Coulomb force
as well as from the nuclear isospin-violating force. In
fact, the two-body Coulomb matrix elements are much
smaller than the nuclear ones because of the smooth
nature of the point charge Cou-lomb force. The finite-size
effect in the Coulomb force will lead to an effect like
that of a weak, charge-asymmetric nuclear force. Some
calculations of the Coulomb matrix elements have been
carried out LAr69; Au71] and they lead to very small

escape widths ( 1 eV) compared to the experimental
ones (50 eV—+2000 eV) . As expected, the nuclear charge-
asymmetry matrix elements give much larger numbers

( 50 eV) but they are probably still too small LAu71;
Mi71] to explain the magnitude of the experimental
widths. The finite-size effect deserves further investiga-
tion.

(ii) Compound Escape

Forbidden transitions take place naturally through
the compound escape mechanism because the dominant
compound coupling matrix element always changes the
isospin from T to T 1Lsee Eqs. (6.—12) and (6.6)].
For example, we may go through the configuration
states or other T—1 compound modes. Nucleons can
then escape by isospin-conserving nuclear mechanisms.
For example, the configuration states can emit a
neutron via an ordinary two-body nuclear matrix
element. In the case of a double analog, the correspond-

ing configuration states can emit a proton through a
nuclear matrix element.

For the T=2 multiplets it has been found that
this mechanism is large enough to account for the
forbidden nucleon escapes [Au71]. Some of the strength
associated with the monopole has been. investigated in

$Ar69] and shown to lead to a similar contribution;
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however, collective eRects in the monopole could reduce
the result by an orde, r of magnitude.

(iii) Channel Coupling

Forbidden escapes can occur very generally through
the mechanism of channel coupling. We think of the
following sequence. First an allowed proton escape
occurs virtually, followed by an appropriate reaction
amplitude for the virtual proton to produce the final
state. This amplitude can be a (p, d) or (p, a) amplitude
to produce a deutron or n particle, or a (p, n) or (p, p')
reaction amplitude for the other forbidden reactions.
The general expressions for this kind of mechnaism
have been given in Sec. 6.7. They have been used

{ Pi 69j for estimating deuteron widths with some
success.

6.10 Summary

In this section we have studied the escape amplitude,
yg, „writing it as a sum of a direct and a compound
term. In Sec. 6.2 we classified the various transitions
that contribute to the direct amplitude,
introducing single-particle and rearrangement ampli-
tudes. (It is shown that the single-particle amplitudes
are much larger than the rearrangement amplitudes,
unless the relevant spectroscpic factors are particularly
small) .

Particularly important is the elementary single particle-
escape amplitude, (y„&;),„of Eq. (6.39). Of central
importance for spectroscopic studies is the approximate
relation,

y„,,nia~(S„,„)ili(y. , )

The calculation of y~, , R for parent states expanded in
elementary conlgurations is taken up in Sec, 6.4. It is
related there to (y„&,),o the elementary single-particle
amplitude, for various elastic and inelastic transitions
Lsee Eq. (6.51)j.The discussion of spectroscpic factors
continues in Sec. 8.

Some further discussion of the rearrangement ampli-
tudes is given in Sec. 6.5, and some results for these
amplitudes are given in Table 6.3.The compound escape
amplitude is discussed in Sec. 6.6, and the importance of
the giant isovector monopole is stressed (see Sec. 6.62) .

Some comments on channel coupling are made in
Sec. 6.7, and the asymmetry phase is discussed in Sec,
6.8. Forbidden transitions are the topic of Sec. 6.9.

'7. COMPOUND AND CONTINUUM WIDTHS
AND ENERGY SHIFTS

In this section we are concerned with those eRects
which determine the position and width of the isobaric
analog resonance. In Sec. 2 the general formula for
these quantities was derived, Eqs. (2.27—2.28),

&E—i(&/2) = (A
/
H

[ A)+ (A [
HGP'+'H

)
A ). (7 1)

In Eq. (7.1), H= H+ W, with W given by Eq. (2.49) .

p —
WOOMP+ PCONT (7.5)

There is some similarity between what we call
"compound mixing" and Robson's "internal mixing",

{ RC65a), and also between the "continuum mixing"
and his "external mixing". In R-matrix theory, the
matching radius, which is somewhat larger than the
nuclear radius, divides the configuration space into an

internal region and an external one. In the shell-model

theory of nuclear reactions { Ma69a7 and in the for-
malism used here, the distinction is not made in con-
figuration space but in Hilbert space. One distinguishes
compound states {qI and continuum states {PI.The
states of {qI in the energy region of interest (near the
analog resonance) aie essentially non-zero only in the
"internal region" of R-matrix theory. Furthermore, in
the case of analog resonances, the proton scattering
states are well below the Coulomb barrier and hardly
penetrate the internal region. Therefore a correspond-
ence exists between compound and internal mixing on
one hand and between continuum and external mixing on
the other. There is some ambiguity in the separation
into the two subspaces q and P. Although the important
open channels should always be found in P and the
compound states always in q, closed channels may be
put either in q or in P. This ambiguity does not have

any effect on the sum of the contributions from com-

pound and continuum mixing which is the only observ-
able quantity. In general, we will also have in P those
channels which are closed at the particular energy we are
considering but which have a threshold not too far
away and are therefore of importance.

In some situations it is convenient to separate out
components from the P space which are essentially
bound, such as true bound states or single-particle
resonances of h(rr'). These bound state components
must then be ad.ded to the q space and this modifies the
definition of "compound" and "continuum".

This procedure is especially useful if these com-

ponents are important in forming specially correlated
states. We have already seen this in the case of the
antianalog LSec. 6.6] which involves the component

u~, ,(r), projected from the analog state itself.

The larger term in Eq. (7.1), (A
~

H
~
A), appeared in

the definition of the displacement energy, E~T

(A
~
H

~
A ) E,—and was extensively discussed in Sec. 5.

The other terms in Eq. (7.1) may be classified as
follows. We define the compound mixing as

(A
~

W
~

A)=ceo» —zrco»/2

= 2 {(A IH I e)(V IH I A)/IL& &.+l—(i~) jI, (7 2)

and. the coetielum mixieg as

—ir o '/2= (A
~

HOP+ H
~
A). (7.3)

The total shift and total width are then

gCO MP+ gCONT (7.4)
and
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FIG. 7.1, Diagrammatic rep-
resentation of the compound
mixing.

Another important example of such a correlated
state may be the giant isovector monopole collective
mode constructed from neutron-hole proton-particle
states in the parent. These have been discussed in
Secs. 5.24 and 6.62. If the monopole strength is con-
centrated in a collective state at high excitation energy
it may be necessary to project these components from
the P space and include them in the compound space
as special doorways.

7.1 The Compound Mixing

The compound mixing, Eq. (7.2), may be represented
as in Fig. (7.1) . The coupling of the analog state and
the compound states takes place through the isospin-
violating parts of H, so that Eq. (7.2) may be written

gcoMP igcoMP/2 —N-1

x 2 {(~I
v'+'

I q)(q I
v' '

I ~)/[E —E.+-'(ll) 3}

rough upper limit on the desired quantities. The
method of sum rules has been used by Wigner [Wi66]
and recently by Mekjian [Me70aj to evaluate the
compound mixing.

7.1Z Doorways

An alternative approach to the calculation of Eq.
(7.6) is possible through the use of a shell-model
description of the states

I q) and
I
s.). Special attention

has to be paid to the requirement that the states
I q)

are eigenstates of the model Hamiltonian and that they
are orthogonal to the analog state. Preferentially the
states

I q) wouM be obtained by diagonahzing suitable
classes of states like 3p —2h, 4p —3h, etc. A first step in

using the shell-model approach has been made by Beres
[He68dj. However, this approach seems unnecessarily
complicated because we only require statistical informa-
tion about the major part of the q space.

Probably, fairly reliable estimates of the compound
mixing may be made if one uses the method of "doorway
states" discussed in Sec. (2.4) . One assumes that among
the compound states

I q), which are very complicated,
there exist certain states, I d), which couple strongly to
the parent state,

I
m ) (see Fig. 7.2) . In this approxima-

tion, one has

gcoMP igcoMP/2 —N—i

X g {(~I

V'+'
I d)« I

V' '
I ~)/[E —E.+l(iI'.)1},

where V' '= [H, l' ], etc.
(7.6) (7.8)

7.11 Sgnz ENtes

Various methods may be used to estimate the size of
MP and I' . For example one may write

(A I
w

I A) =N-'

x{( I
v'+'qU' '

I )/[E —~"'+-,'('I')]}, (7.7)

where 1'l i I'/2 is a —suitable complex average energy de-
fined such that closure is possible for the sum appearing
in Eq. (7.6) . When using closure in Eq. (7.6) special care
has to be taken, since the closure (a.

I

U'+&V' &

I s)
would not only contain the effect of all states in II but
also those in P and A. The P space has a complexity
similar to the parent state and large single particle-
matrix elements connect

I s ) with P. The states
I q)

(with few exceptions) are much more complex and
two body matrix elem-ents connect I vr) and

I q).
If most of the matrix element strength arises from the

monopole collective mode it may actually be sensible to
include P and q together in a single space orthogonal to
A. Then the total mixing is actually contained in the
compound term. This can be done independent of how
the breakup is made for the escape amplitudes.

As usual in this kind of problem, the average energy
F——,iI' is difFicult to estimate and usually one obtains a

where the doorway-state approximation leads to the
width I'a in the denominator of Eq. (7.8) . The position
E& and the width I & of the doorway states can some-
times be observed experimentally in reactions leading
to the formation of I d) as a final or as a compound
state. However, I'd is a function of the energy. In the
expression (7.8), I'a(E) should. be taken near E=Ert
and not at the doorway energy Ed. In general E will be
rather different from Zg and therefore the observed
width I'a(E) and the one needed for the evaluation of

Eq. (7.3) may be rather different. However, as long as
I' (Ea)ais comparable in magnitude to

I
Eq Ea I, the—

1'Ic. 7.2. Diagrammatic rep-
resentation of the compound
mixing using the doorway
hypothesis.

q'
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TABLE 7.1. The magnitude of the compound mixing, Eq. (7.9), arising from the anti-analog, the circuit term in Eq. (7.16), and the
continuum mixing proper, Eq. (7.21), are shown. The example chosen is Zr9' at E=5 MeV vrith the channel indicated in Column 1

assumed to be open. All quantities are in keV.

Compound mixing

gcoMP (E) PGCMP (E)

Circuit term

gcra (E) 1 crR (E)

Continuum mixing proper

QGCNT (E) . fcoNT (E) PABB (E)

»n
An
don

gvn

1.4
0.6

&0.1
&0. 1

0.6
0.2

&0. 1

&0. 1

2. 8
1.6
0.5

—0.5

—0.6
+1.6
&0. 1

&0. 1

—62. 'l

—40. 7
—34.6
—14.0

40. 6
14.5
9.2
2. 1

7.6
4.6
5 ~ 45
1.97

compound width

PGOMP N-i P p
d

xf&~ I
I'"'

I d)&~ I
I" '

I ~)/L(EB —Ea)'+(RPa)'j}

(7.9)

is rather insensitive to I'd. Each term in the sum Eq,
(7.9) has a very broad maximum as a function of Pa at
the value Pa ——2

I EE Ea I. Using —this maximal value
for Pa, Eq. (7.9) reduces to

I coMP&'N —1

given by the (T—1) monopole I M), i.e.,

6—f(I'/2) (2T)—i

X f &~ I

~'+'
I ~)&~ I

I"' '
I ~)/LEA —EM+l(s&M) 0}.

(7.11)
Using Eq. (6.87) and (6.90) we have

. P /2T 1)—
2 &2T+1j

150(s'/A)
X

f
—(170/A'")+sI'sr (EA)/2}+! 110(T+1)/Aj keV,

(7.12)
X g I &sr I

Vi+1
I d)(d I

Vt 1
I sr)/I EE Ea

Ij. (7.—10) where we have used the approximate form

If the doorway states
I d) have strong single-particle

components, their spreading widths are of the order of
several MeV, and Eq. (7.10) should be a good ap-
proximation. The problem in the doorway-state ap-
proach consists in finding the right doorway states,
i.e., those which exhaust most of the strength of the
interaction of

I
sr) with

I q). In their study of the com-
pound mixing in Sr", de Toledo Piza ef al. LPi66$
found the important doorway states to be the anti-
analog state, the other con6guration states, and the
giant-dipole resonance. The doorway-state technique
has also been used to estimate the compound mixing
from isospin-violating nuclear forces LMe69]. These
contributions have all given rather small values for the
upper limit, I' 1—5 keV. Some values for dF
and I" M obtained from including only the anti-
analog state as an important doorway are given in
Table 7.1. The results presented in this table are for
parent states of single-particle character.

However it is likely that a very important contribu-
tion arises from the giant-monopole doorway referred to
above. The construction of this doorway requires
important components of the I' space because these I'-
space states are of the character of proton —particle,
neutron —hole states in the parent. Therefore it probably
is the best strategy to include everything orthogonal to
A in the discussion of the monopole. In this case the
estimate of the complex energy, Eq. (7.1), is completely

(2T) ' P (st+I+Ra) (rs+1) 3.5A"' (7.13)
nlrb

which is good when T is large.
Using the fact that 1'sr((2 (Esr —EA) we have

2T 1i —150(Z'/A)

2T+1j f (170/A. "')—L110(T+1)/A j}
(7.14)

150(Z'/A )

{(170/A'") —L110(T+»«3}'"
If, is expecfed that 1'.~(EA) is approximately constant
throughout the periodic table just as in the case of the
gaint-diPole resonance. However Per(EA) will tend to
increase because the analog is moving closer to E~ as
we go through the perodic table. For example, in
Sr, 6 —80keV, P 2.7Psr(EA) keV, andinPbsos, we
have 6 —300 keV and F~16I'sr(EA) keV, where

Fsr(EA) is in MeV. It is difficult to be sure of the values
of Psr(EA), but if a reasonable value of 4 MeV is taken
for Sr 8 we have I 10 keV. To obtain the correct total
width for Pb'" we would need a value of Psr(EA)~
12 MeV which seems somewhat large. The hydrody-
namic estimate LBo671 for the matrix element would
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I'IG. 7.3. Diagrammatic rep-
resentation of the continuum
mixing proper.

state form factor, Eq. (2.35), so that

QOCNT 2( POCNT/2) —Q fr2 drf ri2
cci

&(V,"(r) G„~+&(r r') V, "(r') (7.16)
where

V A. (r) —V A (r) +V A, coMP (r) (7 17)

reduce these results further (possibly by a factor of 2)
so that it is probably necessary to take some explicit
continuum e6ects into account. This is especially true
for the odd nuclei where the properties depend on the
state of the last particle.

7.2 The Continuum Mixing

Even though there is not a unique choice as to which
part of the space (orthogonal to A) is most profitably
included in the continuum (P space), the general
structure of the continuum mixing is similar. The formal
expressions of this section do not depend on this choice;
however, the physical approximations which can be
made do depend on the separation. For example, if the
monopole is dominant, this implies strong channel
coupling between the various (J=O) proton —particle
neutron —hole channels. If this channel coupling is
neglected, the continuum mixing leads to very large
shifts and widths (Sec. 8). Explicit channel coupling
can be sometimes avoided by projecting from the I'
space that part which is involved in the coupling and
transferring it into the q space. The remainder of the I'
space would then exhibit weak channel coupling. An
example of this procedure is to include only the elastic
channel in the I' space when dealing with odd isotopes.

This procedure assumes that the dominant contribu-
tion to the total width from the inelastic channels, in
an odd nucleus, is that calculated in Sec. (7.12) for the
monopole. Then the rest of the total width comes from
the continuum mixing of the last particle.

In general, the continuum mixing defined in Eq. (7.3)
is somewhat complicated as it contains the interaction
of the analog state with the scattering states as well as
the modification of the analog state due to the com-
pound states. In coordinate space, the effect of the.
compound nucleus is included in the complex analog

Equation (7.17) in conjunction with Eq. (6.12) defines
the compound form factor. Using this definition, we may
decompose the continuum mixing into three parts
which are independent of, linear in, and quadratic in
V,"coMP(r), respectively. The three terms are rep-
resented in Figs. 7.3—7.5. We will call these terms, the
continuum mixing proper, rKc —iI' /2, the con
tinuum circuit mixing, )FIR—iI'OIR/2, and the con
tinuum round trip -mixing, 6RT —iI'RT/2. These terms
are presented in order of descending importance.

To estimate the size of the second two terms we may
again use the doorway hypotenesis for the q space. The
doorway escape form factors and the direct analog form
factors are not very different in magnitude $Eqs. (6.80)
and (6.93)j.Therefore, each of the successive terms in
Eq. (7.16) is smaller than the previous by the ratio

FIG, 7.5. Diagrammatic rep-
resentation of the round-trip
continuum mixing. The solid
lines indicate coupling through
the strong interaction.

(A ) H
~
d)/(Ez Es+iI'z/2)—, which may take values

between about one-tenth to one-one hundredth. Since
the circuit term is already rather small (see Table 7.1)
we need not discuss the round-trip term.

7.Z1 The Continuum Mixing Proper and Absorption
I/I/"idth

We define the continuum mixing proper by

Zi ir —/2= (A
~

H(E+ Hpp) 'H
~
A)—

—= g Jr2 dr Jr" dr'
cc~

)& V,"(r) G„&+'(rr') V,"(r') . (7.18)

It is useful to divide I' into two parts

I coNT —I'Ass+ g Iz nIR (7.19)

FlG. 7.4. Diagrammatic rep-
resentation of the circuit con-
tinuum mixing. The solid line
indicates coupling through the
strong interaction. exp (22' CPT) P DIR 2K(p DIR)2 (7.20)

In Eq. (7.20) use has also been made of the optical
phase defined in Eq. (6.107). The sum in Eq. (7.19) is

where Ig„'~ is the direct escape width for channel c
defined in analogy to Eq. (2.42),
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over the open channels, elastic or inelastic, which one
decides to include in the I' space. The quantity F"~~, as
defined, goes to zero with the imaginary part of the
optical potential. This quantity represents the effect
of the compound nucleus on the continuum width and
describes absorption into channels which have not been
explicitly included in the I' space. Expressions for r»
and the sum of the direct escape widths may be ob-
tained by separating the Green's function of Eq. (7.18)
into a principal value part (PV) and an "on-shell"
part. This represents a separation into real and imag-
inary parts of the Green's function only in special
circumstances since the presence of an imaginary term
in the optical potential will cause the principal value
integrals to be complex. In this manner one finds

rA = g rA ' Lexp(2rt, ) cos 2y, ~—1j

(7.25a)

(7.25b)

—2 Im PV
0 0

V.ii(r) Gv'+'(r, r')

X V„i;(r') r'r"dr dr', (7.26)

and a single partic-le continuum shift

~„'N = ;r„"-exp (2g,;) sin2&i, "T

.CONT P .AB8+ p, sp

The single par-ticle escape width is defined as

exp (2+i;CFT) 1'i,'P = 2$r(yi, ) ',p,

with a single particl-e absorption width

r&;A" ——r&;"Lexp(2g») cos 2&,$CFT —1)

—2 Im 2 PV f V."(~)
cc~ 0 0

+ Re PV V„i; (r) Gi;&+'(r, r')
0 0

XG«&+&(r, r') V, "(r')r'r" dr dr' . (7.21)

If we again neglect channel coupling, the double channel
sum in Eq. (7.21) reduces to a single sum and in this
case we have

fABS g fA ABS (7.22)

In an entirely similar fashion one may also write

gcoNT —Q g coNT (7.23)

7.Z2 Independent Single Particle Chann-els ps C/g annet
Coupling

In almost all cases of interest many channels are
open and a detailed description of the inelastic processes
requires a knowledge of the structure of the residual
nucleus in its excited states.

We may attempt to understand how the inelastic
channels contribute to the continuum mixing by using a
simple model. We start with the even —even parent and
assume the channel processes involve the escape of a
neutron without rearrangement. This escape leaves the
system in a neutron —hole state of angular momentum j.
We make the simplifying assumption that the hole
strength is concentrated at the shell model position. In
this simple-model the contributions of the channels to
the continuum widths, shifts and absorption are readily
calculated in terms of single-particle parameters defined

and
1 coNT g 1 coNT (7.24)

C

with the obvious definitions for h,~oNT and F ~oNT. It is
also worth noting that the expression for the continuum
mixing, Eq. (7.13)), has the same form as Eq. (7.18)
except that II is replaced by H.

X V„i,(r') r'r" dr dr' . (7.27)

Here V„i,(r) is the single-particle form factor, Eq.
(6.26), and Gi„+i(r, r') is the P space Green's function
calculated in the absence of direct-channel coupling.

In this case, the total continuum shift is

~""'(& ) = Z (2j'+1)~ ""'(~""), (7 28)

and the total absorption width is

PABS (P ) —g (2jI+ 1)f i . ABs (QPP) (7 29)
$/ jI

Here E"&' is the escape energy for the hole state (t' j')
in the target,

(7.30)g«F —g~ g„«P

"This would show up as a giant resonance in the J=0 channel
and should be measurable in the proper experiments. For exam-
ple, this mode would show up as a resonance near 35 MeV in the
excitation function of the (p, e+e ) process on Pb . The mono-
pole transition producing the (e+e ) pair would go to the analog
state of Pb"' in the compound Bi'o8 with an energy (E~—Pz) 20
MeV.

and Ez"&' is the excitation energy of the hole state.
We shall see in Sec. 8 that this sum (7.29) gives a

very large value for the total width of analog resonances
in closed-shell nuclei. We have already remarked in
Sec. 7.11 that the probable solution to this lies in. the
fact that there may be large channel coupling between
these neutron-hole channels leading to collective states
like the giant monopole. "As mentioned previously, it
may be a better first approximation to place the
collective mode in the q space. However, for the case of
parent nuclei with a few valence neutrons it is probably
more appropriate to carry the channels corresponding to
valence neutron escape in the form of continuum mixing
eBects. This is in fact the basis of the calculations for
escape amplitudes in Sec. 6. There the coupling of the
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valence neutrons to the "core" monopole was included
in the compound escape.

Thus we expect the expressions for single-particle
continuum mixing effects Eqs. (7.25) to (7.29) to be
useful with the appropriate restrictions on the summa-
tions (l'j') . In an odd neutron parent we might include
only the term from the single odd neutron, which would
then appear without the factor (2j'+1). In Table 7.1
we have given some values for the single-particle valence
orbits in Zr", including the small effects of the circuit
correction due to the anti-analog only.

We note at this point that the evaluation of the single-
particle quantities in this model requires the knowledge
of the optical model parameters in the energy region,
0&E&E&. There is a further difFiculty in that the
phenomenological optical model parameters are usually
obtained for the case in which the E space contains only
the elastic proton channel. Our approximations there-
fore lead to a significant uncertainty in the specification
of the optical model parameters, particularly for the
imaginary part of the potential. An additional un-
certainty arises from the coupling of the valence
particles with the neutron holes which renders the
channel energy for the simple model somewhat un-
certain.

8. APPLICATION TO VARIOUS REGIONS OF THE
PERIODIC TABLE AND EXTRACTION OF

SPECTROSCOPIC FACTORS

8.1 Introduction

In this section we will discuss some applications of
the theory given in the previous sections. In Sec. 5
we have discussed the effects which determine the
displacement energy and have seen how knowledge of
this quantity enables us to obtain informa, tion concern-
ing the distribution of excess neutrons. Here we will
present examples of calculations of other resonance
parameters: the escape widths, absorption widths,
continuum shifts, asymmetry phases, etc. We will
compare the calculated and experimental quantities
and extract spectroscopic factors for some states. The
spectroscopic factors will be compared to those ob-
tained from stripping or pickup reactions. These are not
intended to be the ultimate calculations, but should be
understood as an exploration of the scheme itself and
as an examination of the sensitivity to various param-
eters.

The extraction of spectroscopic factors requires
accurate values of the single-particle escape widths. In
a number of papers, the escape widths defined in other
approximations have been considered and the reliability
of the extraction of spectroscopic factors from isobaric
analog experiments has been investigated $Za67;
Bu68, 70; Ha68a, b; Th68; Ha69b]. The situation is
not quite clear and single-particle escape widths as
calculated according to the different prescriptions differ

expt/P Bp4' (8.1)

where the single-particle widths are calculated with the
approximations discussed above and include both direct
and exchange Coulomb contributions. Various im-
provements on this calculation could be made. For
example, corrections due to proton finite size and
vacuum polarization may be included. Also, the various
isospin-violating terms considered in the calculation of
the displacement energy contribute to the escape
widths. These corrections were calculated in some cases
and the results presented in Table 6.2. As we have seen,
they are always small.

We may also note that for the results presented in
this section, we neglect the compound contribution to
the escape amplitude. As noted before, these contribu-
tions may be important for those states having partic-
ularly small spectroscopic factors. The modification of
the escape width and spectroscopic factors due to the
inclusion of the compound amplitude arising from the
coupling of the analog state to special doorway states
was discussed in Sec. 6.6 and some results given in
Table 6.4.

'2 The continuum optical wave function is made orthogonal
to the neutron bound states using the procedure discussed in
detail in Appendix 1.and summarized in Sec. 2. It should also
be orthogonal to the proton occupied states. This latter point
was checked and the corresponding corrections were very small.

considerably LHa69b]. (Most authors stress the role of
the optical potential as a major source of uncertainty in
the extraction of spectroscopic factors). Before pre-
senting results for this quantity it is valuable to note
the various approximations used in our calculations.

The results presented in this chapter include those for
the single part-icle escape width, I'&,'i', defined by Eq.
(7.25b) in terms of the single-particle escape amplitude
extensively discussed in Sec. 6. We neglect all isospin-
violating forces other than the Coulomb force and we
also neglect direct channel coupling. Thus (yi;),~ is
given by Eq. (6.38) or Eq. (6.39) and includes direct
and exchange contributions. The direct contribution to
Eq. (6.39) is the dominant one and is expressed by the
simple one-dimensional integral of Eq. (6.40)

exp( —qi, )""'"= (») ' .
(6.40)

In the evaluation of this expression, the one-body
Coulomb field, V, (r), is determined from the empirical
charge density of the target nucleus. The continuum
wave, y@,i, ' (r), is determined from an empirical local
optical potential. "The bound neutron wave function,
y„,~, (r), is obtained from the Saxon-Woods potential,
the depth of the potential being chosen to reproduce the
binding energy of the orbit. The radius of the neutron
potential well is fixed by using information obtained
from the study of displacement energies.

Spectroscopic factors are obtained from the relation
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In general, we may say that the uncertainties
introduced by the use of the empirical optical model and
the neglect of direct channel coupling" are probably
greater than those arising from the neglect of compound
amplitudes and from isospin-violating forces other than
the Coulomb interaction. We note, however, that the
strong channel coupling to the monopole components
has usually been included in the compound term, and
this is probably the largest effect there (Sec. 6.6).

In addition to the single-particle escape widths, we
have also included in this section numerical results for
the other quantities defined in Sec. 7.2. These include
the optical phase, PtsopT, [Eq. (7.25b) j, the single-
particle continuum shift 6&; [Eq. (7.27)), and
the single-particle absorption width f'&sAss, [Eq.
(7.26) j. In the evaluation of the principal value
integrals we have again only considered the contribu-
tions to the form factors from the Coulomb force. We
must be careful to include in the single-particle form
factors, U»(r), the density matrix factors, (1—p),
which appeared in Eq. (6.36). If these factors are
neglected we obtain some spurious contributions to the
principal value integral due to propagation in occupied
bound orbitals. In the simplest approximation'4 we
therefore write for the single-particle form factors

B(r—r')
U-t'(r) = (2T) "', —Z e - t (r) ~- ~ (r')

o
rr' n~

)& U, (r') to„~; (r') r" dr'(1 rr,x,s), (—8.2)

where the sum on n' is over the occupied bound proton
orbits. In Eq. (8.2) the small exchange contribution to
the form factor has been included approximately by a
coeScient, a,„,h, which is the ratio of the exchange
term to direct term as found in the calculation made for
the escape widths. The form factors of Eq. (8.2) are
used in the evaluation of A~,c ~T and F~; . In
practice one obtains I'&;" from I'&; by subtracting
r„' [Eq. (7.25a) ).

Some results are given for nuclei with X=50, T= 82,
and X=126. The information is contained in a set of
figures (Figs. 8.2—8.33); these figures may be used for
neighboring nuclei" by correcting the factors Z' and
(2T) ' and considering Coulomb barrier effects.

After a brief section concerning the comparison of the
energy-dependent resonance parameters contained in
the theoretical expressions to the experimental (con-
stant) ones, we discuss in some detail the regions with
V= 126, )V=82, and S=50.
"Recent calculations indicate that the neglect of channel

coupling to quadrupole vibrations is a very good approximation
for vibrational nuclei such as strontium LCo70].

'4 The expression in square brackets in Kq. (8.2) represents
the density matrix factor (1—p) in the approximation that the
target state is a single Slater determinant. In this case we have
the well known relation p'=p, so that (1—p)'= (1—p). This
allows us to use (1—p) in Eq. (8.2) instead of the factor (1=p)'"
which appears in- the exact expression."Of course we must also keep track of the dependence of these
quantities on the radius of the single-particle potentials used for
@~I)(r) and gp~f;(0).

8.2 Energy Dependence of the Resonance
Parameters

In the general reaction theory presented here, the T
matrix is given in terms of energy dependent param-
eters. For example, for elastic scattering we have from
Eq. (2.40),

exp [2i8(E)j exp [2+s(E)]I's(E)
700 8.3)

2sr E ER(E—) +-', [iI'(E)j
Now, experiments are usually analyzed using a T
matrix of the same form as Eq. (8.3) but with constant
resonance parameters. In this section we wish to
relate the experimentally obtained resonance param-
eters to the energy-dependent ones we have used in
formulating our theory. To do this we make a linear
approximation [Bu70j

&o(E) = &o(ER) +«o'(ER),

4s(E) =Is(ER)+@'(ER),

ER(E) =ER(ER) +sE'(ER),

I'(E) = I'(ER)+el" (ER), s= (E ER), (8.—4)

where the prime indicates the derivative with respect to
energy. We will assume that the energy dependence of
8(E) and TopT(E) is taken into account in the experi-
mental fitting procedure. Thus the T matrix used in the
fit to experimental data would have the form

Tss'* '= Two T(E)+ IexP [2ib(E) )/2srI

&& Iexp (2+s) Ps/[E —ER+-', (iP) jI, (8.5)

where Ps, Fs, ER, and F are constants. "To lowest order
in the primed quantities, we find the following relations
between the parameters of Eqs. (8.3) and (8.5):

P P (ER) [1+ER'(ER)j, (8.6)

ER-ER(ER) —P (E—R) P'(ER) /4, (8.7)

4's 4o(ER) —
e [P'(ER) 3——s [P(ER) jlrs'(ER) /Ps(ER) j

(8.8)

@'(ER) 0.05[MeV '] (8.10)

"When one converts the energy-dependent Breit —Wigner
term, Eq. (8.3), into an energy-independent one like Eq. (8.5),
there appears a term which is constant in energy. Although it
depends on the resonance parameters, it is usually lumped into
the background T matrix, Tooo, computed by an optical po-
tential.

Po I'o(ER)[1+&'(E )&(ER)+ER'(E )j. (8.9)

As an example, we estimate the corrections for the
gs~s resonance in Pb"'(p, p) Pb'". We have

Ps'(ER) ~4&& 10—'

PI (E )~10—2

ER'(ER) 2.5&& 10 '
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FIG. 8.1. Proton and neutron orbits in the regions, E=50,
1V =82, and X= 126. The shaded areas denote the filled orbits.

The corrections are

I'p (1+0.02) Fp(EE),

P—(1+0.03) F (ER),

EEVER (EE) —0.4/keV),

4o—4'o(EE) (8.11)

which are all small.

8.3 Isobaric Analog Resonances in the Lead Region

"In reactions such as stripping or pickup, only the parentage
of the ground state of the target and the parent system are studied.

We have already emphasized that the elastic and
inelastic scattering of protons has become a powerful
tool in studying the nuclear structure of the parent
state. An important advantage of the isobaric analog
studies over other reactions (such as stripping or
pick-up) is the possibility of determining the parentage
relations between the parent state and various target
states. ' This feature of the IAR experiments has been
widely exploited in the lead region. From the experi-
mental results and the knowledge of the parent state
wave function, it has been possible to study and some-
times construct the wavefunctions of the various target
states LAn66; Br66; Ka66; Mo67a; Za67; Bo68; Gr68;
Le68; Ri68; St68a, b; Za68; Fi69; Ma, 69b; Ri69; St69).

In order to perform such delicate analyses it is
necessary to know the theoretical parameters deter-
mining the isobaric analog resonance, in particular, the

single-particle escape width. In the present section, we
exhibit the parameters characterizing the analog
resonances in the lead region. We then make use of the
calculated parameters to show how spectroscopic
information is extracted from the experimental data.

8.31 The Strlctgre of the Lead Region

The nuclei in the lead region may be described with
respect to Pb"'. This nucleus is a good example of a
doubly closed shell. The 44 excess neutrons occupy the
following single-particle states: 1ho/3 2f7/Q 1iI3/3 3p,/„
2fo/3, and 3pI/3 (see Fig. 8.1). The low-lying excited
states of Pb' are of 1p-1h nature.

The low-lying states in Pb'" form a "good" single-
particle spectrum. The positive parity states 2gg(2,

1'/2 3'/2, 4$yf2 2gzf&, and 3d3/2 have spectroscopic
factors close to one. The exception is the 1j»/2 state, the
only one with negative parity, for which Sis significantly
smaller than 1, about 0.5 or 0.6 LAu 69c, Ig 69b). The
single-particle j»~& state is most probably mixed with
particle-plus-core states obtained by coupling a positive
parity single-particle state to the I=3 vibrational
state. At energies above 5 MeV one expects to see the
single-particle states of the next shell (E)184) of
negative parity, namely the 1kn/2 2hg/2 etc. This single-
particle strength is probably significantly spread
because of the dense spectrum of compound states
appearing at these energies.

The low-lying spectrum of Pb"7 is of single-hole
nature $Mu62). Except for the iI3/3 state, all the holes
are of negative parity. Other low-lying states of positive
parity include a doublet, J=7/2+ and J=5/2+, at
about 2.6MeV. These two states have been described
in terms of a PI/3 hole coupled to the 3 (2.76 MeV)
vibrational state in Pb'op LHa67a). At somewhat higher
energies many other states are observed. Most of them
are of more complicated nature, such as 2h-1p or
3h-2p etc. Some of these may be described in simpler
terms as particles coupled to vibrational states. Among
these there are states which have large components

~

Pb' '„Sj)where j stands for the single-particle states
ggf2, d5/2, etc. of the 126(/&184 shell. The spectro-
scopic factors obtained in (d, p) or (p, p) experiments
for these levels are considerably smaller than one. The
spreading of the single-particle strength is due to the
proximity of other 2h-1p states, in particular the
particle-plus-core states such as

~
2+Sj) $Au68a).

8.3Z Analog ExPerir/3ents in the Lead Region

The elastic scattering Pb'po (p, p) Pb'op clearly shows
seven single-particle isobaric analog resonances whose
parents are states in Pb'". From these experiments the
escape width, F~, , and total width, I', have been
extracted Lsee Table 8.1). The extraction of these
parameters from experiment is usually dificult in this
region because of the large total width of the resonances
as compared with their spacings, and because the
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TABLE 8.1. Escape widths and spectroscopic factors for the particle and hole states in Pb' . The analog resonances are observed at
proton energies E~ and have an escape width I' f, . The single-particle values, Ff,», are read from the graphs, Figs. 8.2 and 8.3. The
calculated spectroscopic factors, S»=Ff;//Ff s&, are compared vrith those from (d, p) and (t, d} reactions.

EnLMeVj' F~; LkeVj" I'~,'& (keVj

A/2

gv/2

$1/2

~S/2

J1.&/2

111/2

gg/2

17.48
17.43
16.96
16.50
16.34
15.72
14.92

46%15
36&15
48
58+10

(1)
2+2.6

19.6+0.8

64
33
74
62
1.2
0.8

20. 5

Particles
0.72+0.25
1.1+0.5

0.65
0.94+0. 15

(0.8)
2.5+2

0.96+0.04

1.1

1.0
1.0
1.0
1.2
1.2
0.9

0.99
1.04
0.97
1.06
1.38
i.52
0.88

0.83
0.90
0, 86
0.86
0.60
1.05
0 ~ 93

En LMeVg' Fi, PkeVj~ r~, LkeVg' Ffjsy Snu '

P1/2

fi12

P3/2

113/2

fvn

hg/2

11.49
10.92
10.59
9. 74gg

15
8.0&

33
3

~ ~ ~

25&4
&3

10+3

~ ~ ~

Holes
28.0&1.4
4.2&0.5

15.8&0.9

0.6+0. 1
~ ~ ~

27
4

16.5
&0.001

0.53
&0.001

1.04+0.05
0.90&0.11
0.96+0.06

~ ~ ~

1.1+0.2

1.06
1.10
0.91
0, 98
0 ' 76
1.0

a [Wh68]." [Za68], [Ma69b], [Fi69].' fAu69c] this reference gives averaged values from [Cr68], [Mu62],
and [Mu67].

' From subCoulomb stripliing [Do67].
[Ig69b] .

f [Br68].
I k.xtrapolated values using [Mu67]." [An66].
' fLe68].
1 Calculated with the I'1; from [Br68]." fMu67] ~

precise determination of the parameters necessitates the
analysis of the interference with the background. For
these reasons, very good statistics are needed and the
experimentally determined I'&; have large uncertainties.

The isobaric analog resonances in Bi' ' have partial
widths for emitting a proton with the quantum numbers
of the excess core neutrons leading to particle —hole
states in Pb' '. This process is indicated in Fig. 6.5.
Each single-particle analog will decay to all those
particle-hole states in Pb20 possessing configurations
which contain that particle. This process was discussed
in Sec. 6,42, and Eq. (6.58) provides the relation
between the amplitude for the escape to the particle—
hole final state and the single-particle escape amplitudes
for the core neutrons. In a series of inelastic proton
scattering experiments, the excitation function to the
different excited states of Pb'" (target) have been
measured. The target states which are expected to have
large components [(j, p&l2 ') r, (j, perm ') i or (j,fels ') rj
indeed show prominant resonance behavior in their
excitation functions. Penetrabilities of the outgoing
protons, in some cases, are too small to observe the
corresPonding hole configurations (e.g., Issues

', s'isis ').
Some of the experiments were thoroughly analyzed and
an attempt has been made to determine the wave
function of the core states LBo68; Wh68; Ri69j.

Another possibility for studying the excited states in
Pb is to find their analogs by means of elastic and
inelastic scattering on Pb'". For example, in the elastic

channel one studies the (p&l& ', j) configurations in
Bi'e'. (The case of odd-neutron targets has been dis-
cussed in Sec. 6.43.) This possibiity has been exploited
by a few experimental groups Le.g. , Le68). Some of the
inelastic channels are of two-hole one-particle nature
because of the escape of one of the core neutrons. These
include target states which can be described as one hole
coupled to a particle-hole vibration. Again, because of
the penetrability, only escape of the 3p&l2, 2f&lm, 3ps/2

particles was observed.
In addition, if the particle-hole states in the parent

are mixed (for example, the 3 vibration), we can have
inelastic scattering to the single-hole states by emission
of g9j2, j~5/2, and i~~~2 particles. The isobaric analog
resonances have proved to be especially useful in
establishing the validity of the particle-plus-core model.
The (p, p') experiments in the X=50 and iV=82
region have revealed that certain states in even —odd
nuclei may be described in terms of a, weak coupling of
particle to a core state. The experiments in the lead
region are even more striking in this respect. In partic-
ular, excitation functions of the collective octupole
state 1=3—in Pb208 Pb206 and Pb204 all show a,

similar spectrum corresponding to a weak-coupling
model. based on this state. The particle —core coupling
model has also been used for states built upon the
quadrupole vibrational state (I= 2+) in Pb"'. A general
result emerging from the isobaric analog studies is that
the first I=2+ vibrational state is most responsible for



106 REVIEWS OP MODERN PHYSICS ' JANUARY 1972

it

35—
Pb208 +

25—

20—

CL
~ ~

l5—

IO—

0
6 S lo l2 l4

E [MeV)
I6 l8 20

I' IG. 8.2. The single-particle escape widths for the neutron
(hole} orbits of lead. The optical potential used is that of Bec-
cbetti [Be69].

a& ——0.75. The imaginary part is of volume plus surface
type. The strength of the volumn term is lV& =0.22E—
2.7 or 0, whichever is greater. For the surface term we
have War ——11.8—0.258+12.0(X—Z) /A or zero,
whichever is greater. The potential also has a spin—
orbit term of the usual form.

We emphasize that this potential is an average one
and it does not provide an exact fit to the off-resonance
data in Pb"'. This deficiency introduces significant
uncertainties in the calculation of some of the param-
eters, particularly those which are sensitive to the
imaginary part of the potential. (The latter is only
poorly determined in the usual optical model analysis. )

8.331 The Single Particle -Excape Width The .single
particle escape widths have been calculated for most of
the neutron orbits in lead. The escape widths for the
hole orbits are presented in Fig. 8.2 and those for the
particle orbits in Fig. 8.3. The results are presented as
a function of the escape energy, E.The widths exhibit a
characteristic behavior, increasing with energy as the
Coulomb and centrifugal barriers are penetrated and
decreasing after that point. The figures may be used to
obtain escape widths for both elastic and inelastic
decays. For example, if we consider the lowest isobaric
analog resonance in Bi"' (the ggt2 resonance at about
15 MeV), then Fig. 8.3 will provide the single-particle

the fragmentation of the low-energy single-particle
strength [St68a; St69].

h'. 33 Calcilati on of Resonance Parameters

it

IOO— Pb 208 + I

In order to determine the structure of the nuclear
states from the study of isobaric analog resonances it is
essential to have precise theoretical values of various
quantities which parameterize the T matrix. In partic-
ular, in order to determine the amplitudes of various
configurations, it is necessary to know. the single-
particle escape width Ldefined in Eq. (7.25b) j. As we
have seen, (Sec. 8.1), this quantity depends on the
choice of the neutron bound-state wave function and
the optical potential used to determine the continuum
wave. The neutron wave functions are calculated in a
Saxon —Woods potential whose radius is determined
from the study of the Coulomb displacement energies.
In the case of the optical potential, it would be desirable
to have a potential appropriate to the nucleus being
studied and determined at the appropriate energies.
In most cases such a potential is not available and in
the calculations reported here we have used the potential
of Becchetti and Greenlees (Be69j. This potential is
obtained by fitting a wide range of nuclei, 40&A & 210,
in the energy region 10&E&40 MeV. It is characterized
by an energy dependent strength

V~ ——54.0—0.32E+0.4Z/A't'+ 24.0(X—Z) /A,

with radius and diffuseness parameters of rg= 1.17 and
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FIG. 8.3. The single-particle escape widths for the neutron

(particle) orbits of lead. {Potential: (Be69]}.
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widths (modified by appropriate coupling factors) for
the decay to excited 1p-1h states in Pb"' up to about
9 MeV excitation.

8.33Z The Continuum Absorption Width. The single
particle width was defined in Eq. (7.26) and has been
calculated for the particle and hole orbits in lead. The
results are shown in Fig. (8.4) and Fig. (8.5). The
measurable quantity is the total width given by Eq.
(7.1). This quantity is composed of the compound
width and the continuum width, as in Eq. (7.5) .

We have noted that the particular separation into con-
tinuurn and compound parts depends on the importance
of the monopole mode. We have seen in Sec. 7.2 that it
is probably only useful to use the single-particle con-
tinuum absorption width for a few extra particles or
holes relative to the closed shell at Pb". The total
width is then approximated by that for Pb plus
(or minus) the continuum contribution from the
particles (or holes) .

8.333 The Continuum Shift The .continuum shift,
LP ",was defined in Eq. (7.3). Of course the same
remarks apply here as for the width. We present the
single parti-cle continuum shift, defined in Eq. (7.27),
for the hole and particle orbits in lead LFig. (8.6) and
»g (87)j.

As a function of energy, the single-particle continuum
shifts exhibit similar behavior in all the regions studied.
The shifts are negative well below the Coulomb barrier
and become positive at higher energies. The zeros of

correspond roughly to the maxima in the single-
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I'IG. 8.5. The single-particle absorption widths for the neutron
(particle) orbits of lead. {Potential: [Be69]}.
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FIG. 8.4. The single-particle absorption widths for the neutron
(bole) orbits of lead. {Potential: PBe69j{.

particle escape widths and are shifted to higher energies
with increasing l.

Superficially, I'~; and AE
N exhibit resonance

behavior with a large width. This seems to be roughly
at the right energy for the next shell of proton single-
particle orbits, although there are large shifts. ' How-
ever, inspection of the behavior of the phase shift and
the proton wave function inside the nucleus does not
show any simply interpretable resonance behavior.
This is probably a result of the combined e6ects of the
Coulomb barrier penetration and the large imaginary
potential.

8.334 The Optical Phase, Scattering Phase Shift, and
Absorption Parameter. In addition to the parameters
discussed thus far in this section, we have also calculated
the optical phase defined in Eq. (6.107) . It is in most
cases the dominant part of the asymmetry phase @.
The optical phase is directly related to the magnitude
of the imaginary part of the optical potential and
uncertainties in this imaginary part reQect themselves
in uncertainties in gopT. Results for the optical phase
are given in Figs. (8.8) and (8.9) for lead.

The scattering phase shift, b»+irt&„, defined in Eq.
(2.30), has also been calculated. The results are
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presented for the nuclear phase, 5t,, =8&,—cr&, where
the Coulomb phase, 0.

~, has been subtracted from b~, to
define b~,NU . Figures (8.10) and (8.11) exhibit this
quantity for lead.

Finally, the imaginary part of the phase shift due to
the optical scattering, g~, , has been obtained. The

0.4

20—

IO

0 0

-IO
R0o
y~ -20

pb208

E t. MeV]
8 IO I2 I4
I i I i l I I

le

dp~

de

~~ 9'
illy

j l5g2

-30

-40

-50—

-60— E l MeVj

I'IG. 8.7. The single-particle continuum shift for the neutron
{particle) orbits of lead. {Potential: { Be69]}.

I'IG. 8.9. The optical phase for the neutron (particle) orbits of
lead. {Potential: Be69$}.
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results are presented for the quantity [1—exp (—2zf z;)]
in Figs. (8.12) and (8.13) for lead. As in the case of
I'z,"ns and @zfopT, the values of zf z, are uncertain due to
significant uncertainties in the determination of the
imaginary part of the optical potential.
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8.34 Comparison of the Calculated Parameters wi th

Experiments

In spite of the very large number of isobaric analog
experiments performed in the lead region, the number
of resonant parameters determined from the experiment
is rather limited. The large total width as compared
with the resonance spacings does not always allow for
unambiguous determination of parameters such as the
escape widths and total widths.

TABLE 8.2. A comparison of various ratios of escape widths
for the decay of the analog of the Pb'08 ground state. The experi-
mental values are taken from (Ig69aj. The calculated values as-
sume factors proportional to (2j+1) as in Sec. 6.43.

Ratio Experiment Theory

~f . /2z/~ 1/2

I p 8/2/~y 1/2

(~f ."/2+1 3/2) /I 1/2

Ff „/ /r„, /,

I'f 7/2/~ 1/2

0.36+0.04
1.14+0.07
1.50+0.08
0.3&0.04

&0.08

0.52
1.22
1.74
0.43
0.08

sistent with other experiments and theoretical investiga-
tions. The experimental results are given in Table 8.1
and compared with our calculations. The spectroscpic
factors which are calculated using the theoretical single-
particle widths are in all cases compatible with a
spectroscpic factor of unity. This is also found to be the
case in the (d, t) reaction [Mu67]. Since the errors are
of the order of 10%%u~ (except for fzts), the agreement is
quite satisfactory. In Table 8.2 several ratios of escape
widths for the decay of the analog of the Pb'" ground
state are listed. The experimental values have rather
small errors, and for some of the ratios the theoretical
values lie definitely outside the experimental errors.
Part of this disagreement may be due to the spectro-
scopic factors not being unity. However, there is some
disagreement (outside the error) between the measure-
ments of [Br68] and [Ig69a].

-I,O— /2
0.5— Pb 208

- l.5—

F1G. 8.10. The nuclear optical phase shift, 5&
"+ =8&;—a&, for

the neutron (hole) orbits of lead. lPotential: t He69$1.

h'.341 Escape Widths and Spectroscopic 1'actors.
Parameters known with quite reasonable accuracy are
the escape widths of the pe~s, fszs, ptp, and fzzs orbits in
Pb"' at certain energies. The measurements of the
different experimental groups are very consistent and
the values obtained are nearly the same. The experi-
ments consist in elastic and inelastic proton scattering
on Pb' . The resonances excited are the analogs of the
ground and excited states of Pb . Looking at the
analog of the ground state of Pb'0' and its elastic and
inelastic decays to the low-lying states of Pb", the
single-particle escape widths are deduced. The assump-
tion made is that the ground state of Pb'0' is a good
closed shell and that the low-lying states of Pb'" are
pure single-hole states. This assumption is very con-

Ih
Ca

~~
a -05
K

9]2

-I,O

"I.5

FlG. 8.11. The nuclear optical phase shift, 8& —=8&, 0'&, for
the neutron (particle} orbits of lead. lPotential: (Be69]}.
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of Table 8.3. The third column gives the experimentally
determined escape widths for the elastic channel.

Now we may use experimental knowledge of the total
width of the analog resonance in Bi"', whose parent is
the ground state of Pb"8 [I'(Pbs ' gs) =230+10 kev
LBr68]], to extract partial absorption widths for the
various particle orbits. "According to the discussion in
Secs. 7.22 and 8.332 we use the expression

P(pb200 $j ) —PI,sP+ f'I .ABS+ P (Pb208. gs) (8 12)

where (lj) refers to the valence nucleon. In Eq. (8.12)
we have identified the core coetribltiom to the total
widths of the Bi"' state (parent: Pb'") with the total
width of the Bi"' state (parent: Pb"', ground state).
Thus the partial absorption widths as extracted from
the experimental data, are

I„A =r(Pbo;ij) —rI,"—F(Pb"'gs). (8.13)

In these equations we are assuming that the spectro-
scopic factors are unity, so that escape widths and the
partial absorption widths are identi6ed with the
corresponding single-particle quantities. The partial
absorption widths obtained in this simple way are

O, OI

6 IO I2 I4
E t:Mev~

l6
I

20

I.O

I'n. 8.12. The absorption parameter for the neutron (hole)
orbits of lead presented in the form [1—exp( —2vI, )]. {Po-
tential: [Be69]}.

0.5

The escape widths for the particle orbits have been
measured in the elastic scattering of protons on Pb"'.
Here the experimental situation is much less favorable
and the values obtained for the escape widths have
large errors. This is especially true of the almost
degenerate d3/2 and g7/2 resonances at energy of about
17.5 MeV. For these reasons a comparison of the data
with the theoretical results is not conclusive. Neverthe-
less, the experimental and theoretical spectroscopic
factors in Table 8.1 are not inconsistent. The experi-
mentally well established value for the g9/2 resonance
agrees very well with the calculation. More experi-
mental work is required in order tomake amore meaning-
ful comparison.

Within the assigned errors, and within the errors in the
spectroscopic factors as determined from the (d, p)
and (t, d) reactions, the spectroscopic factors from
analog experiments are compatible with unity as well as
with the results of other experiments.

8.34Z Partia/ Absorption Widths The total width. of
an isobaric analog resonance can be measured rather
accurately, especially by considering inelastic reactions
proceeding through the resonance. The total widths for
the resonances in Bi"' are given in the second column

O. I

Cl

I

0.05

O, OI
l8l6

"In this section we will label the total widths, F, by the parent
of the analog state giving rise to the resonance.

8 IO l2 l4 20

E [MeVj
FIG. 8.13. The absorption parameter for the neutron (particle)

orbits of lead presented in the form [1—exp( —2q~, )]. {Po-
tential: [Be69]}.
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compared in Table 8.3 with the theoretical single-
particle absorption widths. Within the rather large
experimental uncertainties there is rough agreement
between theoretical and experimental values for the
partial absorption widths, Since the absorption width is
essentially proportional to the imaginary part of the
optical potential, the magnitude of the imaginary
potential used LBe69j seems reasonable (to within
factors of 2 or 3) at the energies at which the theoretical
I'E," have been determined, about 15—20 MeV.

8.343 Total widths. We now turn to a discussion of
the total width of the analog state in Bi"' (parent:
Pb'", gs). Now the total width, as well as the escape
widths associated with the various excess neutron orbits,
are known experimentally. Therefore we may determine
the total absorption width by subtracting from the total
width the sum of the experimentally determined escape
widths taken with their appropriate statistical weights.

In order to show that the channel coupling between
the proton-particle, neutron —hole channels is really
important we have calculated the total absorption
width by summing the single-particle terms for all the
excess neutron holes Lsee formula Eq. (7.29) 7. We refer
to this as the independent channel calculation The.
result of the calculation is presented in Table 8.4. The
calculated total absorption width, l', ,l," =659 keV,
exceeds the one extracted from the experimental data
(F,„„PEs 80&20 keV) by about a factor of 8.We also
recall that this calculation of F"~8 involved rather
specific assumptions, especially in the assignment of the
energy arguments for the escape widths of the excess
neutron orbits Lsee Eq. (7.30)j. Clearly, our choice of
the inelastic channel energies introduces some uncer-
tainty in the calculation of I"" . The actual one-
particle one-hole strength is spread over a certain

EaEMeV) '
Experiment

Calc
Plj Fl' s I fjABs

$1/2

ggc/ o

15/2

$11/2

17.48
17.43
16.96
16.50
16.34
15.72
14.92

280&20
290&20
320+15
310~15
200&25
220~20
250~10

46+15
36&15
48+15
58+10
~p
2+1.6

19.6&0.8

&30 46
25%25 30
40+25 53
20&15 28
(25 7

(25 5
&15 23

~ [Wh68].
See Table 8.1.

TABLE 8.3. Comparison of experimental and calculated values
for the partial absorption width FI;" s for the analog states in
Bi" . The experimental values for ffj+B are obtained from

pI.ABs —p Z ]j p (pb208; gs),

where j. is the observed total width for each analog level (tj)
and F(Pb Os gsl =230+10 jBr68) is the observed width of the
lowest analog resonance in Bi"'. (All widths in keV) .
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FIG. 8.14. The dependence of the optical phase, single-particle
absorption width, and the absorption parameter on the strength
of the imaginary part of the optical potential, tV. The zero
subscripts refer to the values obtained for the optical potential
of Becchetti I Be69).

energy interval. However, in order to reduce the cal-
culated width, F"B8,by even a factor of 2 it is necessary
to place a considerable amount of 1p—1h strength at
very high excitation energies. Such spread of strength is
rather inconsistent with various measurements. Theo-
retical calculations alsoindicate that the spread of the
1p-1k strength is not large enough to make it possible
to reduce the absorption width significantly.

It is possible to reduce the independent channel
absorption width by changing of the imaginary part of
the optical potential. We have already mentioned that
the optical potential used here is an average one, chosen
to reproduce only the general features of the scattering
data for a wide range of nuclei and energies. This
particular calculation of F 8 is sensitive to S' and
requires an accurate knowledge of the optical potential,
particularly at low energies.

We have investigated the dependence of the param
eters F~" g~p and [1—exp (—2rf~„)j on the
strength of the imaginary part of the optical potential.
The results are shown in Fig. (8.14).There the quanti-
ties with subscript zero refer to the values calculated
with the imaginary part of the optical potential as given

by Becchetti LBe69jf. The shape and the energy
dependence of the Becchetti potential were kept fixed
and only the strength of the imaginary part was varied
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TABLE 8.4. Independent channel calculation of the total absorption width for the ground state resonance in Si' . The proton escape
widths F~, are taken from experiment (Table 8,1).The values for the calculated partial absorption widths are read from Fig. 8.4. Since
the experimental total width of the Pb' resonance is P =230+10 keV L'Br68], the total experimental absorption width is P"as=
F—ZgF~; =80&20, which has to be compared with a calculated value of 659 keV. All widths appearing in the Table are in keV.

Holes

lj Ea LMeV] F); l
.AHS

Statistical
weight, g g r„. ge P).ABS

PI/2

for/2

P3/2

ZI3/2

f7/2

hg/2

Sum

11.49
10.92
10.59
9.74
8 ~ 15
8.06

28.0&1.4
4.2+0.5

15.8+0.9
&0.001

0.6+0. 1

&0.001

50
24
42
2. 5

19

2

6
4

14
8

30

56&2.8
25. 2+3
63.2+4

149&6

100
144
168
35

152
60

from Becchetti's value (We) . The results represented in
the 6gure are for the sI~2 and g9~2 analogs of Pb"'
parents evaluated with continuum (escape) energies of
6, 12, and 18 MeV. The calculated parameters depend
approximately linearly on the strength of the imaginary
potential.

By reducing the strength of the optical potential, it is
possible to achieve agreement between the calculated
and experimental total widths. On the other hand, the
reduction of the imaginary potential required to do this
is excessive. "We are thus led to prefer the calculation
of Sec. 7.12 based on the monopole mode in spite of our
lack of information on its position and width.

8.4 Analog Resonances in the Region of the Closed
Neutron Shell %=82

8.41 IrI,troducti on

There are a number of stable nuclei which have
X=82 and proton numbers from Z= 54 to 62:;4Xe82'",
56Ba82"', ;8Ce82 60Nds2", and 62Sm82" . All these nuclei
have been used as targets in isobaric analog experiments
to form the analog states of the X=83 parents. The
energy spacings and angular momenta of these reso-
nances remain basically the same for all the above
mentioned nuclei from Z=54 to Z=62 (cf. LMo69b7
or Table 8.5), At around 10-MeV proton energy a
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FIG. 8.15. The single-particle escape widths for the neutron orbits
oi barium. lPotential: PWi67]l.

'9 In contrast, the escape width depends on tV mainly through
the factor e~&. At the energies considered, this factor is close to
unity, and reduction of q by a factor of 2 will change F& & by
only a few percent.
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FIG. 8.16. The single-particle absorption widths for the neutron

orbits of barium. {Potential: PWi67]}.
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series of resonances appear, whose quantum numbers
have been determined by polarization measurements
where doubtful LVe6'/, 68]. These are given as f&/s ps&„

pr~s, and f~7s This seq.uence is expected from the single-
particle shell model (see Fig. 8.1). Unlike the case of

I'IG. 8.19. The nuclear optical phase shift, 8&; ~=8&,—0.
&, for

the neutron orbits of barium. {Potential: [Wi67 j}.
lead, the spectroscopic factors of the levels with X=83
are considerably smaller than 1 (cf. Table 8.5) .

All the analog resonances decay strongly to the irst
excited 2+ state of the target nucleus (which appears in
all the S=82 targets at about 1.3—j.,6 MeV excitation
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I' IG. 8.20. The absorption parameter for the orbits of barium
presented in the form [I—exp( 2qt, ) ]. {Po—tential: [Wi67j}.
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TABLE 8.5. Comparison of experimental and calculated values for the escape width F&, and the asymmetry phase p for the analog
resonances in proton scattering on nuclei with N =82. All widths in keV. All angles in radians.

Z (Mev) F]; (keV) j. ) & (keV) Sdy dexl t 4' d OPT

fvn

P3/2

Pl/2

f5/2

f612

10.19
10.79
11.17
11.50
11.72

20.3'
26. 3
19.4
9.9
6. 1

21
61
63
28
30

Xe"'+p

Qa138+P

0.97
0.43
0.31
0.35
0, 20

0. 68b

0.49
0.34
0.24
0. 16

0.20
0. 15
0. 14
0.22
0.23

fvn

P3/2

Pl/2

fGn

fG/2

fvn

P3/2

Pl/2

f512

fG/2

10.02
10, 65
11.11
11.46
11,73

9.75
10.40
10.88
11.25
11.49

15 Sc 17 Od

27. 8 26.0
24. 5 22. 5
16 9.2
~ ~ ~ 13.0

12'
22
20

7
7

21
69
74
31
32

ig
75
81
30
32

Ce14Q+ p

Nd142+ p

0.67
0.29
0.25
0.23
0.22

0. /4 0.81 0. 76e

0, 40 0.38 0.49
0.33 0.30 0.40
0.52 0.30 0.24
~ ~ ~ 0.40 0.24

0.52' 0. 70&

0.24 0.32
0.22 0.27
0. 1/ 0.20
0. 11 0. 14

0.89e

0.42
0.38
0.30
0.38

0. 161

0.35
0.22
0.09
~ ~ ~

0. 10h

0.30
0.29
0.32

0. 19
0. 14
0. 13
0.21
0.23

0. 18
0. 14
0. 13
0.21
0.22

gV/2

P3/2

Pl/2

f;/2

gV/2

P3/2

(pin)
(f6/2l

9.50
10.23
10.80
1i.05

9 ~ 30
10.19
10.93
10.97

10.5~

23. 5
23.
5.9

71

22
10. (?)
4

17
81
89
29

16
80
98
34

Sm144+ p

0.62
0.29
0, 26
0.20

0.44
0.28
0. 10(P)
0, 12

0.83c
0.40
0.25
0, 24

0 5gm

0.34

0. 11

0.66~

0.40
0.37
0.21

0.61h

0.39
0.48
0.06

0. 10h

0.22
0.24
0 ~ 26

0.0h

0.21

0. 17
0.14
0. 13
0.20

0.16
0. 14
0. 13
0.20

~ [Mo69b].
b [Mo68].
c [Se70]." [Wi70].
c [W167].
f [Eh70] calculation with no cutoff.
~ [Eh70] calculation with cutoff,

" [Ha68b].
I [Wu69].
' [C168] and [Gr70].
~ [Ch67].
I [Ma66a].
m [Jo66]

energy), and therefore it is probable that the neutron
single-particle states have a considerable admixture of
states of a particle coupled to this collective 2+ state.
Above the 2+ state a rather dense spectrum is observed
in the decay of the analogs, and its structure has been
only partly unravelled. It has been proposed PWu697
that one interpret the strength in these final states as
arising from neutron particle —hole configurations
coupled to the vibration. Formally, we represent this
structure as bs

~
m ) where

~
~) is an exact eigenstate of an

%=83 nucleus, including admixtures of the 2+ state, for
example. Using this picture, it has been possible to
extract some information about the location and the
escape widths of the hole states. Their sequence is
d3/2, sy]2, hg. /2, d5/2, and g7)2. Because of penetration eGects
one expects to observe only the d3/2

' and s&~2
' strength.

8 AZ E'scrape

Wl(laths

The single particle quantities for the barium region
are presented in Figs. (8.15-8.20) . Table 8.5 presents a
comparison between spectroscopic factors as determined
from isobaric analog resonances and stripping experi-
ments. (A similar comparison for the nuclei discussed
here has been made by LHa68a, bj) . The spectroscopic
factors as determined from the stripping experiments
differ considerably LEh70), partly because of the use of
different optical potentials and partly because diferent
form factors have been assumed for the single-particle
orbits. Therefore, we do not expect the comparison to
be meaningful with an accuracy of better than 10%%uo-

For our calculations, the Saxon-Woods potential in
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which the neutron single-particle wave function is
generated has a radius of X=1.15A'/ F. The optical
potential is that of LWi67], i.e., in the notation of
Becchetti LBe69],

VR =62.4—0.4E LMeV], E (MeV)
Expt
(keV)

Calc
(keV)

TABLE 8.6. Single-particle widths for neutron holes in Ce'40.

The experimental values have been obtained by studying the
decay of the f»2 and p»2 resonances in proton scattering from Ce'0.

ug =0.67F

Ego=Eg)

a80= aa& 8 y=0,

Z, =1.25'~/3F

Vso = 5 0 LMeV],
2 1",1/2' +4 I'g 3f2'

~(f 8f~"

1(2"

5.95

6.0

6.0

0.4b

3 5'

17.6

0.9

WB» = 10.0 LMeV],

R,= 1.21A'/'F a;= 0.69F (8.14)

3L tmu69].
[He69b) .

o Calculated from (a) and (b).

This potential has been obtained by fitting various
proton scattering experiments in this region. The
imaginary part is appropriate for an energy around
Eg~10 MeV; an energy dependence has not been
determined for the imaginary part.

Although the trends of the (/f, p) spectroscopic
factors (S~„) are well reproduced, the agreement of the
absolute values is only fair, In general S» is smaller
than Sz„by as much as 10%—30%. The uncertainty in
the experimental value of F~; is usually not available.
However, estimates of an error of 10%-15% for the

fg/3 and p3/3 resonance in Sm'"+ p, and an error of 20%-
30% for the other two resonances are available LMa66].
Since the error in S~„ is also not known, it is hard to
estimate the degree of discrepancy. However, there may
be a systematic discrepancy due to the smaller radius of
the potential in which the neutron wave function has
been generated. Le.g. we use ro ——1.15F while the authors
of LWi67] use ro ——1.23F). Since we use the additional
Coulomb energy information, which favors a smaller
value of ro, our value for the spectroscopic factor may
be more correct. However, the values for the escape
widths for the neutron holes, Table 8.6, are also not
reproduced too well. They are very sensitive to the
optical potential, and to the assigned energy, R, of the
particle-hole final state. A change in F& by 0.5 MeV
changes F&,'" by a factor of 2.

h'.43 The Asymmetry Phase

The asymmetry phase P is a quantity which cannot be
very accurately extracted from proton elastic scattering
data. The quantity which is the only observable in the
experiment is the phase n(g), the relative phase between
the resonance term and the background scattering
amplitude. %e may write the background scattering
amplitude as fR(e) =

~
fn(e)

~

e'&'3&. This amplitude is
a superposition of many partial waves and therefore
its phase P(9) will generally vary with angle. Therefore
the observed phase difference, n(8), may be written

~(~) =4 (e) —2(b/ "'"+o3)—243;. (8.15)

Usually one calculates P(8) from an optical potential;
if the potential is chosen properly, the difference

n(e) —P(e) should be independent of the scattering
angle. Then one subtracts from n(e) —P(e) the optical
potential scattering phase shift 2(ht;NuoL+o3) (which
includes the Coulomb phase shift o~) and obtains the
asymmetry phase. Such an analysis has been performed
by LHa68b], and the results are shown in Table 8.5. We
have also included the results for 4 taken from Fig.
8.18. YVe have not calculated the eGects of channel
coupling or compound effects t Sec. 6.8] because they
are expected to be small. The error attributed to the
values P'"&' is of the order of 0.2 rad. One sees that
theoretical and experimental values certainly agree
within this error. However, this does not provide a very
stringent test. It only indicates that the absorptive part
of the optical potential has the right order of magnitude.

8.44 The Total 8'idth

The independent channel calculation for the total
absorption width has also been carried through for one
resonance in Ba, and, just as in the Pb region, one
observes a discrepancy of a factor of 7. The total width
of the fq/3 resonance in Ba"'+p is F=69 keV $Se70].
The elastic width is 16.5 keV and the sum of the
inelastic widths is 12.8 keV $Mo67b], which gives
I'"B ~42 keV. The sum of the F~;" 8 leads to a value
of 290 keV. Ke have already discussed the reasons for
this discrepancy, and indicated the correct procedure.

8.5 Isobaric Analog Resonances in the Region of the
Closed Neutron Shell %=SO

8.5'1 IetrodN, ctioe

The situation in the region of Ã= 50 is similar to that
in the Ã = 82 region. A number of nuclei with iV = 50 can
serve as targets: 38Sr~o", 40Zr50", 42Mo~o". Extensive
studies of isobaric analog resonances have been made
using Sr and Zr as targets LCo68a, b; Li68; Sc69c;
Wi69]. The observed spectra of the isobaric analog
resonances are rather similar. The expected sequence
of single-particle levels is 1;/&, sg/2 13/Q g7/Q Of these
only the d3/2 strength is considerably fragmented over
a number of levels, while the other orbits are relatively
pure (see the spectroscopic factors in Tables 8.7 and 8.8) .
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TABI,E 8.7. Escape width, single-particle escape width, and spectroscopic factors for analog resonances in Sr~(p, p) Sr~. All widths
are in keV, The large spectroscopic factor for the gv/2 orbit (&1) probably arises from the choice of a rather, small radius for the neutron
potential well (see Table 8.9). The same remark applies to Table 8,8. For.comparison, a theoretical calculation. of the spectroscopic
factors is shown in the last column.

Ea [MeV7'

5.00
5.99
6.91
6.98
7.42
7. 70
8. 10
8.22

Sum rule: ZS»

)jb

ZE5/2

Si/2

ZE5/2

A/2

A/2

gvn

A/2

d5/2

Fl;

8
46
11
23
18
4.0
5.6
3.0

Fl ' b

~ ~ ~

5
28
22

4
7
1.5

Fl .Sp c

5
52
27
38
43
3.0

51
42

~5/2

A/2

Fz,sP a

5
48
24
35
39
2, 7

46
36

1.6
0.9
0.4
0.60
0.42
1.3
0. 11
0.07

1.13

S»'
0.8
~ ~

0 ~ 2
0. 75
0.51
1.3
0. 14
0.04

1.04
1.40

0. 79
0.90
0.09
0.45
0.34
0.74
0.08
0.043

0.92
0.87

Stheory

0.91
0 ~ 93
0.05
0.40
0.40
0.80
0. 11
0.001

0.97
0.91

S [Co68a]." fWi69].
Read from Fig. 8,21 for Potential (II).
Read from Fig. 8.21 for Potential (I).

S» ——Fzv. /Fzv'P with Fl; from [Co68a] and from [Wi69], respectively.
Fl; p is calculated with Potential (II).

f [Co68b].
~ fHu69].

TABLE 8.8. Escape widths, single-particle escape widths, and spectroscopic factors for analog resonances in Zr@&(p, p) Zrw. The values
of P~,» are calculated for Potential II—see text. (All widths are in keV).

Eg (MeV) Fl, Fz, b Fl Stheory f

4. 67
6.22
6.78
6.99
7.27
7.63
7.82
8.04
8.41

Sum rule ZS» for A/2

d5/2

An
An
gvn

SI/2

An
An
d3/2

A/2

~ ~ ~

15
2. 5

17+3
10
8
8

&5

4 0&0 5' 3.5
25
38

1.7

70
45
46
50
54

1.1+0.1

&0.04
0.40(0. 48)
1.4
0.24
0.22 (0.04)
0. 18(0. 18)
0. 16(0. 12)

&0.1(0.1)

&1.1(0.92)

0.89
0.03
0.45
0.52
0.24
0.08
0. 11
0. 15

0.82

0.98
0.004
0.81
0.88
0.005
0.006
0. 15
0.02

~ ~ ~

0.98

~ [Li68].
b [Wi69].
c [Sc69c],

"Calculated with Fl; from [Li68]; those using Fl; from [Wi69] are
given in brackets.

e fCo63].
[Ra64] Spectroscopic factors obtained from a shell-model calculation.

TABLE 8.9. The dependence of the resonance parameters on the shape of the wave function of the parent state (Sr"+p at 7 MeV).
The single-particle wave function of the extra neutron has been changed by changing the radius (R=rpA"') of the well. The well depth
has been adjusted to obtain the experimental single-particle binding energy for the neutron orbit, The nuclear phase shift (8+i'/)
depends on rp through the fact that the bound neutron orbit is projected from the scattering solution as discussed in Sec. 2.23.

State
fp

(keV)
l

.OPT

(rad)
l .CONT

(keV)
f, .Ass

(keV)
g .NUCL

(rad)

1—
exp( —2gz;)

SI/2 1.15
. 1.25

77.3
75. 7

0.031
0.034

—49.8
—44. 4

10.0
9.3

—0.261
—0.293

0.034
0.038

~5/2 1.15
1.25

25. 6
27. 7

0.043
0.037

—38.4
—37.9

7.85
6.46

—0.0181
—0;0355

0.019
0, 019

gV/2 1.15
1.25

1.16
1.65

0.027
0.017

—14.7
—16.5

2. 74
2.40

+0.0024
+0.0013

0.0014
0.0014
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so
C

0
~~

0.2—

O.l—

88
Sr 4p

gq

therefore those quantities most sensitive to this
quantity, such as I'IfAEs, PIIOPT, rfI;, show the greater
differences.

Within the deviations of the experimental values for
the escape widths, and considering an estimated error of

20% for the spectroscopic factors extracted from the
stripping analysis, there exists no obvious contradiction
(except for the its resonance) between analog spectro-
scopic factors and those of the stripping theory.

The deviations for the g7i2 resonance, both in
Sr '(p, p) Sr" and Zr" (p, p) Zr" seem to be significant.
Because of the strong centrifugal barrier, l =4, the escape
width is very sensitive to the details of both the proton
continuum wave functions and the neutron form factor.
The effect of changing the size of the neutron wave
functions has been studied and some of the results are
given in Table 8.9. As may be seen there, the gvi2

escape width is by far the most sensitive to the details of
the neutron wave function.

0
0 2 4 6 8 lO l2

E I. MeY]

FIG. 8.24. The optical phase for the neutron orbits of strontium.
{Potentials: (I) { Be69j, (II) LE169j}.

The differences in the escape widths are small for the
two potentials for those energies well below the Coulomb
barrier, but become larger with increasing energy. This
deviation mainly arises from the difference in the
factors e '" which multiply the transition matrix
element. The main difference between potentials (I)
and (II) appears to be in the imaginary potential, and

0.5—

88
Sr +p

/

rtrj /

g 7)~

E t. MeVj
6 8 ~ ~g~

I I

4 6 8 lO l2

E L MeYj

Pro. 8.26. The absorption parameter for the neutron orbits
of strontium presented in the form Ll —exp( —2V~, )g. {Potentials:
(I) { Be69j, (II) { E169]}.

CO

C
O
'U
O
K

-2— d
5j~

h'.53 The Optical Asymmetry i hase

-4—

C3

z '

GQ

-5—

Sr

7

-8—

-9—
S

lg&

FIG. 8.25. The nuclear optical phase shift, 8;&NU~L =—8&;—o.
&, for

the neutron orbits of strontium. {Potentials: (I) {Be69), (II)
{ E169$}.

The optical asymmetry phase is sensitive to the
strength of the imaginary part of the optical potential.
In Table (8.10) we have compared the optical phase,
corrected for energy dependence of the resonance
parameters (see Sec. 8.2), with the experimental value

for the asymmetry phase. This comparison neglects
any contributions to the asymmetry phase from direct-
channel coupling or from the compound escape ampli-

tudes. As may be seen from the table, the results of this
comparison show no significant disagreement between
theory and the phases extracted from the experimental
data for the states with large spectroscopic factors. It is
expected that all of the small effects such as rearrange-
ment, channel coupling, and compound escape are
important for the other states. This is probably the
reason for the disagreement in sign.
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TABLE 8.10. Comparison of experimental asymmetry phase and the calculated optical phase for Zrn(p, p) Zrn. The experimental
numbers are taken from PSc69cj for the d;,~s resonance and from LWi69j for the other resonances.

Za (MeV) yezpt yOPT (g~) yopT
t Eq

4.67
6.81
7.67
7.85
8.09
8.47

d;,/g

dd/2

d3/g

d3n

A/2

A/2

O. 125
O. 1

0
—0 ~ 2
—0.2
—0.25'

0.06$

0.07
0.09
0 ' 09
0. 1

0. 105

0.09"
0. 1

0.115
0. 115
0. 12
0. 125

—O. 002
—0.01
—0.01
—0.01
—0.01
—O. 01

—0.005
—O. 015
—0.05
—0.02
—0.025
—0.025

+0.05'
O. 05
0.07
0.06
0.07
0.07

+0.08b
0.08
O. 1

0.08
0.09
0.09

~ Calculated with Potential (II). "Calculated with Potential (I).

8.6 Conclusions

In the previous parts of this section, a comparison
has been made between experimental and calculated
resonance parameters. This comparison is not complete:

(i) We have not attempted to collect and. present all
the experimental data which are available at present.

(ii) We have not re-analyzed all experimental curves
in order to obtain a set of resonance parameters which
are determined by the same method. Such analyses
would be valuable in order to determine the uncertain-
ties in the parameters; these uncertainties seem to be
rather large.

(iii) For our calculations we have not attempted to
find the best optical potentials, but have used those
available in the literature which seemed appropriate for
the region under investigation. Because of our poor
knowledge of the optical potential, the theoretical
resonance parameters have rather large uncertainties.

Ke summarize some of our conclusions with respect
to the various parameters:

(i) The single-particle escape width:
We estimate that the uncertainty in the optical

potentials leads to an uncertainty of the order of 10% or
more in the escape widths and therefore in the spectro-
scopic factors, even at energies below the Coulomb
barrier. 4" Above the Coulomb barrier the energy de-
pendence of the escape width is strongly inRuenced by
the factor e '&, hence by the imaginary potential whose
strength is only poorly known. There is a further un-
certaintly due to the monopole shielding e6ect arising
from the compound escape, Eq. (6.93), since the param-
eters of the monopole are all but unknown experi-
mentally.

(ii) The asymmetry phase and the partial absorp-
tion width:

The partial absorption width for the elastic channel
and the asymmetry phase depend on the imaginary

"The analysis of stripping at energies below the Coulomb
barrier is fairly insensitive to the optical potential since the short
range of the interaction between the deuteron and the stripped
neutron ensures that the process happens well outside the nuclear
center. For isobaric analog resonances, the interaction V,& ) has
a long range, and therefore the matrix element for the escape
width receives about equal contributions from the "inside" and
"outside" of the nuclear volume.

potential only at the energy of the resonance. These
quantities should be predicted with reasonable con6-
dence except for questions concerning the energy
dependence of the imaginary part of the optical
potential. Unfortunately, the asymmetry phase and the
partial absorption width are obtained only with rather
large uncertainties, as is the magnitude of the imaginary
potential. Within these uncertainties, the calculation
provides a representation of the data that is not grossly
in error.

(iii) The total width and shift:
We conclude that the total width and shift should cot

be calculated in the independent channel approximation.
The best estimates would seem to be those of Sec. 7,
where it is seen that the giant monopole is the dominant
feature. It is possible that large changes in what we
believe the imaginary part of the optical potential to be
would change this conclusion somewhat.
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APPENDIX 1. THE CONTINUUM SPACE AND THE
OPTICAL MODEL

In this appendix we wish to indicate how the projec-
tion operator for the continuum space may be con-
structed. In this connection we shall review the theory
of the optical model. The modifications of the con-
tinuum-space wave functions and projection operator
necessary for the theory of analog resonances are also
discussed.

A1.1 The Continuum Space Projection Operator

Our aim in this subsection is to construct a set of
states which form a basis for the continuum space and
which have orthonormality properties such that we
may define the projection operator in terms of these

. states. We begin with a deinition of channels for the
scattering problem and introduce certain channel
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a(l;);,.t(r) = g fV(l;);„,. (r, o)at(r, o) dn„ (A1.3)

where

~;., (-, -) = Z ~-...,"I"., (-)x-:.(-). (A1 4)
m)o I

Here Fl, (r) is a spherical harmonic, and &r(o) is a
spinor. The commutation relations of these operators are

f a(l*,)j~ (r), a«;&;I, (r') } =. $b(r r')/rr' jI)&vb—)'j Bmpn~

f a(l;);„,. (r), a(l 1);,. (r') } =0, etc. (A1.5)

We denote the states of the target as
~

X, IM), where
P =0 denotes the ground state, X=1 the first excited
state, etc. The target state has angular momentum I and
projection 3f. We may add to a target state a particle
with orbital angular momentum /, total angular
momentum j, and projection m, . If we require that this
particle be created at a distance r from the origin of the
coordinate system, we define

~
rp (IIs)jm, IM, X) =a(p), ,.+(r)

~
&(, IM). (A1.6)

It is also useful to couple j and I to a total channel
angular momentum J and projection M. We define,

I
r L(l2)jIjjM l) = ZC„,~M'»a&&, &,„,t(r)}7,IM).

(A1.7)

The indices L(l-',j)IjJM, X will be denoted by the channel
label c, so that our channel states are designated

~
r, c)

in an abbreviated notation.
The orothonormality properties of the states { r, c)

are such that they are not appropriate for the definition
of a continuum space projection operator. We now
proceed to the definition of a new set of fundamental

vectors. An integral operator is then constructed which
allows for the transformation of the original set of
channel vectors to a new set which has the desired
orthornormality properties. The formalism as presented
allows for any number of channels in the continuum
space. We note that some of the channels defined to be
in this space Inay be closed at the energy of interest for
the scattering problem. This feature does not modify the
analysis.

Let us turn to the definition of the channels and
introduce some useful operators.

Let at(r, o) be the creation operator for a protorl at
point r with spin projection o. If a(r, o.) is the cor-
responding destruction operator we have, as usual

fa~(r, o), a(r', o') } =b(r —r') 8...,
fat(r, o), at(r', o') }=0,

fat(r, o), a(r', o') }=0. (A1.1)

We introduce the operator a&pl;,+(r) via the following
relations

at(r, o) = g a(l~&;,.t(r) Yl;,.t(r, o), (A1.2)

p„(r, r')u, «'(r')r" dr'=r&u, «&(r), (A1.9)
CI p

u, (»*(r)u, (&'& (r) r' dr =b» (A1. 10)
C 0

are available. The completeness relation for the eigen-
functions is

g u, (»(r)u, &»(r') =&)„8L(r—r')/rr'j, (A1. 11)

where the sum runs over all g and includes all degenerate
eigenfunctions. The solution u, (» (r) can be used along
with (A1.8) to show that )7( 1 (see for example LKe66;
Fr67,68j). From these solutions we construct the
matrix

F„(r,r') = P f u, ( &(r)u, '"&(r')/(1 —)&)'('j,
~1

(A1. 12)

where the sum is over all the eigenvectors with q&1.
The operator F„(r,r') may be used to introduce new

channel vectors which have the desired orthonormality
properties. The channel vectors are

~
r, c)= g }

r', c')F;,(r', r)r" dr', (A1. 13)
Ct

and satisfy the normalization condition

(r, c
~
r', c') = [8(r—r') /rr')8„—P u, &» (r) u, .&» (r') .

(A1. 14)

In terms of the vectors
~
r, c) the projection operator

for the continuum space is

P= Q ~
r, c)r'dr(r, c ~,

C P

(A1. 15)

where the summation is over the channels defined to be
in this space. It is readily seen that P satsifies the
projection operator relations, P'= P, P =P. The
projection operator for the closed channels and those
open channels not included in P is

Q=1—P. (A1. 16)

In. the next section we use the operators P and Q to
discuss the scattering problem and define a many-
channel optical model Hamiltonian.

channel states } r, c) which have more desirable ortho-
normality properties.

For the following discussion, let c denote the channels
(open or closed) to be included in the continuum space.
The orthonormality relation for the channel states

~
r, c) involves a channel density matrix, p„(r, r'),

such that

(r, c
~

r', c') =o/(r —r')/rr']b„—p„.(r, r'). (A1.8)

The construction of the projection operator requires
the eigenfunctions of this channel density matrix. One
assumes that the solutions of the eigenvalue problem
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A1.2 The Optical Model

In this section we wish to review the formal theory of
the optical model. If we use the projection operators of
the previous section, the Schrodinger equation

energy averaged T matrix may be obtained via the
introduction of the operator

h., oPT (r, r') = (r, c
I I Hpp

+Hpc&/E —
HQQ+2 (iI)) Hqpj I

r', c') . (A1.27)
H I%)=E I%)

mav be written,

(E—Hpp) P
I e)=HpqQ I e),

(E—Haa) Q I +)=Hc&pP I +),

I+)=P I+)+Q I+),

(A1.18)

E&P „(+&(r)

or

h;., oPT(r, r') &P«. &+& (r') r" dr'

(A1.28)

(A1. 17)
One therefore requires the solution of

Hc&g—=QHQ, Hpo=—PHQ. (A1.19) EiP&+&(r) = hoP (r, r')&P&+&(r')r' dr' (A1.29)

Using the formal solution

Q I~)=I1/(E'+ -H«)1H"P I~), «1 20)
in the single-channel case. Further, if one approximates
hoPT(r, r') by a local optical-model Hamiltonian

where E&+&=E+ie we may write an equation deter-
mining the scattering. in the P space:

(E—H„—H„L1/(E&+&—H)„)H„)P
I e)=0.

one has
hoPT(r) &P(+& (r) Ef(+i (r) (A1.31)

h (r, r') =$5(r r')—/rr'jh P (r), (A1.30)

(A1.21) The P-space vectors may now be written

We wish to reduce the complicated many-body
equation, (A1.21) to a matrix equation in .a single
variable. This may be done with the'aid of the channel
vectors I r, c) defined in the previous section. We write

P
I 4,~+&)= g I r, c')4„.&+&(r)r'dr, (A1.22)

where the boundary conditions are such that one has
incoming waves only in the channel c. We also de6ne the
operator,

h„(r, r') = (r, c
I I Hpp

+HpqL1/(E&+& —H@u) )HQp I I
r', c'), (A1, 23)

If we impose the subsidiary condition

I r, c')&p„.&+&(r)r' dr, (A1.32)

where again the index c speci6es the boundary condi-
tions for Eq. (A1.28).

There have been very extensive studies of phenomeno-
logical optical models (mostly local). Since the deter-
mination of hoPT(r, r') from first principles is a formid-
able task, we will use the phenomenological optical
potentials to determine the continuum wave functions
for our study of analog states. However, the require-
ment of orthogonality between the continuum and
ana', log spaces requires that we modify the solution of
Eq. (A1.28) or Eq. (A1.31) . This modiication is
discussed in the next subsection.

„(+i(r) —Q
ct' 0

h. .. (r, r')%„~+(&r')r' d2r'.

(A1.25)

In the case in which the P space contains only the
elastic channel, this equation reads

M«+'(r) = h(r, r') 4'+ (r'&) r" dr', (A1.26)
0

and the wave function 0 &+& (r) contains all the informa-
tion necessary to describe the elastic scattering.

As we have not introduced an energy averaging
procedure, the P-space scattering will contain many
resonances due to the influence of the Q space modes. An

"If +„(+)(r) is obtained as the solution of (Ai.25) the condi-
tion (A1.24) is automatically satisfied.

I,.«& (r)% „&+&(r)r' dr =0 (A1.24)
c& 0

for y=1, we obtain4'

Al.3 Modification of the Continuum Space
Wave Functions

As we have discussed in Sec. 2, the reaction theory
for analog resonances requires the introduction of three

projection operators I', A, and q. The analog states,
I A, ) are constructed via the application of the charge
raising operator to a set of parent states, I n;). The
analog state projection operator is defined as a projec-
tion operator onto the space spanned by the analog
states. For simplicity, let us assume for the moment
that the continuum space is de6ned as including only
the elastic channel. In general, a parent state I n) will

contain a component which may be described as a
neutron coupled to the ground state of the target
system. The application of the charge raising operator
to the parent state will de6ne an analog state, part of
whose wave function will contain a proton, in a neutron
orbit coupled to the ground state of the target. This
part of the analog state will give rise to a nonorthog-
onality between the analog space and the continuum
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space. This difFiculty may be avoided by explicitly
removing the nonorthogonal component from the
continuum space.

Recall that we had defined the projection operator

which differs from hoPT(r, r') introduced in (A1.27)
because the q space does not contain the analog states,
while the Q—space does. Using (A1.33) to compare
(A1.3'7) with (A1.41), we find the relation

c 0
[ r, c)r'dr(r, c

(
(A1. 15) oPT /1 I +)(u+ l~&

y
oPT 1

I u&)(u&opT—
p~ J p~ i

We now introduce the projection operator4'

P=P—LP I ~)(~ IP/(~ I
P

I ~)l
00

=P——g ~
r, c)u~, ,(r) r' dr

pA ccI p

X ug, ;(r') (r', c'
~

r" dr', (A1.33)

(A1.42)

In (A1.42) we have introduced a matrix notation for
the coordinates r, r' and the channel indices c and c'. In
this notation we may rewrite (A1.38) and (A1.39):

hp
~

(p,t+))=E
~ tp, t+)), (A1.43)

I
~"')=o (A1.44)

where

u~, ,(r)=—(r, c } A)=N ' l(r, c}T
~
tr), (A1.34)

If we use (A1.42), Eq. (A1.38) becomes

(E—&"')
I t)."'&=—

I )p

p =(~ IP l~&

~
r, c')p„. &+)(r) rs dr. (A1.36)P

~
@ t+)) = Q

c~ p

We also need the projected optical Hamiltonian

Phpo (r, r') g., = (r, c
~

IHpp

+Hp, gq/(E H«+iI/2) ]Hz—p} }
r'c'). (A1 37)

The functions p„ t+) (r) are determined by the equation

u~ '(r) r' dr. (A1.35)
c p

The space defined by the new operator E' is orthogonal
to the analog space.

In analogy to the procedures of Sec. A1.2 we in-
troduce the P-space wave function y„'+)(r) through
the definition

(A1.45)

Equation (A1.45) is readily solved in terms of the
Green's function for h T, and the wave functions

~ f, '+)
& defined as follows,

(E—hoPT) Gl+) =1, (A1.46)

(A1.47)(E—&"')
l
0"'+)

&
=o.

We easily find

~
p l+)) =

~ p l+)&

—G'+'(~ ug)(ug
~
P, +')/(ug

~

G'+'
~
ug)). (A1.48)

(E—l's o'T)G t+)=1 (Al .49)

Note that the solution (A1.48) is independent of the
constant n~ ——(A } P

~
A). We also define the Green's

function for h~o

c// p

fhp (r r') j;;.&p«. '+'(r') r" dr'=Ey«'+) (r)

(A1.38)

G '+'=G'+' —G'+'lu )((u IG'+'Iu )) '(u IG'+'

(A1.50)

and will satisfy the orthogonality condition,

u~, , (r) y«. t+) (r) r' dr =0. (A1.39)
c& p

The latter relation is the coordinate space version of

(a
~
P

~
C,t+))=O. (A1.4O)

It is useful to exhibit the terms arising from the
projection procedure in a more explicit form. To this
end we dehne

Lh, (r, r') j„=(r,c
j IHpp

+Hps Hsp}
~

r, c) (A1.41)E H«+t', I 2—
4~ In Sec. 2.23 we have written the general expression for the

case of many analog states } 2;l.

In principle there is some difference between h

(A1.27) and )'t (A1.38). Phenomenological studies
may be said to provide information concerning h

since the analog states are not separated from other
compound modes in any conventional optical model
analysis. We will neglect the very small difference
between these operators and assume that we have
sufhcient information to parameterize ho and obtain
the solution of Eq. (A1.47) .

For the work discussed here we have neglected direct
coupling and identified the functions u~, (r) with
neutron bound state wave functions obtained from a
single particle potential. The Green's function, Eq.
(A1.46), was obtained for the optical Hamiltonian and
the wave functions qt+)(r) of Eq. (A1.48) were con-
structed, With the neglect of direct coupling these wave
functions depend only on the energy and the quantum
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numbers t and j. In this case one has

~&.&+& (r) —P&.&+& (r)

G&,&+& (r, r') ee„U(r') r" dr' N„&l(r) f&,&+& (r) r' dr
0 0

I„&;(r)G&+&(r, r') N„~;(r') r'r'~ dr dr', (A1.51)

where N„&,(r) is the bound nellrors wave function.
Although the above discussion displays an explicit

and general form of the solution to the orthogonality
problem, it may be advantageous for computational
purposes to note the following method. After solving the
homogeneous equation (A1.4'/), we also solve the in-
homogeneous equation

In the short-range approximation, we have

o = ff dx dyp" (x)p" (y) L1—g'(I x—y I) jg'(I x—y I)

f dxpo(x) po(x) f dsI 1—g~(s) )g~(s), (A2. 5)

so that Eq. (A2.1) follows.

(~—f"')If.)= —
I N~) (A1.52)

LAd66]
Then the wave function

I &p, &+&) is given by

I &p.'+') =7 [I 1t"'+')—
I f.)((» I 4.'+')/(N~

I f.)) 3,

[Ad 69]

[An 61]

(A1 53) [An62.]
where the constant ) is determined by requiring that
I &p.&+&) have the usual asymptotic normalization.

APPENDIX 2. NORMALIZATION CONDITIONS
FOR THE SHORT-RANGE CORRELATION

FUNCTION

In Eq. (5.36) we indicated that the short-range
correlation function satisfied the relation

[An62b]

[An66]

[Ar68]

[Ar69]

[At68]

[At69]

f «g'(s) L1—g'(s) j=o. (A2. 1)

In this section we present a short derivation of this
result.

Consider
I 0) to represent a state of Z protons. Then

if a+(x) is a proton creation operator, we have, includ-
ing the short-range nuclear correlation function

(o I a t(y) a'(x) a(x) a(y) I o)

I pp(x) pP(y) —pr(xy) pP(x, y) ]L1+gc'(x y) j
(A2. 2)

Integrating the left-hand side of Eq. (A2.2) over x and y
leads to the factor Z(Z —1). If the density matrix
po(x, y) is well approximated through a Slater deter-
minant, we have p'= p so that the term independent of
g~ on the right hand side leads to the same result,
Z(Z —1).Therefore we have

[Au 66]

[Au68a]

I Au68b]
[Au69a]

[Au69b]

[Au69c]

[Au71 ]
[Ba55]

[Ba59]

[Be36]

[Be38]
[Be68a]

[Be68b]
[Be68c]

Approximating the exchange term by the usual Pauli
factor we have

ff dx dyp" (x) p"(y) L1—g" (I x—y I) lg'(I x—y I) =0.
(A2. 4)

[Be/0]
[B164]
[Bo66]

[Bo67]

ff dx dy(p" (x)p" (y) —p" (x,y) p'(xy))g'(I x—y I) =o.

(A2 3) [Be69]
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