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## I. INTRODUCTION

THIS paper gives a description of the scattering of particles of energies in the kev and Mev range by complex nuclei. Starting from exact many-level formulas for the scattering amplitude, we show that several phenomena which were inexplicable in the old compound-nucleus theory arise from phase relations between the nuclear levels, whereas terms in which phase relations would not seem to be important correspond to the scattering predicted by the old compoundnucleus picture, supplemented by statistical assumptions.

This paper might be described as a treatment of the theory of nuclear reactions in the region in which many nuclear levels participate in the scattering. Thus, it is complementary to the comprehensive article of Lane and Thomas ${ }^{1}$ where the treatment is particularly appropriate to the case in which few levels contribute. These authors employed the $R$-matrix theory of Wigner and Eisenbud ${ }^{2}$ which is especially well adapted to the lowenergy case because it makes the energy dependence of all expressions as explicit as possible. We employ here the formalism of Kapur and Peierls ${ }^{3}$ which has the great advantage for the many-level case that the sum over levels enters linearly into the scattering amplitude. The formalism employed is only an intermediate step to the final results, and, therefore, we choose the one that seems simplest for the particular development here.

Surveying first the old compound-nucleus picture, we note the points at which it must be revised. It was realized long ago that this was not a complete description; in fact N. Bohr ${ }^{4}$ already suggested in 1938 that a particle, upon entering the nucleus, might go directly to a final state without forming a compound nucleus. However, most calculations were carried out with the extreme form of the model, and most physical pictures tended to follow in this way. By extreme form we mean the form in which it is assumed that the phases of contributions from different compound levels are random, and that they therefore do not interfere. Such assumptions are generally implicit in statistical calculations.

The compound-nucleus picture formulated by N . Bohr ${ }^{5}$ explained the very narrow resonances observed in

[^0]the elastic scattering of slow neutrons by assuming that the incident neutron, once inside the nucleus, shares its energy with many other nucleons through its strong interaction with them; the resulting compound nucleus then lasts a long time, until one of the nucleons acquires sufficient energy to escape from the nucleus. Because of the long lifetime of the state, the uncertainty principle shows that its energy can be well determined, and hence, that its width is small. The observed resonances were of the order of electron volts wide, about a million times narrower than the single-particle levels formed in the scattering of particles by the potential wells earlier assumed to represent the nucleus.

Since the observed compound-nucleus resonances were so long-lived, it was usually assumed that their characteristics are independent of the way in which they are formed, aside from restrictions resulting from conservation laws, and are also independent of the neighboring states. It seemed natural then to introduce statistical assumptions which neglected interference between the scattering from different levels. Then, in the neighborhood of a compound state, one could write the cross section $\sigma_{\alpha \beta, j}$ for a particle incident in "channel" $\alpha$ to emerge in "channel" $\beta$ (we give precise definitions of all terms later), leaving the residual nucleus in excited state $j$ as a product of factors

$$
\sigma_{\alpha \beta, j}=\frac{\pi}{k^{2}}(2 l+1) \frac{\gamma_{p \alpha} \gamma_{p \beta j}}{\left(\epsilon_{p}-E\right)^{2}+\alpha_{p}^{2} / 4}
$$

where $p$ labels the compound state, $\gamma_{p \alpha}$ is the partial width ${ }^{6}$ for formation of it by a particle in channel $\alpha$, $\gamma_{p \beta j}$ is the partial width for its decay, $\alpha_{p}$ is the total width of the state, and $\epsilon_{p}$ is the real part of its energy. This type of formula, valid in the region of a single isolated level, was given by Breit and Wigner ${ }^{7}$ and bears their names. The above expression for $\sigma$ as a product of factors implies the independence of the processes of formation and decay of the level both from each other and from the properties of other levels.

It is clear that the number of compound states per unit energy interval increases rapidly with the energy of the incident particle. Already at energies in the kev range, the density of levels observed in the scattering of slow neutrons by medium and heavy nuclei is $\sim 10^{4}$

[^1]

Fig. 1. The increasing density of nuclear levels with excitation energy is sketched on the left. Predictions of the continuum model for the behavior of the total cross section are shown on the right.
to $10^{6}$ levels per Mev. Therefore, in the scattering of beams of neutrons which generally includes a spread in neutron energies of several Mev because of the experimental difficulty of producing monoenergetic neutrons of arbitrary energy, one might expect the cross section to approach that of a completely absorbing system with increasing neutron energy. A specific model incorporating these features was formulated by Feshbach, Peaslee, and Weisskopf ${ }^{8}$ and is known as the continuum model. Here, the wave function of the neutron incident on the nucleus is subjected to the requirement that it have only an incoming part at the nuclear radius, i.e., that

$$
d /\left.d r[r \psi(r)]\right|_{r=R}=-i K R \psi(R),
$$

where $\psi(r)$ is the wave function for the incident neutron, $R$ is the nuclear radius, and $K$ is an "internal" wave number that the neutron is supposed to possess inside the nucleus as a result of its interaction with the other nucleons. The predictions of such a theory for the total cross section are illustrated in Fig. 1 which also gives an indication of how the number of compound states increases with increasing excitation energy. The negative energy states of the nucleus are shown schematically as bound states in a potential well. At high energies the total cross section approaches $2 \pi R^{2}$. The rise in the curve at lower energies is due to the fact that, in this model, the particle "feels" the nucleus already at distance $R+\lambda$, where $\lambda=\lambda / 2 \pi$ and $\lambda$ is the wavelength, because of quantum-mechanical effects.

Contrary to expectations, the experimental cross sections, for beams in which the neutrons had a spread of energies, showed giant maxima of widths of the order of one or two Mev, as indicated schematically in Fig. 2. These were reproduced theoretically in the later theory of Feshbach, Porter, and Weisskopf ${ }^{9}$ by the scattering from a complex potential well in which the real part represents some average interaction of the incoming nucleon with the nuclear particles, and the imaginary part, the disappearance of particles out of the incident


Fig. 2. Sketch of a giant resonance of the type observed in the scattering of neutrons by complex nuclei.

[^2]beam into compound states. There is no natural explanation for such giant resonances in the extreme compound-nucleus picture, and the representation of the nucleus by a complex well indicates a major modification.
Other phenomena which demanded modification of the extreme compound-nucleus picture were observed in the inelastic scattering of nucleons by complex nuclei. The predictions of the compound-nucleus model, supplemented by statistical assumptions, are shown as the solid line in Fig. 3. In this picture, the probability of leaving the nucleus in the various excited levels is assumed the same for all levels, aside from kinematical factors. The curve therefore rises as the energy taken off by the scattered particle decreases (and the energy left to the nucleus increases) and is cut off only when the wave number of the escaping nucleon (or nucleons) is so small that it will be reflected at the nuclear surface. Experimentally, an anomalously large number of fast particles was observed, as indicated by the dotted line in Fig. 3. Processes responsible for the high-energy particles were qualitatively well described by the direct interaction formalism of Austern, Butler, and


Fig. 3. The solid line shows typical predictions of the statistical model for the spectrum of inelastically-scattered neutrons. The energy of the emitted neutron is denoted by $E^{\prime}$. The dashed line indicates the type of spectrum observed experimentally.

McManus. ${ }^{10}$ Here, the incident particle is assumed to "chip" off particles from the nuclear surface without formation of a compound state. For example, the transition element for the nucleus to go from state $i$ to state $f$ is assumed to be

$$
M_{i f}=-\frac{2 M}{\hbar^{2}} \int_{r_{0}}^{\infty} \chi_{f}(\xi) e^{-i \mathbf{k}_{f} \cdot \mathrm{r}} V(\mathbf{r}-\xi) e^{i \mathbf{k}_{i} \cdot \mathrm{r}} \chi_{i}(\xi) d^{3} \xi d^{3} r,
$$

where $\exp i \mathbf{k}_{i} \cdot \mathbf{r}$ and $\exp i \mathbf{k}_{f} \cdot \mathbf{r}$ are the wave functions of the incident and scattered nucleon, and $\chi_{0}(\xi)$ and $\chi_{f}(\xi)$ those of the initial and residual nucleus. Here $\mathbf{r}$ represents the coordinate of the incident nucleon and $\xi$ the totality of nuclear coordinates, conventions that are used throughout. The radius $r_{0}$ is supposed to define the point at which the "surface" begins and was chosen so as to fit the experimental angular distributions.

The form of this theory was suggested by the earlier description by Butler ${ }^{11}$ of deuteron stripping which is also a form of "direct interaction." However, for sim-

[^3]plicity, we discuss the scattering of nucleons since complications are introduced by the composite structure of deuterons or $\alpha$-particles.

Many experiments have shown that the high-energy particles in these inelastic processes have angular distributions, usually peaked towards small angles, whereas the low-energy nucleons have comparatively structureless, symmetrical angular distributions, as would be predicted by the statistical theory, and this is a further indication of the direct nature of the highenergy processes.
A further phenomenon which violates the early compound-nucleus picture occurs in the dipole photoeffect. Here, the absorption cross section for all complex nuclei shows a gaint maximum in the region of 15 Mev for heavy nuclei. This maximum was explained by Goldhaber and Teller ${ }^{12}$ and Steinwedel and Jensen ${ }^{13}$ in terms of a collective oscillation of proton density. How-


Fig. 4. In the upper figure, the angular distribution of the highenergy part of the inelastic spectrum, Fig. 3, is sketched; in the lower, that of the low-energy part of the spectrum.
ever, the decay of such a system, in which the energy is almost evenly distributed over all particles, ought to be adequately represented by the statistical theory. In the case of medium and heavy nuclei, the number of high-energy protons observed is far in excess of that predicted by this theory, often by several orders of magnitude. Such high-energy protons are predicted naturally by Wilkinson's ${ }^{14}$ picture of the giant dipole photoeffect, in which the $\gamma$-ray is absorbed by a nucleon which then goes into a single-particle state in a complex well, and consequently has an appreciable chance of escaping with the full energy of the $\gamma$-ray before being absorbed into compound states. (This absorption is again described through the imaginary part of the well.)

Thus, although the old compound-nucleus picture

[^4]Fig. 5. The absorption cross section for $\gamma$-rays showing the giant dipole resonance.

had to be modified, the new phenomena could be reproduced by simple physical models which employed a complex well. However, conceptually, the description was not complete because it was known from cases where the cross sections could be investigated in detail that the giant resonances actually consist of thousands or millions of compound levels, and the relation between the detailed behavior-which often could not be investigated experimentally, but could be inferred-and the average behavior as predicted by the complex well had to be clarified. Further, the connection of the parameters of the optical well with more fundamental quantities such as the nucleon-nucleon force had to be made.

A unified description of the above phenomena begins from an exact description in terms of nuclear dispersion theory. The scattering amplitude is separated into terms corresponding to direct interactions and com-pound-nucleus processes. Before going into such a description, however, we review the dispersion theory of Kapur and Peierls, ${ }^{3}$ which is used in the later development, and present a simplified picture illustrating the physical assumptions employed later in the more formal arguments.

## II. KAPUR-PEIERLS DISPERSION FORMALISM

## 1. Scattering by a Potential Well

We begin by treating the scattering of an $S$-wave neutron by a potential well; this simple example illustrates the main features of the theory. The Schrödinger equation for this case is

$$
\begin{equation*}
\frac{\hbar^{2}}{2 M} \frac{d^{2} \phi}{d r^{2}}+[E-V(r)] \phi=0, \tag{1}
\end{equation*}
$$

where $V(r)$ is the potential and $\phi(r)=r \psi(r)$ with $\psi$ the wave function of the neutron. For radii $r$ greater than some radius $R$, beyond which the potential $V(r)$ is zero,

$$
\begin{equation*}
\left(d^{2} \phi / d r^{2}\right)+k^{2} \phi=0, \quad r>R \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
k^{2}=2 M E / \hbar^{2} \tag{2.1}
\end{equation*}
$$

The solution of Eq. (2) is

$$
\begin{equation*}
\phi=(\sin k r / k)+S e^{i k r}, \tag{2.2}
\end{equation*}
$$

where the normalization of $\phi$ has been chosen so that the first term on the right-hand side corresponds to the $S$-wave part of a plane wave of unit amplitude, i.e., $\exp i \mathbf{k r} \cong \sin k r / k r$ for $k r \ll 1 ; S$ is the amplitude of the scattered (outgoing) wave.

In the internal region $r<R, \phi$ can be obtained as

$$
\begin{equation*}
\phi(r)=\sum a_{m} \phi_{m}(r), \quad r<R, \tag{3}
\end{equation*}
$$

where the $\phi_{m}$ are eigenfunctions satisfying the equation

$$
\begin{equation*}
\frac{\hbar^{2}}{2 M} \frac{d^{2} \phi_{m}}{d r^{2}}+\left(E_{m}-V\right) \phi_{m}=0 \tag{3.1}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\left.\left\{\frac{d \phi_{m}}{d r}=i k \phi_{m}\right\}\right|_{r=R} \tag{3.2}
\end{equation*}
$$

The eigenvalues $E_{m}$ are complex because of this imaginary boundary condition, the boundary condition depending explicitly on the wave number and hence, the energy of the incident neutron. We discuss the consequences of this later. These eigenfunctions form a complete set. ${ }^{15}$ Orthogonality of the $\phi_{m}$ is easily established by considering the equation for $\phi_{n}$,

$$
\begin{equation*}
\frac{\hbar^{2}}{2 M} \frac{d^{2} \phi_{n}}{d r^{2}}+\left(E_{n}-V\right) \phi_{n}=0 \tag{3.3}
\end{equation*}
$$

multiplying Eq. (3.1) on the left by $\phi_{n}$ and Eq. (3.3) on the left by $\phi_{m}$ and subtracting. Thus,

$$
\begin{equation*}
\frac{\hbar^{2}}{2 M}\left(\phi_{n} \frac{d^{2} \phi_{m}}{d r^{2}}-\phi_{m} \frac{d^{2} \phi_{n}}{d r^{2}}\right)+\left(E_{m}-E_{n}\right) \phi_{n} \phi_{m}=0 . \tag{3.4}
\end{equation*}
$$

By integrating this equation from 0 to $R$ and using Green's theorem, one finds that
$\frac{\hbar^{2}}{2 M}\left(\phi_{n} \frac{d \phi_{m}}{d r}-\phi_{m} \frac{d \phi_{n}}{d r}\right)_{r=R}=\left(E_{n}-E_{m}\right) \int_{0}^{R} \phi_{n} \phi_{m} d r$.
From Eq. (3.2) it can be seen that the left-hand side vanishes and hence

$$
\begin{equation*}
\int_{0}^{R} \phi_{n}(r) \phi_{m}(r) d r=0, \quad E_{m} \neq E_{n} \tag{3.6}
\end{equation*}
$$

In general, $E_{m} \neq E_{n}$ implies $m \neq n$; the exceptional case $E_{n}=E_{m}$ for $m \neq n$ can be handled by special methods, but it does not occur for the type of potentials we consider. For $m=n$, we choose the normalization of the $\phi_{m}$ 's so that the integral is equal to unity, i.e.,

$$
\begin{equation*}
\int_{0}^{R} \phi_{m}^{2}(r) d r=1 \tag{3.7}
\end{equation*}
$$

Two important features are first, the orthogonality is between $\phi_{n}$ and $\phi_{m}$, not $\phi_{n}{ }^{*}$ and $\phi_{m}$ as is usually the case, and secondly, the orthogonality depends essentially on the fact that $\phi_{m}$ and $\phi_{n}$ obey the same boundary condition.

[^5]By using the orthogonality of the $\phi_{m}$ we can obtain the $a_{m}$ of Eq. (3) by again using Green's theorem.

$$
\begin{equation*}
\int_{0}^{R}\left(\phi_{m} £ \phi-\phi \mathscr{L} \phi_{m}\right) d r=-\frac{\hbar^{2}}{2 M}\left(\phi_{m} \frac{d \phi}{d r}-\phi \frac{d \phi_{m}}{d r}\right)_{R} \tag{4}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathscr{L}=-\frac{\hbar^{2}}{2 M} \frac{d^{2}}{d r^{2}}+V(r) \tag{4.1}
\end{equation*}
$$

From Eqs. (1) and (3.1), one obtains

$$
\begin{align*}
&\left(E-E_{m}\right) a_{m}=-\frac{\hbar^{2}}{2 M}\left[\left(\frac{d \phi}{d r}-i k \phi\right) \phi_{m}\right]_{R} \\
&=-\frac{\hbar^{2}}{2 M} e^{-i k R} \phi_{m}(R) \tag{4.2}
\end{align*}
$$

giving

$$
\begin{equation*}
a_{m}=\frac{\hbar^{2}}{2 \mathrm{M}} \frac{e^{-i k R}}{E_{m}-E} \phi_{m}(R) \tag{4.3}
\end{equation*}
$$

The joining of the inside and outside solutions at $r=R$ gives

$$
\begin{equation*}
\sum a_{m} \phi_{m}(R)=\frac{\sin k R}{k}+S e^{i k R} \tag{5}
\end{equation*}
$$

giving

$$
\begin{equation*}
S=\frac{1}{k e^{i k R}}\left\{\sum_{m} \frac{k \hbar^{2}}{2 M} e^{-i k R} \frac{\left[\phi_{m}(R)\right]^{2}}{E_{m}-E}-\sin k R\right\} . \tag{6}
\end{equation*}
$$

This can be put into familiar form by defining the width

$$
\begin{equation*}
\Gamma_{m} \equiv \frac{k \hbar^{2}}{M}\left[\phi_{m}(R)\right]^{2} . \tag{6.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
S=\frac{e^{-2 i k R}}{2 k} \sum_{m} \frac{\Gamma_{m}}{E_{m}-E}-\frac{\sin k R}{k} e^{-i k R}: \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma=4 \pi|S|^{2} \tag{7.1}
\end{equation*}
$$

Because of the imaginary boundary condition, the $\phi_{m}$ and hence the $\Gamma_{m}$ are complex. For low bombarding energies, the imaginary part is small as appears later.

The imaginary part of $E_{m}$ can be found by the development

$$
\begin{align*}
\int_{0}^{R}\left(\phi_{m} £ \phi_{m}^{*}-\phi_{m} * \mathcal{L} \phi_{m}\right) d r & \\
& =\left(E_{m}^{*}-E_{m}\right) \int_{0}^{R} \phi_{m} \phi_{m}^{*} d r \tag{8}
\end{align*}
$$

From Green's theorem, the left-hand side is

$$
\left(i k \hbar^{2} / M\right) \phi_{m}^{*} \phi_{m}(R)
$$

and if the imaginary part of $E_{m}$ is denoted by $-\beta_{m} / 2$, i.e.,

$$
\begin{equation*}
E_{m}=\epsilon_{m}-i \beta_{m} / 2 \tag{8.1}
\end{equation*}
$$

then from Eq. (8) we find that

$$
\begin{equation*}
\beta_{m}=\frac{k \hbar^{2}}{M} \frac{\left|\phi_{m}(R)\right|^{2}}{\int_{0}^{R}\left|\phi_{m}(r)\right|^{2} d r} . \tag{8.2}
\end{equation*}
$$

This has a simple interpretation. The numerator is proportional to the escape velocity of the particle $k \hbar / M$ multiplied by the probability of the particle being at the surface, whereas the denominator represents the probability of the particle being in the nucleus. At low energies where the $\phi_{m}$ are mainly real, as already indicated, the denominator is nearly unity [see Eq. (3.7)] and comparing Eqs. (8.2) and (6.1), we see that

$$
\begin{equation*}
\beta_{m} \cong \Gamma_{m} \quad \text { (low energies) } \tag{8.3}
\end{equation*}
$$

To obtain a better idea of the sizes of the various quantities, it is useful to illustrate the formalism by evaluating them for a square well. We choose a well $V=-U$, $r<R_{0} ; V=0, r>R_{0}$; with $U=42 \mathrm{Mev}$ and $R_{0}=1.45 \mathrm{~A}^{\frac{1}{3}}$ $\times 10^{-13} \mathrm{~cm}$, where A is the atomic number; these are the parameters of the well employed by Feshbach, Porter, and Weisskopf, ${ }^{9}$ aside from the imaginary part employed by them which is introduced later. Consequently, these parameters are typical of those considered later. The solution of Eqs. (3.1) and (3.2) are compared later with $\phi_{m}{ }^{(0)}$ defined by

$$
\begin{gather*}
\frac{\hbar^{2}}{2 M} \frac{d^{2}}{d r^{2}} \phi_{m}^{(0)}(r)+\left(E_{m}^{(0)}-V\right) \phi_{m}{ }^{(0)}(r)=0  \tag{9}\\
\left.\frac{d \phi_{m}{ }^{(0)}}{d r}\right|_{r=R}=0 \tag{9.1}
\end{gather*}
$$

This real boundary condition is that of the WignerEisenbud theory, and the solutions $\phi_{m}{ }^{(0)}$ are real. The functions $\phi_{m}{ }^{(0)}$ are considered because it is easier to calculate these real functions and, at low energies, they are a good zero-order approximation to $\phi_{m}$ as we show.

In the square well $\phi_{m}$ is equal to

$$
\begin{equation*}
\phi_{m}=A_{m} \sin \left(K_{m}-i_{m}\right) r, \tag{9.2}
\end{equation*}
$$

with $K_{m}$ and $\kappa_{m}$ defined by

$$
\begin{equation*}
\left(K_{m}-i \kappa_{m}\right)^{2}=2 M\left(E_{m}+U\right) / \hbar^{2} \tag{9.3}
\end{equation*}
$$

For simplicity, the joining radius $R$ in Eq. (3.2) has been chosen to be the edge of the well, $R_{0}$. It can be chosen differently and is generally chosen somewhat larger, but this is immaterial for the qualitative features
of the results derived here. The boundary condition, Eq. (3.2), can now be written

$$
\begin{equation*}
\left(K_{m}-i \kappa_{m}\right) \cos \left(K_{m}-i \kappa_{m}\right) R=i k \sin \left(K_{m}-i \kappa_{m}\right) R \tag{9.4}
\end{equation*}
$$

Now $\kappa_{m} R$ is shown to be small at low energies; Eq. (9.4) is expanded to first order in this quantity. Then

$$
\begin{align*}
&\left(K_{m}-i \kappa_{m}\right)\left(\cos K_{m} R+i \kappa_{m} R \sin K_{m} R\right) \\
& \cong i k\left(\sin K_{m} R-i \kappa_{m} R \cos K_{m} R\right) \tag{9.5}
\end{align*}
$$

This gives

$$
\begin{equation*}
\kappa_{m}=k \sin K_{m} R /\left(K_{m} R \sin K_{m} R-\cos K_{m} R\right) \tag{9.6}
\end{equation*}
$$

Since $\cos K_{m} R \lll K_{m} R \sin K_{m} R$ [see Eq. (9.8)], it follows that

$$
\begin{equation*}
\kappa_{m} \cong k / K_{m} R \tag{9.7}
\end{equation*}
$$

By using this value for $\kappa_{m}$, one obtains from Eq. (9.5)

$$
\begin{equation*}
\cos K_{m} R \cong-(k R)^{2} \sin K_{m} R /\left(K_{m} R\right)^{3} \tag{9.8}
\end{equation*}
$$

to lowest order in $\kappa_{m} R$. Now $K_{m} R$ is large, of the order of 10 even for medium A and zero incident energy, and so $\kappa_{m}$ and $\cos K_{m} R$ are small. Equation (9.7) shows that $\kappa_{m} R$ is small-which is necessary for the rapid convergence of the expansion above-as long as $E \ll U$, that is, as long as the bombarding energy is much less than the depth of the well.
We now let $K_{m} R=K_{m}{ }^{(0)} R+\delta K_{m} R$, where $\phi_{m}{ }^{(0)}$ $=(2 / R)^{\frac{1}{2}} \sin K_{m}{ }^{(0)} R$, and $K_{m}{ }^{(0)} R=\left(n+\frac{1}{2}\right) \pi$ gives a solution to Eqs. (9) and (9.1). To lowest order in $\kappa_{m} R$, Eq. (9.8) shows that

$$
\begin{equation*}
\delta K_{m}=k\left[k R /\left(K_{m} R\right)^{3}\right] . \tag{9.9}
\end{equation*}
$$

Although this is a second-order correction (in the sense that $\delta K_{m} R$ is of second order in $k R$ ), it is given correctly to this order by our first-order expression Eq. (9.5), since further terms enter only in third order. We find, further, that

$$
\begin{align*}
\delta \epsilon_{m} \equiv \epsilon_{m}-E_{m}^{(0)}=\left(\hbar^{2} / 2 M\right)\left(2 K_{m} \delta K_{m}-\kappa_{m}^{2}\right) \\
\cong\left[1 /\left(K_{m} R\right)^{2}\right] \epsilon_{m}, \tag{9.10}
\end{align*}
$$

where the energies are measured from the bottom of the well. For a typical value of $K_{m} R$ of $\sim 10$, this means that calculation of the real part of the resonance energy from the boundary condition Eq. (9.1) gives results accurate to $\sim 1 \%$.

The imaginary part $\beta_{m}$ of $E_{m}$ is given to first order in $\kappa_{m} R$ by $\left(\hbar^{2} k / M\right)\left[\phi_{m}{ }^{(0)}(R)\right]^{2}$ which is equal to

$$
\begin{equation*}
\beta_{m} \cong 2 \hbar^{2} k / M R \cong \Gamma_{m}, \tag{9.11}
\end{equation*}
$$

since

$$
\begin{equation*}
\boldsymbol{\phi}_{m}{ }^{(0)}(\boldsymbol{r})=(2 / R)^{\frac{1}{2}} \sin K_{m} r . \tag{9.12}
\end{equation*}
$$

Thus, to lowest order in $\kappa_{m} R$, the $\Gamma_{m}$ are real and the dependence of the real parts of the resonance energies $\epsilon_{m}$ on the bombarding energy enters only in the second order of this quantity.

Generalization of these results to the case of a
complex square well is trivial. The introduction of $\tilde{V}(r)=-U-i W$ (use $\tilde{V}$ to denote a complex well; eigenfunctions in this complex well are denoted by $\tilde{\phi}_{m}(r)$, etc.) so that $W$ simply shifts the resonance energy by the constant amount $-i W$. Hence,

$$
\begin{equation*}
\widetilde{E}_{m}=E_{m}-i W=\epsilon_{m}-i \beta_{m} / 2-i W \tag{9.13}
\end{equation*}
$$

Consequently, introduction of an imaginary part broadens the resonance levels. The eigenfunctions are unchanged, i.e., $\tilde{\phi}_{m}(r)=\phi_{m}$ in the special case of the square well. The development for the case in which the real and imaginary parts vary with $r$ is easily carried out. This development can also be carried out for complex velocity-dependent potentials ${ }^{16}$; this is important since the parameters of the optical model wells occurring in practice depend on the bombarding energy. It is convenient to take the depth of the well to be different for the different eigenenergies at a given bombarding energy. In discussing a velocity-dependent well $\tilde{V}(r)$, one can consider $\tilde{V}$ to be a nonlocal operator $\tilde{V}\left(\mathbf{r}^{\prime}, \mathbf{r}\right)$, which is equivalent to a velocity-dependent potential. The wave equation is
$\frac{\hbar^{2}}{2 M} \frac{d^{2}}{d r^{\prime 2}} \tilde{\phi}_{m}\left(r^{\prime}\right)+\tilde{E}_{m} \tilde{\phi}_{m}\left(r^{\prime}\right)-\int \tilde{V}\left(\mathbf{r}^{\prime}, \mathbf{r}\right) \tilde{\phi}_{m}(r) d r=0$.
Orthogonality of the $\tilde{\phi}_{m}$ requires $\tilde{V}\left(\mathbf{r}^{\prime}, \mathbf{r}\right)=\tilde{V}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$; potentials not obeying this relation can be shown to be physically unreasonable. ${ }^{16}$ Proof of orthogonality assumes $\tilde{V}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ to be zero unless both $r$ and $\boldsymbol{r}^{\prime}$ are less than $R$.

The resonance treatment for a neutron in the complex potential has been developed in some detail, not only to illustrate the formalism, but also because knowledge of the positions, widths, and spacings of the levels is often useful in theoretical estimates.

Generalization of these results to the case of nonzero angular momentum is easy. In this case we express the function, regular at the origin, $\psi_{\alpha}(\mathbf{r})$ as

$$
\begin{equation*}
r \psi_{\alpha}(\mathbf{r})=\Theta_{\alpha}(\theta, \varphi) \phi_{\alpha}(r) \tag{11}
\end{equation*}
$$

where $\Theta_{\alpha}(\theta, \varphi)$ is the normalized function of angles, e.g., in the case of spinless particles, $\Theta_{\alpha}(\theta, \varphi)$ is equal to $Y_{l^{m}}(\theta, \varphi)$, where $Y_{l^{m}}$ is the normalized spherical harmonic, and $\phi_{\alpha}$ is the radial function in the potential well, regular at the origin and asymptotic to

$$
e^{i \delta_{l}} \sin \left[k r-(l \pi / 2)+\delta_{l}\right]
$$

where $\delta_{l}$ is the phase shift for the $l$ th wave. The lower index $\alpha$ labels all angular momentum quantum numbers, i.e., in the terminology of Wigner and co-workers, it is the "channel" index. Further, solutions asymptotic to outgoing waves are denoted by $\psi^{+}(\mathbf{r})$, i.e.,

$$
\begin{equation*}
r \psi_{\alpha}{ }^{+}(\mathbf{r})=\Theta_{\alpha}(\theta, \varphi) \phi_{\alpha}{ }^{+}(\boldsymbol{r}), \tag{11.1}
\end{equation*}
$$

[^6]where $\phi_{\alpha}{ }^{+}(r)$ is asymptotic to $\exp (i k r-i l \pi / 2)$ in the case of neutrons. Generalization to the case of charged particles is easily made. Here $\phi_{\alpha}{ }^{+}(r)$ is asymptotic to $\exp \left(i k r-\eta \ln 2 k r-l \pi / 2+\sigma_{l}\right)$ where $\eta=Z e^{2} / \hbar v$, with $v$ the velocity of the proton, and $\sigma_{l}$ is the Coulomb phase shift. Solution of the radial Schrödinger equation can be expressed for $r>R$, as
\[

$$
\begin{equation*}
\phi_{\alpha}(r)=\left[\phi_{\alpha}{ }^{+}(r)-\phi_{\alpha}-(r)\right] / 2 i k+S_{\alpha} \phi_{\alpha}{ }^{+}(r), \tag{12}
\end{equation*}
$$

\]

with $\phi_{\alpha}{ }^{-}=\left(\phi_{\alpha}{ }^{+}\right)^{*}$, the solution asymptotic to incoming waves. The eigenfunctions $\phi_{m}$ (these have the same angular dependence as the $\phi_{\alpha}(r)$, so we do not carry the subscript $\alpha$ on them) are then determined by the boundary condition

$$
\begin{equation*}
\left[\frac{d \phi_{m}}{d r}=f_{\alpha}+(r) \phi_{m}\right]_{r=R} \tag{12.1}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{\alpha}+(r)=\frac{1}{\phi_{\alpha}+(r)} \frac{d \phi_{\alpha}{ }^{+}(r)}{d r} \tag{12.2}
\end{equation*}
$$

is the logarithmic derivative for an outgoing wave at the joining radius. Again, $\phi_{\alpha}(r)$ can be expanded in terms of the $\phi_{m}$,

$$
\begin{equation*}
\phi_{\alpha}(r)=\sum_{m} a_{m} \phi_{m}(r), \quad r<R, \tag{12.3}
\end{equation*}
$$

and the development analogous to that of Eqs. (4) to (4.3) now gives

$$
\begin{equation*}
\left(E-E_{m}\right) a_{m}=-\frac{\hbar^{2}}{2 M}\left[\left(\frac{d \phi_{\alpha}}{d r}-f^{+} \phi_{\alpha}\right) \phi_{m}\right]_{R} . \tag{12.4}
\end{equation*}
$$

The use of Eq. (12) for $\phi_{\alpha}$ leaves only the term in $\phi_{\alpha}{ }^{-}$ on the right-hand side of Eq. (12.4), and we obtain

$$
\begin{equation*}
\left(E-E_{m}\right) a_{m}=\frac{\hbar^{2}}{4 M i k}\left[\left(f_{\alpha}^{-}-f_{\alpha}+\right) \phi_{\alpha}-\phi_{m}\right]_{R} \tag{12.5}
\end{equation*}
$$

The Wronskian is

$$
\begin{equation*}
\left[f_{\alpha}^{+}(r)-f_{\alpha}-(r)\right] \phi_{\alpha}^{+}(r) \phi_{\alpha}-(r)=2 i k, \tag{12.6}
\end{equation*}
$$

so that we obtain

$$
\begin{equation*}
a_{m}=\frac{\hbar^{2}}{2 M} \frac{1}{\phi_{\alpha}+(R)} \frac{\phi_{m}(R)}{\left(E_{m}-E\right)} . \tag{12.7}
\end{equation*}
$$

The joining of the inside and outside solutions at $r=R$ now gives
$S_{\alpha}=\frac{1}{k\left[\phi_{\alpha}+(R)\right]^{2}} \sum_{m} \frac{k \hbar^{2}}{2 M} \frac{\phi_{m}{ }^{2}(R)}{E_{m}-E}-\frac{\phi_{\alpha}+(R)-\phi_{\alpha}-(R)}{2 i k \phi_{\alpha}+(R)}$.
We define

$$
\begin{equation*}
\Gamma_{m} \equiv \frac{k \hbar^{2}}{M} P(R) \phi_{m}{ }^{2}(R), \tag{12.9}
\end{equation*}
$$

where $P$ is the penetrability,

$$
\begin{equation*}
P=\frac{1}{\phi_{\alpha}+(R) \phi_{\alpha}-(R)}=\frac{1}{\left|\phi_{\alpha}{ }^{+}(R)\right|^{2}} . \tag{12.10}
\end{equation*}
$$

We then have

$$
\begin{equation*}
S_{\alpha}=\frac{1}{2 k} \frac{\phi_{\alpha}-(R)}{\phi_{\alpha}+(R)} \sum_{m} \frac{\Gamma_{m}}{E_{m}-E}-\frac{1}{2 i k}\left(1-\frac{\phi_{\alpha}-(R)}{\phi_{\alpha}+(R)}\right) . \tag{12.11}
\end{equation*}
$$

The cross section is given by

$$
\begin{align*}
\sigma_{\alpha} & =4 \pi\left|S_{\alpha}\right|^{2} \\
& =\frac{\pi}{k^{2}}\left|\frac{\phi_{\alpha}-(R)}{\phi_{\alpha}{ }^{+}(R)} \sum_{m} \frac{\Gamma_{m}}{E_{m}-E}+i\left(1-\frac{\phi_{\alpha}-(R)}{\phi_{\alpha}+(R)}\right)\right|^{2} . \tag{12.12}
\end{align*}
$$

## 2. The Many-Body Case

We consider the case in which an incident nucleon is scattered either elastically or inelastically by a nucleus of A particles. ${ }^{17}$ Once this particle is inside the radius $R$ -which is chosen so that the interaction between the incident particle and the nucleus vanishes outside this radius-the wave function can again be expanded in compound states $\Phi^{(p)}(\mathbf{r}, \xi)$. Here we use $\mathbf{r}$ for the coordinate of the incident nucleon and $\xi$ to label the totality of coordinates of the A particles inside the nucleus. For the moment the incident particle is treated as distinguishable from those in the nucleus, but later the generalization to the case where it is identical with particles in the nucleus is indicated.

The compound states $\Phi^{(p)}(\mathbf{r}, \xi)$ obey the equations

$$
\begin{gather*}
H \Phi^{(p)}(\mathbf{r}, \xi)=W_{p} \Phi^{(p)}(\mathbf{r}, \xi) \\
H=H_{\xi}+T(r)+V(\mathbf{r}, \xi) \tag{13}
\end{gather*}
$$

$H_{\xi}$ is the Hamiltonian of the A nuclear particles, $T(r)$ is the kinetic energy of the incident particle, and $V(\mathbf{r}, \xi)$ is the potential interaction between the A nuclear particles and the incident nucleon. It is a sum of nucleon-nucleon potentials,

$$
V(\mathbf{r}, \xi)=\sum_{i=1}^{\mathrm{A}} V\left(\mathbf{r}, \mathbf{r}_{i}\right),
$$

the nucleon to which the coordinate $\mathbf{r}$ refers being the incident particle. It is assumed that $V(\mathbf{r}, \boldsymbol{\xi})$ is a wellbehaved potential, i.e., a potential without a strong repulsive core and other singularities; generalization to the case that it is not can be made using techniques developed by Watson and Brueckner, but this only introduces nonessential complications for the points considered here.

[^7]States $\Phi^{(p)}$ and $\Phi^{(q)}$ are not now orthogonal, but rather $\Phi^{(p)}$ and $\bar{\Phi}^{(q)}$, where $\bar{\Phi}^{(q)}$ is obtained from $\Phi^{(q)}$ by taking the complex conjugate of all functions of angles, in particular, of the $\Theta_{\alpha}(\theta, \varphi)$ occurring in the single-particle function. Equivalently, to within an arbitrary phase factor, $\bar{\Phi}^{(q)}$ is obtained from $\Phi^{(q)}$ by rotating the wave function so that the total angular momentum component $M$ is changed into $-M$ without taking the complex conjugate of the function of intrinsic structure (e.g., the radial wave function in the singleparticle case). We choose

$$
\begin{equation*}
\int_{0}^{R} \bar{\Phi}^{(q)} \Phi^{(p)} d^{3} \xi d^{3} r=1, \quad(p=q) \tag{13.1}
\end{equation*}
$$

and the integral is zero for $p \neq q$. In using the orthogonality later on, we do not indicate the bar over the $\Phi$ on the left since the change in the angular momentum functions is a trivial one to introduce once we introduce the expansion, Eq. (14), and all integrals over angles are easy to carry out.
We introduce a complete set of states $\chi_{j}(\xi)$ for the A particles. Boundary conditions for these states could be chosen in various ways. However, the tightly bound states close to the ground state in which we are mainly interested are insensitive to the precise boundary condition, e.g., if we choose the joining radius $R$ fairly far out, then both the wave function and its derivative are small for a bound state defined in any sensible way, and it would not matter much whether we chose the former or the latter to be zero, or to have some small finite value at that radius as our boundary condition. Difficulties enter when the excitation energy $\epsilon_{j}$, which we measure from $\epsilon_{0}$ as origin, of the state $\chi_{j}$ is sufficiently large so that one of the A particles can escape from the nucleus. However, since the only property of these highly excited states that we use is that they, together with those of low excitation, form a complete set, we believe our results to be independent of the way in which these boundary conditions are chosen.

In order to make the connection with the optical model later, it is convenient to employ states $\tilde{\psi}_{m}(\mathbf{r})$ in a complex well of the type discussed in the last section for the incident particle. We can then expand

$$
\begin{equation*}
\Phi^{(p)}(\mathbf{r}, \xi)=\sum_{j, m} a_{j m}^{p} \chi_{j}(\xi) \tilde{\psi}_{m}^{j}(\mathbf{r}) \tag{14}
\end{equation*}
$$

The boundary condition on $\Phi^{(p)}$ at $r=R$ can now be simply stated in terms of the boundary conditions on the $\tilde{\psi}_{m}{ }^{j}$. It is convenient, in analogy with Eq. (11), to introduce radial functions $\tilde{\phi}_{m}$ through

$$
\begin{equation*}
r \tilde{\psi}_{m}^{j}(\mathbf{r})=\Theta_{\alpha}(\theta, \varphi) \tilde{\phi}_{m}^{j}(\boldsymbol{r}) \tag{14.1}
\end{equation*}
$$

The boundary condition is then

$$
\begin{equation*}
\left[\frac{d \tilde{\phi}_{m}^{j}}{d r}=f_{\alpha}^{+}\left(r, E-\epsilon_{j}\right) \tilde{\phi}_{m}^{j}(r)\right]_{r=R} \tag{14.2}
\end{equation*}
$$

The $E-\epsilon_{j}$ in the argument of $f_{\alpha}+$ indicates that it is to be taken for that energy. The boundary condition is chosen to be that of an outgoing wave at the reduced energy available to the outgoing particle after leaving the residual nucleus in excited state $j$. The channel index $\alpha$ on the $\Psi_{m}{ }^{j}$ is again suppressed. Because of the dependence of $f_{\alpha}^{+}$on $\epsilon_{j}$, the $\tilde{\psi}$ 's also depend on $j$, as indicated; however, this dependence is weak. The fact that the boundary condition on the $\tilde{\psi}$ 's depends on $j$ does not upset the orthogonality of the $\Phi^{(p)}$ 's as long as one always integrates over the $\xi$ coordinates first.

We can express the wave function $\Psi(\mathbf{r}, \xi)$, which is the solution to the Schrödinger equation,

$$
\begin{equation*}
H \Psi=E \Psi \tag{15}
\end{equation*}
$$

as

$$
\begin{equation*}
\Psi(\mathbf{r}, \xi)=\sum a_{p} \Phi^{(p)}(\mathbf{r}, \xi) \quad \text { for } r<R \tag{15.1}
\end{equation*}
$$

and as

$$
\begin{align*}
\Psi(\mathbf{r}, \xi)= & I_{\alpha}\left(\frac{\psi_{\alpha}+(\mathbf{r})-\psi_{\alpha}-(\mathbf{r})}{2 i k}\right) \chi_{o}(\xi)+S_{\alpha} \psi_{\alpha}+(\mathbf{r}) \chi_{o}(\xi) \\
& +\sum_{\alpha \neq \alpha^{\prime}} S_{\alpha \alpha^{\prime}, \vartheta \psi_{\alpha^{\prime}}}+(\mathbf{r}) \chi_{j}(\xi) \text { for } r>R, \tag{15.2}
\end{align*}
$$

where $S_{\alpha}$ is the amplitude for elastic scattering in channel $\alpha$ and $S_{\alpha \alpha^{\prime}, j}$ is the amplitude for inelastic scattering from channel $\alpha$ into channel $\alpha^{\prime}$, leaving the nucleus excited in state $\chi_{j}$. The $\psi_{\alpha^{\prime}}{ }^{j+}$ represents an outgoing wave at energy $E-\epsilon_{j}$ in channel $\alpha^{\prime}$. The coefficient $I_{\alpha}$ represents the amplitude for channel $\alpha$ in the plane wave. In the case of spinless particles,

$$
\begin{equation*}
e^{i \mathbf{k} \cdot \mathrm{r}}=\sum_{l=0}^{\infty} i^{l}[4 \pi(2 l+1)]^{\frac{1}{2}} Y_{l}{ }^{0}(\theta, \varphi) j_{l}(k r) . \tag{15.3}
\end{equation*}
$$

If we set $\alpha=l$, i.e., identify $Y_{l}{ }^{0}$ with $\Theta_{\alpha}$ for this case, and use

$$
\begin{equation*}
j_{l} \sim \frac{\sin (k r-l \pi / 2)}{k r} \tag{15.4}
\end{equation*}
$$

we choose

$$
\begin{equation*}
I_{l}=i^{l}(2 l+1)^{\frac{1}{3}} \tag{15.5}
\end{equation*}
$$

for this special case. The $(4 \pi)^{\frac{1}{2}}$ is taken into account at a later stage by multiplying by $4 \pi$ to obtain the cross section, as in Eqs. (7.1) and (12.12); this convention makes our general treatment correspond to our $S$-wave case when $l=0$.

We can again find the $a_{p}$ by Green's theorem,

$$
\begin{align*}
& \int_{0}^{R}\left(\Phi^{(p)} H \Psi-\Psi H \Phi^{(p)}\right) d^{3} \xi d^{3} r=\left(E-W_{p}\right) a_{p} \\
& =-\frac{\hbar^{2}}{2 M} \sum_{j, m} a_{j m}^{p} \int_{0}^{R} d^{3} \xi \chi_{j}(\xi) \\
& \quad \times \int d \Omega\left\{R \tilde{\psi}_{m}^{j}(\mathbf{R}) \frac{d}{d r}[r \Psi(\mathbf{r}, \xi)]\right. \\
& \left.\quad-R \Psi(\mathbf{R}, \xi) \frac{d}{d r}\left[r \tilde{\psi}_{m}^{j}(\mathbf{r})\right]\right\}_{r=R} \tag{16}
\end{align*}
$$

With the use of Eq. (14.2), we find

$$
\begin{align*}
a_{p}= & \frac{\hbar^{2}}{2 M\left(W_{p}-E\right)} \sum_{j, m} a_{j m}^{p} \int_{0}^{R} d^{3} \xi \chi_{j}(\xi) \int d \Omega \\
& \times\left\{R \tilde{\psi}_{m}^{j}(\mathbf{R})\left[\frac{d}{d r}-f_{\alpha}^{+}\left(R, E-\epsilon_{j}\right)\right] r \Psi(\mathbf{r}, \xi)\right\}_{r=R} \tag{16.1}
\end{align*}
$$

where we have indicated the energy dependence of the $f_{\alpha}{ }^{+}$explicitly. The operator in [ ]'s in Eq. (16.1) gives zero operating on any "outgoing" part of $\Psi$, and the only term that contributes in Eq. (15.2) is the term in $\psi_{\alpha}^{-}(\mathbf{r}) \chi_{o}(\xi)$. Hence, using the orthogonality of the $\chi$ 's,

$$
\begin{align*}
a_{p}=-I_{\alpha} \frac{\hbar^{2}}{2 M\left(W_{p}-E\right)} & \sum_{m} a_{o m}^{p}\left\{\frac{f_{\alpha}-(R)-f_{\alpha}^{+}(R)}{2 i k}\right\} \\
& \times \int d \Omega R \tilde{\psi}_{m}(\mathbf{R}) R \psi_{\alpha}-(\mathbf{R}) \tag{16.2}
\end{align*}
$$

The integral over $\Omega$ guarantees that the angular dependence of the $\tilde{\psi}_{m}$ is the same as that of the incident channel $\alpha$. With this restriction understood, we can write $a_{p}$ in terms of the radial part of the wave functions,
$a_{p}=I_{\alpha} \frac{\hbar^{2}}{2 M\left(W_{p}-E\right)}\left\{\frac{f_{\alpha}^{-}-f_{\alpha}{ }^{+}}{2 i k}\right\} \phi_{\alpha}-(R) \sum_{m} a_{o m}^{p} \tilde{\phi}_{m}(R)$.

We can simplify Eq. (16.3) by using the Wronskian, Eq. (12.6), giving

$$
\begin{equation*}
a_{p}=I_{\alpha} \frac{\hbar^{2}}{2 M\left(W_{p}-E\right)} \frac{1}{\phi_{\alpha}+(R)} \sum_{m} a_{o m}^{p} \tilde{\phi}_{m}(R) \tag{16.4}
\end{equation*}
$$

By having $a_{p}$, we can now obtain $S_{\alpha}$ and $S_{\alpha \alpha^{\prime}, j}$ by matching the internal and external wave functions, Eqs. (15.1) and (15.2), at the joining radius. If both equations are multiplied by $\chi_{o}(\xi)$ and $R \Theta_{\alpha}$ and integrated over $d^{3} \xi$ and $d \Omega$, one obtains

$$
\begin{align*}
& S_{\alpha} \phi_{\alpha}+(R)=\sum_{p} a_{p} \sum_{m^{\prime}} a_{o m^{\prime}}{ }^{p} \tilde{\phi}_{m^{\prime}}(R) \\
& \quad-I_{\alpha}\left(\phi_{\alpha}+(R)-\phi_{\alpha}-(R)\right) / 2 i k \tag{17}
\end{align*}
$$

If we introduce the width,
$\gamma_{p}=\frac{k \hbar^{2}}{M} \frac{1}{\phi_{\alpha}+(R) \phi_{\alpha}-(R)} \sum_{m} \sum_{m^{\prime}} a_{o m}^{p} a_{o m^{\prime}}, \tilde{\phi}_{m}(R) \tilde{\phi}_{m^{\prime}}(R)$,
we can write

$$
S_{\alpha}=\frac{I_{\alpha} \phi_{\alpha}-(R)}{2 k} \frac{\gamma_{p}}{\phi_{\alpha}{ }^{+}(R)} \sum_{p} \frac{I_{\alpha}}{W_{p}-E}\left(1-\frac{\phi_{\alpha}-(R)}{\phi_{\alpha}+(R)}\right),
$$

which is of the same form as Eq. (12.11). The cross
section $\sigma_{\alpha}$ for elastic scattering is given by

$$
\begin{equation*}
\sigma_{\alpha}=4 \pi\left|S_{\alpha}\right|^{2} . \tag{18.1}
\end{equation*}
$$

For spinless particles, $\alpha$ can be replaced by the label $l$, and with the value of $I_{l}$ given by Eq. (15.5), one obtains
$\sigma_{l}=(2 l+1) \frac{\pi}{k^{2}}\left|\frac{\phi_{l}^{-}(R)}{\phi_{l}{ }^{+}(R)} \sum_{p} \frac{\gamma_{p}}{W_{p}-E}+i\left(1-\frac{\phi_{l}^{-}(R)}{\phi_{l}{ }^{+}(R)}\right)\right|^{2}$,
for the total scattering through channel $l$. Since the incident particle is described by a plane wave, Eq. (15.3), the differential cross section is given as the square of a sum of terms involving different $l,^{18}$

$$
\begin{equation*}
\frac{d \sigma(\theta)}{d \Omega}=4 \pi\left|\sum_{l} i^{-l} S_{l} Y_{l}^{0}\right|^{2} \tag{18.3}
\end{equation*}
$$

Similarly, the amplitude for inelastic scattering is

$$
\begin{equation*}
S_{\alpha \alpha^{\prime}, j}=\frac{1}{\phi_{\alpha^{\prime}}{ }^{j+}(R)} \sum_{p} a_{p} \sum_{m} a_{j m}{ }^{p} \tilde{\phi}_{m}^{j}(R) \tag{19}
\end{equation*}
$$

In the inelastic case, the widths do not occur naturally in the amplitude, but if quantities $u_{p}$ and $u_{p j}$ are defined by

$$
\begin{equation*}
u_{p}=\left(\frac{k \hbar^{2}}{M}\right)^{\frac{1}{2}} \frac{1}{\left|\phi_{\alpha}+(R)\right|} \sum_{m} a_{o m}^{p} \tilde{\phi}_{m}(R) \tag{19.1}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{p j}=\left(\frac{k_{j} \hbar^{2}}{M}\right)^{\frac{1}{2}} \frac{1}{\left|\phi_{\alpha^{\prime}}^{j+}(R)\right|} \sum_{m} a_{j m}^{p} \tilde{\phi}_{m}^{j}(R) \tag{19.1}
\end{equation*}
$$

then

$$
\begin{equation*}
\sigma_{\alpha \alpha^{\prime}, j}=\frac{4 \pi k_{j}}{k}\left|S_{\alpha \alpha^{\prime}, j}\right|^{2}=\frac{\pi}{k^{2}}\left|I_{\alpha} \sum_{p} \frac{u_{p} u_{p j}}{W_{p}-E}\right|^{2} . \tag{19.2}
\end{equation*}
$$

The ratio $k_{j} / k$, with $k_{j}$ defined by $k_{j}{ }^{2}=2 M\left(E-\epsilon_{j}\right) / \hbar^{2}$, is the ratio of the velocity of the outgoing particle to that of the incident one, which enters into the cross section.

In case one term, $\boldsymbol{p}$, in the sum in Eq. (19.2) contributes the main part of the sum, the inelastic cross
section can be put into the form of the Breit-Wigner formula

$$
\begin{equation*}
\sigma_{\alpha \alpha^{\prime}, j}=\frac{\pi}{k^{2}}\left|I_{\alpha}\right|^{2} \frac{\gamma_{p} \gamma_{p j}}{\left|W_{p}-E\right|^{2}} \tag{19.3}
\end{equation*}
$$

(See the Breit-Wigner formula given in the introduction; there we indicated the channel index on the $\gamma$ 's explicitly.) In Eq. (19.3)

$$
\gamma_{p}=u_{p}^{2}
$$

as previously, and

$$
\begin{equation*}
\gamma_{p j}=u_{p j}{ }^{2} \tag{19.4}
\end{equation*}
$$

is the width for the inelastic process.
Now $W_{p}=\epsilon_{p}-i \alpha_{p} / 2$, where $\epsilon_{p}$ and $\alpha_{p}$ are real, and we are interested in the width $\alpha_{p}$. This can be obtained from the original and conjugate equations,

$$
\begin{gather*}
\left(H-W_{p}\right) \Phi^{(p)}=0  \tag{20}\\
\left(H-W_{p}^{*}\right) \Phi^{(p) *}=0
\end{gather*}
$$

If the first equation is multiplied on the left by $\Phi^{(p) *}$ and the second by $\Phi^{(p)}$, one obtains, after subtracting and integrating,

$$
\begin{align*}
& i \alpha_{p} \int_{0}^{R} \Phi^{(p) *} \Phi^{(p)} d^{3} \xi d^{3} r=\frac{\hbar^{2}}{2 M} \int d^{3} \xi \int d \Omega \\
& \quad \times\left[r \Phi^{(p) *} \frac{d}{d r}\left(r \Phi^{(p)}\right)-r \Phi^{(p)} \frac{d}{d r}\left(r \Phi^{(p) *}\right)\right]_{r=R} \tag{21}
\end{align*}
$$

By using the expansion Eq. (14) and the boundary conditions Eq. (14.2), this becomes

$$
\begin{align*}
& i \alpha_{p} \int_{0}^{R} \Phi^{(p) *} \Phi^{(p)} d^{3} \xi d^{3} r \\
& =\frac{\hbar^{2}}{2 M} \sum_{j, m, m^{\prime}} a_{j m}^{p *} a_{j m^{\prime}}{ }^{\prime} \tilde{\phi}_{m}^{j *}(R) \tilde{\phi}_{m}^{j}(R) \\
&  \tag{22}\\
& \quad \times\left[f_{\alpha^{\prime}}+\left(E-\epsilon_{j}, R\right)-f_{\alpha^{\prime}}-\left(E-\epsilon_{j}, R\right)\right] .
\end{align*}
$$

Use of the Wronskian, Eq. (12.6), results in

$$
\begin{equation*}
\alpha_{p}=\frac{\hbar^{2}}{M} \sum_{j, m, m^{\prime}} \frac{k_{j} a_{j m}^{p *} a_{j m^{\prime}}{ }^{n} \tilde{\phi}_{m}^{j *}(R) \tilde{\phi}_{m^{\prime}}(R) / \phi_{\alpha^{\prime}}{ }^{j+}(R) \phi_{\alpha^{\prime}}{ }^{j-}(R)}{\int_{0}^{R} \Phi^{(p) *} \Phi^{(p)} d^{3} \xi d^{3} r} \tag{22.1}
\end{equation*}
$$

where the sum over $j$ includes the term $j=0$. The righthand side of Eq. (22.1) has a simple interpretation similar to that of Eq. (8.2). In the numerator the $j$ th

[^8]term in the sum is proportional to the probability of the particle being at the radius $R$, multiplied by its escape velocity and the relevant penetrability. The integral in the denominator represents the probability of the particle in compound state $p$ being in the nucleus. (The normalization is such that this probability is not
necessarily unity.) In the low-energy region where all of the quantities on the right-hand side of Eq. (22.1) are essentially real, as is shown later, this reduces to
\[

$$
\begin{equation*}
\alpha_{p}=\sum_{j} \gamma_{p j} . \tag{22.2}
\end{equation*}
$$

\]

This is interpreted as the total width being equal to the sum of partial widths for the various processes.

Equation (18) is similar to a many-level Breit-Wigner formula. This relationship between the scattering amplitude and the sum of resonance terms is linear, and this is why it is often simpler to employ in the manylevel case than the Wigner-Eisenbud expressions. However, before it can be applied to the case in which only one or two levels contribute, as in the application to low-energy reactions with light nuclei, it is sometimes necessary to make the energy dependence of the $\gamma_{p}$ 's (which results from the dependence of the boundary conditions on $E$ ) explicit, and to determine the imaginary part [the $\gamma_{p}$ 's defined by Eq. (17.1) are complex]. The determination of these is equivalent to relating the formalism back to the Wigner-Eisenbud one in which the widths are real and independent of energy. The approximate relationship was developed in perturbation theory by Kapur and Peierls, ${ }^{3}$ but we prefer to use a procedure developed by A. M. Lane. ${ }^{19}$ States $\tilde{\psi}^{j(0)}(\mathbf{r})$ are defined for which the radial part, multiplied by $r$, obeys the energy-independent boundary condition

$$
\begin{equation*}
\left[\frac{d}{d r} r \tilde{\phi}_{m}^{j(0)}(r)=0\right]_{r=R}, \tag{23}
\end{equation*}
$$

in analogy with Eq. (9.1). By building up $\Phi_{0}{ }^{(q)}$ as

$$
\begin{equation*}
\Phi_{0}^{(q)}(\mathbf{r}, \xi)=\sum_{j, m} a_{j m}^{q(0)} \chi_{j}(\xi) \tilde{\psi}_{m}^{j(0)}(\mathbf{r}), \tag{23.1}
\end{equation*}
$$

we define energy-independent compound states. The overlap between such states and our energy-dependent compound states can be found by employing Green's theorem again as in Eq. (16). This gives

$$
\begin{align*}
\left(W_{p}-W_{q}{ }^{(0)}\right) & \int_{0}^{R} \Phi_{0}^{(q)} \Phi^{(p)} d^{3} \xi d^{3} r \\
= & -\frac{\hbar^{2}}{2 M} \int_{0}^{R} d^{3} \xi \int d \Omega\left\{R \Phi_{0}^{(q)}(\mathbf{R}, \xi)\right. \\
& \left.\quad \times \frac{d}{d r}\left[r \Phi^{(p)}(\mathbf{r}, \xi)\right]\right\}_{r=R} . \tag{23.2}
\end{align*}
$$

For the case in which the resonances $p$ are well separated and only $S$-wave scattering can occur, we have

$$
\begin{align*}
\left(W_{p}-\right. & \left.W_{q}{ }^{(0)}\right) \int_{0}^{R} \Phi_{0}{ }^{(q)} \Phi^{(p)} d^{3} \xi d^{3} r \\
& =-\frac{i h^{2}}{2 M} \sum_{j, m, n} k_{j} a_{j m^{q(0)}} a_{j n}{ }^{p} \tilde{\phi}_{m}^{j(0)}(R) \tilde{\phi}_{n}{ }^{j}(R) . \tag{24}
\end{align*}
$$

[^9]This equation is exact, but we now use perturbation theory starting with the zero-order approximation $\Phi^{(p)}=\Phi_{0}{ }^{(p)}$. To obtain the first-order correction to the energy, we let $p=q$ and set $\Phi_{0}{ }^{(p)}$ equal to $\Phi^{(p)}$ under the integral. This gives

$$
W_{p}-W_{p}^{(0)} \cong-i \alpha_{p} / 2,
$$

where we have used Eq. (22.1) and remembered that the $a_{j n}{ }^{(p)}$ and $\tilde{\phi}_{m}{ }^{j}$ are real in this approximation. Hence, the first-order correction to the energy simply adds an imaginary part which is just the width of the state $\Phi^{(p)}$ and which is independent of energy in this order. We can obtain the first-order correction to the wave function by expanding

$$
\begin{equation*}
\Phi^{(p)}=\Phi_{0}{ }^{(p)}+\sum c_{q}{ }^{p} \Phi_{0}{ }^{(q)}, \tag{24.1}
\end{equation*}
$$

and we obtain

$$
\begin{align*}
\left(W_{p}-W_{q}^{(0)}\right) c_{q}{ }^{p}= & -\frac{i \hbar^{2}}{2 M} \sum_{j, m, n} k_{j} a_{j m}^{q(0)} a_{j n}^{p} \\
& \times \tilde{\phi}_{m}^{j(0)}(R) \tilde{\phi}_{n}{ }^{j}(R), \quad(p \neq q) . \tag{24.2}
\end{align*}
$$

The right-hand side is of order $-i \alpha_{p} / 2$, its approximate size for $p=q$, or less. (The signs of the $a_{j m}^{q(0)}$ and the $a_{j n}{ }^{p}$ can be both positive and negative, and this tends to make the right-hand side smaller than $-i \alpha_{p} / 2$. If a random-phase approximation were applicable, the right-hand side would be zero.) Therefore, for order of magnitude we have

$$
\begin{equation*}
c_{q}{ }^{p} \sim-i \alpha_{p} /\left(W_{p}-W_{q}{ }^{(0)}\right) . \tag{24.3}
\end{equation*}
$$

Thus in the case of well-separated levels, when

$$
\begin{equation*}
\left|W_{p}-W_{q}{ }^{(0)}\right| \gg \alpha_{p} \tag{24.4}
\end{equation*}
$$

the $c_{q}{ }^{p}$ and, consequently, the imaginary part of $\Phi^{(p)}$ are small, and the latter is of the order of the ratio of the width to the spacing of the levels. Hence, to a good approximation, the energy dependence of the various parameters and the imaginary parts of the widths are absent in the region of well-separated resonances, so that, except for effects especially sensitive to these features such as the "Thomas Shift," one can usually ignore them.
The arguments in the next section do not neglect the energy dependence or the imaginary parts of the widths; these are included correctly, although we may often use the case of well-separated levels, which is especially simple, as an illustration. These features do not essentially complicate the arguments.

## III. THE OPTICAL MODEL AND DIRECT INTERACTION

## 1. The Physical Picture

The physical picture underlying the optical model was developed chiefly by Feshbach, Porter, and Weisskopf ${ }^{9}$
and Friedman and Weisskopf. ${ }^{20}$ These authors split the scattering amplitude $S_{\alpha}$ into

$$
\begin{equation*}
S_{\alpha}=\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}+\left(S_{\alpha}-\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}\right), \tag{25}
\end{equation*}
$$

where $\left\langle S_{\alpha}\right\rangle_{\text {Av }}$ is the value of $S_{\alpha}$ averaged over an energy interval $I$. The averaging process is defined more precisely later. The average elastic cross section can now be expressed as

$$
\begin{equation*}
\left.\left\langle\sigma_{\alpha}\right\rangle_{A v}=\left|\left\langle S_{\alpha}\right\rangle_{A v}\right|^{2}+\langle | S_{\alpha}-\left.\left\langle S_{\alpha}\right\rangle_{A v}\right|^{2}\right\rangle_{A v}, \tag{26}
\end{equation*}
$$

since the cross term between $\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}$ and $S_{\alpha}-\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}$ averages out. Although both terms on the right-hand side represent elastic scattering, they are physically quite different in nature.

Friedman and Weisskopf, ${ }^{20}$ who used a time-dependent treatment, showed that if one constructs a wave packet of width $\Delta E$ in energy, then the scattered particles corresponding to the average amplitude $\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}$, i.e., those given by the first term on the right-hand side of Eq. (26), pass over the nucleus in time $\tau=\hbar / \Delta E$ $=\hbar / I$. This is, in fact, clearly allowed by the uncertainty principle, because one has, by averaging, constructed a scattering amplitude $\left\langle S_{\alpha}\right\rangle_{\text {Av }}$ which varies appreciably only over an energy interval $I$; since the energy of particles associated with this scattering is undefined within this interval, the time $\tau$ which the particle spends in the nucleus can be defined to within $\hbar / I$. Hence, if the energy interval $I$ is very large, the particles corresponding to the average amplitude go over the nucleus very quickly. It is therefore reasonable that for sufficiently large intervals $I$, the particles make only a few interactions with the nuclear particles-even though the nucleon-nucleon potentials are relatively strong-and that we can describe them in the weakcoupling type picture indicated by the optical model. This scattering, which corresponds to the average phase, is termed "shape-elastic." Later we find precisely how large the interval $I$ must be for various weak-coupling type descriptions of the average scattering to be valid.

On the other hand, the fluctuation scattering (often called compound-elastic scattering), described by the second term on the right-hand side of Eq. (26), varies over energy intervals of the order of the width of the compound nuclear states ( $\sim 1 \mathrm{ev}$ at low energies). Hence, the corresponding particles stay in the nucleus the order of a million times longer than those of the shape-elastic scattering that would correspond to a wave packet of the order of 1 Mev wide. If the particles corresponding to the shape-elastic scattering have time for one or two collisions, then those corresponding to the fluctuation scattering stay in the nucleus long enough to make the order of a million collisions. The latter particles can be regarded as those forming compound states of the type envisaged in the old compound-nucleus picture, whereas the shape-elastic

[^10]scattering corresponds to that from the complex well, the imaginary part of which describes the disappearance of particles out of the incident beam into the long-lived component.

We define the complex well $\tilde{V}(r)$ so that it reproduces the average scattering phase, i.e., so that $\widetilde{S}_{\alpha}=\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}$. The physical picture indicates that this is the most reasonable procedure. We then go on to discuss the characteristics of this well $\widetilde{V}(r)$ and relate the parameters back to nucleon-nucleon forces.

## 2. The Picture of Lane, Thomas, and Wigner

Possibly the most striking feature of experimental data on elastic neutron scattering was the appearance of the giant resonances in the total cross section in the energy region $\sim 0$ to 3 Mev , as discussed in Sec. I. In order to understand these, we develop the picture of Lane, Thomas, and Wigner. ${ }^{21}$ In this development we assume that the well $\tilde{V}(r)$, which reproduces the average scattering amplitude ( $\tilde{S}_{\alpha}=\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}$ ), has the characteristics of the optical model potential of Feshbach, Porter, and Weisskopf ${ }^{9}$; that is, if $\tilde{V}=-U-i W$ then $U \cong 42 \mathrm{Mev}, W$ lies in the range 1 to 2 Mev , and the radius of the potential is $R \cong 1.45 A^{\frac{1}{3}} \times 10^{-13} \mathrm{~cm}$. These parameters are used only for order-of-magnitude estimates; knowledge of their precise values is not necessary for understanding the conceptual points considered here. Later in this section we show how to relate these parameters back to nucleon-nucleon forces.

In the picture by Lane, Thomas, and Wigner, ${ }^{21}$ for $W_{p} \cong \epsilon_{n}$, i.e., for energies of the compound states in the neighborhood of the single-particle energy $\epsilon_{n}$, only terms $m=m^{\prime}=n$ in the width $\gamma_{p}$ of Eq. (17.1) are important, i.e., only the $\left(a_{o n}{ }^{p}\right)^{2}$ are large if $W_{p}$ lies in the neighborhood of $\epsilon_{n}$. We now make these criteria more quantitative. For simplicity, we consider the scattering of $S$-wave neutrons in the region of wellseparated levels where the $\gamma_{p}$ can be taken to be real.
We write the amplitude for compound-elastic scattering, defined by

$$
\begin{equation*}
S_{\alpha}^{c e} \equiv S_{\alpha}-\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}} \tag{27}
\end{equation*}
$$

in dispersion theory, using the fact that we choose $\tilde{V}$ so that $\tilde{\widetilde{S}}_{\alpha}=\left\langle S_{\alpha}\right\rangle_{\text {Av }}$. Then,
$S_{\alpha}^{c e}=S_{\alpha}-\tilde{S}_{\alpha}=\frac{e^{-2 i k R}}{2 k}\left\{\sum_{p} \frac{\gamma_{p}}{W_{p}-E}-\sum_{m} \frac{\Gamma_{m}}{\tilde{E}_{m}-E}\right\}$,
where the second term in brackets gives the scattering amplitude in the complex well, and $\bar{E}_{m}$ is the eigenvalue in the complex well, which may be taken to have the form, Eq. (9.13), $\tilde{E}_{m}=\epsilon_{m}-i \beta_{m} / 2-i W$. (We are considering the complex well to be a square well here, although generalization to the case where it varies with $r$ is easy.) From our definition, $\left\langle S_{\alpha}{ }^{c e}\right\rangle_{A v}$, the average of

[^11]$S^{c e}$, is zero. Hence, the average of the quantity in brackets must vanish. ${ }^{22}$ The intervals over which we average are always small compared with the widths of the single-particle resonances, so the second term in brackets need not be averaged. We can write
\[

$$
\begin{equation*}
\left\{\sum \frac{\gamma_{p}}{W_{p}-E}\right\}_{A v}=P(E)+i Q(E)=\sum_{m} \frac{\Gamma_{m}}{\tilde{E}_{m}-E} \tag{28}
\end{equation*}
$$

\]

where $P$ and $Q$ are real. We find

$$
\begin{equation*}
P(E)=\sum_{m} \frac{\left(\epsilon_{m}-E\right) \Gamma_{m}}{\left(\epsilon_{m}-E\right)^{2}+\left(W+\beta_{m} / 2\right)^{2}} \tag{28.1}
\end{equation*}
$$

and

$$
Q(E)=\sum_{m} \frac{\Gamma_{m}\left(W+\beta_{m} / 2\right)}{\left(\epsilon_{m}-E\right)^{2}+\left(W+\beta_{m} / 2\right)^{2}},
$$

where $\Gamma_{m}$ is assumed to be real, which implies specialization to the low-energy region. We cannot express $P(E)$ more simply in terms of $\gamma_{p}$, but the imaginary part of the sum $Q(E)$ can be put into a more useful form.

The average $\langle F(E)\rangle_{\text {Av }}$ of a quantity $F(E)$ is defined by

$$
\begin{equation*}
\langle F(E)\rangle_{\mathrm{Av}}=\int_{\infty}^{\infty} \rho\left(E-E^{\prime}\right) F\left(E^{\prime}\right) d E^{\prime} \tag{29}
\end{equation*}
$$

The weighting function $\rho$ employed by Feshbach, Porter, and Weisskopf ${ }^{9}$ was a square one,

$$
\rho(x)=\left\lvert\, \begin{array}{ll}
0, & x<-I / 2  \tag{29.1}\\
1 / I, & -I / 2<x<I / 2 \\
0, & x>I / 2
\end{array}\right.
$$

so that

$$
\langle F(E)\rangle_{\mathrm{Av}}=\frac{1}{I} \int_{E-I / 2}^{E+I / 2} F\left(E^{\prime}\right) d E^{\prime}
$$

With such integrals, one has end effects coming from resonances where $\epsilon_{p}$ lies near either $E-I / 2$ or $E+I / 2$, and these must be disposed of, somewhat inelegantly. Physical results must be independent of the precise form of weighting function employed, as long as it is not an unreasonable one, and we find it convenient to use

$$
\rho\left(E-E^{\prime}\right)=\frac{I}{\pi} \frac{1}{\left(E-E^{\prime}\right)^{2}+I^{2}},
$$

[^12]in which case
\[

$$
\begin{align*}
\left\{\sum_{p} \frac{\gamma_{p}}{W_{p}-E}\right\}_{\mathrm{Av}} & =-\frac{I}{\pi} \int_{-\infty}^{\infty} \sum_{p} \frac{\gamma_{p}}{W_{p}-E^{\prime}} \frac{1}{\left(E-E^{\prime}\right)^{2}+I^{2}} d E^{\prime} \\
& =\sum_{p} \frac{\gamma_{p}}{W_{p}-E-i I}, \tag{30}
\end{align*}
$$
\]

where the integral can be evaluated by contour integration. Quite generally, averaging with this weighting function a quantity $F(E)$ which has poles only in the lower half of the complex $E$ plane (such functions are often called $R$ functions following Wigner), one finds

$$
\begin{equation*}
\langle F(E)\rangle_{A v}=F(E+i I) \tag{31}
\end{equation*}
$$

where $I$ corresponds to the interval over which the average is carried out. We always assume this interva to contain many resonances $p$.

We find, then,

$$
\begin{equation*}
Q(E)=\operatorname{Im} \sum_{p} \frac{\gamma_{p}}{W_{p}-E-i I} \tag{32}
\end{equation*}
$$

By defining the average density of the levels in the region of interest by $1 / D$ (where $1 / D=N$ gives the number of levels per unit energy, which is assumed to be large), one can convert the sum in Eq. (32) into an integral, obtaining

$$
\begin{equation*}
Q(E)=\frac{1}{D} \int_{-\infty}^{\infty} \frac{\bar{\gamma} I}{\left(\epsilon_{p}-E\right)^{2}+I^{2}} d \epsilon_{p}=\frac{\pi \bar{\gamma}}{D} \tag{32.1}
\end{equation*}
$$

where we have neglected $\alpha_{p}$ compared with $I$, and where $\bar{\gamma}$ is the average width. The function $\pi \bar{\gamma} / D$ is called the "strength function." Our assumption of well-separated levels is equivalent to $\pi \bar{\gamma} / D \ll 1$.
Finally, we find

$$
\begin{equation*}
\pi \frac{\bar{\gamma}}{D}=\operatorname{Im} \sum_{m} \frac{\Gamma_{m}}{\tilde{E}_{m}-E}, \tag{32.2}
\end{equation*}
$$

when we make the average value of the imaginary part of the quantity in brackets, Eq. (27.1), vanish, using $\left\langle S^{c e}\right\rangle_{\mathrm{Av}}=0$. In the special case where the energy $E$ is in the neighborhood of $\epsilon_{n}$, the main contribution to the sum on the right-hand side comes from the $n$th term provided that the single-particle resonances are sufficiently far apart. Then,

$$
\begin{equation*}
\pi \frac{\bar{\gamma}}{D} \cong \frac{\Gamma_{n}\left(W+\beta_{n} / 2\right)}{\left(\epsilon_{n}-E\right)^{2}+\left(W+\beta_{n} / 2\right)^{2}}, \quad E \cong \epsilon_{n} . \tag{33}
\end{equation*}
$$

The strength function, for constant $W, \Gamma_{n}$, and $\beta_{n}$, is thus of the Lorentz form. The contribution of the other levels is at least of order $W / \Delta \epsilon$ smaller, ${ }^{23}$ where $\Delta \epsilon$ is

[^13]the distance between single-particle levels of the same angular momentum, i.e., of the same channel $\alpha$. This distance is of the order of $U$, the real part of $\widetilde{V}$.

The validity of the picture depends on $W \ll U$, which is also one of the criteria for the existence of marked resonances in $\tilde{V}$. In the range of separated compoundnucleus resonances, the condition $k R \ll 1$ is fulfilled, as appears later, and then the maxima in the strength function of resonance shape given by Eq. (33) are simply related to the total cross section $\sigma_{T}$, as can be seen by using the optical relation

$$
\begin{equation*}
\sigma_{T}=(4 \pi / k) \operatorname{Im} S_{\alpha} . \tag{34}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left\langle\sigma_{T}\right\rangle_{\mathrm{Av}}=\frac{4 \pi}{k} \operatorname{Im}\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}=\frac{4 \pi}{k} \operatorname{Im} \tilde{S}_{\alpha} \cong \frac{2 \pi}{k^{2}} \pi \frac{\bar{\gamma}}{D}, \tag{34.1}
\end{equation*}
$$

which we have obtained from Eq. (32.2).
This situation just discussed is illustrated in Fig. 6, where the distance between levels $\epsilon_{n^{\prime}}-\epsilon_{n}$ is assumed to be much greater than $W$, so that the picture of Lane, Thomas, and Wigner is valid. The $4 s$ and $5 s$ singleparticle levels are shown on the left-hand side, and it is illustrated on the right-hand side how-although each single-particle level is split up into many compound states-there is an appreciable probability of finding them only within an energy region of width $\sim W$ bracketing the single-particle energy. ${ }^{24}$ Hence, although the interaction $V(\mathbf{r}, \xi)$ is strong enough to change the wave function completely so as to split the single particle level $\tilde{\psi}_{n}$ into thousands or millions of compound states, it is not strong enough to mix the single-particle level $\tilde{\psi}_{n^{\prime}}$, which is a distance of order $\epsilon_{n^{\prime}}-\epsilon_{n}$ away, into the compound state in the neighborhood of $\epsilon_{n}$ with appreciable probability.

We might ask how well the condition $\left(\epsilon_{n^{\prime}}-\epsilon_{n}\right) \gg W$ is fulfilled in the actual physical case, taking the parameters of Feshbach, Porter, and Weisskopf ${ }^{9}$ for $\tilde{V}$.


Fig. 6. On the left, $S$-wave single-particle resonances in the complex well are shown; on the right, the behavior of the square of the expansion coefficients. Behavior of the strength function is essentially the same as this.

[^14]By way of example, consider the nucleus $\mathrm{A}=160$ where the $4 s$ single-particle resonance occurs near zero energy experimentally, as in Fig. 6. The occurrence of the $4 s$ resonance requires $K_{n} R=(7 / 2) \pi$, where $K_{n}$ is the wave number for a particle of zero energy, measured from the bottom of the well. The $5 s$ resonance occurs for $K_{n^{\prime}} R=(9 / 2) \pi$. Hence, $\epsilon_{n^{\prime}} / \epsilon_{n}=81 / 49$, where $\epsilon_{n}$ and $\epsilon_{n^{\prime}}$ are now measured from the bottom of the well. For a well depth of $42 \mathrm{Mev}, \epsilon_{n^{\prime}}-\epsilon_{n} \equiv \Delta \epsilon=27 \mathrm{Mev}$. Thus there is no doubt that $W \ll \Delta \epsilon$ is the low-energy region, where $W$ is of order $1-2 \mathrm{Mev}{ }^{25}$

Although the single-particle width $\Gamma_{n}$ is split up among thousands or millions of compound states, some features of the single-particle resonance remain. In particular, since to a very good approximation,

$$
\left.\gamma_{p} \cong\left(a_{o n}\right)^{2}\right)_{n}, \quad E \cong \epsilon_{n}
$$

and since it follows from the completeness of our two representations connected by the coefficients $a_{j m}{ }^{p}$ that $\sum_{p}\left(a_{o n}^{p}\right)^{2}=1$, then

$$
\sum_{p}^{\prime} \gamma_{p} \cong \Gamma_{n}
$$

where the prime on the sum indicates that it is extended only over compound states in the neighborhood of $\epsilon_{n}$. In other words, the single-particle width is split up among many levels, but the sum of widths of these many levels is just equal to the single-particle width.

At this stage we have an understanding of why the compound resonances $p$ are so narrow without resorting to the classical picture which explains this in terms of the energy being shared among all of the nucleons. The interaction $V(\mathbf{r}, \xi)$ is sufficiently strong so as to mix many states $\chi_{j}(\xi) \tilde{\psi}_{m}{ }^{j}(\mathbf{r})$ into the state $\Phi^{(p)}$. Since

$$
\sum_{j, m}\left(a_{j m}^{p}\right)^{2}=1,
$$

following from the normalization of the $\Phi^{(p)}$, and since there are many terms which contribute in this sum, then $\left(a_{o n}\right)^{2} \ll 1$ for any given $p$ and the width of the compound resonance is much less than that of the single-particle one.

Nonetheless, the interaction $V(\mathbf{r}, \xi)$ is not strong enough to break down the underlying single-particle structure completely and, in particular, it does not mix different single-particle levels $n$ and $n^{\prime}$ into the same $\Phi^{(p)}$, but only spreads the single-particle resonance locally. Consequently, it is not surprising that some of the single-particle features remain in experiments carried out with wide beams.
For completeness, we remark that the width of the strength function is given essentially by $W$ as shown

[^15]in Eq. (33) (although this equation is a reasonable approximation only when $E$ is in the neighborhood of $\epsilon_{n}$ ), and not by the square root of the second moment of the perturbing potential, as Lane, Thomas, and Wigner ${ }^{21}$ indicated might be the case. Bloch ${ }^{26}$ has pointed out, using some rough quantitative estimates, that one should expect the root-mean-square moment to be much larger than the width owing to large contributions from the wings of the strength function which are weighted heavily. Use of the form Eq. (33) for all energies would lead to an infinite second moment which would contradict the finite expression for it in terms of the potential, ${ }^{27}$ so that this form is clearly not valid far from the resonance energy.

## 3. Low-Energy Behavior of the Scattering ${ }^{28}$

At low energies, where $(\pi \bar{\gamma} / D) \ll 1$ and $k R \ll 1$, the interpretation of average quantities is especially simple. Equation (34.1) shows that the average cross section is proportional to the strength function in this region. The maxima in the strength function indicated by Eq. (33) would be difficult to observe experimentally by measuring the strength function at various energies for a given nucleus because the single-particle resonance is broad, of width $2 W+\beta_{n}$, and even if the same experimental technique could be used over this broad energy interval, the interpretation would become difficult, both because waves of higher angular momenta would be mixed into the experiments and because our simple consideration-which applied only to the region of well-separated resonances where $k R \ll 1$-would no longer be valid. Consequently, the strength function is usually measured at low energies for different nuclei and plotted as a function of $A$. In this way a variation in the quantity $E-\epsilon_{n}$ is obtained which depends on $K R$, where $K$ is the wave number measured from the bottom of the well. Some experimental data, plotted in this


Fig. 7. Experimental data for the strength function. The solid line indicates typical theoretical predictions for a complex-well model. A measured width $\gamma_{p}$ is reduced to a $\gamma^{(0)}$ by using $\gamma^{(0)}=\gamma_{p}\left(k_{0} / k\right)$, where $k_{0}$ is taken to be the wave number for a neutron of energy 1 ev . A more refined theory ${ }^{29}$ takes into account nuclear deformation, and the resulting agreement between theory and experiment is then better.

[^16]

Fig. 8. Experimental data compared with theoretical predictions for $R^{\prime}$ (solid line) from the complex-well model. A more refined theory ${ }^{31}$ takes into account nuclear deformations, and the resulting agreement between theory and experiment is then better.
way, are shown in Fig. 7. ${ }^{29}$ The theoretical curve is not computed here from dispersion formalism but is obtained from

$$
\begin{equation*}
\pi \frac{\bar{\gamma}}{D}=2 k \operatorname{Im} \tilde{S}_{\alpha} \tag{34.2}
\end{equation*}
$$

[see Eq. (34.1)], where $\tilde{S}_{\alpha}$ is calculated directly by integrating the Schrödinger equation with potential $\tilde{V}$. Nevertheless, our formulas are useful in understanding the qualitative behavior in the resonance region.

Historically the first striking observations of the nonmonotonic behavior of average cross sections with changing A referred to measurement ${ }^{30}$ of a quantity sometimes called the "potential scattering." To obtain this quantity, we expand in $k$, considering $k$ to be small, but must carry the expansion one step further, i.e., we express the average cross section $\left\langle\sigma_{T}\right\rangle_{\mathrm{Av}}$ as

$$
\begin{equation*}
\left\langle\sigma_{T}\right\rangle_{\mathrm{Av}}=(a / k)+b, \tag{35}
\end{equation*}
$$

which can be done at low energies where terms of higher order in $k$ are negligible. The first term on the righthand side is the familiar $1 / v$ term in the cross section which is related to the strength function and which was already discussed in Eqs. (34.1) and (34.2), and the second term is often expressed as

$$
\begin{equation*}
b=4 \pi\left(R^{\prime}\right)^{2} \tag{35.1}
\end{equation*}
$$

where $R^{\prime}$ is interpreted as a radius. The observed behavior of $R^{\prime}$ with atomic number A is shown in Fig. $8 .{ }^{31}$

A simple description of $b$ is difficult to give in the Kapur-Peierls theory in so far as the imaginary parts of the width $\gamma_{p}$ [see Eq. (23) ff.] are of order $k$ compared with the real parts, and these must therefore be taken into account. It is consequently more straightforward to give this description in the Wigner-Eisenbud for-

[^17]malism. We sketch this briefly, following the treatment of Lane and Lynn, ${ }^{32}$ and refer to the review article of Lane and Thomas ${ }^{1}$ for a detailed discussion.

The expansion is actually in powers of $\rho=k R$, as in Eq. (9.5) ff., because $\rho$ is a good expansion parameter at the energies of interest. To make this explicit, we write

$$
\begin{equation*}
2 i k\langle S\rangle_{\mathrm{Av}}=e^{-2 i \rho}-1+2 i \rho e^{-2 i \rho}\left\langle R_{K P}\right\rangle_{\mathrm{Av}}, \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{K P}=\sum_{p} \chi_{p} /\left(W_{p}-E\right) \tag{36.1}
\end{equation*}
$$

$R_{K P}$ being the Kapur-Peierls $R$ function. (It has poles only in the lower half of the complex plane.) $\chi_{p}$ is the reduced width,

$$
\begin{equation*}
\chi_{p}=(2 \rho)^{-1} \gamma_{p} . \tag{36.2}
\end{equation*}
$$

The relation between $R_{K P}$ and the Wigner $R$ function $R_{W}$ is easily obtained by looking at the scattering matrix in the two theories. It is

$$
\begin{equation*}
R_{K P}=R_{W} /\left(1-i \rho R_{W}\right) \tag{37}
\end{equation*}
$$

In averaging $R_{K P}$ by adding $i I$ to $E$, we find that

$$
\begin{equation*}
\left\langle R_{K P}\right\rangle_{\mathrm{Av}}=\bar{R}_{W} /\left(1-i \rho \bar{R}_{W}\right), \tag{37.1}
\end{equation*}
$$

(see pp. 306-309 of Lane and Thomas), where

$$
\begin{equation*}
\bar{R}_{W}=R_{W}{ }^{\infty}+i \pi s_{W} \tag{37.2}
\end{equation*}
$$

with $R_{W}{ }^{\infty}$ and $s_{W}$ now real, and given by

$$
\begin{equation*}
s_{W}=\frac{\bar{\chi}^{(0)}}{D}, \quad R_{W}=\int \frac{s_{W}\left(E^{\prime}\right)}{E^{\prime}-E} d E^{\prime} . \tag{37.3}
\end{equation*}
$$

Here $\bar{\chi}^{(0)}$ is the average of $\chi_{p}{ }^{(0)}$, the width with the Wigner-Eisenbud boundary conditions [see Eq. (23)]. The expansion to any required order is now easily made.

$$
\begin{align*}
\frac{4 \pi}{k} \operatorname{Im}\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}= & \frac{4 \pi \rho}{k^{2}}\left(\pi s_{W}\right) \\
& +\frac{4 \pi \rho^{2}}{k^{2}}\left[\left(1-R_{W^{\infty}}\right)^{2}-\left(\pi s_{W}\right)^{2}\right]+O\left(\rho^{3}\right) . \tag{38}
\end{align*}
$$

The left-hand side of Eq. (38) is equal to $\left\langle\sigma_{T}\right\rangle_{\text {Av }}$ by the relation Eq. (34.1). We now can identify easily the $a$ and $b$ of Eq. (35) ; thus,

$$
a=\frac{4 \pi \rho}{k^{2}}\left(\pi s_{W}\right),
$$

and

$$
\begin{equation*}
b=4 \pi \rho^{2}\left[\left(1-R_{W^{\infty}}\right)^{2}-\left(\pi s_{W}\right)^{2}\right] . \tag{38.1}
\end{equation*}
$$

To lowest order in $\rho, 2 \rho \pi s_{W}=\pi \bar{\gamma} / D$ and, retaining only $a$, we see that Eq. (38) reduces to our earlier expression, Eq. (34.1).

This derivation is independent of any particular model, although the model introduced in the last section

[^18]is helpful in understanding the qualitative behavior of $s_{W}$ and $R_{W}{ }^{\infty}$ in the actual physical case. We have already indicated the resonance-type behavior in the strength function in Eq. (33). We see immediately from Eq. (37.3) that to the extent that the strength function is symmetrical about its maximum, $R_{W}{ }^{\infty}$ is zero at this maximum which occurs at the real part of the single-particle resonance energy. Further, $R_{W}{ }^{\infty}$ becomes negative on one side of the maximum and positive on the other so that one can understand the qualitative behavior of $R^{\prime}$ shown in Fig. 8.
Theoretical curves, such as those shown by the solid lines in Figs. 7 and 8, are obtained by calculating $\widetilde{S}_{\alpha}$ and then using $\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}=\widetilde{S}_{\alpha}$.

In past work the term $\left(\pi s_{W}\right)^{2}$ has often been neglected. However, near the single-particle resonance at $\mathrm{A}=50, s_{W}$ is appreciable, as R. K. Seth has pointed out, ${ }^{33}$ and it is vital to include the term $\left(\pi s_{W}\right)^{2}$ in analyzing data near $\mathrm{A}=50$. Otherwise $\left(1-R_{W^{\infty}}\right)$ comes out to be too large.
This treatment illustrates the type of problem in which the Wigner-Eisenbud formalism is useful. It is advantageous here to deal with the real quantities of this theory in which the energy dependence is explicit.
Reverting to the Kapur-Peierls formalism, we can show the relation between the average cross section for forming a compound nucleus and the $W$ in this energy region, to lowest order in $k$. The former is defined as

$$
\left\langle\sigma_{c}\right\rangle_{\mathrm{Av}} \equiv\left\langle\sigma_{T}\right\rangle_{\mathrm{Av}}-\sigma_{s e},
$$

where $\sigma_{s e}$ is the cross section for shape-elastic scattering,

$$
\sigma_{s e}=4 \pi\left|\left\langle S_{\alpha}\right\rangle_{\mathrm{Av}}\right|^{2}=4 \pi\left|\widetilde{S}_{\alpha}\right|^{2}
$$

Use of the relation between $\left\langle\sigma_{T}\right\rangle_{\mathrm{Av}}$ and $\operatorname{Im} \tilde{S}_{\alpha}$ given in Eq. (34.1) results in

$$
\begin{equation*}
\left\langle\sigma_{c}\right\rangle_{\mathrm{Av}}=4 \pi\left\{\frac{1}{k} \operatorname{Im} \tilde{S}_{\alpha}-\left|\tilde{S}_{\alpha}\right|^{2}\right\} . \tag{38.2}
\end{equation*}
$$

By using the resonance expansion for $\tilde{S}_{\alpha}$ [obtained from Eq. (7) by replacing $E_{m}$ by $\widetilde{E}_{m}$ ] and remembering that $\Gamma_{n}$ is of order $k R$, we find, to lowest order in $k R$,

$$
\begin{equation*}
\left\langle\sigma_{c}\right\rangle_{\mathrm{Av}} \cong \frac{4 \pi}{k^{2}} \sum_{m} \frac{W \Gamma_{m} / 2}{\left(E-\epsilon_{m}\right)^{2}+W^{2}} \tag{38.3}
\end{equation*}
$$

where we see that the shape-elastic scattering does not contribute in this order. To interpret this formula we consider $\psi_{\alpha}(\mathbf{r})$, the solution of the Schrödinger equation in the complex well. Since we are dealing with $S$ waves we can expand $\phi_{\alpha}$, the radial part of $\psi_{\alpha}$ multiplied by $r$, in terms of eigenstates $\tilde{\boldsymbol{\phi}}_{m}$. The coefficient has already been derived in Eq. (4.3). Thus

$$
\begin{equation*}
\phi_{\alpha}=\frac{\hbar^{2}}{2 M} e^{-i k R} \sum_{m} \frac{\tilde{\phi}_{m}(R) \tilde{\phi}_{m}(r)}{\bar{E}_{m}-E} \tag{38.4}
\end{equation*}
$$

[^19]

This formula clearly shows the resonance behavior of the probability
$\mathcal{P}_{\alpha} \equiv \int_{0}^{R}\left|\phi_{\alpha}(r)\right|^{2} d r=\left(\frac{\hbar^{2}}{2 M}\right)^{2} \sum_{m} \frac{\left[\tilde{\phi}_{m}(R)\right]^{2}}{\left(E-\epsilon_{m}\right)^{2}+W^{2}}$,
of finding a particle inside the nucleus whose wave function has unit amplitude asymptotically. Here we have dropped $\beta_{m}$ which is of order $k R$ smaller than $W$. It is clear that

$$
\begin{equation*}
\left\langle\sigma_{c}\right\rangle_{\mathrm{Av}}=\frac{8 \pi M}{\hbar^{2} k} \wp_{\alpha} W . \tag{40}
\end{equation*}
$$

In other words, the average cross section for compoundnucleus formation just defined is proportional to the absorption $W$ times the probability $\mathcal{P}_{\alpha}$ of finding the nucleon inside the nucleus. In a somewhat classical way, one might interpret $W$ as the absorption per unit nucleon in the nucleus.

## 4. A Simple Case of Scattering

Much of the relationship of our detailed picture, where we make a complete description in terms of the $\Phi^{(p)}$ to the simplified complex-well model, can be understood by considering an especially simple case ${ }^{34,35}$ in which the energy of the incident particle falls between single-particle resonance energies. Let us suppose, referring to Fig. 6, that the energy $E$ of the incident particle lies midway between $\epsilon_{n}$ and $\epsilon_{n^{\prime}}$, as in Fig. 9. The amplitude for elastic scattering coming from the lower group of levels is

$$
\begin{equation*}
\left(S_{\alpha}\right)_{n}=\frac{e^{-2 i k R}}{2 k} \sum_{p} \frac{\left(a_{o n}^{p}\right)^{2} \Gamma_{n}}{W_{p}-E}-\frac{\sin k R}{k} e^{-i k R} \tag{41}
\end{equation*}
$$

where the lower suffix $n$ on $S_{\alpha}$ indicates that this is the $S_{\alpha}$ that would result if only the lower group of levels existed. We have here used the model developed in the last section and dropped the $a_{o n^{\prime}}{ }^{p}$ in the widths $\gamma_{p}$ referring to the set of compound-nucleus levels lying around $\epsilon_{n}$.
The $W_{p}$ are spread a distance $W$ about $\epsilon_{n}$. Conse-

[^20]quently, if $E-\epsilon_{n} \gg W$, then a good first approximation is to set $E-W_{p}$ equal to $E-\epsilon_{n}$ in the denominator of Eq. (41). Evaluation of the sum over $p$ gives in this approximation,
\[

$$
\begin{equation*}
\left(S_{\alpha}\right)_{n}=\frac{e^{-2 i k R}}{2 k} \frac{\Gamma_{n}}{\epsilon_{n}-E}-\frac{\sin k R}{k} e^{-i k R} \tag{42}
\end{equation*}
$$

\]

which is just the contribution to $S_{\alpha}$ from the $n$th resonance in the complex-well picture if we neglect $W$ compared with $E-\epsilon_{n}$ in the denominator.
Therefore, if the spread of the $\gamma_{p}$ about the singleparticle resonance energy is small, then the whole set of them act together just as the single-particle resonance. This is related to the principle of spectroscopic stability, from which it follows that-although the wave functions may be drastically changed by the perturba-tion-certain simple features come out just as in the unperturbed problem.

The main oversimplification is in the neglect of the widths $\gamma_{p}$ which lie close to $E$, i.e., the $\gamma_{p}$ are not so well concentrated around $\epsilon_{n}$ and $\epsilon_{n^{\prime}}$ as we have shown. However, our approximations are good in so far as the "shape-elastic" scattering is concerned. Our neglect of the near levels has simply resulted in our dropping the compound-elastic scattering. We now make the development more precise in such a way that the near levels can also be treated. Such a treatment is clearly necessary in order to consider general $E$ which may be in the region of a single-particle resonance.

## 5. Expression of the Scattering in the Green's Function Formalism

In defining $\tilde{V}(r)$, it is convenient to express $S^{c e}$ in terms of the Green's function as was done by Bloch. ${ }^{36}$ Actually, Bloch's elegant formalism is much more general than that we use, and by specialization to specific representations he can obtain either the KapurPeierls or Wigner-Eisenbud expression. However, our simpler formalism is adequate for illustrating the points considered here. We again specialize our consideration to the scattering of $S$-wave neutrons; generalization of our results to other cases is obvious.

We use the notation

$$
\begin{equation*}
\Phi^{(p)}(\mathbf{r}, \xi)=|p\rangle=\langle p|, \quad \chi_{j}(\xi) \tilde{\psi}_{m}^{j}(\mathbf{r})=|j m\rangle=\langle j m| \tag{43}
\end{equation*}
$$

and

$$
\langle p \mid j m\rangle=\int_{0}^{R} \Phi^{(p)}(\mathbf{r}, \xi) \chi_{j}(\xi) \tilde{\psi}_{m}^{j}(\mathbf{r}) d^{3} r d^{3} \xi=a_{j m}^{p}
$$

No distinction is made between $|p\rangle$ and $\langle p|$ since expansion and orthogonality conditions in this theory involve only the wave function and not its complex conjugate, aside from the trivial changes in functions of angles mentioned in part 2 of this section.

[^21]We then have

$$
\begin{align*}
S_{\alpha}{ }^{c e}= & \frac{e^{-2 i k R}}{2 k}\left\{\sum_{p} \frac{\gamma_{p}}{W_{p}-E}-\sum_{m} \frac{\Gamma_{m}}{\tilde{E}_{m}-E}\right\}, \\
= & \frac{\hbar^{2}}{2 M} e^{-2 i k R} \sum_{m, m^{\prime}}\left\{\sum_{p}\langle p \mid o m\rangle\left\langle p \mid o m^{\prime}\right\rangle\langle p| \frac{1}{H-E}|p\rangle\right. \\
& \left.\quad-\langle o m| \frac{1}{\tilde{H}-E}\left|o m^{\prime}\right\rangle\right\} \tilde{\phi}_{m}(R) \tilde{\phi}_{m^{\prime}}(R),  \tag{44}\\
= & \left.\frac{\hbar^{2}}{2 M} e^{-2 i k R} \sum_{m, m^{\prime}} \right\rvert\,\langle o m| \frac{1}{H-E}\left|o m^{\prime}\right\rangle \\
& \left.\quad\left\langle\left.\langle m| \frac{1}{\tilde{H}-E} \right\rvert\, o m^{\prime}\right\rangle\right\} \tilde{\phi}_{m}(R) \tilde{\phi}_{m^{\prime}}(R),
\end{align*}
$$

where $\tilde{H}$ is obtained from $H$ by replacing $V(\mathbf{r}, \xi)$ by $\tilde{V}$, i.e.,

$$
\begin{equation*}
H=\widetilde{H}+(V(\mathbf{r}, \xi)-\tilde{V}(r))=\widetilde{H}+\delta V . \tag{44.1}
\end{equation*}
$$

By using the identity

$$
\begin{align*}
& \frac{1}{H-E}=\frac{1}{\tilde{H}-E}-\frac{1}{\tilde{H}-E}(V-\tilde{V}) \frac{1}{\tilde{H}-E} \\
&  \tag{45}\\
& \quad+\frac{1}{\tilde{H}-E}(V-\tilde{V}) \frac{1}{H-E}(V-\tilde{V}) \frac{1}{\tilde{H}-E},
\end{align*}
$$

which is easily checked by multiplying both sides of the equation by $H-E$, we obtain

$$
\begin{align*}
S_{\alpha^{c e}}= & -\frac{\hbar^{2}}{2 M} e^{e^{-2 i k R}} \sum_{m^{2, m^{\prime}}} \frac{1}{\bar{E}_{m}-E} \frac{1}{\tilde{E}_{m^{\prime}}-E} \\
& \times\left\{\langle o m| V-\tilde{V}\left|o m^{\prime}\right\rangle-\langle o m|(V-\tilde{V}) \frac{1}{H-E}\right. \\
& \left.\quad \times(V-\tilde{V})\left|o m^{\prime}\right\rangle\right\} \tilde{\phi}_{m}(R) \tilde{\phi}_{m^{\prime}}(R) . \tag{46}
\end{align*}
$$

At this stage, by using Eq. (38.4) we obtain $S_{\alpha}{ }^{c e}$ in a convenient form,

$$
\begin{align*}
& S_{\alpha}^{c e}=-\frac{2 M}{\hbar^{2}}\{\langle o \alpha| V-\tilde{V}|o \alpha\rangle \\
&\left.-\langle o \alpha|(V-\tilde{V}) \frac{1}{H-E}(V-\tilde{V})|o \alpha\rangle\right\}, \tag{47}
\end{align*}
$$

where $\psi_{\alpha}$ is the scattering state defined by Eq. (11) and the discussion following it. Further expansion of $1 /(H-E)$ by iteration with Eq. (45) would give the Born expansion for $S_{\alpha}{ }^{c e}$, i.e., the expansion in successive powers of the perturbing potential $\delta V$. Equation (47)
can be derived directly from scattering theory without recourse to dispersion theory.
Insertion of the unit operator $\sum_{p}|p\rangle\langle p|$ in the second term on the right-hand sides of Eqs. (46) and (47) allows replacement of $(H-E)^{-1}$ by $\left(\mathrm{W}_{p}-E\right)^{-1}$, indicating that all of the poles of this term lie in the lower half of the complex energy plane. Thus we can average this term with respect to energy by replacing $E$ by $E+i I$, following the procedure of Eqs. (30) and (31).

$$
\begin{equation*}
\left\langle S_{\alpha}^{c e}(E)\right\rangle_{\lambda_{\mathrm{AV}}}=S_{\alpha}{ }^{c e}(E+i I) . \tag{48}
\end{equation*}
$$

The complex potential $\tilde{V}(r)$ is defined by the condition $\tilde{S}_{\alpha}(E)=\left\langle S_{\alpha}(E)\right\rangle_{\mathrm{AN}}$, or by $\left\langle S_{\alpha}{ }^{c e}(E)\right\rangle_{\mathrm{AV}}=0$. This can be accomplished by requiring

$$
\begin{align*}
& \langle o| V-\tilde{V}|o\rangle \\
& \quad-\langle o|(V-\tilde{V}) \frac{1}{H-E-i I}(V-\tilde{V})|o\rangle=0 . \tag{49}
\end{align*}
$$

One can therefore define an optical potential $\tilde{V}(r)$ which reproduces the average scattering phase. At this stage, not very much has been proved because the formalism does not make it clear that $\widetilde{V}$ does not vary rapidly and possibly nonmonotonically with energy; its usefulness empirically comes from the fact that it varies slowly and regularly with energy and with atomic number A. We now go as far as we can towards demonstrating that $\tilde{V}$ has these characteristics. In order to do this, we make the connection between the parameters of $\widetilde{V}$ and the nucleon-nucleon potentials.

## 6. Perturbation Theory of the First Kind

In the perturbation theory to be developed, we will have to carry out an expansion in $\delta V=V(\mathbf{r}, \xi)-\widetilde{V}(\boldsymbol{r})$ since we wish to obtain expressions for quantities which do not contain the complicated $\Phi^{(p)}$. The smallness of the widths of the $\Phi^{(p)}$ compared with those of the singleparticle states $\tilde{\psi}_{m}$ which, together with $\chi_{j}$ we employ as unperturbed wave functions, indicates that a large number of terms are necessary in the expansion Eq. (14) of $\Phi^{(p)}$ in terms of $\chi_{j}(\xi) \tilde{\psi}_{m}^{j}(\mathbf{r})$. Thus, an expansion of $\Phi^{(p)}$ in perturbation theory, starting from $\chi_{0}(\xi) \tilde{\psi}_{m}{ }^{i}(\mathbf{r})$ as zero-order function, would converge very slowly, if at all. However, the perturbation expansions of the average phase involve less stringent criteria for convergence than those for the wave functions as might be suspected from the physical arguments of the first part of this section. We now formulate these criteria, following the development of Brown, De Dominicis, and Langer. ${ }^{37}$
${ }^{W} W$ is defined as

$$
\begin{equation*}
\tilde{V}=\bar{V}-w, \tag{49.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{V} \equiv\langle o| V|o\rangle . \tag{49.2}
\end{equation*}
$$

[^22]Our defining equation, Eq. (49), for $\tilde{V}$ becomes

$$
\begin{equation*}
\langle o|(V-\bar{V}+w)\left[1-\frac{1}{H-E-i I}(V-\bar{V}+w)\right]|0\rangle=0 . \tag{49.3}
\end{equation*}
$$

Equation (49.3) can be explicitly solved for ${ }^{7 W} .{ }^{38}$ For brevity,

$$
\begin{equation*}
e=H-E-i I \tag{49.4}
\end{equation*}
$$

and

$$
\bar{e}=\bar{H}-E-i I=e-(V-\bar{V})
$$

Then Eq. (49.3) can be written

$$
\begin{align*}
& \langle o|(e-\bar{e}+W)\left[1-\frac{1}{e}(e-\bar{e}+W)\right]|o\rangle=0, \\
& =\langle o|(e-\bar{e}+\sigma) \underset{e}{\frac{1}{e}(\bar{e}-\%)}|0\rangle \text {, } \\
& =\langle o|(e-\bar{e})-\bar{e}|o\rangle-\langle o|(e-\bar{e})-|o\rangle \mathbb{e}  \tag{49.5}\\
& +W\langle O| \frac{1}{1}-(\bar{e}-W|o\rangle .
\end{align*}
$$

Since $H_{\xi}|O\rangle=0$, the factor ( $\bar{e}-{ }^{\circ} W$ ) in the final term commutes with $|0\rangle$ and can be taken out to the right. Equations (45)-(49) imply

$$
\begin{equation*}
\langle o| \frac{1}{-}|o\rangle=\langle o| \frac{1}{e}|o\rangle, \tag{49.6}
\end{equation*}
$$

and from this we see that the final term in Eq. (49.5) is equal to W. We can then solve the equation for $W$, obtaining

$$
\begin{equation*}
\mathfrak{W}=\frac{1}{1-\langle o|(V-\bar{V})-\frac{1}{e}|o\rangle}\langle o|(V-\bar{V}) \frac{1}{e}(V-\bar{V})|o\rangle, \tag{49.7}
\end{equation*}
$$

where we have added to the final factor the term

$$
\langle o|(e-\bar{e})-e-e|o\rangle
$$

for symmetry. This term is zero, since $\langle o| e-\bar{e}|o\rangle=0$. Equation (49.7) is equivalent to

$$
\begin{equation*}
W=\langle o|(V-\bar{V}) \frac{1}{e-\Lambda_{o}(V-\bar{V})}(V-\bar{V})|o\rangle, \tag{50}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{0}=|o\rangle\langle o| \tag{50.1}
\end{equation*}
$$

[^23]as can be checked by expanding in powers of $(V-\bar{V}) 1 / e$. One can derive this expression without recourse to perturbation theory as an intermediate step. ${ }^{39,40}$ For purposes of perturbation theory it is more useful to think of the denominator of Eq. (50) as $\bar{e}+\left(1-\Lambda_{o}\right)(V-\bar{V})$, since the expansion is in powers of $\left(1-\Lambda_{o}\right)(V-\bar{V})$.

In working with Eq. (50) it is advantageous to use a representation for the extra particle which is diagonal in $T+\bar{V}$ rather than in $T+\tilde{V}$. The importance of considering $W$ comes from the fact that it contains the entire imaginary part of $\widetilde{V}$; its contribution to the real part of $\tilde{V}$ would be important only in case one was trying to calculate this quantity fairly accurately. For the simple case in which $\tilde{V}$ is a square well, changing the imaginary part of it by $i W$ does not change th eeigenfunctions but only shifts the resonance energies by $i W$. Our new energy eigenvalues are, therefore,

$$
\begin{equation*}
E_{m}=\epsilon_{m}-i \beta_{m} / 2 \tag{50.2}
\end{equation*}
$$

We now investigate the eigenfunctions and eigenvalues of the operator

$$
\begin{equation*}
\mathfrak{H}=H-\Lambda_{o}(V-\bar{V}) \tag{51}
\end{equation*}
$$

We label them by $\Omega_{p}$ and $W_{p}{ }^{\prime}$, i.e.,

$$
\begin{equation*}
\mathfrak{H C} \Omega_{p}=W_{p}^{\prime} \Omega_{p} \tag{51.1}
\end{equation*}
$$

Now, $-\Lambda_{o}(V-\bar{V})$ can be considered as a small perturbation since the $\Omega_{p}$ are not very different from the $\Phi^{(p)}$. Thus, we choose
and

$$
\begin{equation*}
\Omega_{p}=\Phi^{(p)}+\delta \Omega_{p} \tag{52}
\end{equation*}
$$

$$
\delta \Omega_{p}=\sum_{n} a_{p} \Phi^{(n)} .
$$

To lowest order

$$
\begin{equation*}
W_{p}^{\prime}=W_{p} \tag{52.1}
\end{equation*}
$$

The use of Green's theorem as in Eq. (16) and the assumption ${ }^{41}$ that $\Omega_{p}$ satisfies the same boundary condition as $\Phi^{(p)}$, gives the result

$$
\begin{align*}
& \int_{0}^{R}\left(\Phi^{(n)} \mathscr{H} \Omega_{p}-\Omega_{p} \mathscr{C} \Phi^{(n)}\right) d^{3} \xi d^{3} r=0 \\
& \quad=\left(W_{p}-W_{n}\right) a_{p}{ }^{n}+\sum_{m}\langle p|(V-\bar{V})|o m\rangle\langle o m \mid n\rangle \tag{53}
\end{align*}
$$

where $W_{p}{ }^{\prime}=W_{p}$ and $\Omega_{p}=\Phi^{(p)}$ on the right-hand side since we wish to compute $a_{p}{ }^{n}$ only to lowest order. By employing

$$
\begin{align*}
\langle p| V-\bar{V}|o m\rangle=\langle p| & H-\bar{H}|o m\rangle \\
& =\left(W_{p}-\epsilon_{m}+i \beta_{m} / 2\right)\langle p \mid o m\rangle \tag{54}
\end{align*}
$$

[^24]we obtain
\[

$$
\begin{equation*}
a_{p}{ }^{n}=\sum_{m} \frac{\left(W_{p}-\epsilon_{m}+i \beta_{m} / 2\right)}{W_{n}-W_{p}}\langle p \mid o m\rangle\langle o m \mid n\rangle . \tag{55}
\end{equation*}
$$

\]

For order-of-magnitude estimates,

$$
\langle p \mid o m\rangle\langle o m \mid n\rangle \beta_{m} \sim\langle p \mid o m\rangle^{2} \beta_{m} \sim \gamma_{p}
$$

and on the giant resonance

$$
W_{p}-\epsilon_{m} \lesssim W .
$$

As a result the $a_{p}{ }^{n}$ are large only if $\left(W_{p}-W_{n}\right) \sim W \gamma_{p} / \Gamma_{m}$ and, therefore, because of the smallness of $\gamma_{p}$, only a few of the neighboring $\Phi$ 's are mixed into each $\Omega$ by the perturbation.

We can expand the $\Omega$ 's in terms of the $\chi$ 's and the $\psi$ 's just as with the $\Phi^{(p)}$ 's. Then

$$
\begin{equation*}
\Omega_{p}=\sum_{j, m} b_{j m}^{p} \chi_{j}(\xi) \tilde{\psi}_{m}{ }^{j}(\mathbf{r}) \tag{55.1}
\end{equation*}
$$

One important difference between the right-hand side of Eq. (55.1) and that of the expansion of the $\Phi^{(p)}$, Eq. (14), is that the right-hand side of Eq. (55.1) contains no terms with $j=0$. These have been projected out by the operator $\Lambda_{o}$, so that the eigenfunctions of $\mathscr{C C}$ form a complete set in the space orthogonal to $\chi_{0}$.

Since the eigenvalues and eigenfunctions of $\mathfrak{H}$ differ only slightly from those of $H$, aside from the fact that the former do not contain components in $|0\rangle$, our arguments about the distribution of the $a_{j m}{ }^{p}$ apply equally well to the distribution of the $b_{j m}{ }^{p}$. However, it is important to retain the $\Lambda_{o}$ in the denominator of Eq. (50), i.e., not to approximate the $\Omega_{p}$ by the $\Phi^{(p)},^{42}$ because this would allow states $|0\rangle$ to occur as intermediate states in the expansion which would give large spurious contributions. Retaining the $\Lambda_{o}$ is related to the need to eliminate unlinked clusters in expansions of the Brueckner type.

We are now ready to discuss the criteria for perturbation theory. We can express the matrix element as

$$
\begin{align*}
\langle o n| W(E)|o n\rangle= & \langle o n| V-\bar{V}\left|p^{\prime}\right\rangle \\
& \times \frac{1}{W_{p^{\prime}}-E-i I}\left\langle p^{\prime}\right| V-\bar{V}|o n\rangle, \tag{56}
\end{align*}
$$

where we label the eigenfunctions of $\mathfrak{H C}$ by $\left|p^{\prime}\right\rangle$. In a perturbation expansion of the type

$$
\begin{align*}
W(E) & =\langle o|(V-\bar{V}) \frac{1}{\bar{H}-E-i I} \sum_{n=0}^{\infty}(-1)^{n} \\
& \times\left[\left(1-\Lambda_{0}\right)(V-\bar{V}) \frac{1}{\bar{H}-E-i I}\right]^{n}(V-\bar{V})|o\rangle \tag{57}
\end{align*}
$$

${ }^{42}$ This was pointed out to the author by Dr. A. M. Lane. The partial summation of Bloch $^{26}$ takes this into account properly.

Fig. 10. Positions of poles in the complexenergy plane. The scattering amplitude, averaged over energy interval $I$, is obtained by taking its value for the complex energy $E+i I$.

the lowest-order term of the expansion can be expressed as
$\langle o n| \mathfrak{W}(E)|o n\rangle \cong \sum_{j, m} \frac{\langle o n| V-\bar{V}|j m\rangle\langle j m| V-\bar{V}|o n\rangle}{E_{j m}-E-i I}$.

The same result can be obtained by replacing $\left|p^{\prime}\right\rangle$ by $\sum_{j, m}|j m\rangle\left\langle j m \mid p^{\prime}\right\rangle$ in Eq. (56) and then approximating $W_{p}^{\prime}$ by $E_{j m}$. This approximation is justified if $I$ is large, because the $\left\langle j m \mid p^{\prime}\right\rangle$ are large only if $W_{p}{ }^{\prime}-\epsilon_{j m} \leqslant W$ by the arguments of the preceding section. The situation is illustrated in Fig. 10. In the complex energy plane, the state $|j m\rangle$ has an appreciable probability of being found in states $\left|p^{\prime}\right\rangle$ distributed over a region of width $W$. In going from Eq. (56) to the approximation Eq. (58), we are approximating the distances $E+i I$ $-W_{p}{ }^{\prime}$ in the energy plane by the common distance $E+i I-E_{j m}$. This is justified if $\left|E+i I-E_{j m}\right| \gg W, W$ giving the spread of the $W_{p}{ }^{\prime}$ as indicated in Fig. 10. In the worst case for the fulfillment of this criterion, in which $E=\epsilon_{j m}$, which is illustrated in Fig. 10, we can satisfy this criterion by making $I$ sufficiently large, so we must have $I \gg W$.
This could be phrased in the following way: Calculating only the average phase means that we can evaluate it for the imaginary energy $\mathcal{E}=E+i I$. The approximation of taking only the first term in the expansion is clearly better, the larger $\mathcal{E}-E_{j m}$. In the simple case of scattering considered earlier (where we actually approximated at a different stage), a large value for the distance between $\mathcal{E}$ and the single-particle resonance was obtained by taking $E$, the real part of $\mathcal{E}$, to be far away. The same result can be achieved by pushing $\mathcal{E}$ up in the complex plane, which means averaging over larger intervals.

We have thus formulated mathematically the physical considerations of part 1 of this section. There it was seen that the time spent in the nucleus by the particles corresponding to the average phase decreased as the interval $I$, over which the average was carried out, increased. This development shows that the larger $I$ is, the faster the series Eq. (57) converges. This series in powers of $\delta V$ can be interpreted as an expansion in the number of collisions the incident particle makes with the target nucleons. The larger $I$ is, the more quickly the particle passes over the nucleus and the fewer the collisions it makes.
The expansion of ${ }^{W}$ in this way has been carried out by Bloch. ${ }^{36}$ After expansion, he makes assumptions


Fig. 11. Variation of absorption $W$ with energy of the single-particle excitation.
about the randomness of signs of the $\langle k l| \delta V|j m\rangle$. We do not, however, make such assumptions, and show later that they are not justified. The expansion is, however, convergent without these assumptions provided $I$ is sufficiently large.

It might appear that the condition $I \gg W$ is difficult to achieve. The decisive point here is that the $W$ to be employed is the $W$ appropriate to the state $|j m\rangle$ which corresponds to the nucleus excited by energy $\epsilon_{j}$ and a single particle of energy roughly $E-\epsilon_{j}$ in the well. This is illustrated in Fig. 11. From our earlier developments, we can assume energy conservation to within the width of the excitation $|j m\rangle$. Thus $E \cong \epsilon_{j}+\epsilon_{m}$. The width of the state $|j\rangle$, which is a true compound state, can be neglected relative to that of the single-particle excitation $|m\rangle$. But the $W$ corresponding to state $|m\rangle$ is much smaller than that corresponding to state $|n\rangle$ because the former is far down in the well, and $W$ is a rapidly increasing function of energy, as shown in Fig. 11. Taking the quadratic dependence of $W$ given by simple theories, as discussed later,

$$
\begin{equation*}
W_{m}=\left(\frac{E-\epsilon_{j}}{E}\right)^{2} W_{n}, \tag{59}
\end{equation*}
$$

where we have put a lower suffix $m$ on the $W$ on the left-hand side to indicate that it refers to the state $|m\rangle$, and we now denote the $W$ referring to state $|n\rangle$ by $W_{n}$. In other words, the width of the state into which the single-particle excitation decays is less than the width of the original single-particle excitation.

Usually, the state $j$ is a highly excited one since the number of states per Mev available increases exponentially with excitation, ${ }^{43}$ and in this case $W_{m} \ll W_{n}$. Of course, the more highly excited states also tend to have a more complicated structure so that the matrix elements for excitation of the A particles become smaller. In the next part of this section it is shown that the ratio $\left(E-\epsilon_{j}\right) / E$ tends to be $\sim 1 / 3$ or, $W_{m} / W_{n} \sim 1 / 9$. However, in the case of easily deformable nuclei, there are large matrix elements to low-lying states $j$, the collective ones.

From the foregoing, we see that the inequalities

$$
\begin{equation*}
W_{m}<I<W_{n} \tag{60}
\end{equation*}
$$

[^25]can usually be satisfied, although $W_{m}$ is smaller than $W_{n}$ only by a numerical factor and not by orders of magnitude. When these inequalities are satisfied, the average can be carried out over an interval which is large enough for the convergence of perturbation theory but small enough so that one can still obtain information about the shape of the single-particle resonance of width $\sim W_{n}$. In fact, neglect of the variation in the $|n\rangle$ and other quantities in the various averages constrains us to average over a distance $<W_{n}$.
The same arguments apply, with slight modification, to the case of inelastic processes going into a low-excited final state. Here the transition amplitude is
\[

$$
\begin{aligned}
S_{\alpha \alpha^{\prime}, j}= & -\frac{2 M}{\hbar^{2}}\left\{\left\langle j \alpha^{\prime}\right| V-\tilde{V}|o \alpha\rangle\right. \\
& \left.-\left\langle j \alpha^{\prime}\right|(V-\tilde{V}) \frac{1}{H-E}(V-\tilde{V})|o \alpha\rangle\right\}, \\
= & -\frac{\hbar^{2}}{2 M} e^{-i\left(k+k_{j}\right) R} \sum_{m, m^{\prime}} \frac{1}{\tilde{E}_{m}-E} \frac{1}{\tilde{E}_{m^{\prime}}-E} \\
& \times\left\{\left\langle j m^{\prime}\right| V-\tilde{V}|o m\rangle-\left\langle j m^{\prime}\right|(V-\tilde{V}) \frac{1}{H-E}\right. \\
& \quad \times(V-\tilde{V})|o m\rangle\} \tilde{\phi}_{m}(R) \tilde{\phi}_{m^{\prime}}, j(R),
\end{aligned}
$$
\]

where $j$ is assumed to be a low-excited state. Perturbation theory can be used to calculate the $\left\langle S_{\alpha \alpha^{\prime}, j}\right\rangle_{\mathrm{Av}}$, since the states that $m$ and $m^{\prime}$ decay into are, in general, of substantially lower energy and consequently have a smaller width. This gives the result, in the first approximation,

$$
\begin{equation*}
\left\langle S_{\alpha \alpha^{\prime}, j}\right\rangle_{\mathrm{Av}} \cong-\frac{2 M}{\hbar^{2}}\left\langle j \alpha^{\prime}\right| V-\bar{V}|o \alpha\rangle, \tag{62}
\end{equation*}
$$

which has been used extensively in calculating direct interaction processes. This is just the same result as follows from lowest-order Born approximation, i.e., keeping only the lowest term in $\delta V$ with initial and final states distorted by the complex well. Such a weak interaction picture is only applicable to the average phase and then only if it is averaged over a large energy interval.

## 7. Perturbation Theory of the Second Kind

Relation (62) is an important one in that it justifies the use of perturbation theory-in the usual terminology, Born approximation with distorted waves-in direct interaction calculations. We found also, in part 6, that the average elastic scattering amplitude was reproduced by $\tilde{V}=\bar{V}-W$ with W given to lowest order by Eq. (58). This latter relation is interesting but not well adapted for the calculation of W since it still
involves the highly complicated nuclear states $\chi_{j}(\xi)$. We therefore develop a perturbation expansion of the type used by Bruckner, Eden, and Francis ${ }^{44}$ which essentially relates quantities back to shell-model states. This expansion gives an expression for $W$ which is practical for calculation; however, to satisfy the criterion for its validity, one must average over a large energy interval as we shall see.

In this treatment the unperturbed Hamiltonian is

$$
\begin{equation*}
\bar{H}=\sum_{i=0}^{\mathrm{A}}\left(T_{i}+V_{i}\right)-\frac{1}{2} \sum_{i, j=0}^{\mathrm{A}} \bar{V}_{i j}, \tag{63}
\end{equation*}
$$

with eigenstates $|\bar{q}\rangle$ such that

$$
\begin{equation*}
\bar{H}|\bar{q}\rangle=E_{\bar{q}}|\bar{q}\rangle . \tag{63.1}
\end{equation*}
$$

Here $V_{i}$ is the self-consistent potential defined in the state $|\bar{q}\rangle$ felt by the $i$ th particle, as in the Hartree-Fock theory, and

$$
\begin{equation*}
\bar{V}_{i j}=\langle\bar{q}| V_{i j}|\bar{q}\rangle . \tag{63.2}
\end{equation*}
$$

The summations cover the incident particle $(i=0)$ as well as the A particles in the nucleus. Thus, the A+1 particles are here treated symmetrically. The $c$ number, $\frac{1}{2} \sum_{i, j} \bar{V}_{i j}$, has been subtracted to ensure that $\langle\bar{q}| H|\bar{q}\rangle$ is equal to the energy in the Hartree-Fock approximation. The crucial question in using the $|\bar{q}\rangle$ as zero-order functions relates to the extent of the spread of the strength function $\langle\bar{q} \mid p\rangle^{2}$ in energy. This can be obtained from

$$
\begin{align*}
\frac{\pi}{D}\left\{\langle\bar{q} \mid p\rangle^{2}\right\}_{\mathrm{Av}}= & \operatorname{Im}\left\{\langle\bar{q}| \frac{1}{H-E}|\bar{q}\rangle\right\}_{\mathrm{Av}} \\
& =\operatorname{Im}\langle\tilde{q}| \frac{1}{\tilde{H}-E}|\bar{q}\rangle \tag{64}
\end{align*}
$$

where $\tilde{H}$ is a comparison Hamiltonian which has been introduced as an artifice to calculate this strength function. ${ }^{45}$ Its significance is seen later. It is given by

$$
\begin{equation*}
\tilde{H}=\bar{H}-W, \tag{64.1}
\end{equation*}
$$

where $W$ is then defined by

$$
\begin{align*}
0 & =\langle\tilde{q}| W|\bar{q}\rangle \\
& -\langle\bar{q}|(V-\bar{V}+W) \frac{1}{H-E-i I}(V-\bar{V}+W)|\bar{q}\rangle \tag{64.2}
\end{align*}
$$

which guarantees satisfaction of Eq. (64). [See the similar development, Eqs. (44)-(49).] This equation is

[^26]formally similar to Eq. (56), and by the same procedure as employed to solve the latter, we can find that Eq. (64.2) can be satisfied by choosing W to be diagonal in the $|\bar{q}\rangle$ representation, with matrix elements
\[

$$
\begin{align*}
& \langle\bar{q}| F\left|{ }_{W}\right\rangle \\
& =\langle\bar{q}|(H-\bar{H}) \frac{1}{H-\Lambda \bar{q}(V-\bar{V})-E-i I}(H-\bar{H})|\bar{q}\rangle, \tag{65}
\end{align*}
$$
\]

where

$$
\begin{equation*}
\Lambda \bar{q}=|\bar{q}\rangle\langle\bar{q}| . \tag{65.1}
\end{equation*}
$$

In evaluating $\langle\bar{q}| W|\bar{q}\rangle$ by lowest-order perturbation theory which now means replacing

$$
\{H-\Lambda \bar{q}(H-\bar{H})-E-i I\}^{-1}
$$

by

$$
\sum_{\bar{s} \neq \bar{q}}|\bar{s}\rangle\left\{E_{\bar{S}}-E-i I\right\}^{-1}\langle\bar{s}|,
$$

we find that

$$
\begin{equation*}
\mathfrak{W}=\sum_{i<j=0}^{\mathrm{A}} \mathbb{W}_{i j}, \tag{65.3}
\end{equation*}
$$

with
$\langle\bar{q}| W_{i j}|\bar{q}\rangle=\sum_{\bar{s} \neq \bar{q}}\langle\bar{q}| V_{i j}|\bar{s}\rangle \frac{1}{E_{\tilde{S}}-E-i I}\langle\bar{s}| V_{i j}|\bar{q}\rangle$.
The half-width of the strength function $\pi\left\{\langle\bar{q} \mid p\rangle^{2}\right\}_{\mathrm{Av}} / D$ is given by

$$
\begin{equation*}
\sum_{i<j=0}^{\mathrm{A}} \operatorname{Im}\langle\bar{q}| W_{i j}|\bar{q}\rangle, \tag{65.5}
\end{equation*}
$$

if we neglect the natural width of the state $|\bar{q}\rangle$.
If we identify $|\bar{q}\rangle$ with the state in which $\mathrm{A}+1$ particles form a state, wherein the A levels from the bottom of the well are filled except for one hole in the state we label by $k^{\prime}$ and in which two particles are excited in states labeled by $k$ and $l$, then it is easy to identify the various parts of the width:

$$
\text { 1. } \operatorname{Im} \sum_{j=0}^{\mathrm{A}}\langle\bar{q}| W_{k j}|\bar{q}\rangle \text { and } \operatorname{Im} \sum_{i=0}^{\mathrm{A}}\langle\bar{q}| W_{l i}|\bar{q}\rangle \text {, }
$$

correspond to the widths for the particles $k$ and $l$ to interact with the other particles so that the two-particle excitation, in perturbation theory language, decays into a three-particle excitation. (One should omit $j=k^{\prime}$ and $i=k^{\prime}$ in the sums.)
2. Im $\sum_{j}{ }^{\prime}\langle\bar{q}| W_{k^{\prime} j}|\bar{q}\rangle$ corresponds to the width for the decay of the shell model state with a hole in it, i.e., the width for absorption of the hole. (The prime indicates that the term $j=k^{\prime}$ should be omitted. But $j=k$ and $l$ should, for completeness, be included in the sum.)
By using the approximate symmetry of holes and particles ${ }^{46}$ near the Fermi surface $E_{F}$, we find that the

[^27]total width of $|\bar{q}\rangle$ is
$W_{\tilde{q}}=W_{k}+W_{l}+W_{k^{\prime}}$
\[

$$
\begin{equation*}
\cong\left\{\frac{\left(\epsilon_{k}-E_{F}\right)^{2}+\left(\epsilon_{l}-E_{F}\right)^{2}+\left(E_{F}-\epsilon_{k^{\prime}}\right)^{2}}{\left(\epsilon_{n}-E_{F}\right)^{2}}\right\} W_{n} \tag{66}
\end{equation*}
$$

\]

from the simple theories referred to previously. We label the width of the original single-particle excitation $|n\rangle$ by $W_{n}$ as previously, and we employ the $W$ 's to denote the imaginary parts of the ${ }^{W}{ }_{i j}$.

The width of our original single-particle excitation is given in the lowest approximation by

$$
\begin{align*}
W_{n} & =\operatorname{Im} \sum_{\bar{q}} \\
& \frac{\left.\langle o n| \sum_{i=1}^{\mathrm{A}} V_{o i}-\sum \bar{V}_{o i}|\bar{q}\rangle\langle\bar{q}| \sum V_{o i}-\left.\sum \bar{V}_{o i}\right|_{o n}\right\rangle}{E \bar{q}-E-i I} \tag{67}
\end{align*}
$$

The largest phase space is available when the energy is equally distributed among the particles and the hole so that $W_{k}, W_{l}$, and $W_{k^{\prime}}$ are each $\sim(1 / 9) W_{n}$. Since $W_{k}+W_{l}+W_{k^{\prime}}<W$, we can again satisfy

$$
\begin{equation*}
W_{\bar{q}}<I<W_{n}, \tag{68}
\end{equation*}
$$

and employ perturbation theory, although all three of these quantities are of the same order of magnitude, so that the average must be carried out over an interval $I$ that is a good fraction of the width of the singleparticle resonance.

In case $|0\rangle$ can be described as a shell-model state, i.e., as an antisymmetrized wave function of independent particles moving in a well, or can be obtained from such a state by successive application of the twobody interaction, the A+1 particles can be treated symmetrically, and the identity of the particles can be taken into account easily. By using such an iteration in which the evaluation is carried out starting from the Fermi sea, which is assumed to be a reasonable approximation for the interior of a large nucleus, Brueckner ${ }^{47}$ finds that the value of $W$ is increased considerably over that given by the simple theory and introduces both a term linear in energy and a constant term in the dependence of $W$. This would mean that the criterion, Eq. (67), might not be satisfied by any $I$ since the sum $W_{k}+W_{l}+W_{k^{\prime}}$ might be as large as $W_{n}$. Whereas Brueckner's calculation brings out the sensitivity of $W$ to correlations in the ground-state wave function near the Fermi surface, there are good indications that these cannot be calculated in perturbation theory, i.e., that the ground-state wave function $\chi_{o}(\xi)$ cannot be obtained in the region of the Fermi surface by iterating the shell-model state. ${ }^{48}$ In fact, the parts of these correla-

[^28]tions responsible for the pairing forces tend to make the Fermi surface stiffer against perturbations, working in the opposite direction from the effects calculated by Brueckner. ${ }^{47}$ Consequently, a consistent evaluation of the corrections to the lowest-order theory undoubtedly gives results smaller than Brueckner's calculation.
In the discussion following Eq. (59) we promised to return to the question of easily deformable nuclei where there are large matrix elements from $\chi_{o}$ to low-lying rotational states so that the initial single-particle excitation has a high probability of decaying into an excitation where the initial particle has only slightly less energy. This state, therefore, has a width almost as large as the initial width. In this case, one should separate out the strong transitions to the low-lying collective states which, together with the initial channel, we term the "chosen channels" and treat them separately in a system of coupled equations as has been done by Sano, Yoshida, and Terasawa, ${ }^{49}$ (references to extensive earlier work by Yoshida and others are given in this article) and by Chase, Wilets, and Edmonds. ${ }^{50}$
In fact, the preceding development can be generalized so that $V-\bar{V}$ is a matrix between chosen channels, $|0\rangle$ becoming the space of the chosen channels and $\Lambda_{o}$ excluding these from occurring in intermediate states, essentially reproducing Yoshida's formalism. This generalization is within the spirit of the optical model where the distortion provided by the central potential is supposed to represent the average effects from the great number of channels and correspondingly large number of degrees of freedom which cannot be conveniently treated in detail.

## 8. Special Models

It would not be possible to evaluate W from either Eq. (56) or Eq. (58) since the matrix elements $\langle o n| V-\bar{V}|p\rangle$ or $\langle o n| V-\bar{V}|j m\rangle$ cannot be calculated owing to the complexity of the $\Phi^{(p)}(\mathbf{r}, \xi)$ and the $\chi_{j}(\xi)$. It would be difficult to evaluate $\mathbb{W}$ even from the equations of the last section since these would involve using wave functions in a complex well of finite extent. Consequently, somewhat idealized models have been introduced to carry out this evaluation and we now discuss their relationship to the development here.
The interior of a large nucleus has been represented as a Fermi gas. In this case, the absorption, Eq. (67), is approximated by

$$
\begin{equation*}
W_{n}=\frac{\pi}{D}\left\{\langle o n| \sum V_{o i}-\sum \bar{V}_{o i}|\bar{q}\rangle^{2}\right\}_{A v} \tag{69}
\end{equation*}
$$

where the Fermi sea $|o\rangle$ is taken as an antisymmetrized product function of plane waves, $|n\rangle$ is a plane wave of energy above the top of the Fermi sea, and $|\bar{q}\rangle$ is a

[^29]state of the same energy as $|o n\rangle$ in which a second particle has been lifted above the sea.

In such a model it is immaterial how large the interval $I$ over which the average is taken in calculating $W$ or $W$. No features are left in the model capable of giving rapid variations in the quantities calculated, so that the scattering amplitude is a smoothly varying function of energy and the average phase, for reasonable intervals, is very close to the actual phase. Consequently, one does not need to carry the $i I$ in the energy denominator in the actual evaluations. However, in establishing the validity of Eq. (67), it was necessary to carry the iI in the compound-state picture.

A second model, which is not so useful in obtaining numerical values, but is instructive, has been used by Wigner. ${ }^{51} \mathrm{He}$ assumes that levels $|j m\rangle$ are evenly spaced in energy and that the matrix elements $\langle j m| \delta V|k l\rangle$, where $\delta V$ is the perturbation, are all equal in absolute value but of random sign as long as $E_{j m}-E_{k l}$ is less than a certain quantity (in the Wigner formalism the energy eigenvalues are real) and zero for greater energy differences. He then finds, under certain conditions which are probably satisfied in the nuclear case, a Lorentzian form, i.e., the shape Eq. (33), for the strength function in the region of the single-particle resonance. This implies, according to Eq. (33), that $W$ is constant with respect to energy.

A third model, used by Bloch, ${ }^{36}$ is similar to Wigner's except that the point at which he makes his assumption of random signs and equality of matrix elements is in the perturbation expansion, Eq. (57). This means that only the even powers of the expansion contribute. His analysis shows that the largest number of nonvanishing terms comes from the lowest-order term, corresponding to Eq. (58). However, such assumptions of random signs are unjustified in the actual physical case, and for the case of a large nucleus, when approximated by a Fermi sea, it is found that the third term in the series, ${ }^{52}$ which would be zero under the above assumptions, actually contributes about as much to the imaginary part of the potential as the second term. Furthermore, the second term appears to be much less predominant when the exclusion principle is taken into account since the second-order processes are severely inhibited.

Once one has adopted a simplified model, any mechanism that might be present in the actual nucleus to give rapid variations in the parameters has been dropped, and consequently, the result is insensitive to the interval over which one averages since the actual phase is very nearly the same as the average phase. However, the inclusion of $i I$ when the compound-state energies $W_{p}$ were present was necessary to establish the relevance of these models to the calculation of the average phase.

It seems reasonable that at high bombarding energies,

[^30]where the widths of the compound states are much greater than their spacings, the actual scattering amplitude varies smoothly with energy and that fluctuations are small. Consequently, one might expect the actual amplitude to be the same as the average one here, and again, the calculated amplitude would be insensitive to the distances over which one averaged. This would explain why our formulas for the average amplitude have the same form as those of Watson and collaborators for higher energy scattering even though no average over energy is carried out in their work.

However, in the intermediate region where fluctuations may still be important and in the low-energy region, it is necessary to carry out the averages over energy as we have done.

We have not discussed the fluctuation scattering in much detail. This is because it is not possible to evaluate this directly; since the corresponding particles stay in the nucleus a long time, any expansion in terms of successive collisions is bound to fail. In fact, because of their long duration in the nucleus, these particles would seem to correspond to those described by the original extreme compound-nucleus model. Consequently, it is reasonable to neglect phase relations here on the average, and this results in angular distributions symmetrical about $90^{\circ}$. There is always some ambiguity about adding in the fluctuation scattering, but if one can calculate the average scattering amplitude so as to obtain the first term on the right-hand side of Eq. (26), one obtains a lower limit on the cross section for the relevant process. This is especially useful in inelastic scattering where similar considerations apply. An application of this is indicated in the next section. Furthermore, if the above assumptions are justified, the fluctuation scattering is rather structureless and simply tends to make the minima in the shape-elastic scattering less pronounced without altering the general picture.

## IV. DIRECT INTERACTION IN THE DIPOLE PHOTOEFFECT AND IN RADIATIVE CAPTURE

We treat one case in which the incident and emerging particles are different, namely, that in which one of the particles is a photon. As discussed in Sec. I, a giant resonance is observed in the absorption of photons by complex nuclei in the region of $\sim 15 \mathrm{Mev}$ for medium weight nuclei. Collective models give a natural explanation of the absorption mechanism but not of the number of fast protons emerging which is orders of magnitude in excess of the predictions of the statistical theory. Direct interactions are necessary to account for them. This does not mean that emission of fast protons is the dominant decay process; this constitutes only $\sim 1 \%$ of the total decay processes in heavy nuclei where such decays are strongly inhibited by the Coulomb barrier. However, this is several orders of magnitude above the predictions of $10^{-4}$ or $10^{-5}$ for the probability given by the statistical theory. The
inverse ( $p, \gamma$ ) processes violate the predictions of the statistical theory in just as striking a fashion. ${ }^{53,54}$

Whereas this theory would predict a strong decrease in the cross section with increasing energy or increasing atomic number A, the experimental results of Cohen ${ }^{55}$ show no such decreases for proton energies in excess of 5 Mev . This is an added indication that direct processes play an important role.

Wilkinson ${ }^{14}$ has proposed a model for the $(\gamma, p)$ reaction which incorporates the physical features that follow from the detailed theory. He views the absorption of the $\gamma$-ray by one of the nucleons as leading first to an excited state of the single particle of width $W$ in the complex well. This is just the single-particle excitation discussed earlier. One then associates with this level the natural width $\Gamma$ for escape from the nucleus and the width $2 W$ for absorption into compound states. Consequently, the proportion $\Gamma /(\Gamma+2 W)$ escape, carrying off essentially the full energy of the $\gamma$-ray. This reproduces the observed order-of-magnitude of fast protons when averaged over the relevant single-particle levels.

We now extend the formalism to treat the absorption of radiation following Brown and Levinger. ${ }^{56}$ This extension is similar to that carried out in the framework of the continuum theory of nuclear reactions by Peaslee. ${ }^{57}$ The wave function of the system in which $\gamma$-rays are absorbed consists only of outgoing waves and is described by

$$
\begin{equation*}
\Psi(\mathbf{r}, \xi)=\sum_{\alpha^{\prime}, j} S_{\gamma \alpha^{\prime}, j} \chi_{j}(\xi) \psi_{\alpha^{\prime}}{ }^{j+}(\mathbf{r}), \quad r>R \tag{70}
\end{equation*}
$$

where $S_{\gamma \alpha^{\prime}, j}$ is the amplitude for $\gamma$-ray absorption with emission of the nucleon into channel $\alpha^{\prime}$, leaving the residual nucleus in state $j$. For $r<R$ we have

$$
\begin{equation*}
\Psi=\Psi_{o}(\mathbf{r}, \xi)+\sum_{p} a_{p} \Phi^{(p)}(\mathbf{r}, \xi) \tag{71}
\end{equation*}
$$

where the $\Phi^{(p)}$ are the compound-state functions, Eq. (13). Here $\Psi_{o}$ is the wave function of the initial nucleus (it being understood that a $\gamma$-ray is present). It can often be adequately represented as a shell-model wave function. The coordinate of the particle to be emitted is labeled by $\mathbf{r}$ whereas those of all the other A-1 particles are labeled by $\xi$. Thus, although there is a symmetry between the A particles, we choose to describe the absorption by a particular particle for simplicity, and our description consequently singles out this particle. The interaction with the radiation field (electric field $\mathcal{E}$ along the $z$ axis normalized to a flux of one photon per $\mathrm{cm}^{2} \mathrm{sec}$ ) is described by $H_{I}$ where

$$
\begin{equation*}
H_{I}=e \mathcal{E}_{z}=e(2 \pi \hbar \omega)^{\frac{1}{2} z} \tag{72}
\end{equation*}
$$

[^31]on restricting the consideration to the dipole interaction. Since the coupling to the radiation field is weak, the $a_{p}$ 's are needed only to first order which can easily be done by requiring $\Psi$ to satisfy the Schrödinger equation to that order. We have
\[

$$
\begin{equation*}
H_{I} \Psi_{o}=(E-H) \sum a_{p} \Phi^{(p)}=\sum a_{p}\left(E-W_{p}\right) \Phi^{(p)} \tag{73}
\end{equation*}
$$

\]

By multiplying on the left by $\Phi^{(p)}$ and integrating, we find

$$
\begin{equation*}
a_{p}=\langle p| H_{I}|o\rangle /\left(E-W_{p}\right), \tag{73.1}
\end{equation*}
$$

as expected from perturbation theory. Here we use $|0\rangle$ for $\Psi_{o} ; E$ is the full energy of the system. We now measure it from the ground state of the initial nucleus, $E=\hbar \omega$, where $\hbar \omega$ is the $\gamma$-ray energy. ${ }^{58}$
We easily obtain $S_{\gamma \alpha^{\prime}, j}$ by equating $\Psi$ from Eqs. (71) and (73) at $r=R$, multiplying by $\chi_{j}(\xi) \Theta_{\alpha}(\theta, \varphi)$ and integrating over $d^{3} \xi$ and $d \Omega$.

$$
\begin{align*}
S_{\gamma \alpha^{\prime}, j}=\frac{1}{\phi_{\alpha^{\prime}} i+}(R) & \sum_{p} \int_{0}^{R} d^{3} \xi \int d \Omega \Phi^{(p)}(\xi, \mathbf{R}) \chi_{j}(\xi) \\
& \times \Theta_{\alpha}(\theta, \varphi) \frac{\langle p| H_{I}|o\rangle}{W_{p}-\hbar \omega} \tag{74}
\end{align*}
$$

From the expansion, Eq. (14), we find

$$
\begin{equation*}
S_{\gamma \alpha^{\prime}, j}=\frac{1}{\phi_{\alpha^{\prime}}{ }^{j+}(R)} \sum_{p, m} \tilde{\phi}_{m}^{j}(R)\langle j m \mid p\rangle \frac{\langle p| H_{I}|o\rangle}{W_{p}-\hbar \omega} \tag{74.1}
\end{equation*}
$$

This gives a cross section

$$
\begin{equation*}
\sigma_{\gamma \alpha^{\prime}, j}=\frac{\hbar k_{j}}{M c}\left|S_{\gamma \alpha^{\prime}, j}\right|^{2} . \tag{75}
\end{equation*}
$$

Once again we are concerned with the average scattering amplitude $\left\langle S_{\gamma^{\prime}, j}\right\rangle_{\mathrm{Av}}$ which can be obtained from Eq. (74.1) by replacing $\hbar \omega$ by $\hbar \omega+i I$ in the denominator, i.e.,
$\left\langle S_{\gamma \alpha^{\prime}, j}\right\rangle_{\mathrm{Av}}=\frac{1}{\phi_{\alpha^{\prime}}{ }^{j+}(R)} \sum_{p, m} \tilde{\phi}_{m}^{j}(R)\langle j m \mid p\rangle \frac{\langle p| H_{I}|o\rangle}{W_{p}-E-i I}$,
which in the equivalent Green's function description is
$\left\langle S_{\left.\gamma \alpha^{\prime}, j\right\rangle}\right\rangle_{\mathrm{Av}}=\frac{1}{\phi_{\alpha^{\prime}}{ }^{j+}(R)} \sum_{m} \tilde{\phi}_{m}{ }^{j}(R)\left(j m\left|\frac{1}{H-E-i I} H_{I}\right| o\right)$.
The equivalence of Eqs. (76) and (76.1) is easily shown by inserting the unit operator $|p\rangle\langle p|$ to the left of $H_{I}$ in the latter. By employing an expansion similar to that, Eq. (45) for $(H-\hbar \omega-i I)^{-1}$, one has

[^32]\[

$$
\begin{align*}
\left\langle S_{\left.\gamma^{\prime}, j\right\rangle_{A N}}=\right. & \frac{1}{\phi_{\alpha^{\prime}}{ }^{j+}(R)} \sum_{m} \tilde{\phi}_{m^{i}}(R)\left\{\frac{\langle j m| H_{I}|0\rangle}{\tilde{E}_{j m}-\hbar \omega-i I}\right. \\
& -\frac{1}{\tilde{E}_{j m}-\hbar \omega-i I} \frac{1}{\tilde{E}_{k l}-\hbar \omega-i I} \\
& \times[\langle j m| V-\tilde{V}|k l\rangle \\
& \left.-\frac{\langle j m| V-\tilde{V}|p\rangle\langle p| V-\tilde{V}|k l\rangle}{W_{p}-\hbar \omega-i I}\right] \\
& \left.\quad \times\langle k l| H_{I}|o\rangle\right\}, \tag{77}
\end{align*}
$$
\]

where the label $k$ refers to the excited states of the A-1 particles as does $j$. We now limit consideration to the case in which $\epsilon_{j m} \cong E$, i.e., the single particle takes off approximately the full energy of the $\gamma$-ray. The other case, in which $\epsilon_{j m}-E \gg W_{m}$ where $W_{m}$ is the absorption relating to the single-particle state $|m\rangle$, can be treated just as our simple case of scattering, Sec. III, 4.

Perturbation theory here amounts to expanding the ( $\left.W_{p}-\hbar \omega-i I\right)^{-1}$ and the first term is obtained by replacing $|p\rangle\left(W_{p}-\hbar \omega-i I\right)^{-1}\langle p|$ by

$$
\sum_{i, n}|i n\rangle\left(E_{i n}-\hbar \omega-i I\right)^{-1}\langle i n| .
$$

As discussed in Sec. III, 6, this is a good approximation because the states $|n\rangle$ are mainly at a lower excitation than the original $|l\rangle$ which are the states reached by the single particle absorbing approximately the full $\gamma$-ray energy, and consequently the spread of the $\langle p \mid i n\rangle^{2}$ is small compared with $W_{l}$, the absorption pertaining to the state $|l\rangle$.

We can expect the first term on the right-hand side of Eq. (77) to be a good approximation to $\left\langle S_{\gamma \alpha^{\prime}, j}\right\rangle_{\mathrm{Av}}$. We consider first the case $|j m\rangle=|k l\rangle$. In this case, it is useful to consider both terms in square brackets together. If it is remembered that the overlap between $|j\rangle$ and the part of $\Psi_{o}$ relating to the $\xi$-particles is large only if the states of the $\xi$-particles are similar in both (the final factor $\langle k l| H_{I}|0\rangle$ ensures this will be as shown), and if $\tilde{V}$ is chosen so as to satisfy Eq. (49), then the term in square brackets here very nearly vanishes, any remaining effects coming from the small differences between $|j\rangle$ and the $\xi$-variable part of $\Psi_{o}$. Since the two terms in the square brackets are separately of order $W_{m}$, and since the denominators in front never become smaller than $W_{m}+I$, then if the two terms cancel to a good approximation, their contribution can be neglected. Estimates of the first term in square brackets for the case $|j m\rangle \neq|k l\rangle$ indicate that it is of order ( $\bar{V} / \mathrm{A})$ / ( $W_{l}+I$ ) relative to the first term. Corrections for this term may have to be made in some cases. We do not pursue this further but assume that the first term gives a sufficiently good approximation. In any case, we have
indicated that the series expansion converges for large enough $I$ so that we could calculate further terms if necessary for good numerical results.

The first term on the right-hand side of Eq. (77) looks very much like the matrix element that would describe the photonuclear process for a particle in a complex well, since the states $|p\rangle$ have disappeared. Remnants of the fact that the process is really not a single-particle one remains however, in that states $|j\rangle$ are employed rather than the shell-model excited states which are just the states in which particles fill all but one of the A levels from the bottom of the well. To show how we can dispose of the details of the states $|j\rangle$, let us assume that the initial state $\Psi_{o}$ is well represented by the shell-model state so that we can write

$$
\begin{equation*}
\Psi_{o}(\mathbf{r}, \xi)=\Omega(\xi) \psi_{m^{\prime}}(\mathbf{r}) \tag{78}
\end{equation*}
$$

where $\psi_{m^{\prime}}(\mathbf{r})$ is the bound state occupied initially by the r-particle. Then we can split the matrix element coming into the first term of Eq. (77) into

$$
\begin{align*}
\langle j m| H_{I}|0\rangle & =\langle m| H_{I}\left|m^{\prime}\right\rangle \int_{0}^{R} \Omega(\xi) \chi_{j}(\xi) d^{3} \xi \\
& =\langle m| H_{I}\left|m^{\prime}\right\rangle Q_{\Omega j} \tag{78.1}
\end{align*}
$$

defining $Q_{\Omega j}$. Let us assume that only one singleparticle level contributes essentially to a given channel which is often a good approximation. The cross section arising from the first term on the right-hand side of Eq. (77) is
$\sum_{i} \frac{\hbar k_{j}}{M c} \left\lvert\,\left.\left\langle\left. S_{\left.\gamma \alpha^{\prime}, j\right\rangle_{\mathrm{Av}}}\right|^{2} \cong \sum_{j} \Gamma_{\alpha^{\prime} j} Q_{\Omega_{j}}{ }^{2} \frac{1}{\hbar c}\right| \frac{\langle m| H_{I}\left|m^{\prime}\right\rangle}{\tilde{E}_{j m}-\hbar \omega-i I}\right|^{2}\right.$,
where

$$
\begin{equation*}
\Gamma_{\alpha^{\prime} j} \equiv \frac{\hbar k_{j}}{M}\left|\frac{1}{\phi_{\alpha^{\prime}}{ }^{j+}(R)}\right|^{2}\left|\tilde{\phi}_{m}^{j}(R)\right|^{2}, \tag{79.1}
\end{equation*}
$$

is the full single-particle escape width taken at energy $\hbar \omega-\epsilon_{j}$ where $\epsilon_{j}$ is the excitation energy of the state $j$. From completeness, the probability of finding the state $\Omega$ somewhere in the excited states $|j\rangle$ is unity, i.e.,

$$
\begin{equation*}
\sum_{j} Q_{\Omega j}{ }^{2}=1 \tag{79.2}
\end{equation*}
$$

From the development in Sec. III, 7, the width of the distribution of $\epsilon_{j}$ about $\left|\epsilon_{m^{\prime}}\right|$ is $W_{m^{\prime}}$, where $W_{m^{\prime}}$ can be interpreted as the width of the hole in state $m^{\prime}$. Consequently, we see that the width of the total distribution of emitted fast particles is the sum of the width for the excited particle and of the width of the hole in the shell-model states.

These arguments do not add any new physical features to Wilkinson's model but show how this simple description relates to the many-body description.

Similar equations can be used to estimate the cross section for direct radiative capture of neutrons or


Fig. 12. Relation of the $(\gamma, p)$ to $(p, \gamma)$ reactions.
protons. An extensive description of this is contained in work by Lane and Lynn. ${ }^{54}$

The cross sections for ( $\gamma, p$ ) and ( $p, \gamma$ ) reactions can of course easily be related. We have the ( $\gamma, p$ ) cross section by summing over all members of the configuration of the final A-1 nucleons (see Fig. 12). The ( $\gamma, p$ ) reaction goes from the ground state to all final states $j$. The ( $p, \gamma$ ) reaction may go from the ground state $\chi_{o}(\xi)$ to the various final states [see Fig. 12(b)] which contain an appreciable component of $\chi_{o}(\xi)$. (The wave function for the $\xi$-particles must remain the same since $H_{I}$ is a function only of $\mathbf{r}$.) Further, the final state must contain an appreciable component of $\psi_{m^{\prime}}(\mathbf{r})$, the relevant single-particle state in the well. From arguments similar to those already used the probability of finding $\chi_{o} \psi_{m^{\prime}}$ somewhere in the ground or low-excited states is essentially unity. Thus, the cross section for the ( $p, \gamma$ ) reaction, summed over the ground and low-excited states, is given by Eq. (79) with two minor changes: (i) we multiply by the usual factor $k_{\gamma}{ }^{2} / k_{p}{ }^{2}$ from detailed balance or dispersion theory where $k_{\gamma}$ and $k_{p}$ are $\gamma$-ray and proton wave numbers; (ii) we use $\Gamma_{\alpha^{\prime} j}$ without the averaging implied in the sum over $j$ in Eq. (79) since the incident particle now has a unique energy.

## V. DISCUSSION OF OTHER FORMALISMS

Recently, a unified theory of nuclear reactions has been formulated by Feshbach, ${ }^{59}$ and many of the relations between compound-nucleus parameters and those of the optical model have been derived by him, although he does not develop the perturbation theory described in Sec. III. Conceptually, his formalism has the advantage that it avoids the introduction of a joining radius. However, his formalism does not seem to be as convenient for making many of the arguments of Sec. III and Sec. IV as the one used here. In any case, there is a close connection between his formalism and the one employed here even though they appear quite different at first sight. We briefly demonstrate some of the relationship, trying to preserve most of Feshbach's notation so that one can easily compare our formulas with his papers.

[^33]Feshbach employs functions $\Phi_{n}(\mathbf{r}, \xi)$ which are eigenfunctions of the operator $\mathscr{H}$, Eq. (51), and which are, consequently, just the $\Omega_{p}$ of Eq. (51). The $\Lambda_{o}$ in Eq. (51) effectively projects off the incident channel so that the $\Phi_{n}$ form a complete set of states in the space orthogonal to that of the incident channel. Hence, one can write the solution of the Schrödinger equation as

$$
\begin{equation*}
\Psi(\mathbf{r}, \xi)=\chi_{o}(\xi) u_{o}(\mathbf{r})+\sum a^{(n)} \Phi_{n}(\mathbf{r}, \xi), \tag{80}
\end{equation*}
$$

and this equation holds for all values of $r$ since the boundary conditions on the $\Phi_{n}$ are taken to be outgoing waves at infinity in case the particle can escape by a channel other than the incident one. In this case, the $\Phi$ 's form a continuum, and the sum in Eq. (80) is to be understood in a generalized sense to include both a sum over discrete states and an integral over the continuum states. Since the boundary conditions are imposed at infinity, introduction of a channel radius is not necessary.

The $a^{(n)}$ are determined by requiring $\Psi$ to satisfy the Schrödinger equation $H \Psi=E \Psi$, and one finds

$$
\begin{equation*}
a^{(n)}=\frac{\int \Phi_{n}(\mathbf{r}, \xi) V(\mathbf{r}, \xi) \chi_{0}(\xi) u_{0}(\mathbf{r}) d^{3} \xi d^{3} r}{E-\mathcal{E}_{n}}, \tag{81}
\end{equation*}
$$

where we have used Feshbach's notation in denoting the eigenvalues of $\Phi_{n}$ by $\mathcal{E}_{n}$. Our $a^{(n)}$ are the same as his $\Lambda_{n}$. One also finds, by multiplying the Schrödinger equation on the left by $\chi_{o}(\xi)$ and integrating over $d^{3} \xi$, that

$$
\begin{align*}
& (T-\bar{V}-E) u_{0}(\mathbf{r}) \\
& \quad+\sum a^{(n)} \int \chi_{o}(\xi) V(\mathbf{r}, \xi) \Phi_{n} d^{3} \xi=0 . \tag{82}
\end{align*}
$$

By substituting the $a^{(n)}$ from Eq. (81), one finds that $u_{o}(\mathbf{r})$ obeys the equation

$$
\begin{equation*}
(T+\mathcal{V}-E) u_{o}(\mathbf{r})=0 \tag{83}
\end{equation*}
$$

where $V$ is Feshbach's generalized optical potential

$$
\begin{align*}
& v=\bar{V}(r)+\sum_{n} \\
& \frac{\int \chi_{0}(\xi) V(\mathbf{r}, \xi) \Phi_{n}(\mathbf{r}, \xi) d^{3} \xi \int \Phi_{n}\left(\mathbf{r}^{\prime}, \xi\right) V\left(\mathbf{r}^{\prime}, \xi\right) \chi_{0}(\xi) d^{3} \xi}{E-\mathcal{E}_{n}},
\end{align*}
$$

and $\mathcal{V}$ is an integral (nonlocal) operator. One can easily make further connections between our formalism and his by noting that his matrix $H_{i j}$ is just

$$
H_{i j}=\int \chi_{i}(\xi) H_{j}(\xi) d^{3} \xi
$$

In the very low energy region in which only elastic scattering is possible, the main difference between the two formalisms results from the fact that the incident channel occurs in our $\Phi^{(p)}$ but not in Feshbach's $\Phi_{n}$. The width corresponding to this channel is contained in our complex $W_{p}$, whereas one must essentially invert a matrix-which can be done in a straightforward fashion-to introduce the widths into the denominators of the scattering amplitude in the formalism of Feshbach. The discussion following Eq. (51) shows that the eigenfunctions $\Phi^{(p)}$ and $\Phi_{n}$ are, aside from the above difference, very nearly the same.

The difference between the formalisms is that one can start from a formalism without joining radius, as Feshbach does, in which case the expression for the wave function is simple, but the transition to the scattering amplitude is somewhat complicated in detail. On the other hand, one can begin with a joining radius, in which case the scattering amplitude is simply obtained, and then carry out various sums as we have done to obtain results in which this radius does not appear. Whereas the former procedure has conceptual advantages, the intermediate formulas seem simpler in the latter procedure and the arguments about the spectrum of the compound states, which we have made to establish perturbation theory, appear to be simpler.

A more general formalism for nuclear reactions has been given by Bloch, ${ }^{36}$ and we have referred to his work at several points. By appropriate choice of representation, one can obtain either the Wigner-Eisenbud or Kapur-Peierls theory from his formalism. Making the arguments of this article in his formalism would be completely equivalent to the treatment here, and we have chosen the simpler notation of the less general treatment.
Finally, many of the arguments of this article were first formulated in the Wigner-Eisenbud formalism. This is especially true of the development of Sec. III, 3 as shown by a given reference. However, for uniformity we have chosen to restate most of these arguments in our formalism which is just as suitable for them and is probably simpler for other considerations as discussed in Sec. I.
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