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## INTRODUCTION

IN recent years there have been many attempts (44K, 46B, 46G, 46K, 47B1, 47B2, 48B1, 48B2, $49 \mathrm{~B} 1,49 \mathrm{~B} 2,49 \mathrm{~B} 3,49 \mathrm{~K} 1,49 \mathrm{~K} 2,52 \mathrm{~K}, 52 \mathrm{R}, 52 \mathrm{~S} 2)^{1}$ to justify the use of statistical mechanics in describing physical systems. As far as classical statistical mechan-

[^0]ics, that is, statistical mechanics before the advent of quantum mechanics, is concerned, the Ehrenfests (11E2) in their well-known survey article in the Enzyklopaedie der mathematischen Wissenschaften have discussed the foundations of statistical mechanics and, as we shall see, their conclusions are still valid in more or less the same form as stated by them. ${ }^{2}$ However, no such account of the state of the foundations of statistical mechanics including quantum mechanics is available, and it is the purpose of the present paper to attempt to give such an account. The present author has discussed in a recently published monograph ( 54 H 1$)^{3}$ some of the problems to be covered here, but, on the one hand, since that monograph was written a number of new developments have arisen, and, on the other hand, the emphasis in the present paper will be more on the present status of the foundations of statistical mechanics that on the historical development of these foundations as was the case in the earlier discussion. The present discussion is thus to a large extent complementary to the discussion in ESM. This does, of course, not mean that now we are to neglect completely the historical aspects of the development of statistical mechanics.

One might argue that the proof of the pudding is in the eating, and that the fact that statistical mechanics has been able to predict accurately and successfully the behavior of physical systems under equilibrium condi-tions-and even under certain circumstances in nonequilibrium conditions ${ }^{4}$--should be a sufficient justification for the methods used. This is especially the case nowadays since the introduction of quantum mechanics has cleared up such seemingly unsurmountable difficulties as the paradox of the specific heats or Gibbs' paradox. However, it is only logical that many physicists have not felt satisfied by this argument and have therefore attempted to show that the statistical formalism follows in a straightforward manner from classical or quantum mechanics. In the present survey we shall discuss in how far these authors have succeeded. Even if success has been limited, these attempts have been extremely important and very helpful in showing both the possibilities and the limitations of the statistical approach.

[^1]Before we can start the discussion of the various papers on the fundamental ideas of statistical mechanics, we must remind ourselves that we shall mainly be concerned with the following two questions.
(A) Why is it possible to describe the behavior of almost all physical systems by considering only equilibrium situations?
(B) Why is it possible to describe the behavior of an actual physical system by considering a large number of identical systems (in ensemble theory) and identifying the average behavior of this group of systems with the behavior of the physical system in which we are interested?

In the following discussion it will become clear that these two questions are intimately related. The first one arises not only in statistical mechanics, but also in thermodynamics and kinetic theory, and a related problem is the question,
(A1) How can one define an equilibrium situation?
The second question is of a truly statistical nature, and is related to the question,
(B1) How can we construct an ensemble such that it will "represent" an actual, given physical system?

This question of representative ensembles which will play an important role in our discussion was especially stressed by Tolman (38T, 40T).

At this point we must introduce a definition of statistical mechanics, and we shall do this by using the definition given by Kramers in his presidential address to the International Conference on Statistical Mechanics at Florence in 1949 (49K3): "For a physicist nowadays Statistical Mechanics is just that branch of physics which deals with the atomistic interpretation of the thermal properties of matter and radiation; for this reason one might also call it 'thermostatistics'."

In our discussion we shall not be concerned explicitly with radiation, but restrict ourselves to systems containing particles. However, in discussing transitions from one state to another, the existence of a radiation field, which in many cases will be the agent enabling the transitions to take place, will tacitly be assumed.

Statistical mechanics has its origin in the kinetic theory of gases which was developed in the nineteenth century. It is probably justifiable to call Krönig the father of the kinetic theory, even though more than a century earlier Bernoulli (38B) had related the properties of a gas to the properties of individual particles. Krönig (56K) draws attention to the fact that although the orbit of any atom in a gas will be so irregular that it is impossible to follow the atom, one can use the theory of probability to reduce this completely chaotic behavior to the ordered behavior of a gas. The kinetic theory of gases was further developed by Clausius ( $57 \mathrm{C} 1,57 \mathrm{C} 2,58 \mathrm{C}, 62 \mathrm{C}, 70 \mathrm{C} 1,70 \mathrm{C} 2$ ), Maxwell $(60 \mathrm{M}$, $67 \mathrm{M}, 68 \mathrm{M} 1,68 \mathrm{M} 2$ ), and Boltzmann (68B, $72 \mathrm{~B}, 96 \mathrm{~B}$,

98B). ${ }^{5}$ In his Gastheorie Boltzmann was especially concerned with question (A) and he had introduced in 1872 (72B) his famous $H$-theorem in order to show that any nonequilibrium situation would develop in such a way that it would approach an equilibrium situation. The answer to question (A1) is in this case that the equilibrium situation is the most probable situation, that is, the most probable situation compatible with a few restricting conditions. In its original unrestricted form the $H$-theorem, if correct, proved that any system will tend toward equilibrium, if equilibrium does not initially exist. ${ }^{6}$ This would mean that provided one waited a sufficiently long time one would find the system in an equilibrium situation and, moreover, this equilibrium situation would persist for ever after. From this it would follow that equilibrium would be the rule and nonequilibrium the exception so that question (A) is answered.

However, it was soon realized that the $H$-theorem in its original unrestricted form was not an absolute proof, but was based on certain assumptions about the number of collisions which a given particle will undergo during a specified time interval. Moreover, Loschmidt (76L, 77L) and Zermelo (96Z) showed conclusively that the $H$-theorem in its original form could not be true. In his later papers Boltzmann was therefore careful to stress the statistical aspects of the $H$-theorem. This means that the $H$-theorem is a statement about the most probable behavior of a system. Fluctuations around the equilibrium situation are, however, no longer prohibited. The statistical aspects of the $H$-theorem were especially stressed by the Ehrenfests ( $07 \mathrm{E}, 11 \mathrm{E} 2$ ) both in general and by considering simple models. ${ }^{7}$

In the first part of the present article we shall discuss this stage of the discussion of the foundations of statistical mechanics. In Sec. A(1) we shall discuss the unrestricted $H$-theorem. The arguments of Loschmidt and Zermelo against the $H$-theorem in its original form will be discussed in Sec. A(2), while we discuss in Sec. A(3) the statistical aspects of the $H$-theorem.

Apart from introducing the $H$-theorem to prove (A) Boltzmann also tried to prove that the average behavior of a system is the same as its equilibrium behavior. The contents of this statement are that the time average taken over an infinite period of any phase function, that is, a function depending on the values of the coordinates and velocities which completely determine the physical situation, or phase, of the system under consideration, should be equal to the value of this phase function at equilibrium. It can easily be seen that this

[^2]second way of attacking (A) is equivalent to the first one. Firstly, if the $H$-theorem is correct, it follows that any nonequilibrium situation will develop into an equilibrium situation which will then persist. In taking a time average of a phase function over an infinite period we thus obtain the value of this phase function at equilibrium. Secondly, if the time average is equal to the value at equilibrium, it means that the system must be in an equilibrium state during most of the time and hence return to equilibrium from any nonequilibrium state. ${ }^{8}$ In order to prove that average behavior and behavior at equilibrium are the same, it is necessary to calculate time averages and one then meets with serious difficulties. Boltzmann tried to get over these difficulties by assuming that most physical systems are ergodic. ${ }^{9}$ An ergodic system is one which has a representative point in $\Gamma$ space ${ }^{10}$ which passes through every point of the energy surface corresponding to the energy of the system. The evaluation of the time average is in this case the same as taking the average over the energy surface, that is, taking the average over a collection of systems which possess all the same energy. This particular collection of systems, or ensemble, to use the term coined by Gibbs, is a so-called microcanonical ensemble. Since according to our assumptions the representative point of any system in the ensemble will pass through every point on the energy surface, the orbits described by the representative points of the systems in the ensemble will all be identical, the only difference between the systems being the exact moment at which a point of the orbit is passed. ${ }^{11}$ It follows then that the time average which is the average taken over the one and only orbit on the energy surface where different points are passed at different times will give the same result as the average taken over the microcanonical ensemble which is the average taken over the same orbit, but now considering all points at the same time.

In considering averages over the energy surface, or over a microcanonical ensemble, Boltzmann departed from kinetic theory and really and truly entered the realm of statistical mechanics, if we use Gibbs' definition of statistical mechanics in the preface to his famous

[^3]monograph (02G). ${ }^{12}$ It must, however, be noticed that ensemble theory enters, so to speak, by the back door, as it is only introduced as a mathematical trick to calculate the behavior of one isolated system.

Around the turn of the century with the development of measure theory it was realized that ergodic systems would never occur, but it was hoped that most physical systems would be quasi ergodic. A quasiergodic system is one which has an orbit in $\Gamma$ space which covers the energy surface everywhere densely, even though not actually passing through every point of it. It was also hoped that quasi ergodicity would be sufficient to ensure the equality of time averages and averages taken over a suitably chosen ensemble. This was, for instance, the point of view taken by the Ehrenfests (11E2). In 1913 Rosenthal (13R) and Plancherel (13P) independently proved the impossibility of ergodic systems, while in 1923 Fermi (23F1). showed that a certain class of systems was quasi ergodic-without, however, proving the equality of time averages and ensemble averages. ${ }^{13}$ This equality had been proved by Rosenthal (14R2), but his proof was not completely rigorous. ${ }^{14}$ More recently this problem of the equivalence of time and ensemble averages has been studied mainly by mathematicians. It is usually called the ergodic theorem. In 1931 and 1932 Birkhoff (31B1, 31B2, 32B) and von Neumann (32N1, 32N2) have shown that, provided certain plausible mathematical conditions were fulfilled, the two kinds of averages would give the same result, while Oxtoby and Ulam (41O) recently showed that a very wide class of systems would satisfy these mathematical conditions. The ergodic theorem will be discussed in Sec. B. In Sec. B(1) we shall discuss the developments up to about 1930, while modern developments are discussed in Sec. B(2).

The approach via the ergodic theorem is still con-

[^4]sidered by many physicists to be the most satisfactory, if not the only one, and the one providing the best justification for the use of statistical methods. It is felt by these people that mechanics can only deal with isolated systems and that the statistical approach is a necessary mathematical device without any further physical interest. It seems to the present author that this point of view fails to take into account the physical reason for a statistical approach. ${ }^{15}$ The reason is that the enormously large number of particles in most physical systems will make it impossible for us to determine the values of all the integrals of motion. In general,we shall only determine the energy, the total linear momentum, and perhaps one or two more. We then must use this very inadequate knowledge about the system to predict its future behavior. Since our knowledge is clearly insufficient to predict the future of the system with complete certainty, we must have recourse to statistical methods and this is the point where representative ensembles enter. ${ }^{16}$ Instead of considering one system, we consider a large collection of systems all possessing the same values of those quantities of which we know the value, but otherwise differing widely. In order to construct such a representative ensemble satisfactorily, we must know what weight to give to the various systems in the ensemble, or, in other words, we must make assumptions about $a$ priori probabilities.

Once the need for representative ensembles is recognized and accepted, question (B) is solved in ensemble theory by showing that the great majority of the systems in the ensembles considered behave in practically the same way and, moreover, give just those values for phase functions which one should expect from a system at equilibrium. ${ }^{17}$ However, question (B1) remains to be answered. One always finds that a canonical ensemble is the representative ensemble of a system in temperature equilibrium. In order to prove this one introduces a generalized $H$-theorem and shows that, if the representative ensemble at one moment is not a canonical ensemble, the situation at a later moment will be such that we are forced to use a representative ensemble which resembles much more closely a canonical ensemble. This question of the approach to equilibrium described by ensembles and the question of the repre-

[^5]sentative ensembles will be discussed in part C, as far as classical ensemble theory is concerned.

The transition from classical to quantum statistics does not introduce any fundamental changes. As a matter of fact, one could develop the two cases, that is, the classical and the quantum-mechanical case, at the same time to emphasize the close similarity. There are, however, certain differences and for that reason we have preferred to discuss the two cases separately. In the quantum-mechanical case one can again approach the problem either via ensemble theory or via an ergodic theorem. We shall discuss these two alternative methods of approach in parts $D$ and $E$, respectively.

In concluding this Introduction, I should like to make a few remarks concerning some general aspects of the second law of thermodynamics and its place in statistical mechanics. ${ }^{18}$ The fact that in all practical applications of thermodynamics the second law holds, that is, the entropy increases, is due to the combination of two effects. First of all, if the entropy at a certain moment is smaller than its equilibrium value, the probability that it will increase is overwhelmingly larger than that it will decrease. Secondly, our observations are always made in such a way that starting from a given situation we watch the future development, but it is impossible for us to start from a given situation and watch the preceding time interval. The fact that we can do the one, but not the other is related to the fact that we have a memory of the past and we can thus possess knowledge of what happened at an earlier time, but not of what will happen at a later moment. To this extent the irreversibility of the second law of thermodynamics is physiological and basic.

Another point is that, as far as one can judge at this moment, all observations regarding phenomena in the universe are reconcilable with the idea that the universe as a whole is developing from some reasonable, though thermodynamically or statistically unlikely, state in the distant past. This may be thought to be connected with cosmogonical ideas involving a more or less singular beginning at, say, three to five billion years ago. On the other hand, it can also be argued, as was, for instance, done by Boltzmann (95B), that the fact that our world seems to be developing from a less probable to a more probable state is not necessarily in contradiction to the idea that the universe as a whole is in thermodynamic equilibrium. To quote Boltzmann: "We assume that the whole universe is, and rests for ever, in thermal equilibrium. The probability that one (only one) part of the universe is in a certain state is the smaller the further this state is from thermal equilibrium but this probability is greater, the greater is the universe itself. If we assume the universe great enough, we can make the probability of one relatively small part being in any given state (however far from the state of equilibrium) as great as we please. We can

[^6]also make the probability great that, though the whole universe is in thermal equilibrium, our world is in its present state. It may be said that the world is so far from thermal equilibrium that we cannot imagine the improbability of such a state. But can we imagine on the other side how small a part of the whole universe this world is? Assuming the universe great enough, the probability that such a small part of it as our world should be in its present state is no longer small.

If this assumption were correct, one would return more and more to thermal equilibrium; but because the whole universe is so great, it might be probable that at some future time some other world might deviate as far from equilibrium as our world does at present. Then the aforementioned $H$-curve ${ }^{19}$ would form a representation of what takes place in the universe. The summits of the curve would represent the worlds where visible motion and life exists."

In giving this quotation we are not subscribing to Boltzmann's point of view, only mentioning it. In judging this point of view on its merits one must investigate the difficult problem in how far it is possible to talk about thermal equilibrium in an open system such as our universe.

## A. THE H-THEOREM IN CLASSICAL STATISTICAL MECHANICS

## (1) The Kinetic Aspect of the $H$-Theorem; Stosszahlansatz

In 1872 Boltzmann (72B) introduced his famous $H$-theorem in order to prove that any nonequilibrium distribution will tend to an equilibrium distribution. Let us briefly summarize his reasoning. He was concerned with the case of an isolated system, and in particular with the case of a monatomic gas and no external forces, although he later extended his considerations to the case of polyatomic gases under the influence of external forces (75B).

We are interested to compute the rate of change due to collisions of the distribution function $f$, which in the present simple case is a function of the three (Cartesian) components $u, v$, and $w$ of the velocity $\mathbf{c}$ of an atom, and of the time $t$ only. We must therefore consider, on the one hand, the rate at which atoms with velocities between $\mathbf{c}$ and $\mathbf{c}+\mathbf{d c}$ change their velocities, and, on the other hand, consider the rate at which atoms with velocities within the selected range are produced through collisions. In formula

$$
\begin{equation*}
(\partial f / \partial t) d u d v d w d t=-A+B . \tag{A1.01}
\end{equation*}
$$

In Eq. (A1.01) $f d u d v d w$ is the number of atoms per unit volume which have velocities with components in the intervals $(u, u+d u),(v, v+d v)$, and $(w, w+d w), A$ is the number of atoms per unit volume with velocities inside the selected range which during a time interval

[^7]$d t$ change their velocities, and $B$ is the number of atoms per unit volume which during a time interval $d t$ change their velocities in such a way that after collisions their velocities lie inside the prescribed range. It can be shown (see, e.g., ESM Sec. I.4) that $A$ is given by the equation
\[

$$
\begin{align*}
& A=f(u, v, w) d u d v d w d t \\
& \times \int f\left(u_{1}, v_{1}, w_{1}\right) d u_{1} d v_{1} d w_{1} \int a d \boldsymbol{\omega} . \tag{A1.02}
\end{align*}
$$
\]

In Eq. (A1.02) $d \boldsymbol{\omega}$ is an element of solid angle around the so-called line of centers $\omega$ which is the vector from the one colliding atom to the other at the moment of impact, $a$ is a quantity which depends only on the absolute magnitude of the relative velocity $c_{\text {rel }}$ and on the angle $\theta$ between the relative velocity vector and $\omega$, and the integration is over all values of $u_{1}, v_{1}$, and $w_{1}$, and over all possible directions of the line of centers. Equation (A1.02) is obtained by multiplying the number of atoms with velocities within the specified range ( $f(u, v, w) d u d v d w)$ with the number of atoms which collide with one atom in a time interval $d t$. Consider atoms having a velocity between $\mathbf{c}_{1}$, with components $u_{1}, v_{1}$, and $w_{1}$, and $\mathbf{c}_{1}+\mathbf{d} \mathbf{c}_{1}$. Provided we may assume that there is no correlation between velocities and positions of different atoms, the number of collisions between these atoms and one particular atom in the case where the line of centers lies within a solid angle $d \omega$ will be equal to it: $a f\left(u_{1}, v_{1}, w_{1}\right) d u_{1} d v_{1} d w_{1} d t d \omega$, where the quantity $a$ is a normalizing constant depending on $c_{\text {rel }}$ and $\theta$. Equation (A1.02) now follows by integration over all possible values of $u_{1}, v_{1}$, and $w_{1}$, and over all possible directions of $\omega$.

Similarly, we have for $B$ the equation

$$
\begin{align*}
B=d t \int^{\prime} & d u^{\prime} d v^{\prime} d w^{\prime} f\left(u^{\prime}, v^{\prime}, w^{\prime}\right) \\
& \times d u_{1}^{\prime} d v_{1}^{\prime} d w_{1}^{\prime} f\left(u_{1}^{\prime}, v_{1}^{\prime}, w_{1}^{\prime}\right) \int^{\prime} a^{\prime} d \boldsymbol{\omega}^{\prime} \tag{A1.03}
\end{align*}
$$

The integral signs are primed to indicate that we now may integrate only over those values of $\mathbf{c}^{\prime}$ and $\mathbf{c}_{1}{ }^{\prime}$ and those directions of $\omega^{\prime}$ which are such that the velocities after the collision, which are completely determined by $\mathbf{c}^{\prime}, \mathbf{c}_{1}{ }^{\prime}$, and $\boldsymbol{\omega}^{\prime}$, satisfy the condition that one of them lies between $\mathbf{c}$ and $\mathbf{c}+\mathbf{d c}$. Expressing the primed quantities in terms of the unprimed ones we can write instead of Eq. (A1.03) (see, e.g., ESM Sec. I.4)

$$
\begin{align*}
& B=d u d v d w d t \int d u_{1} d v_{1} d w_{1} f\left(u^{\prime}, v^{\prime}, w^{\prime}\right) \\
&  \tag{A1.04}\\
& \quad \times f\left(u_{1}^{\prime}, v_{1}^{\prime}, w_{1}^{\prime}\right) \int a d \omega,
\end{align*}
$$

where $u^{\prime}, v^{\prime}, w^{\prime}, u_{1}^{\prime}, v_{1}^{\prime}$, and $w_{1}^{\prime}$ are functions of $u, v, w$,
$u_{1}, v_{1}$, and $w_{1}$ through the equations expressing the conservation of linear momentum and energy.

Combining Eqs. (A1.01), (A1.02), and (A1.04) we get for the rate of change of the distribution function due to collisions,

$$
\begin{equation*}
\frac{\partial f}{\partial t}=-\int\left(f f_{1}-f^{\prime} f_{1}^{\prime}\right) a d u_{1} d v_{1} d w_{1} d \omega \tag{A1.05}
\end{equation*}
$$

where we have used the short-hand notation

$$
\begin{array}{r}
f=f(u, v, w), \quad f^{\prime}=f\left(u^{\prime}, v^{\prime}, w^{\prime}\right), \quad \begin{array}{r}
f_{1}=f\left(u_{1}, v_{1}, w_{1}\right), \\
f_{1}^{\prime}=f\left(u_{1}^{\prime}, v_{1}^{\prime}, w_{1}^{\prime}\right) .
\end{array}
\end{array}
$$

Introducing a quantity $H$ by the equation ${ }^{20}$

$$
\begin{equation*}
H=\int f \ln f d u d v d w \tag{A1.07}
\end{equation*}
$$

we get for the rate of change of $H$ from Eq. (A1.05)

$$
\begin{equation*}
\frac{d H}{d t}=\int\left(f^{\prime} f_{1}^{\prime}-f f_{1}\right)(\ln f+1) \tag{A1.08}
\end{equation*}
$$

$\times a d u d v d w d u_{1} d v_{1} d w_{1} d \omega$.
By observing the equivalence of $\mathbf{c}, \mathbf{c}_{1}, \mathbf{c}^{\prime}, \mathbf{c}_{1}{ }^{\prime}$ in Eq. (A1.08), one can write this equation in the form (see, e.g., ESM Sec. I.5)
$\frac{d H}{d t}=\frac{1}{4} \int\left(f^{\prime} f_{1}^{\prime}-f f_{1}\right) \ln \left(f f_{1} / f^{\prime} f_{1}{ }^{\prime}\right)$

$$
\begin{equation*}
\times a d u d v d w d u_{1} d v_{1} d w_{1} d \boldsymbol{\omega} . \tag{A1.09}
\end{equation*}
$$

Since

$$
\begin{array}{r}
(p-q) \ln (p / q)>0, \quad \text { if } \quad p \neq q, \quad \text { and } \quad=0, \\
\text { if } \quad p=q, \tag{A1.10}
\end{array}
$$

and since $a$ is a positive quantity, we have from Eq. (A1.09)

$$
\begin{equation*}
d H / d t \leqslant 0, \tag{A1.11}
\end{equation*}
$$

where the equality in Eq. (A1.11) only holds, if for any two velocities $\mathbf{c}$ and $\mathbf{c}_{1}$ we have $f f_{1}=f^{\prime} f_{1}^{\prime}$.

It follows thus from Eq. (A1.11) that, provided our basic assumptions are correct, $H$ will steadily decrease until it reaches a minimum value which is reached as soon as the distribution function satisfies the relation

$$
\begin{equation*}
f f_{1}=f^{\prime} f_{1}^{\prime} \tag{A1.12}
\end{equation*}
$$

for any pair of velocities $\mathbf{c}$ and $\mathbf{c}_{1}$. The minimum or equilibrium value of $H$ is in most cases reached rapidly, if $H$ differs appreciably from this value. The relaxation time in the case of a gas at room temperature and one atmosphere of pressure is, e.g., of the order of $10^{-7} \mathrm{sec}$ (ESM p. 390).

One can derive a formula for the equilibrium distribution function either by using Eq. (A1.12) or by taking as the equilibrium condition that for equilibrium $H$ is minimum, in both cases under the restricting conditions

[^8]of given total number of particles, given total energy, and given total linear momentum. The result is the socalled generalized Maxwell distribution.
Unfortunately the case of a real gas is not easy to treat in detail and, although it is possible to derive the $H$-theorem, it is not easy to discuss critically the various assumptions made in arriving at Eq. (A1.11) and the consequences of the removal of these restricting conditions. However, it is possible to introduce simplified models ( $11 \mathrm{E} 2,53 \mathrm{H}, 54 \mathrm{G}, 55 \mathrm{G}, 55 \mathrm{H} 2$ ) and we shall especially consider a model which is essentially the same as the model used by Lorentz (09L) in his discussion of the electron theory of metals. In this model we have two kinds of particles. The first kind (the lattice points, or metallic ions) are fixed in space, and we shall assume them to be randomly distributed in space with a density of $n$ per unit volume. The second kind (the electrons) are traveling through the lattice and their density is $N$ per unit volume. We neglect electron-electron encounters and, furthermore, assume that the electronlattice collisions are elastic and isotropic. This means (a) that on such a collision the electron will not change the absolute magnitude of its velocity, and (b) that if $p\left(\theta, \varphi ; \theta^{\prime}, \varphi^{\prime}\right)$ is the probability that an electron traveling in the direction determined by the polar angles $\theta$ and $\varphi$ changes to a direction characterized by $\theta^{\prime}$ and $\varphi^{\prime}$, $p\left(\theta, \varphi ; \theta^{\prime}, \varphi^{\prime}\right)$ will be independent of $\theta^{\prime}$ and $\varphi^{\prime}$. Since the absolute magnitude of the velocity does not change during the collision, we can simplify our model by assuming that all electrons are moving with the same speed $c$. Finally, we shall denote by $\sigma$ the cross section for an electron-lattice collision.

In order to consider the approach to equilibrium, we introduce a distribution function. Let $f(\theta, \varphi) d \omega / 4 \pi$ ( $d \boldsymbol{\omega}=\sin \theta d \theta d \varphi=$ element of solid angle) be the number of electrons per unit volume with velocities in directions within the solid angle $d \boldsymbol{\omega}$. We have then the normalization condition

$$
\begin{equation*}
\int f(\theta, \varphi) d \boldsymbol{\omega}=4 \pi N \tag{A1.13}
\end{equation*}
$$

where the integration extends over the unit sphere.
According to our assumption about the model we have for the number of electrons per unit volume, $N_{\omega, \omega^{\prime}} d t d \omega d \omega^{\prime}$, which change their directions from within an element of solid angle $d \boldsymbol{\omega}$ to within a solid angle $d \omega^{\prime}$ during a time interval $d t$ :

$$
\begin{equation*}
N_{\omega, \omega^{\prime}} d t d \boldsymbol{\omega} d \boldsymbol{\omega}^{\prime}=f(\theta, \varphi) n c \sigma(d \boldsymbol{\omega} / 4 \pi)\left(d \boldsymbol{\omega}^{\prime} / 4 \pi\right) d t \tag{A1.14}
\end{equation*}
$$

where we have used the assumption of isotropic scattering.

Using Eqs. (A1.13) and (A1.14), we can easily compute the rate of change of $f(\theta, \varphi)$, and we get

$$
\begin{align*}
& d f(\theta, \varphi) / d t=\alpha\left[\int f\left(\theta^{\prime}, \varphi^{\prime}\right) d \boldsymbol{\omega}^{\prime} / 4 \pi-\right.f(\theta, \varphi)] \\
&=\alpha[N-f] \tag{A1.15}
\end{align*}
$$

with

$$
\begin{equation*}
\alpha=n c \sigma \tag{A1.16}
\end{equation*}
$$

From Eq. (A1.15), we get
$f(\theta, \varphi)=N-A \dot{e}^{-\alpha t}, \quad A=A(\theta, \varphi)=N-f_{t=0}(\theta, \varphi)$,
that is, an exponential approach to the equilibrium value, if at $t=0$ a nonequilibrium situation were present.

Once again, as in Eq. (A1.11) we see a uniform approach to the equilibrium situation. However, once again we have introduced a basic assumption in writing down Eq. (A1.14), and again this assumption is one regarding the number of collisions, or a so-called Stosszahlansatz. As collisions play the dominant role in our discussion, we call this method of treating the problem the kinetical treatment. We shall show, however, in the next section that the unrestricted Stosszahlansatz leads to contradictions and that we therefore rather should base our discussion on the so-called statistical treatment, which pays due regard to possible fluctuations.

## (2) Reversibility and Recurrence Paradox

Let us restate the $H$-theorem in a slightly different way. We are considering systems made up of a large number of identical particles and we have discussed the distribution function, and its rate of change, corresponding to such a system. However, a different way of looking at the behavior of the system is by depicting its situation, or phase, at each moment by a representative point in $\Gamma$ space (see ESM p. 100 for a definition of $\Gamma$ space). Each situation which, on the one hand, corresponds to a given distribution will, on the other hand, correspond to one point in $\Gamma$ space. We have thus a one-to-one correspondence between, on the one hand, points in $\Gamma$ space, and, on the other hand, values of the distribution function..$^{21}$ Consider now a series of instants $\cdots, t_{1}, t_{2}, \cdots, t_{n}, \cdots$. The phase of our system at $t_{n}$ will correspond to a point $P_{n}$ in $\Gamma$ space and the orbit described by the representative point of the system will pass through the sequence of points

$$
\begin{equation*}
\cdots, P_{1}, P_{2}, \cdots, P_{n-1}, P_{n}, P_{n+1}, \cdots \tag{A2.01}
\end{equation*}
$$

As each point corresponds to a distribution function, we can evaluate the value of $H$ corresponding to each point. Let $H_{n}$ be the value of $H$ in the situation corresponding to $P_{n}$. If we accept the $H$-theorem in its unrestricted form, it then follows that the following inequalities should hold

$$
\begin{equation*}
\cdots \geqslant H_{1} \geqslant H_{2} \geqslant \cdots \geqslant H_{n-1} \geqslant H_{n} \geqslant \cdots, \tag{A2.02}
\end{equation*}
$$

where the equal signs only hold, if equilibrium has been reached.

[^9]In the general case $H$ is given instead of by Eq. (A1.07) by the equation

$$
\begin{equation*}
H=\int f \ln f d \omega \tag{A2.03}
\end{equation*}
$$

where the integration extends over the whole of $\mu$ space (ESM p. 30), where $f$ is now a function of the $s$ generalized coordinates $q_{k}$ and the $s$ generalized momenta $p_{k}$ ( $s=$ number of degrees of freedom of one particle), and where $d \omega$ is a volume element in $\mu$ space,

$$
\begin{equation*}
d \omega=\prod_{k=1}^{s} d p_{k} d q_{k} \tag{A2.04}
\end{equation*}
$$

Consider now two situations corresponding to the representative points $P_{i}$ and $P_{i}{ }^{\prime}$ which differ only in that all the $p_{k}$ have the same absolute values, but with opposite signs, while the $q_{k}$ in the two situations are the same. Since the Hamiltonian $\mathscr{H}\left(\boldsymbol{p}_{k}, q_{k}\right)$ of the system is a homogeneous quadratic polynomial in the $p_{k}$, it is invariant against the transformation $q_{k} \rightarrow q_{k}{ }^{\prime}, p_{k} \rightarrow-p_{k}{ }^{\prime}$, which is the transformation from $P_{i}$ to $P_{i}{ }^{\prime}$. We see then from the canonical equations of motion,

$$
\begin{equation*}
\dot{q}_{k}=\partial \mathcal{H} / \partial p_{k}, \quad \dot{p}_{k}=-\partial \mathcal{H} / \partial q_{k}, \tag{A2.05}
\end{equation*}
$$

that the transformation from $P_{i}$ to $P_{i}{ }^{\prime}$ corresponds to a reversal of the time axis. If we now consider a system going through the sequence (A2.01), then, on transformation, we obtain a system which goes through the sequence

$$
\begin{equation*}
\cdots, P_{n+1}^{\prime}, P_{n}^{\prime}, P_{n-1}^{\prime}, \cdots, P_{2}^{\prime}, P_{1}^{\prime}, \cdots \tag{A2.06}
\end{equation*}
$$

From the definition of $H$, Eq. (A2.03), it follows easily that

$$
\begin{equation*}
H_{i}=H_{i}{ }^{\prime} . \tag{A2.07}
\end{equation*}
$$

This can be seen by performing the transformation under the integral sign and then changing to new variables,

$$
\begin{align*}
& H^{\prime}=\int f^{\prime}\left(p^{\prime}, q^{\prime}\right) \ln f^{\prime}\left(p^{\prime}, q^{\prime}\right) d \omega^{\prime} \\
& \quad=\int f(-p, q) \ln f(-p, q) d \omega \\
& \quad=\int f\left(p^{\prime \prime}, q^{\prime \prime}\right) \ln f\left(p^{\prime \prime}, q^{\prime \prime}\right) d \omega^{\prime \prime}=H \tag{A2.08}
\end{align*}
$$

where $p_{k}{ }^{\prime \prime}=-p_{k}, q_{k}{ }^{\prime \prime}=q_{k}$.
From Eqs. (A2.07) and (A2.02), it follows that the sequence (A2.06) corresponds to a sequence of $H$-values which sa tisfy the inequalities
$\cdots \leqslant H^{\prime}{ }_{n+1} \leqslant H_{n}{ }^{\prime} \leqslant H^{\prime}{ }_{n-1} \leqslant \cdots \leqslant H_{2} \leqslant H_{1} \leqslant \cdots$.
We see thus that for each system which shows a steady decrease of $H$ we can construct a system for which $H$
is steadily increasing. This fact constitutes the socalled Umkehreinwand or reversibility paradox of Loschmidt's (76L, 77L).

We can easily see the difficulty by considering the simple model introduced at the end of Sec. A(1). By reversing the direction of time we get a steady departure from the equilibrium distribution as can be seen from Eq. (A1.17).

Another difficulty was pointed out by Zermelo (96Z) who used a theorem of Poincaré's (90P; see also 97B). Poincaré had shown that if a system enclosed in a finite volume passes through the sequence (A2.01) from $t_{1}$ to $t_{n+1}$, say, this sequence will be repeated as accurately as we wish it to be repeated after a finite time interval. ${ }^{22,23}$ More specifically, for any finite length element $\Delta s$ in $\Gamma$ space we can find a time interval $T$ such that the sequence at $t_{1}+T, t_{2}+T, \cdots, t_{n}+T, t_{n+1}+T$ will be given by the points

$$
\begin{equation*}
\cdots, P_{1}^{\prime \prime}, P_{2}^{\prime \prime}, \cdots, P_{n}^{\prime \prime}, P_{n+1}^{\prime \prime}, \cdots \tag{A2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|P_{i}-P_{i}^{\prime \prime}\right|<\Delta s \tag{A2.11}
\end{equation*}
$$

The time interval $T$ can be extremely long. For the case of $10^{18}$ atoms within $10^{-6} \mathrm{~m}^{3}$ moving with an average velocity of $5.10^{6} \mathrm{~m} \mathrm{sec}^{-1}$, Boltzmann ( 96 B , see also 43 C ) estimated that it would take more than $10^{10^{19}}$ years to reproduce the positions within 10A and the velocities within $10^{4} \mathrm{~m} \mathrm{sec}^{-1}$.

If $\Delta s$ is chosen sufficiently small, we have for the $H$-values corresponding to the sequence (A2.10)

$$
\begin{equation*}
H_{i}^{\prime \prime} \approx H_{i} \tag{A2.12}
\end{equation*}
$$

and hence we have the following sequence at $t_{1}, t_{2}, \cdots$, $t_{n}, \cdots, t_{1}+T, \cdots, t_{n}+T$ :

$$
\begin{equation*}
\cdots, H_{1}, H_{2}, \cdots, H_{n}, \cdots, H_{1}^{\prime \prime}, H_{2}^{\prime \prime}, \cdots, H_{n}{ }^{\prime \prime}, \cdots \tag{A2.13}
\end{equation*}
$$

Using Eqs. (A2.02) and (A2.12) we see that in going from $t_{n}$ to $t_{1}+T$ we have an increase in $H$. This paradox is the so-called Wiederkehreinwand or recurrence paradox.

In the next section we shall show how statistical considerations can clarify the situation. However, we wish to emphasize at this moment that in so far as the reversibility and recurrence paradoxes invalidate the $H$-theorem in its unrestricted form, that is, the statement that $H$ can never decrease, they show that the Stosszahlansatz cannot be true under all circumstances. We shall illustrate this by considering two simple cases.

The first example is drawn from the consideration of the simple model of the previous section. Consider an

[^10]arbitrary time interval $\Delta t$ during the evolution of the system and denote by $f(\theta, \varphi)$ the distribution function at the beginning of this time interval. Denote further once again by $N_{\omega, \omega^{\prime}} \Delta t d \omega d \omega^{\prime}$ the number of collisions leading during this time interval to the change of a velocity within the solid angle $d \omega$ to a velocity within the solid angle $d \omega^{\prime}$. Consider now the corresponding evolution with the time direction reversed and consider the corresponding time interval. The distribution function at the beginning of the time interval in this second case may be denoted by $f^{\prime}(\theta, \varphi)$. If $N^{\prime}{ }_{\omega^{\prime}, \omega} \Delta t d \omega d \omega^{\prime}$ is the number of collisions leading from $\omega^{\prime}$ to $\boldsymbol{\omega}$ within $\Delta t$ of the reversed evolution, we have
\[

$$
\begin{equation*}
N_{\omega^{\prime}, \omega}^{\prime}=N_{\omega, \omega^{\prime}} \tag{A2.14}
\end{equation*}
$$

\]

for any pair of directions $\omega$ and $\boldsymbol{\omega}^{\prime}$. From Eq. (A1.14) it then follows that, if the Stosszahlansatz were valid for both evolutions, we would have

$$
\begin{equation*}
f(\theta, \varphi)=f^{\prime}\left(\theta^{\prime}, \varphi^{\prime}\right) \tag{A2.15}
\end{equation*}
$$

independent of $\theta, \varphi, \theta^{\prime}$, and $\varphi^{\prime}$, or

$$
\begin{equation*}
f(\theta, \varphi)=\text { constant } \tag{A2.16}
\end{equation*}
$$

We see thus that the Stosszahlansatz cannot be valid for at least one of the two evolutions, unless we are dealing with the equilibrium situation.
The second example is the following one. ${ }^{24}$ Consider a stream of point particles moving all in the same direction, say, the $+x$-direction and being scattered by a system of hard spheres which are randomly distributed over a plane perpendicular to the $x$-axis. The result of the scattering will be that the point particles after their encounter with the plane of spheres will form a system of particles the velocities of which are isotropically distributed. Consider now the evolution of the system obtained from the previous system by reversing the direction of the velocities of all the particles. Clearly after a while all the particles will be moving in the $-x$-direction, that is, the system will proceed from a disordered condition to a highly ordered pattern. The reason for this can easily be seen when we consider the collisions of the particles of the second system with the spheres. Although the system seemed to be completely random, all collisions with the spheres occur on that half of the spheres which is turned to the $-x$-axis and clearly the collisions are not taking place in a random manner. For this second system we see thus that the Stosszahlansatz would certainly not be satisfied.

## (3) Statistical Aspects of the $H$-Theorem

We mentioned before that the nature of the situations studied by statistical mechanics is such that we are led to statistical considerations. The first man to use a truly statistical approach was Boltzmann (77B) and at that point kinetic theory changed into statistical

[^11]mechanics even though it was another twenty odd years before Gibbs coined the expression.

In his statistical considerations Boltzmann was concerned first of all with the answer to question (A1), especially for the case of an isolated system, and he suggested two possible definitions of an equilibrium situation.
(a) The equilibrium situation is that one which is the most probable one for a given energy.
(b) The equilibrium situation is the average situation in which the system will find itself during an infinite time interval.

Let us first in this section consider the approach via the most probable situation. In order to prove that the most probable situation corresponds to the equilibrium situation characterized in the case of a system of independent particles, such as Boltzmann was considering, by the Maxwell-Boltzmann distribution we proceed as follows.

Consider an isolated system of $N$ independent particles. Each particle will have a representative point $Q^{(k)}$ in $\mu$ space, where $k$ numbers the particles in the system $(k=1, \cdots, N)$. The phase of the whole system, and thus its representative point in $\Gamma$ space, is then determined by the $N$ points $Q^{(1)}, \cdots, Q^{(N)}$. We now divide $\mu$ space into very small but finite cells of equal volume $\omega$, which we number consecutively, $\omega_{1}, \omega_{2}, \cdots$, $\omega_{i}, \cdots$. This division is one of the fundamental steps in the argument. The size of $\omega$ is such that, on the one hand, the dimensions of a cell are small compared to the smallest macroscopically measurable dimensions, but, on the other hand, the number of representative points $Q^{(k)}$ contained in each of them is large. ${ }^{25}$

Let now $N_{i}$ be the number of representative points in the $i$ th cell. The situation $\mathbf{Z}^{26}$ is then completely described by giving the $N_{i}$. The description of the situation by the $N_{i}$ instead of by the actual position of the $Q^{(k)}$ corresponds to our experimental limitations, since the size of the cells has been chosen such that we cannot distinguish by experimental means between different points within one cell.

The relation between the representative point of the system in $\Gamma$ space and the situation $\mathbf{Z}$ described by the $N_{i}$ is as follows.
(a) To each point in $\Gamma$ space corresponds one situation $\mathbf{Z}$.
(b) For each $\mathbf{Z}$ there exists a volume in $\Gamma$ space such

[^12]that each point of this volume corresponds to the same Z. Such a region we shall call a Z-star, and its volume is given by the equation
\[

$$
\begin{equation*}
W(\mathbf{z})=\left[N!/ \Pi_{i} N_{i}!\right] \omega^{N} \tag{A3.01}
\end{equation*}
$$

\]

Equation (A3.01) can be derived if we remember that the collective of the numbers $N_{i}$ remains unchanged, and hence $\mathbf{Z}$ remains the same, under the following two operations. (a) Each of the $N$ points $Q^{(k)}$ sweeps through its own cell, resulting in the filling out of a volume $\Omega=\omega^{N}$ in $\Gamma$ space. (b) Any permutation of the $N$ points such that only points in different cells are permuted.

We now introduce a quantity $H(\mathbf{Z})$ by the equation

$$
\begin{equation*}
H(\mathbf{Z})=-\ln W(\mathbf{Z}) \tag{A3.02}
\end{equation*}
$$

Substituting expression (A3.01) for $W(\mathbf{Z})$ into (A3.02), using Stirling's formula for the factorial in the form

$$
\begin{equation*}
\ln x!=x \ln x-x \tag{A3.03}
\end{equation*}
$$

and neglecting additive constants, we get

$$
\begin{equation*}
H(\mathbf{Z})=\Sigma_{i} N_{i} \ln N_{i} . \tag{A3.04}
\end{equation*}
$$

Comparing Eqs. (A2.03) and (A3.04) we see that $H(\mathbf{Z})$ is the same as Boltzmann's $H$ with the proviso that instead of integrating we take a sum over the cells which we introduced in $\mu$ space.

It can easily be shown (e.g., ESM Sec. I.7) that, if we define the equilibrium distribution $N_{i}{ }^{e}$ as that distribution for which $W(\mathbf{Z})$ is maximum, it follows that in the case where the total energy $E$ and the total number of particles $N$ is fixed, corresponding to the restricting conditions

$$
\begin{align*}
& N=\Sigma N_{i},  \tag{A3.05}\\
& E=\Sigma N_{i} E_{i}, \tag{A3.06}
\end{align*}
$$

where $E_{i}$ is a representative energy for the $i$ th cell, the $N_{i}{ }^{e}$ obey the equation

$$
\begin{equation*}
N_{i}^{e}=\exp \left(\mu-\beta E_{i}\right) \tag{A3.07}
\end{equation*}
$$

which is the so-called Maxwell-Boltzmann distribution. In identifying the equilibrium distribution with the distribution for which $W(\mathbf{Z})$ is maximum, we have defined the probability for a situation as the corresponding volume in $\Gamma$ space.

In order to prove that the equilibrium distribution is the one for which $W(\mathbf{Z})$ is maximum, or $H(\mathbf{Z})$ minimum, we should like to introduce an $H$-theorem, that is, show that $d H / d t$ is always negative, unless $H=H_{\text {min }}$, or something of this kind. However, as soon as we start discussing the behavior of $H(\mathbf{Z})$ as a function of time, we realize that any function which depends on the coordinates and momenta of the particles in the system through the $N_{i}$ will be a discontinuous function, since whenever one of the representative points in $\mu$ space leaves one cell and enters another, the two $N_{i}$ concerned alter by unity. For the time dependence of $H(\mathbf{z})$, we
get thus a step function ${ }^{27}$ and its time derivative will only have three possible values, $-\infty, 0$, and $+\infty .{ }^{27 a}$

From the step function we now obtain the so-called $H$-curve by selecting a discrete set of points which are separated by constant time intervals. The length of the time interval $\tau$, say, is chosen in such a way that it is small compared to experimental time intervals, but sufficiently large so that during $\tau$ a large number of collisions occur. ${ }^{28}$

We can now use the properties of the $H$-curve to illustrate the following points. ${ }^{29}$ We shall use the simple model introduced in Sec. A(1) for this illustration. It can be shown $(54 \mathrm{G}, 55 \mathrm{G})$ that this model is only one of a larger class of models all showing the same behavior. ${ }^{30}$
I. It is possible to find a function $\Delta$ which, on the one hand, measures the departure from equilibrium and, on the other hand, is directly related to the entropy of the system, or $H .{ }^{31}$
II. If the history of a system is followed in time, the equilibrium distribution, for which $\Delta$ is equal to its minimum value, will be realized much more often than any other distribution. Furthermore, the chance of observing another distribution is so small that the equilibrium distribution is the same as the average distribution.
III. If the system is in a situation corresponding to $\Delta>\Delta_{\min }$, the development of the system will be such that $\Delta$ will most probably decrease.
IV. The previous statement will be true whether we read the $\Delta$ curve-which is obtained from the step function $\Delta(t)$ in the same way as the $H$-curve is obtained from $H(t)$-from $t=-\infty$ to $t=+\infty$, or from $t=+\infty$ to $t=-\infty$.
V. The $\Delta$ curve will practically always be in the neighborhood of $\Delta_{\min }$.
VI. The time between the reoccurrence of a $\Delta$ value different from $\Delta_{\min }$ increases steeply with increasing $\Delta$.
VII. If $\mathfrak{D}_{n}$ is the average of all $\Delta$ values at $t_{0}+n \tau$, starting from $\Delta_{0}$ at $t_{0},{ }^{32}$ the $\mathfrak{D}$-curve, that is, the sequence of values $\mathfrak{D}_{1}, \mathfrak{D}_{2}, \cdots, \mathfrak{D}_{n}, \cdots$ will decrease monotonically from $\Delta_{0}$ approaching $\Delta_{\min }$ asymptotically.
VIII. By far the most of the $\Delta$ curves will follow the

[^13]$\mathfrak{D}$-curve for an appreciable period, but practically none of them will follow the $\mathfrak{D}$-curve at all times.

We shall call the sequence of values $\Delta_{1}{ }^{\prime}, \Delta_{2}{ }^{\prime}, \cdots$, $\Delta_{n}{ }^{\prime}, \cdots$, which would follow from $\Delta_{0}$ by an application of the unrestricted $H$-theorem based on the Stosszahlansatz, the Stosszahl curve. ${ }^{33}$ We then have the following point.
IX. The Stosszahl curve and the $\mathfrak{D}$-curve are identical.

Let us now consider the Lorentz model. The function $\Delta$ mentioned in I will be defined by the equation

$$
\begin{equation*}
\Delta=\sum_{v=-m}^{+m}\left(f_{v}-f_{v}{ }^{e}\right)^{2}, \tag{A3.08}
\end{equation*}
$$

where the $f_{v}{ }^{e}$ are defined by Eq. (A3.11). In Eq. (A3.08) we have introduced the division of $\mu$ spacewhich in this case reduces to the unity sphere-into finite cells. Each cell is an element of solid angle of extension $\delta \omega$, where

$$
\begin{equation*}
\delta \omega=4 \pi /(2 m+1) \tag{A3.09}
\end{equation*}
$$

The $2 m+1$ expressions $f_{v}$ which are functions of time and which together determine the state of the system are defined in such a way that $f_{v}$ is the number of electrons moving in the direction specified by the $v$ th element of solid angle. Only $2 m$ of the $f_{v}$ are independent as they satisfy the relation

$$
\begin{equation*}
\sum_{v=-m}^{+m} f_{v}(t)=N \tag{A3.10}
\end{equation*}
$$

The equilibrium values $f_{v}{ }^{e}$ of the $f_{v}$ are all equal and given by the equation

$$
\begin{equation*}
f_{v}^{e}=N /(2 m+1) \tag{A3.11}
\end{equation*}
$$

As one can show that the $f_{v}$ are practically always in the neighborhood of $f_{v}{ }^{e}$ [compare Eq. (A3.16)] so that we can assume $f_{v}-f_{v}{ }^{e} \ll f_{v}{ }^{e}$ we have up to secondorder terms in $\left(f_{v}-f_{v}{ }^{e}\right) / f_{v}{ }^{e}$

$$
\begin{align*}
H=\Sigma_{v} f_{v} \ln f_{v}=\Sigma_{v} f_{v} e & \ln f_{v} e^{e}+\Delta / 2 N \\
& =H_{\mathrm{eq}}+\Delta / 2 N . \tag{A3.12}
\end{align*}
$$

From Eqs. (A3.08) and (A3.12) we see first of all that it makes no difference whether we use $H$ or $\Delta$ to describe the departure from equilibrium, and secondly that $\Delta$ is a non-negative function of the $f_{v}$ which is only zero when all the $f_{v}$ are equal to their equilibrium values.
As far as point II is concerned, we can first of all calculate the relative occurrence of a state of the system corresponding to a nonequilibrium value of $\Delta$. We find in this way for the normalized probability $w(\Delta) d \Delta$ that $\Delta$ has a value in the interval $(\Delta, \Delta+d \Delta)$ the expression ${ }^{34}$
$w(\Delta) d \Delta=[(2 m+1) / 2 N]^{m}\left[\Delta^{m-1} /(m-1)!\right]$
$\times \exp \{-(2 m+1) \Delta / 2 N\} d \Delta$.

[^14]The function $w(\Delta)$ takes the place of the $W(\mathbf{Z})$ of the beginning of the section and we see that, indeed, w( $\Delta$ ) reaches its maximum value for $\Delta=0$, that is, for the equilibrium situation.

We now make the assumption that the time $t(\mathbf{Z})$ spent in a situation described by $\mathbf{Z}$ will be proportional to $W(\mathbf{Z}) .^{35}$ In that case the time average $\bar{G}$ of a phase function $G$ will be given by the equation

$$
\begin{equation*}
\bar{G}=\left[\Sigma_{\mathbf{z}} G(\mathbf{Z}) W(\mathbf{z})\right] /\left[\Sigma_{\mathbf{z}} W(\mathbf{z})\right] . \tag{A3.14}
\end{equation*}
$$

The assumption which we have just made about the proportionality of $t(\mathbf{Z})$ and $W(\mathbf{Z})$ is necessary in order to continue the argument. It is also an assumption which is closely related to assumptions made in such theories as those which discuss the outcome of lotteries. In the latter case since each draw is supposedly independent of all the preceding ones, the proportionality of the probability for a certain result to the number of times such a result occurs in an infinite series of draws is fundamental and, indeed, used to define the probability. However, when one is dealing with processes which are in fact determined by the preceding history, the proportionality of time spent in a situation and the probability for this situation must be assumed. Moreover, it cannot be used to define the probability since the processes considered are not even Markovian. The difficulty lies in the fact that $t(\mathbf{Z})$ is concerned with the long-time behavior of a system, but as the orbit is completely determined once one point of it is known in $\Gamma$ space, the longer we follow the orbit the more data we obtain from which to determine completely the orbit and hence we are no longer dealing with purely statistical situations. We may refer in this connection to the discussion given by Tolman (p. 148 of 38 T ; see also 50B). Our assumption is thus closely connected with the Markovization of the processes giving the development of a system (compare $49 \mathrm{~S}, 54 \mathrm{G}, 55 \mathrm{G}$, 55 H 2 ).

We must also draw attention to the fact that the proportionality of $t(\mathbf{Z})$ and $W(\mathbf{Z})$ is not proved by the ergodic or quasi-ergodic theorem-as one might have hoped-since this theorem only proves the proportionality of $t(\mathbf{Z})$ and $W_{E}(\mathbf{Z})$, but not the proportionality of $W_{E}(\mathbf{Z})$ and $W(\mathbf{Z})$. It remains thus one of the basic assumptions in the approach to the $H$-theorem in the form in which we discuss it at the moment and, moreover, one which seems to be no nearer to a proof notwithstanding the vast amount of work done either on simplified models or on the argodic theorem.

To continue our discussion ff points II to IX, we shall confine ourselves mainly to those phase functions

[^15]which depend on the $p$ 's and $q$ 's only through $\Delta$. For such functions Eq. (A3.14) can be written in the form
\[

$$
\begin{equation*}
\bar{G}=\int w(\Delta) G(\Delta) d \Delta \tag{A3.15}
\end{equation*}
$$

\]

since $w(\Delta)$ is normalized. We can, for instance, calculate the average value of $\Delta$ and the dispersion around this average value, and we find

$$
\begin{equation*}
\Delta_{\mathrm{Av}}=N, \quad\left\langle\left(\Delta-\Delta_{\mathrm{Av}}\right)^{2}\right\rangle_{\mathrm{Av}}=N^{2} / m . \tag{A3.16}
\end{equation*}
$$

In order to discuss the variation of $\Delta$ with time, we introduce the time interval $\tau$ and calculate the probability $w\left(\Delta, \Delta^{\prime}\right)$ that $\Delta$ changes its value from $\Delta$ to $\Delta^{\prime}$ during this time interval $\tau$. Once these transition probabilities are obtained, we find the average value of $\Delta^{\prime}$ after $\tau$ when at the beginning of the interval the value was $\Delta$ from the equation

$$
\begin{equation*}
\Delta_{A v}^{\prime}=\int w\left(\Delta, \Delta^{\prime}\right) \Delta^{\prime} d \Delta^{\prime} \tag{A3.17}
\end{equation*}
$$

provided $w\left(\Delta, \Delta^{\prime}\right)$ is normalized with respect to $\Delta^{\prime}$, and for the average rate of change of $\Delta$ [and thus of $H$; compare Eq. (A3.12)] we have

$$
\begin{equation*}
(d \Delta / d t)_{\mathrm{Av}}=\left(\Delta_{\mathrm{Av}}^{\prime}-\Delta\right) / \tau . \tag{A3.18}
\end{equation*}
$$

In the special case of the Lorentz model, we find for $w\left(\Delta, \Delta^{\prime}\right)$ the expression (see Appendix I)

$$
\begin{align*}
& w\left(\Delta, \Delta^{\prime}\right)=(16 \pi N A \Delta)^{-\frac{1}{2}} \\
& \quad \times \exp \left\{-\left[\Delta^{\prime}-\Delta+A \Delta(2 m+1)\right]^{2} / 16 N A \Delta\right\} \tag{A3.19}
\end{align*}
$$

where $A$ is given by the equation

$$
\begin{equation*}
A=2 \alpha \tau \tag{A3.20}
\end{equation*}
$$

with $\alpha$ given by Eq. (A1.16). From Eqs. (A3.17) to (A3.19) we now get

$$
\begin{align*}
\Delta_{\mathrm{AV}}^{\prime} & =(1-A) \Delta,  \tag{A3.21}\\
(d \Delta / d t)_{\mathrm{Av}} & =-A \Delta / \tau \tag{Å3.22}
\end{align*}
$$

Point III follows immediately from Eq. (A3.22). We see here the same exponential approach to equilibrium as was found in Sec. A(1) (Eq. (A1.17)). We shall see presently the close connection which exists between Eqs. (A1.15) and (A3.22).

In order to prove point IV, we must calculate the average value $\Delta^{\prime \prime}{ }_{\text {start }}$ of $\Delta$ which after a time interval $\tau$ leads to a value $\Delta$. This quantity is given by the equation

$$
\begin{align*}
\Delta_{\mathrm{start}}^{\prime \prime}= & {\left[\int \Delta^{\prime \prime} w\left(\Delta^{\prime \prime}\right) w\left(\Delta^{\prime \prime}, \Delta\right) d \Delta^{\prime \prime}\right] / } \\
& {\left[\int w\left(\Delta^{\prime \prime}\right) w\left(\Delta^{\prime \prime}, \Delta\right) d \Delta^{\prime \prime}\right] } \tag{A3.23}
\end{align*}
$$

where the denominator arises from the fact that it is not equal to unity $\left[w\left(\Delta^{\prime \prime}\right) w\left(\Delta^{\prime \prime}, \Delta\right)\right.$ is only normalized
if integrated over both $\Delta$ and $\left.\Delta^{\prime \prime}\right]$. From Eqs. (A3.23), (A3.13), and (A3.19), we find

$$
\begin{equation*}
\Delta^{\prime \prime}{ }_{\text {start }}=(1-A) \Delta, \tag{A3.24}
\end{equation*}
$$

and point IV has been proven. ${ }^{36}$
Point V follows from the expression we found for $w(\Delta)$ and the assumption that the chance of finding a value of during a sequence is proportional to $w(\Delta)$. In order to see point VI, we use a formula of Chandrasekhar's (43C) for the recurrence time $\Theta(\Delta)$ of a state characterized by $\Delta,{ }^{37}$

$$
\begin{equation*}
\Theta(\Delta)=\tau[1-w(\Delta)] /[w(\Delta)-w(\Delta) w(\Delta, \Delta)] \tag{A3.25}
\end{equation*}
$$

or

$$
\begin{equation*}
\Theta(\Delta) \cong \tau / w(\Delta) \tag{A3.26}
\end{equation*}
$$

from which point VI follows [see Eq. (A3.13)].
In order to calculate $\mathfrak{D}_{n}$, that is, the average of all $\Delta$ values at $t_{0}+n \tau$, starting from $\Delta_{0}$ at $t_{0}$, we must compute first of all the normalized probability $w\left(\Delta_{n} ; \Delta_{0}, \Delta_{1}, \Delta_{2}, \cdots, \Delta_{n-1}\right)$ for a sequence of values $\Delta_{0}$ at $t_{0}, \Delta_{1}$ at $t_{0}+\tau, \Delta_{2}$ at $t_{0}+2 \tau, \cdots, \Delta_{n-1}$ at $t_{0}+(n-1) \tau$, and $\Delta_{n}$ at $t_{0}+n \tau$. This quantity is given by the equation (compare 55 G$)^{38}$

$$
\begin{align*}
& w\left(\Delta_{n} ; \Delta_{0}, \Delta_{1}, \Delta_{2}, \cdots, \Delta_{n-1}\right) \\
& \quad=w\left(\Delta_{0}, \Delta_{1}\right) w\left(\Delta_{1}, \Delta_{2}\right) \cdots w\left(\Delta_{n-1}, \Delta_{n}\right) . \tag{A3.27}
\end{align*}
$$

For $\mathfrak{D}_{n}$ we now get

$$
\begin{align*}
& \mathfrak{D}_{n}=\int \Delta_{n} w\left(\Delta_{n} ; \Delta_{0}, \Delta_{1}, \Delta_{2}, \cdots, \Delta_{n-1}\right) \\
& \times d \Delta_{1} d \Delta_{2} \cdots d \Delta_{n} \tag{A3.28}
\end{align*}
$$

from which follows that

$$
\begin{equation*}
\mathfrak{D}_{n}=(1-A)^{n} \Delta_{0} \tag{A3.29}
\end{equation*}
$$

and putting $t=n \tau$ we get

$$
\begin{equation*}
\mathfrak{D}_{n} \cong \Delta_{0} e^{-A t / \tau}=\Delta_{0} e^{-2 \alpha t} \tag{A3.30}
\end{equation*}
$$

Point VII follows immediately from Eqs. (A3.29) or (A3.30).

We can also calculate the dispersion $\sigma_{n}$ of $\Delta_{n}$ for which we have the equation

$$
\begin{align*}
& \sigma_{n}=\int\left(\mathfrak{D}_{n}-\Delta_{n}\right)^{2} w\left(\Delta_{n} ; \Delta_{0}, \Delta_{1}, \cdots, \Delta_{n-1}\right) \\
& \times d \Delta_{1} \cdots d \Delta_{n} \tag{A3.31}
\end{align*}
$$

or

$$
\begin{equation*}
\sigma_{n}=0 \tag{A3.32}
\end{equation*}
$$

From Eq. (A3.32) and the fact that nonequilibrium

[^16]values of $\Delta$ recur with a frequency given by $\Theta(\Delta)^{-1}$, point VIII follows.

Let us now consider finally the Stosszahl curve. We note that from Eq. (A3.08) it follows that

$$
\begin{equation*}
d \Delta / d t=\Sigma_{v} 2\left(f_{v}-f_{v} e\right)\left(d f_{v} / d t\right) \tag{A3.33}
\end{equation*}
$$

Provided the Stosszahlansatz is valid, the rate of change of $f_{v}$ with time is given by the equation [compare Eq. (A1.15) ; the proof of Eq. (A3.34) is given in Appendix I]

$$
\begin{equation*}
d f_{v} / d t=[A / \tau]\left[f_{v} e-f_{v}\right] . \tag{A3.34}
\end{equation*}
$$

Combining Eqs. (A3.33) and (A3.34), we get for the Stosszahl curve the differential equation

$$
\begin{equation*}
d \Delta / d t=-A \Delta / \tau \tag{A3.35}
\end{equation*}
$$

and we see from comparing Eqs. (A3.30) and (A3.35) that point IX is also proved for the model considered.
Let us now summarize the situation as regards the present position of the $H$-theorem in classical statistics. We notice, first of all that, although the situation has improved by the study of simplified models since the Ehrenfests (11E2) considered this problem in great detail, much remains to be done. As far as the approach to equilibrium and the fluctuations around the equilibrium situation are concerned, the study of simplified models has shown that the situation is much as one would have expected (points II to VI)-provided we may treat the process as a true Markov process. We have discussed the behavior of the system mainly from the point of view of the fluctuations, but we could have done the same for the return to equilibrium. Siegert (49S) has, for instance, shown that starting from any $\Delta$ at $t=t_{0}$, the probability for finding a value of $\Delta$ at $t=\infty$ will always be given by $w(\Delta)$. We have tacitly assumed that we are always dealing with a situation which has essentially forgotten its initial state. This may be done provided the relaxation time of the system is sufficiently short. The relaxation time $t_{\mathrm{rel}}$ is essentially given by $\tau / A$ which, if we assume $n=10^{30} \mathrm{~m}^{-3}$, $c=10^{4} \mathrm{~m} \mathrm{sec}^{-1}, \sigma=10^{-20} \mathrm{~m}^{2}, m=10^{6}$, leads to $t_{\text {rel }} \sim 10^{-8}$ sec (compare ESM p. 390). This fast relaxation accompanied by long recurrence times for appreciable deviations from equilibrium ${ }^{39}$ are the reasons why there are very few exceptions to the second law of thermodynamics, or, to put it slightly differently, why fluctuations very seldom play an important role in the behavior of macroscopic physical systems. As Smoluchowski (12S) puts it, a system will appear to behave irreversibly if its initial state is characterized by an average time of recurrence which is long compared to the period available to the experimenter. In this connection, we also see confirmed Tolman's suggestion ( $38 \mathrm{~T}, \mathrm{p} .179$ ) that the relaxation time would be very short compared to the period of the Poincaré cycle (Sec. A(2)), provided the size of the elementary cells

[^17]were not too large. Since $A$ is inversely proportional to $2 m+1$, the number of the cells, we see indeed that $t_{\text {rel }}$ increases with $m$, and we saw a moment ago that $t_{\text {rel }}$ took on a reasonable value for a reasonable value of $m$.

The main problem still remaining is the justification of the Markovization (point VII of the Ehrenfests (11E2), or point IX of ESM). This seems an extremely difficult problem to tackle, but it might be possible, certainly with the powerful calculating machines available these days, to calculate the $H$-curve of a given system for a variety of initial conditions using the exact equations of motion.

In conclusion we wish to point out that even though to some extent the ergodic, or better, the quasi-ergodic theorem has solved the question of the equivalence of time averages and ensemble averages, because of the incompleteness and inexactness of available experimental data we can only define a situation up to a limited accuracy. Even if we are dealing with an isolated system so that its representative point will stay on an energy surface, we do not know on which energy surface, and the only truly representative ensemble will be one which consists of all the systems whose representative points at $t_{0}$ fill up a Z-star. Hence, the discussion of the $H$-theorem still remains germane to the problem we are discussing.

## B. THE CLASSICAL ERGODIC THEOREM

## (1) The Ergodic and Quasi-Ergodic Theorem

We mentioned in the Introduction that many authors prefer the approach via the ergodic theorem to the one using the $H$-theorem. At the end of Sec. A(3) we mentioned our reasons against this point of view and we shall return to this discussion in Part C. However, the ergodic theorem has played such an important role in the development of the subject of statistical mechanics that the omission of a discussion of this problem in an article such as the present one would be unforgivable.

We mentioned at the beginning of Sec. A(3) that Boltzmann considered two different definitions of an equilibrium situation, namely, as the most probable situation or as the average situation. We considered the first possibility and we shall now consider the second one. Boltzmann (71B1, 71B2; see also 68B) and Maxwell (79M) thought that one could prove in a more or less straightforward manner the theorem: The average behavior of a system of independent particles will correspond to the Maxwell-Boltzmann distribution. The average is taken in the sense of a time average over an infinite period.
The reason for believing in this theorem was that Boltzmann expected the existence of so-called ergodic systems. An ergodic system is one such that the orbit of its representative point in $\Gamma$ space will go through every point of its energy surface. Once the existence of ergodic system is accepted one can easily see the advantage of considering time averages. First of all it
has to be borne in mind that one always measures time averages in any physical experiment. Moreover, as relaxation times are usually small as compared to the period over which an experimentally determined quantity is measured, it does not matter whether we take• the averages over a finite interval or over an infinite period. Secondly, if one could prove that actual physical systems were ergodic the following equalities would hold for any phase function $\varphi(p, q)$ :

$$
\begin{equation*}
\langle\varphi\rangle_{\mathrm{Av}}=\overline{\langle\varphi\rangle_{\mathrm{Av}}}=\langle\bar{\varphi}\rangle_{\mathrm{Av}}=\bar{\varphi}, \tag{B1.01}
\end{equation*}
$$

where the bar (-) indicates a time average and $\left\rangle_{\mathrm{Av}}\right.$ an average taken over a microcononical ensemble. The second and third terms in Eq. (B1.01) indicate the time average of the ensemble average and the ensemble average of the time average, respectively. We shall presently indicate a proof of Eq. (B1.01), but at the moment only remark that from these equations it follows that one can calculate instead of time averages ensemble averages and, since those can be calculated much more easily, we have a clear gain.

The time average of $\bar{\varphi}$ of a phase function is defined by the equation

$$
\begin{equation*}
\bar{\varphi}=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{t-T}^{t+T} \varphi(p, q) d t \tag{B1.02}
\end{equation*}
$$

where $p$ 's and $q$ 's are the values at the time $t$ of the coordinates of the representation point of the system is $\Gamma$ space. In order to see whether or not the average behavior of one system corresponds to a MaxwellBoltzmann distribution, one selects a set of phase functions which together determine the distribution and compares their time averages with the values to be expected for a Maxwell-Boltzmann distribution.

The ensemble average $\langle\varphi\rangle_{\mathrm{Av}}$ is taken over a microcanonical ensemble. This average is given by the equation

$$
\begin{equation*}
\langle\varphi\rangle_{\mathrm{Av}}=\left[\int \varphi(p, q) \sigma(p, q) d \delta\right] /\left[\int \sigma(p, q) d \delta\right] \tag{B1.03}
\end{equation*}
$$

where the two integrations extend over the whole of the energy surface $\mathcal{S}$, and where $\sigma(p, q)$ is the surface density on $S$ corresponding to a microcanonical ensemble. This surface density is given by the equation ${ }^{40}$

$$
\begin{equation*}
\sigma(p, q)=\left\{\sum_{k=1}^{S}\left[\left(\frac{\partial \mathcal{C}}{\partial p_{k}}\right)^{2}+\left(\frac{\partial \mathcal{F}}{\partial q_{k}}\right)^{2}\right]\right\}^{-\frac{1}{2}}, \tag{B1.04}
\end{equation*}
$$

where $S$ is the number of degrees of freedom of the system, and thus the number of dimensions of $\Gamma$ space, and $\mathscr{H}$ is the Hamiltonian of the system.

From Liouville's theorem (ESM p. 102) it follows

[^18](see, e.g., ESM p. 355) that the only stationary ensembles on an energy surface are those for which the surface density along an orbit satisfies Eq. (B1.04).

We can now proceed to the discussion of Eqs. (B1.01). -The first equality follows immediately from the fact that a microcanonical ensemble is a stationary ensemble. The second equality is due to the interchangeability of averages. There remains the last equality which holds for ergodic system, since $\bar{\varphi}$ is the same for all systems in the ensemble. This can be seen as follows. Since for an ergodic system the orbit of the representative point passes through every point of $\mathcal{S}$, and since it follows from the canonical equations of motion (A2.05) that in each point the direction of the orbit is uniquely determined, therefore there is only one orbit on $\mathcal{S}$. The only difference for different systems in the ensemble lies in the exact moment at which a point of the orbit is passed. ${ }^{41}$ As all systems follow the same orbit, it follows from Eq. (B1.02) that $\bar{\varphi}$ is the same for all systems and the last equality of Eq. (B1.01) follows.

For an ergodic system one can even go one step further and prove that the following equation holds (71B) :

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{d t}{T}=\frac{\sigma d \delta}{\int \sigma d s} \tag{B1.05}
\end{equation*}
$$

where $d t$ is the time spent by the representative point within a surface element $d S$ of $S$ during the period $T$. From Eq. (B1.05) we can, in principle, calculate the frequency of the occurrence of nonequilibrium situations.

The problem is now reduced to a proof of the ergodicity of mechanical systems. However, one can easily see that it is unlikely that any system is ergodic (38T, p. 67). We remind ourselves that the system of Eqs. (A2.05) possesses $2 S$ integrals of motion. One of these is the energy and one fixes the time along the orbit. By choosing a point $P$ on the energy surface, we fix the values of the $2 S-2$ other constants of motion. Choosing different values for these constants, but the same value for the energy, we find another point $Q$ on the same energy surface, but there is no orbit connecting $P$ with $Q$. In order to complete the proof one should, however, show that the $2 S-2$ constants of motion are not constant almost everywhere on the energy surface-which seems unlikely.

We enter the realm of measure theory ${ }^{42}$ with the expression "almost everywhere," and it is by using this theory that one can prove the nonexistence of ergodic systems (13R, 13P; see also 52R). The crux of this proof is that the points of an orbit form a set of measure

[^19]zero on the energy surface, the measure of which is not zero. ${ }^{43}$ We can see this as follows (52R). Consider a point $P$ of the orbit of the representative point and consider a small region $\mathbb{Q}$ of finite measure around $P$. As the orbit can clearly not stay indefinitely in $Q$, if it is to cover $S$ completely, the only part of the orbit in $\mathbb{Q}$ will be a collection of separate segments, ${ }^{44}$ corresponding to a succession of finite intervals of time. As the set of such time intervals is enumerable, the segments of the orbit inside $a$ will also be enumerable and thus have measure zero.

Although the impossibility of ergodic systems was only proved by Rosenthal and Plancherel in 1913, the Ehrenfests (11E2, especially footnote 89a; see also $91 \mathrm{~K}, \mathrm{p} .484)$ were apparently well aware of the improbability of ergodic systems and of the fact that the points of an orbit and all the points of an energy surface have different measures. In order to avoid this difficulty it was suggested that mechanical systems might be quasi ergodic. The representative point of a quasiergodic system ${ }^{45}$ will come arbitrarily near every point of the energy surface without, however, passing through each point.

The introduction of the possibility of quasi-ergodic systems did not, however, solve the problem how to prove Eq. (B1.01), although Rosenthal (14R2; see, however, reference 14) gave a not completely rigorous proof of Eq. (B1.05) based on the quasi ergodicity of mechanical systems and also proved the equivalence of time and ensemble averages. Fermi (23F1) proved that a certain class of systems, the so called Kanonische Normalsysteme, ${ }^{46}$ were quasi ergodic. A sketch of his proof is given in Appendix II.

In order to advance it was necessary to find an independent proof of the equivalence of time and ensemble averages and that is the purpose of more modern developments of the ergodic theorem which are discussed in the next section. The term ergodic theorem is nowadays used to indicate a proof of the equivalence of time and ensemble averages, and the term quasi-ergodic theorem would probably have been more relevant from a historical point of view.

## (2) Recent Developments ${ }^{47}$

Modern ergodic theory started with the paper by Birkhoff (31B2) who considered the following time

[^20]averages:
\[

$$
\begin{equation*}
\bar{f}\left(P ; t_{0}, T\right)=\frac{1}{T} \int_{t_{0}}^{t_{0}+T} f\left(P_{t}\right) d t \tag{B2.01}
\end{equation*}
$$

\]

where $P_{t}$ is the point passed at $t$ of an orbit which passed through $P$ at $t_{0}$. He showed, first of all, that for practically all points $P$ of the energy surface $\mathcal{S}$ the limit of $\bar{f}\left(P ; t_{0}, T\right)$ exists for $T \rightarrow \infty$. Moreover, Birkhoff showed that $\bar{f}\left(P ; t_{0}, T\right)$ in the limit of $T \rightarrow \infty$ is independent of $t_{0}$ for practically all points $P$. The proof of this property of time averages on an energy surface is given in Appendix III. "Practically all" is understood here, as surmized by Birkhoff in 1922 (22B; see also 26S2), in the sense that the exceptional orbits would form a set of measure zero on $S$.

Secondly, Birkhoff showed that $\bar{f}(P ; \infty)$, i.e., the time average taken over an infinite period, is constant almost everywhere on $S$, provided the group of transformations $P \rightarrow P_{t}$ is metrically transitive, or in other words, provided $\delta$ is metrically indecomposable. ${ }^{47 a}$ The constancy of $\bar{f}(P ; \infty)$ follows from the fact that, if it were not fulfilled, one could find a value $F$ of $\bar{f}(P ; \infty)$ such that the conditions $\bar{f}(P ; \infty)<F$ and $\bar{f}(P ; \infty) \geqslant F$ would define two sets of positive measure on $\mathcal{S}$ which would both be invariant against the transformations $P \rightarrow P_{t}{ }^{48}$

Birkhoff went even further and proved the equivalent of Eq. (B1.05), namely, that for practically all points $P$ on $S$

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{d t(P ; \mathfrak{F})}{T}=\frac{\mathfrak{M} \mathscr{T}}{\mathfrak{M s}}, \tag{B2.02}
\end{equation*}
$$

where $d t(P ; \mathfrak{T})$ is the fraction of time a representative point of the orbit going through $P$ spends in the region $\mathfrak{N}$ during a period $T$. Once again Eq. (B2.02) is only true provided the group of transformations $P \rightarrow P_{t}$ is metrically transitive. ${ }^{49}$

Birkhoff's proof is slightly stronger than the one given by von Neumann (32N1, 32N2) who showed that the convergence of $\bar{f}\left(P ; t_{0}, T\right)$ was true in the mean, while Birkhoff showed that it was true for practically all $P$.

[^21]The problem of the ergodic theorem is now reduced to the problem of proving that in general energy surfaces are metrically indecomposable. In 1941 Oxtoby and Ulam (41O) proved this for a quite general class of surfaces, which were polyhedra of dimension three or more. They thus showed, in their own words, "that the ergodic hypothesis in its modern form of metrical transitivity is at least free from any objection on topological grounds." According to Gamow (49K1, p. 54; the italics are Gamow's) this implied "that in a certain sense almost every continuous transformation is metrically transitive." Gamow unfortunately does not give a justification for his statement. However, the energy surfaces considered by Oxtoby and Ulam are not quite physical systems, and it has often been felt therefore that, although Birkhoff's ergodic theorem had brought the problem a great deal nearer solution, one was still faced with a hypothesis. As Birkhoff and Koopman (32B) put it: "The quasi-ergodic hypothesis has been replaced by its modern version: the hypothesis of metrical transitivity." However, it has apparently been overlooked that the metrical indecomposability of the energy surface had been proven for a certain class of physical systems of which some are known to exist. In order to see this, we first observe that, for any system which is quasi ergodic, the energy surface is metrically indecomposable; thus justifying the conjecture of the Ehrenfests that, for quasi-ergodic systems, Eq. (B1.05) would hold. Indeed, quasi ergodicity implies that every orbit on the energy surface will pass through any region $\mathbb{Q}$ of positive measure. Since an orbit is produced by the collective of the transformations $P \rightarrow P_{t}$ with $t$ ranging from $-\infty$ to $+\infty$, it follows that the condition of metrical indecomposability is satisfied for the energy surface of any quasi-ergodic system. Secondly we remember that Fermi (23F1) proved the quasi ergodicity of Kanonische Normalsysteme and that Poincaré (92P) has shown that in the reduced threebody problem one is dealing with such a system. ${ }^{50}$ Of course, in this case the number of degrees of freedom is very small and it would be of interest to show that other physical systems also belong to the same class. Kanonische Normalsysteme are characterized by the following properties. After eliminating the uniform integrals of motion such as the components of the total momentum, it is possible to introduce sets of canonically conjugate variables $x_{i}$ and $y_{i}$, such that (i) the energy $E$ is independent of the time; (ii) there exists in the system a parameter $\alpha$, such that the Hamiltonian $\mathcal{H}$ can be expressed as a power series in $\alpha$,

$$
\begin{equation*}
\mathfrak{H}=\mathfrak{H}_{0}+\alpha \mathfrak{H}_{1}+\alpha^{2} \mathscr{H}_{2}+\cdots ; \tag{B2.03}
\end{equation*}
$$

(iii) the first term $\mathscr{H}_{0}$ in Eq. (B2.03) does not depend on the $x_{i}$, but the other terms may depend on both the

[^22]$x_{i}$ and the $y_{i}$; (iv) all the $\mathscr{C}_{j}$ are periodic with a common period in the $x_{i}$.

Before we discuss briefly Hopf's ergodic theorem, we want to draw attention to two points. The first one is that Einstein and other writers ( $02 \mathrm{E}, 03 \mathrm{E}, 06 \mathrm{P}, 11 \mathrm{~K} 2$ ) explicitly state that they believe all physical systems to belong to the class of Kanonische Normalsysteme. Secondly, we want to point out that, in the case of a system satisfying the condition of metrical indecomposability of its energy surface, the various integrals of motion are nearly ${ }^{51}$ constant over the whole of the energy surface and that thus Boltzmann's and Maxwell's assumption of ergodicity, which involved as we saw exactly constant integrals of motion almost everywhere on the energy surface, was not as far removed from actual fact as one might think.

The ergodic theorem of Birkhoff's is restricted to the discussion of orbits on one energy surface. However, as we have emphasized before, it is more in accordance with the physical reality to consider a set of energy surfaces corresponding to energies within a finite interval, say,

$$
\begin{equation*}
E_{0}-\delta<E<E_{0}+\delta, \tag{B2.04}
\end{equation*}
$$

(compare ESM p. 99) where $\delta \ll E_{0}$ in order that we can still speak of a system with a (more or less) well-defined energy. For such an energy shell Hopf ( $37 \mathrm{H} ; 52$ see also $30 \mathrm{H} 2,32 \mathrm{H} 1,32 \mathrm{H} 2,32 \mathrm{H} 3,32 \mathrm{H} 4,34 \mathrm{H}, 52 \mathrm{R}$ ) has given a slightly modified ergodic theorem which again proves the equality of time and ensemble averages. The necessary condition for the validity of Hopf's ergodic theorem is that not only each energy surface in the shell is metrically indecomposable, but that also almost every energy surface of each product space, which is obtained by introducing a phase space the coordinates of which consist of a pair of sets of coordinates of $\Gamma$ space, ${ }^{53}$ is metrically indecomposable. If this condition is satisfied, any distribution in the energy shell will ultimately become a more or less uniform one (compare the discussion in Sec. C). Hopf's ergodic theorem does not introduce any new essential feature. The main importance lies probably-apart from its mathematical in-terest-in the fact that the quantum-mechanical counterpart of the ergodic theorem is more closely related to Hopf's than to Birkhoff's theorem, as we shall see in Part E.

## C. THE $H$-THEOREM IN CLASSICAL ENSEMBLE THEORY

## (1) Fine-Grained and Coarse-Grained Densities

Up to now we have been considering only the behavior of isolated systems. As we have already men-

[^23]tioned a few times, this approach does not do justice, in our opinion, to truly statistical considerations. It is rather the approach appropriate to the kinetic theory of gases, and it is, therefore, not surprising that both the original form of the $H$-theorem-which we discussed in Part A-and the classical ergodic theorem (Part B) found their origin in Boltzmann's work which found its culmination in his Gastheorie (96B, 98B). When Gibbs developed his statistical mechanics and introduced the ensemble theory, a new element entered the discussion. Gibbs tried to show (02G, especially Chapter XII; see also 07 L ) that an ensemble of systems would evolve in such a way that it would approach to a micro- or a macrocanonical ensemble. ${ }^{54}$ In order to do this one must introduce a slightly different $H$-theorem and this will be discussed in the present section. We shall base our discussion on grand ensembles, partly because one can easily adopt the discussion to the case of petit ensembles, and partly because it is, in our opinion, the logical consequence of statistical considerations to consider these ensembles, first introduced by Gibbs in the last chapter of his monograph (02G, Chapter XV). Once the importance of the idea of representative ensembles is accepted, one is led automatically to grand ensembles as we shall see in the next section (see also ESM p. 235 and 55H1).
To simplify our discussions we shall consider only systems containing one kind of particles. We shall denote by $\nu$ the number of particles in a system. A system containing $\nu$ particles each with $s$ degrees of freedom can be described by $\nu s$ generalized coordinates $(q)$ and $\nu s$ generalized momenta ( $p$ ). Its phase space, or $\Gamma$ space, has thus $2 s \nu$ dimensions. If we consider a grand ensemble, we are dealing with systems of a varying number of degrees of freedom. Let $D(\nu ; p, q) d \Omega_{\nu}$ denote the number of systems in the ensemble with $\nu$ particles and with a representative point (the point in its phase space with coordinates equal to the values of the generalized coordinates and momenta is called the representative point) within the volume $d \Omega_{\nu}$ of its phase space. Here we have
\[

$$
\begin{equation*}
d \Omega_{\nu}=\prod_{k=1}^{s \nu} d p_{k} d q_{k} . \tag{C1.01}
\end{equation*}
$$

\]

We have indicated the dependence of $D$ on the $q_{k}$ and $p_{k}$ by $p, q$. Let $N_{\text {ens }}$ be the number of systems in the ensemble, so that we have

$$
\begin{equation*}
N_{\mathrm{ens}}=\sum_{\nu=1}^{\infty} \int D(\nu ; p, q) d \Omega_{\nu} \tag{C1.02}
\end{equation*}
$$

where the integration extends each time over the whole of phase space. We now introduce the density of the

[^24]ensemble, ${ }^{55} \rho(\nu ; p, q)$ by the equation
\[

$$
\begin{equation*}
\rho=D / N_{\mathrm{ens}}, \tag{C1.03}
\end{equation*}
$$

\]

and from Eqs. (C1.02) and (C1.03) it follows that $\rho$ satisfies the normalization condition

$$
\begin{equation*}
\sum_{\nu} \int \rho(\nu ; p, q) d \Omega_{\nu}=1 \tag{C1.04}
\end{equation*}
$$

The index of probability $\eta$ is given by the equation

$$
\begin{equation*}
\eta=\ln \rho \tag{C1.05}
\end{equation*}
$$

The average value $\langle G\rangle$ of any phase function $G(\nu ; p, q)$ is given by the equation

$$
\begin{equation*}
\langle G\rangle=\sum_{v} \int \rho G d \Omega_{v} . \tag{C1.06}
\end{equation*}
$$

Up to this point we have not yet taken into account the implications of the fact that in a system containing only one kind of particles we are dealing with $\nu$ identical entities, and that we must make up our minds whether or not to consider situations which differ only in the permutation of some of the particles as being different. If we consider them to be different, we are dealing with specific phases, but if we consider them to be the same, we are dealing with generic phases. As is easily seen each generic phase contains $\nu$ ! specific phases. Although, even before the introduction of quantum mechanics, there were strong reasons to prefer the generic phases to the specific phases (see, e.g., 02G, or ESM p. 142), the decisive argument in favor of generic phases is that only they lead to formulas which are the limiting cases of the quantum-mechanical ones. In the following we shall only deal with generic phases and, moreover, assume that integrations such as occur in Eqs. (C1.02), (C1.04), or (C1.06) are extended only over all different generic phases; that is, of all $\nu$ ! different specific phases, only one is taken into account.

We now consider the properties of a quantity $\sigma$ defined by the equation

$$
\begin{equation*}
\sigma=\sum_{\nu} \int \rho \ln \rho d \Omega_{\nu} \tag{C1.07}
\end{equation*}
$$

We see, first of all, that $\sigma$ is the average value of the index of probability, $\eta$. Secondly we shall show that $\sigma$ has the following properties.
(a) If our ensemble is such that all systems have the same number of particles $N$ and that the energy $\epsilon$ of all systems lies in the interval $E \leqslant \epsilon \leqslant E+\delta E, \sigma$ will be minimum if $\rho$ is given by the equation

$$
\left.\begin{array}{ll}
\rho=\operatorname{constant} \delta(\nu-N) & \text { for } E \leqslant \epsilon \leqslant E+\delta E ;  \tag{C1.08}\\
\rho=0 & \text { for } E \geqslant \epsilon \text { or } E+\delta E<\epsilon,
\end{array}\right\}
$$

where $\delta(x)$ is the Dirac delta function (35D, Secs. 20, 21).

[^25](b) If our ensemble is such that all systems have the same number of particles, but only the average energy is given, that is, $\rho$ must satisfy the condition ${ }^{56}$
\[

$$
\begin{equation*}
\sum_{v} \int \epsilon \rho d \Omega_{\nu}=E, \tag{C1.09}
\end{equation*}
$$

\]

then $\sigma$ will be minimum, if $\rho$ satisfies the equation

$$
\begin{equation*}
\rho=\delta(\nu-N) e^{\beta(\psi-\epsilon)}, \tag{C1.10}
\end{equation*}
$$

where $\beta$ and $\psi$ are constants which can be determined from Eqs. (C1.04) and (C1.09).
(c) If only the average number of particles and the average energy of the systems in the ensemble are given so that $\rho$ must satisfy Eq. (C1.09) and the condition

$$
\begin{equation*}
\sum_{\nu} \int \rho d \Omega_{\nu}=N \tag{C1.11}
\end{equation*}
$$

$\sigma$ will be minimum, if $\rho$ satisfies the equation

$$
\begin{equation*}
\rho=\exp [-q+\nu \mu-\beta \epsilon] . \tag{C1.12}
\end{equation*}
$$

Once again $\beta, \mu$, and $q$ are constants, that is, they do not depend on the $p_{k}, q_{k}$, or $\nu$, and they can be determined from Eqs. (C1.04), (C1.09), and (C1.11).
Before we prove these properties of $\sigma$, we may just remind ourselves that the densities given in the three cases correspond, respectively, to an energy-shell ensemble, ${ }^{57}$ a macrocanonical ensemble, and a canonical grand ensemble. It follows from the usual considerations (e.g., ESM Secs. 5.3 and 6.1) that $\beta$, which is equal to the inverse of the modulus of the ensemble, is equal to $1 / \mathbf{k} T$ ( $\mathbf{k}$ : Boltzmann's constant; $T$ : absolute temperature), that $\psi$ is the free energy of the system represented by the macrocanonical ensemble, that $\mu$ is equal to $\beta$ times the partial free energy or the partial thermal potential, that $q$ is Kramers' $q$-potential-which for a homogeneous system is equal to $\beta p V$ ( $p$ : pressure $V$ : volume)-and that in both case (a) and case (c) $\langle\eta\rangle$ is equal to $-S / k$ ( $S$ : entropy). ${ }^{58}$
The proof of the minimum properties of $\sigma$ rests mainly on the fact that the function $y$, given by the equation

$$
\begin{equation*}
y=x e^{x}-e^{x}+1, \tag{C1.13}
\end{equation*}
$$

is positive for $x \neq 0$ and zero for $x=0$. This property of $y$ follows most easily if one sees (i) that $y(0)=0$, and
(ii) that $d y / d x\left(=x e^{x}\right)$ has the same sign as $x$.

Compare now in the three cases (a), (b), and (c) two densities $\rho_{1}$ and $\rho_{2}$ where $\rho_{1}$ in each case is the one which should lead to the minimum value of $\sigma$, that is, $\rho_{1}$ is given, respectively, by Eqs. (C1.08), (C1.10), and

[^26](C1.12) while $\rho_{2}$ is given by the equation
\[

$$
\begin{equation*}
\rho_{2}=\rho_{1} e^{\Delta \eta} \tag{C1.14}
\end{equation*}
$$

\]

where $\Delta \eta$ may be any function of the $p_{k}$ and $q_{k}$ and in case (c) of $\nu$. Both $\rho_{1}$ and $\rho_{2}$ satisfy Eq. (C1.04),

$$
\begin{equation*}
\sum \int \rho_{1} d \Omega=\sum \int \rho_{2} d \Omega=1 \tag{C1.15}
\end{equation*}
$$

while in cases (b) and (c) both satisfy Eq. (C1.09),

$$
\begin{equation*}
\sum \int \epsilon \rho_{1} d \Omega=\sum \int \epsilon \rho_{2} d \Omega=E \tag{C1.16}
\end{equation*}
$$

In case (c) both satisfy Eq. (C1.11),

$$
\begin{equation*}
\sum_{v} \int \rho_{1} d \Omega=\sum_{v} \int \rho_{2} d \Omega=N \tag{C1.17}
\end{equation*}
$$

Finally we have

$$
\begin{equation*}
\sigma_{2}-\sigma_{1}=\sum \int\left(\rho_{2} \ln \rho_{2}-\rho_{1} \ln \rho_{1}\right) d \Omega \tag{C1.18}
\end{equation*}
$$

From Eq. (C1.18), one can derive for all three cases the equation ${ }^{59}$

$$
\begin{equation*}
\sigma_{2}-\sigma_{1}=\sum \int \rho_{1}\left[\Delta \eta e^{\Delta \eta}-e^{\Delta \eta}+1\right] d \Omega \geqslant 0 \tag{C1.19}
\end{equation*}
$$

the last inequality being a consequence of the properties of the function given by Eq. (C1.13).

We have now proved that $\sigma$ is minimum for an energy shell, macrocanonical, or canonical grand ensemble under certain circumstances (we shall investigate in the next section the physical significance of these circumstances). Comparing Eq. (C1.07) for $\sigma$ with Eq. (A2.03) for $H$, we might think for a moment that we might be able to prove that $d \sigma / d t$ will always be negative and thus be able to show a tendency for the establishment of canonical ensembles. However, it is easy to show that $d \sigma / d t=0$. This was pointed out soon after the publication of Gibb's monography by Burbury (03B). In order to see this we write

$$
\begin{align*}
\sigma\left(t^{\prime \prime}\right) & =\sum \int \rho^{\prime \prime} \ln \rho^{\prime \prime} d \Omega^{\prime \prime}=\sum \int \rho^{\prime} \ln \rho^{\prime} J d \Omega^{\prime} \\
& =\sum \int \rho^{\prime} \ln \rho^{\prime} d \Omega^{\prime}=\sigma\left(t^{\prime}\right) \tag{C1.20}
\end{align*}
$$

where $\rho^{\prime \prime}\left[\rho^{\prime}\right]$ is a short-hand notation for $\rho\left(p^{\prime \prime}, q^{\prime \prime} ; t^{\prime \prime}\right)$

[^27]$\left[\rho\left(p^{\prime}, q^{\prime} ; t^{\prime}\right)\right]$, where the relation between $p^{\prime \prime}, q^{\prime \prime}$ and $p^{\prime}, q^{\prime}$ is such that a representative point $p^{\prime}, q^{\prime}$ at time $t^{\prime}$ will have moved to $p^{\prime \prime}, q^{\prime \prime}$ by $t^{\prime \prime},{ }^{60}$ where $J$ is the Jacobian of the transformation from $p^{\prime \prime}, q^{\prime \prime}$ to $p^{\prime}, q^{\prime}$ which by virtue of Liouville's theorem (e.g., ESM p. 102) is equal to 1.

Although we see that $\sigma$ is constant, there is still in a certain sense an approach to a stationary state. We shall first illustrate this by an example due to Gibbs ( 02 G ; see also the discussion in $03 \mathrm{~B}, 04 \mathrm{~B} 1,04 \mathrm{~B} 2$, $06 \mathrm{E} 2,11 \mathrm{E} 2$ ). Consider a container with a liquid, say water, in which is put some coloring material and let us assume that this coloring material is nondiffusible and consists of colloidal particles. It is a well-known empirical fact that, if we start from a state where the coloring material is unevenly distributed, practically any kind of stirring will produce a situation where the color distribution is, as far as our eye can see, uniform. That means that stirring will produce an "equilibrium" state. However, if we look at the system very closely, we will still find that, in microscopic volumes, part of the space is occupied by the water and part occupied by the colloidal particles. Although the coarse distribution is uniform the finer distribution is still uneven.

From this example it follows that it might be advantageous to introduce apart from the fine-grained density $\rho$ a coarse-grained density P defined as follows. Divide for each $\nu$ the corresponding $\Gamma$ space into finite, but small, cells ${ }^{61} \Omega_{i}{ }^{(\nu)}$ of volume $W\left(\Omega_{i}{ }^{(\nu)}\right)$, and let $\mathrm{P}_{i}{ }^{(\nu)}$ be the average of $\rho$ over $\Omega_{i}^{(\nu)}$,

$$
\begin{equation*}
\mathrm{P}_{i}{ }^{(\nu)}=\left[\int \rho d \Omega_{\nu}\right] / W\left(\Omega_{i}^{(\nu)}\right) \tag{C1.21}
\end{equation*}
$$

where the integration extends over the cell $\Omega_{i}{ }^{(\nu)}$. ${ }^{62}$
We now introduce the coarse-grained density $\mathrm{P}(\nu ; p, q)$ by putting it constant in each cell $\Omega_{i}{ }^{(\nu)}$ and equal to $\mathrm{P}_{i}{ }^{(\nu)}$. From Eq. (C1.04) we now get, as can easily be verified,

$$
\begin{equation*}
\sum_{\nu} \sum_{i} \mathrm{P}_{i}^{(\nu)} W\left(\Omega_{i}^{(\nu)}\right)=1 \tag{C1.22}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum \int \mathrm{P} d \Omega=1 \tag{C1.23}
\end{equation*}
$$

and we see that $P$ is normalized.
Instead of $\sigma$ we now introduce a function $\Sigma$ by the equation

$$
\begin{equation*}
\Sigma=\sum_{\nu} \sum_{i} W\left(\Omega_{i}^{(\nu)}\right) \mathrm{P}_{i}^{(\nu)} \ln \mathrm{P}_{i}^{(\nu)} \tag{C1.24}
\end{equation*}
$$

[^28]which expressed in the coarse-grained density P gives
\[

$$
\begin{equation*}
\Sigma=\Sigma \int \mathrm{P} \ln \mathrm{P} d \Omega \tag{C1.25}
\end{equation*}
$$

\]

or, if we remember that $\ln \mathrm{P}$ is constant over each cell $\Omega_{i}{ }^{(\nu)}$ and that the integration of P over $\Omega_{i}{ }^{(\nu)}$ is the same as that of $\rho$ over $\Omega_{i}^{(\nu)}$,

$$
\begin{equation*}
\Sigma=\langle\ln \mathrm{P}\rangle . \tag{C1.26}
\end{equation*}
$$

The properties of $\sigma$ of cases (a), (b), and (c) now hold for $\Sigma$, if we everywhere change $\rho$ to P. However, now $\Sigma$ is no longer constant and we can, indeed, show that $\Sigma$ will decrease; thus showing a tendency toward the establishment of canonical ensembles-at any rate in so far as the coarse-grained density is concerned. We may remark at this point that although the distinction between fine-grained and coarse-grained densities is assumed in Gibbs' monograph (02G), the two are not clearly distinguished in the discussion and the same is to a large extent true also for the discussion of Burbury ( $03 \mathrm{~B}, 04 \mathrm{~B} 2$ ) and Bumstead (04B1); we may further refer to discussions by the Ehrenfests (06E2, 11E2), Poincaré ( 06 P ), Lorentz ( 07 L ), and Kroò (11K2).
Let us now consider the change of $\Sigma$ with time. In order to do this we have to anticipate some of the arguments of the next section where representative ensembles are discussed. Let us assume that we have made some observations about a physical system at $t^{\prime}$. Since these observations will never give us the maximum possible information, we can construct an ensemble, the average properties of which at $t^{\prime}$ correspond to the observed properties of the system under observation at $t^{\prime}$. Because of experimental limitations, we shall at most be able to give $\rho(\nu ; p, q)$ changing from one cell to another, if we have chosen the size of the cells in accordance with the experimental limitations, as we shall assume to have done. We choose thus the finegrained density constant in each cell and have then at $t^{\prime}$

$$
\begin{equation*}
\mathrm{P}^{\prime}=\rho^{\prime} \tag{C1.27}
\end{equation*}
$$

and for $\Sigma$,

$$
\begin{equation*}
\Sigma^{\prime}=\sum \int \mathrm{P}^{\prime} \ln ^{\prime} d \Omega=\sum \int \rho^{\prime} \ln \rho^{\prime} d \Omega \tag{C1.28}
\end{equation*}
$$

If the situation at $t^{\prime}$ already corresponded to an equilibrium situation, $\Sigma$ would have had its minimum value and no change could be expected, since the three ensembles corresponding to minimum $\Sigma$ in cases (a), (b), and (c) are all three stationary ensembles (see, e.g., ESM pp. 105 and 137). Let us therefore assume that $\rho^{\prime}$ does not correspond to a stationary ensemble. At a later ${ }^{63}$ time $t^{\prime \prime}$ Eq. (C1.27) will no longer

[^29]hold and we have
\[

$$
\begin{equation*}
\rho^{\prime \prime} \neq \mathrm{P}^{\prime \prime} \tag{C1.29}
\end{equation*}
$$

\]

because of the fact that, although $\rho$ will stay constant in extensions in phase of unchanging volume $W\left(\Omega_{i}{ }^{(\nu)}\right)$, the shape of these extensions will change and at a later moment each of the cells will be covered by points which at $t^{\prime}$ belonged to many different cells.

We write Eq. (C1.29) in the form

$$
\begin{equation*}
\rho^{\prime \prime}=\mathrm{P}^{\prime \prime} e^{\Delta} \tag{C1.30}
\end{equation*}
$$

where $\Delta$ is a function of $\nu$ and the $p$ 's and $q$ 's. For $\Sigma$ we have now

$$
\begin{equation*}
\Sigma^{\prime \prime}=\sum \int \mathrm{P}^{\prime \prime} \ln \mathrm{P}^{\prime \prime} d \Omega \tag{C1.31}
\end{equation*}
$$

and for the change of $\Sigma$ we have ${ }^{64}$

$$
\begin{equation*}
\Sigma^{\prime}-\Sigma^{\prime \prime}=\sum \int \mathrm{P}^{\prime \prime}\left[\Delta e^{\Delta}-e^{\Delta}+1\right] d \Omega>0 \tag{C1.32}
\end{equation*}
$$

We see now that $\Sigma^{\prime \prime}$ will be less than $\Sigma^{\prime}$ because of the fact that $\rho^{\prime \prime}$ and $\mathrm{P}^{\prime \prime}$ are no longer everywhere equal. Comparing the present situation with the case of the coloring material in a liquid, we may expect that, as time marches on, $\rho$ and P will differ more and more and that $\Sigma$ will continue to decrease until equilibrium distributions of $P$ have been reached, that is,
case (a)

$$
\left.\begin{array}{ll}
\mathrm{P}=\delta(\nu-N) \cdot \text { constant }, & E \leqslant \epsilon \leqslant E+\delta E ;  \tag{C1.33}\\
\mathrm{P}=0, & \epsilon<E \text { or } E+\delta E<\epsilon ;
\end{array}\right\}
$$

case (b) $\mathrm{P}=\delta(\nu-N) e^{\beta(\psi-\epsilon)}$;
case (c) $\mathrm{P}=\exp [-q+\nu \mu-\beta \epsilon]$.
As soon as the distribution (C1.33) to (C1.35) are reached, $\Sigma$ has reached its minimum value and will therefore no longer decrease. In that case we would thus, on observation, reach the conclusion that the state of the system under consideration would best be represented by a microcanonical or a canonical grand ensemble-which are stationary ensembles. This presents us with another justification for using these ensembles to describe systems in thermodynamical equilibrium. ${ }^{65}$

The time needed to reach the equilibrium distributions will, in general, be of the order of the relaxation time, and not-as suggested by the Ehrenfests (11E2)of the order of the recurrence times of the Poincaré cycle (Sec. A2). It seems to us that they forget to take into account the indistinguishability of the constituent

[^30]particles in the system. This means that the Poincaré period must be divided by $N$ ! and time intervals of the order of the relaxation time ensue.

To conclude this section there are two points which we should like to mention. First of all we have proved that, if we have set up a representation ensemble at $t^{\prime}$, the quantity $\Sigma$ will decrease from its value at $t^{\prime}$ to a smaller value at $t^{\prime \prime}$, but we have not proved, but only made plausible by appealing to the case of coloring material in water that $\Sigma$ will continue to decrease. The situation is very similar to the one encountered in Sec. A(3), where we discussed the statistical aspects of the $H$-theorem. It would be worth while to investigate the behavior of $\Sigma$ as a function of time in more detail along lines analogous to the discussion of Sec. A(3). It is interesting to note that Gibbs (02G) himself did not state that $\Sigma^{\prime}$ would monotonically decrease, but only that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \Sigma(t) \leqslant \Sigma\left(t^{\prime}\right), \tag{C1.36}
\end{equation*}
$$

a property which he did not prove, but which for a special case was proven by Poincaré ( 06 P ) and Kroò (11K2). We may also refer to the discussion of Tolman's (38T, especially Secs. 49 and 51) and the discussion in the next section.

The second point to which we wish to draw attention is that the decrease of $\Sigma$ resulted from the fact that we came from a state where $\rho$ and P were equal to a state where $\rho$ was no longer everywhere equal to P . As P is obtained by experimental observation we may say that at $t^{\prime}$ we "know" $\rho$. However, at $t^{\prime \prime}$ we no longer possess the same amount of specific information. Since $\Sigma$ can be considered to be a "coarse-grained" $\sigma$ and since $\sigma$ is related to the entropy by the relation

$$
\begin{equation*}
\sigma=\langle\eta\rangle=-S / k \tag{C1.37}
\end{equation*}
$$

we see once more how increase of lack of knowledge corresponds to an increase in entropy. ${ }^{66}$

## (2) Representative Ensembles

In the preceding section we have considered the behavior of ensembles and we have thus started the discussion of question (B) of the Introduction, that is, the question: Why is it possible to describe the behavior of a system by considering the average behavior of a system in an ensemble. This is perhaps the most important question in statistical mechanics, but for some queer reasons it has not been considered as carefully as it deserved. This may be partly due to the fact that Gibbs himself introduced ensembles to use them rather for statistical considerations than to illustrate the behavior of physical systems-even though he did not adhere strictly to his original intentions as set out in the introduction to his monograph. As a matter of fact, there are some indications that Gibbs had in mind

[^31]the possibility that the average behavior of a system in a micro- or macrocanonical ensemble might represent the actual behavior of a physical system in equilibrium [see, e.g., the remarks made by Bumstead (04B1)]. In the same year as Gibbs and independently, Einstein ( $02 \mathrm{E}, 03 \mathrm{E}$ ) introduced the ensemble theory and he definitely had in mind this possibility of the equivalence of the average behavior in an ensemble and the actual behavior of a physical system. However, the Ehrenfests (11E2), Ornstein (08O), and Uhlenbeck (27U) considered the ensemble theory mainly as a mathematical trick to lighten the calculation of average values of phase functions. Uhlenbeck, for instance, definitely puts the ensemble theory on a par with the DarwinFowler method (22D1, 22D2, 22D3, 23F2, 23F3, 23D1, 23D2, 25F1, 26F2, 26F3; for a brief account see ESM, Appendix IV or 48 S , Chapter VI). It was not until Tolman (38T, 40T) introduced the concept of representative ensembles that ensemble theory got a thorough physical foundation, but his point of view has not always been properly taken into account. We shall discuss his approach in some detail in the present section as far as classical statistical mechanics is concerned, reserving for Sec. $\mathrm{D}(3)$ the corresponding discussion of the quantum-mechanical case.

We have mentioned several times before in this paper that owing to severe limitations to our possibilities, we can only obtain very inadequate knowledge about the initial condition, say, of the physical systems which we happen to study. If we remind ourselves that one mole of gas contains $6.10^{23}$ atoms, we see immediately that instead of obtaining values for the $36.10^{23}$ coordinates and momenta which we should have to know in order to characterize the situation completely (assuming each atom to be a point particle with only three degrees of freedom) we can only obtain a few relations between them, for instance, by measuring the pressure, the linear momentum, and the angular momentum of the system. Moreover, we certainly will not know the total number of particles in the system; we have only to remind ourselves that Avogadro's number is only known to a few parts in ten thousand (51B1, 51D). Having obtained this very scant information we now want to make predictions about the future behavior of the system from this information. Clearly the only possible way to do so is by using probability theory and statistical methods. If we could have obtained the values of all the coordinates and momenta at one momentand if we could have solved the equations of motionthe behavior of the system would be completely determined, as we would then be dealing with a problem of classical mechanics with a sufficient number of boundary conditions to determine the orbit of the representative point of the system in phase space. However, as we cannot obtain these values we are reduced to making statements about the most probable behavior of the system. In order to determine this most probable behavior we compare various systems which all possess
the same value of those quantities which have been measured, but which otherwise may differ widely. This means, that we construct an ensemble to represent our systems. There remains the question how we can construct such a representative ensemble, and this introduces the problem of a priori probabilities. In constructing a classical ensemble we use the assumption of equal a priori probabilities for equal volumes in $\Gamma$ space. ${ }^{67}$ As far as petit ensembles are concerned this leads to a straightforward prescription, but in the case of the construction of a representative grand ensemble we must remember that we are dealing with $\Gamma$ spaces of differing dimensions and that those with larger numbers of dimensions have thus larger a priori weights. We shall return presently to discuss the plausibility or justification of our choice for the a priori probability.

In order to see what kind of ensemble will best represent a system under consideration, we must first of all bear in mind that in practically all circumstances we only measure the properties of a small subsystem. In measuring the pressure of a gas, only the part of the gas near the wall takes part in exerting the force on the wall which is registered by our instruments. In determining the density of a system by optical method only part of the system is traversed by the light beam (compare, e.g., the case of critical opalescence). In measuring the electrical conductivity of a semiconductor, a probe is put on the piece of material and, indeed, is often used to find out differences between situations at one place or another, and so on. This entails that we are really interested only in predicting the future behavior of a subsystem. For the sake of simplicity we shall assume that the complete system-which may be either the whole of the physical system in our apparatus or even this system plus part of the surroundings-is isolated so that it cannot exchange either energy or particles with its surroundings. Let $\rho$ be the density of the ensemble describing one subsystem and $\rho^{\prime}$ the density of the ensemble describing the "rest system," that is, the complete system minus the subsystem. Let furthermore $\epsilon$ and $\nu$ denote the energy and number of particles in the subsystem and $\epsilon^{\prime}$ and $\nu^{\prime}$ those in the rest system. The densities $\rho$ and $\rho^{\prime}$ will then satisfy the relations

$$
\begin{align*}
& \sum \int \rho d \Omega=1  \tag{C2.01}\\
& \sum \int \rho \rho^{\prime} d \Omega^{\prime}=1  \tag{C2.02}\\
& \sum \int\left(\epsilon+\epsilon^{\prime}\right) \rho \rho^{\prime} d \Omega d \Omega^{\prime}=\text { constant },  \tag{C2.03}\\
& \sum\left(\nu+\nu^{\prime}\right) \int \rho \rho^{\prime} d \Omega d \Omega^{\prime}=\text { constant }, \tag{C2.04}
\end{align*}
$$

[^32]where Eqs. (C2.03) and (C2.04) express the fact that in an isolated system the total energy and the total number of particles is constant. Let us, furthermore, assume that an equilibrium situation has been reached, which means that $\Sigma$ is minimum for the complete system, or,
\[

$$
\begin{equation*}
\sum \int\left(\rho \rho^{\prime}\right) \ln \left(\rho \rho^{\prime}\right) d \Omega d \Omega^{\prime}=\text { minimum } \tag{C2.05}
\end{equation*}
$$

\]

In writing down Eqs. (C2.03) to (C2.05) we have used the fact that the ensemble of the complete system is the product of the ensembles of the subsystem and the rest system. Combining Eqs. (C2.01) to (C2.04) we can write instead of Eqs. (C2.03) and (C2.04),

$$
\begin{align*}
& \sum \int \epsilon \rho d \Omega+\sum \int \epsilon^{\prime} \rho^{\prime} d \Omega^{\prime}=\text { constant }  \tag{C2.06}\\
& \sum \nu \int \rho d \Omega+\sum \nu^{\prime} \int \rho^{\prime} d \Omega^{\prime}=\text { constant } \tag{C2.07}
\end{align*}
$$

The equilibrium density now follows from the minimum condition (C2.05) which must be satisfied under the conditions (C2.01), (C2.02), (C2.06), and (C2.07). This leads in the well-known way (method of Lagrangian multipliers, see, e.g., ESM p. 20 or 444) to the following equilibrium expression for $\rho$;

$$
\begin{equation*}
\rho=\exp [-q+\nu \mu-\beta \epsilon] . \tag{C2.08}
\end{equation*}
$$

We may remark here that, as Eq. (C2.05) really only holds for the coarse-grained density, we really only obtain expression (C2.08) for P.

Secondly, we may draw attention to the fact that our assumption about the a priori probabilities is used in writing down Eqs. (C2.01) to (C2.04) without introducing apart from $\rho$ a density function which would indicate the a priori weights of the various volumes in phase space.

We have proved here in a manner slightly different from the one used in the previous section that the canonical grand ensemble will represent any subsystem in equilibrium. We must, however, pay some attention to the problem of nonequilibrium systems and we will follow Tolman's discussion (38T, especially Secs. 79b, 51 c , and 112) to a large extent. After that we conclude this section by discussing the choice of equal a priori probabilities for equal volumes in phase space.

Let us assume that our system is in a nonequilibrium situation and that we have ascertained this by making suitable observations on the system at $t^{\prime}$. In order to predict its future behavior we construct an ensemble to represent the system, using, on the one hand, our observational information and, on the other hand, the assumption of equal a priori probabilities (or equal weights) for equal volumes in phase space. As we discussed in the previous section we can only determine at most the coarse-grained density $\mathrm{P}^{\prime}$ and, using the
assumption of equal weights for equal volumes, we are thus led to choose our fine-grained density $\rho^{\prime}$ according to Eq. (C1.27). At a later time $t^{\prime \prime}$ the fine-grained density $\rho^{\prime \prime}$ which follows from $\rho^{\prime}$ will no longer be constant in each of the cells into which we have divided phase space. As we saw earlier this results from the fact that $\mathrm{P}^{\prime \prime}$ and $\rho^{\prime \prime}$ are no longer equal. From Eq. (C1.32) we see that $\Sigma^{\prime}-\Sigma^{\prime \prime}$ is the larger, the more $\mathrm{P}^{\prime \prime}$ and $\rho^{\prime \prime}$ differ, and we can thus expect a continued decrease of $\Sigma$ until the distributions of Eqs. (C1.33) to (C1.35) are reached.
In order to see this approach to equilibrium we might make suitable observations on the system. From the forgoing discussion we would expect that these observations would lead to coarse-grained densities such that $\Sigma$ is a steadily decreasing function of time. However, in making that assumption we, first of all, have tacitly assumed that the mixing of the various cells in phase space is a thorough one corresponding to the mixing of coloring material in water, and, secondly, we have forgotten to take into account the fact that each time we perform an observation this will add to the amount of available information and hence our choice of a representative ensemble at $t^{\prime \prime \prime}$, say, will no longer be as simple as at $t^{\prime}$, since the information obtained at $t^{\prime}$ and $t^{\prime \prime}$ must be taken into account. As far as the mixing is concerned, we see that we are back to the question treated in Hopf's ergodic theorem and we see that, indeed, the approach via the ergodic theorem or via the ensemble theory, once we get down to the basic essentials, do not differ as much as one would expect beforehand.

Let us now consider the problem of a priori probabilities. Let us restrict ourselves for the sake of simplicity to petit ensembles. Consider two regions $a_{0}$ and $\bigotimes_{0}$ of $\Gamma$ space. Let those two regions at $t_{0}$ be filled with representative points of an ensemble and let $p\left(Q_{0}\right)$ and $p\left(\mathcal{B}_{0}\right)$ be the a priori probabilities for the two regions. At $t_{1}, t_{2}, \cdots$ the representative points which at $t_{0}$ filled up $\mathbb{Q}_{0}$ and $\mathbb{B}_{0}$ will fill up regions $\mathbb{Q}_{1}$ and $\mathbb{B}_{1}$, $Q_{2}$ and $\Phi_{2} \cdots$ with a priori probabilities $p\left(Q_{1}\right)$ and $p\left(\oiint_{1}\right), p\left(Q_{2}\right)$, and $p\left(®_{2}\right) \cdots$. One can clearly only tolerate such a choice of a priori probabilities that

$$
\begin{align*}
p\left(Q_{0}\right) / p\left(\oiint_{0}\right)=p\left(\mathbb{Q}_{1}\right) / p & \left(\mathbb{B}_{1}\right) \\
& =p\left(\mathbb{Q}_{2}\right) / p\left(\mathbb{B}_{2}\right)=\cdots \tag{C2.09}
\end{align*}
$$

and these relations are satisfied, if we take

$$
\begin{equation*}
p(Q)=W(\mathbb{Q}), \quad p(\mathbb{B})=W(\mathbb{B}) \tag{C2.10}
\end{equation*}
$$

where $W(\mathbb{Q})$ or $W(\mathbb{B})$ is the volume of the region $\mathfrak{Q}$ or $\mathbb{B}$ in $\Gamma$ space. We remark here that Eq. (C2.10) will only satisfy Eq. (C2.09) if we are dealing with a phase space made up of canonically conjugated $p$ 's and $q$ 's-one of the reasons for choosing the canonical coordinates to describe the phase of a system.

Instead of Eq. (C2.10) one could choose the more general form

$$
\begin{equation*}
p(Q)=\int F\left(\epsilon, \varphi_{i}\right) d \Omega \tag{C2.11}
\end{equation*}
$$

where the integration extends over the region $\mathbb{Q}$ and where $F\left(\epsilon, \varphi_{i}\right)$ is a once and for all chosen function of the energy $\epsilon$ and the other constants of motion $\varphi_{i}$.

The reason for putting $F\left(\epsilon, \varphi_{i}\right)$ equal to 1 , which means choosing Eq. (C2.10) instead of the more general form (C2.11) was originally historical and was based on the assumption that ergodic systems existed. Since we are nowadays convinced that mechanical systems are quasi ergodic, which means essentially that the various possible values of $\varphi_{i}$ all occur with practically equal frequency in each part of phase space, we can immediately restrict ourselves to what the Ehrenfests call the ergodic choice,

$$
\begin{equation*}
p(Q)=\int F(\epsilon) d \Omega \tag{C2.12}
\end{equation*}
$$

However, since the density $\rho$ of the representative ensembles of equilibrium systems are functions of the energy only, the choice (C2.12) instead of (C2.10) would correspond to a density

$$
\begin{equation*}
\rho^{\prime}(\epsilon)=\rho(\epsilon) / F(\epsilon), \tag{C2.13}
\end{equation*}
$$

instead of the $\rho(\epsilon)$ given by Eqs. (C1.08) or (C1.10). The $F(\epsilon)$ would occur in all integrals, but the final results would be the same.

We may mention here that the Ehrenfests' remark that the ergodic choice is often inexpedient is no longer relevant as it was based on difficulties encountered by thermostatistics before the introduction of quantum mechanics. ${ }^{68}$

## SUMMARY OF THE SITUATION IN CLASSICAL THERMOSTATISTICS

Before we start the discussion of the status of $H$-theorem and ergodic theorem in quantum statistics, we wish to summarize briefly the contents of Parts A, B, and C. There are essentially three different methods of approaching the problem of how to justify the method of statistical mechanics: (1) the utilitarian approach; (2) the formalistic approach; and (3) the physical approach, ${ }^{69}$ although the last two can overlap to some extent.

The utilitarian approach justifies the statistical method by its results and feels no need for a further justification. In this approach calculations made by any method, be it the Darwin-Fowler method, the use of microcanonical ensembles, the use of macrocanonical ensembles, or the use of grand ensembles, are welcome as long as they lead to useful results. The fact that for physical systems with many degrees of freedom all these calculations lead to the same results makes it a

[^33]matter of expediency to choose the method ultimately used. ${ }^{70}$
The formalistic approach usually argues that a mechanical system should be an isolated one and thus possess a definite value of its energy as well as of the number of particles in it, since these are the only systems with which classical mechanics is concerned. The only stationary ensemble to be considered is thus the microcanonical petit ensemble although one may use the macrocanonical or grand ensembles as a mathematical trick to ease the calculations. Moreover, the microcanonical ensemble is only introduced once it is realized that probably the time average of any phase function, if calculated for one system, is the same as the average taken over a microcanonical ensemble. In order to prove this one must introduce the ergodic or better the quasi-ergodic theorem, and adherents to the formalistic school of thought place the ergodic theorem in the center of their considerations.

The physical approach emphasizes the fact that we can only obtain a limited amount of information about the systems in which we are actually interested and that we thus must work with representative ensembles. In this case, one must prove that the development of a nonequilibrium situation will be such that the ensemble representing the system under observation will resemble a canonical ensemble more and more closely.
The considerations trying to justify the assumptions of the last two methods of approach fall into three groups. One can either try to use the straightforward $H$-theorem, but as we saw in Part A, one runs into trouble. The straightforward $H$-theorem would provide an alternative to the ergodic theorem, but the $H$-theorem in its statistical form does not do this, unless one is willing to introduce the various assumptions about transition probabilities without further proofs. However, the statistical form of the $H$-theorem does serve a useful purpose in that it shows the relative frequency with which fluctuations will occur and the rate at which nonequilibrium situations may be expected to return to equilibrium.

One is then led to the ergodic theorem and as we saw in Part B the problem is at the present time reduced to a proof of the metrical indecomposability of the relevant phase spaces. If one could prove that physical systems are in general quasi ergodic, the ergodic theorem would have been proved but this has not been done. It is interesting to note that both Einstein (02E, 03E) and Poincaré ( 06 P ) explicitly state that they expect that the energy is the only time-independent, uniquely valued, analytical integral of a physical system. If one introduces a slight amount of reality in the considerations by allowing the energy to vary over a small, but finite range, one has recourse to Hopf's ergodic theorem where the mixing of various energy surfaces takes place.

[^34]Once again the metrical indecomposability of the phase spaces involved has not yet been proved.
If one prefers the approach via the representative ensembles, one uses the $H$-theorem in the form suitable for ensemble theory, that is, where $H$ is identified with the average value of the natural logarithm of the coarsegrained density. The approach to equilibrium follows easily, but the considerations are based on a special choice for a priori probabilities, and as we saw at the end of Sec. C(2) this choice can only be justified, if the systems under consideration are quasi ergodic.
We see thus that all methods have in common the lack of proof of the quasi ergodicity of physical systems. Once this proof is given, one can either use the formalistic approach since the (quasi) ergodic theorem is then proved, or the physical approach since the choice of $a$ priori probabilities is justified from first principles. Concluding we can thus say that although there seems to be a large difference between the formalistic and the physical approach, this difference is in fact not so enormous, and both break down on the same point.

## D. THE $H$-THEOREM IN QUANTUM STATISTICS

(1) The $H$-Theorem in the Elementary Method

It is well known that statistical mechanics was relatively little affected by the change over from classical to quantum mechanics. The same methods which were used to good effect in classical thermostatistics could be taken over in quantum thermostatistics. If anything, statistical methods were more suited to the new situation. Since quantum mechanics started from statistical considerations, namely, Planck's discussion of blackbody radiation ( $00 \mathrm{P} 1,00 \mathrm{P} 2$; see also 43 P for an account by Planck himself of the reasons for introducing the quantum of action), it is not surprising that the questions raised by the introduction of quantum theory into statistical discussions have been the subject of papers both before the advent of Bohr's old quantum theory (13B1, 13B2) and before and after the development of modern quantum theory, the so-called wave or matrix mechanics $(25 \mathrm{H}, 25 \mathrm{~B}, 26 \mathrm{~S} 1) .^{71}$ In the beginning the discussion was mainly on the subject of $a$ priori weights (see Sec. D3), but after the start of wave mechanics, many authors (e.g., 27N1, 27N2, 29D, 32N3, 35D, 36D, 40 H ) have shown how Gibbs' ensembles can be introduced to advantage in quantum mechanics. In many ways thermostatistics fits more easily into quantum mechanics than into classical mechanics, since quantum mechanics involves statistical predictions. For instance, even if we have the maximum amount of information about the physical system under consideration, that is, when we are dealing with that von Neumann calls a pure case (Reiner Fall), we can only verify the predic-

[^35]tions which can be made from the appropriate wave function by using an ensemble. ${ }^{72}$
In quantum statistics as in classical statistics there are different ways of tackling the problem with which we are concerned in the present paper. Once again we are confronted with questions (A) and (B) of the Introduction and once again we can try to consider first of all isolated systems, either by using the quantummechanical analogy of the $H$-theorem or by considering a quantum-mechanical ergodic theorem. Alternatively, we can consider ensembles and the question of representative ensembles. In this part we shall begin by considering [Sec. $\mathrm{D}(1)$ ] the question of isolated systems by using the so-called elementary method (see ESM Ch. IV) and, firstly, show how one derives the equilibrium distribution in this case and, secondly, discuss the $H$-theorem. After that [Sec. $\mathrm{D}(2)]$ we shall discuss the $H$-theorem in ensemble theory, while we conclude this chapter with a discussion of representative ensembles and the choice of a priori weights [Sec. D(3)]. In the next part ( E ) we shall discuss the quantummechanical ergodic theorem.

Before we discuss the elementary method, we wish to consider briefly Ornstein and Kramer's consideration (270) of the equilibrium of a system of Fermi-Dirac particles (compare also papers by Nordheim (28N) and Halpern and Doermann (39H)). In their paper they show how one can derive the Fermi distribution from purely (or better nearly purely) kinetic arguments. Their argument runs as follows. Consider a system of independent particles and let each particle be capable of occupying energy levels $\epsilon_{k}$ which, for the sake of simplicity, we assume to be nondegenerate. Consider now a "collision" between two particles such that the energies before the collision were $\epsilon_{i}$ and $\epsilon_{j}$ and after the collision $\epsilon_{i^{\prime}}$ and $\epsilon_{j^{\prime}}$. Conservation of energy gives us the relation

$$
\begin{equation*}
\epsilon_{i}+\epsilon_{j}=\epsilon_{i^{\prime}}+\epsilon_{j^{\prime}} . \tag{D1.01}
\end{equation*}
$$

Let the transition probability for this transition be denoted by $a$, the transition probability for the inverse transition ( $i^{\prime} j^{\prime} \rightarrow i j$ ) by $a^{\prime}$, the number of transitions per unit time in the one direction by $A$, and the number of transitions in the opposite direction by $A^{\prime}$. The quantities $A$ and $A^{\prime}$ satisfy the equations

$$
\begin{align*}
A & =a n_{i} n_{j}\left(1-n_{i^{\prime}}\right)\left(1-n_{j^{\prime}}\right)  \tag{D1.02}\\
A^{\prime} & =a^{\prime} n_{i^{\prime}} n_{j^{\prime}}\left(1-n_{i}\right)\left(1-n_{j}\right) \tag{D1.03}
\end{align*}
$$

where $n_{i}\left(n_{j}, n_{i^{\prime}}, n_{j^{\prime}}\right)$ is the average number of particles in the energy state $\epsilon_{i}\left(\epsilon_{j}, \epsilon_{i^{\prime}}, \epsilon_{j^{\prime}}\right)$, and where Eqs. (D1.02) and (D1.03) follow from the fact that the number of transitions is not only proportional to the average number of particles in the states $i$ and $j$, but also to the chance of finding states $i^{\prime}$ and $j^{\prime}$ unoccupied, since

[^36]otherwise the transition cannot take place because of the Pauli principle ( $25 \mathrm{P}, 27 \mathrm{P}$ ).

If the system is in equilibrium, we have

$$
\begin{equation*}
A=A^{\prime} \tag{D1.04}
\end{equation*}
$$

We shall now assume that

$$
\begin{equation*}
a=a^{\prime} \tag{D1.05}
\end{equation*}
$$

and from Eqs. (D1.02) to (D1.05) we then get
where

$$
\begin{equation*}
m_{i} m_{j}=m_{i^{\prime}} m_{j^{\prime}} \tag{D1.06}
\end{equation*}
$$

$$
\begin{equation*}
m_{i}=n_{i} /\left(1-n_{i}\right) . \tag{D1.07}
\end{equation*}
$$

Equation (D1.06) must be satisfied for any pair of states $\epsilon_{i}, \epsilon_{j}$ in equilibrium. Just as the Maxwell distribution followed from Eq. (A1.12) and the condition of conservation of energy, so we get from Eqs. (D1.06) which have to be satisfied under the condition (D1.01) that in equilibrium

$$
\begin{equation*}
m_{i}=\exp \left(\mu-\beta \epsilon_{i}\right) \tag{D1.08}
\end{equation*}
$$

or, using Eq. (D1.07),

$$
\begin{equation*}
n_{i}=1 /\left[\exp \left(-\mu+\beta \epsilon_{i}\right)+1\right] \tag{D1.09}
\end{equation*}
$$

the Fermi distribution (26F1).
It must be noted here (i) that Eq. (D1.02) is purely based on a kinetic argument and not on any quantummechanical formalism, and (ii) that Eq. (D1.05) is introduced as an assumption-an assumption which takes the place of the Stosszahlansatz in Sec. A1. We may mention here that Ornstein and Kramers actually discussed whether Eq. (D1.05) could be derived from first principles and mentioned that it followed from considerations by Heisenberg (26H) and Jordan (26J) that only the much weaker relation

$$
\begin{equation*}
\sum_{i j}\left(a_{i j ; i^{\prime} j^{\prime}}-a_{i^{\prime} j^{\prime} ; i j}\right)=0 \tag{D1.10}
\end{equation*}
$$

instead of relation (D1.05) could be derived from quantum mechanics. In Eq. (D1.10) $a_{i j ; i^{\prime} j^{\prime}}\left(a_{i^{\prime} j^{\prime} ; i j}\right)$ is the transition probability up to now denoted by $a\left(a^{\prime}\right)$, and the summation is over all pairs $\epsilon_{i}, \epsilon_{j}$ for which $\epsilon_{i}+\epsilon_{j}$ is the same. The question in how far Eq. (D1.05) can be derived from Eq. (D1.10) is connected with questions discussed in Sec. D(3) and in Appendix V, to which we refer. ${ }^{73}$

We have not yet proved that a distribution different from the one given by Eq. (D1.09) will tend toward this distribution. This follows easily, if we use the expression for the entropy of a system of independent Fermi-Dirac particles ${ }^{74}$ [see, e.g., ESM p. 406, Eq. (A3.06) and com-

[^37]pare also Eq. (D1.28)] and write
\[

$$
\begin{equation*}
H=-S / k=\sum_{i}\left[\left(1-n_{i}\right) \ln \left(1-n_{i}\right)+n_{i} \ln n_{i}\right] . \tag{D1.11}
\end{equation*}
$$

\]

The rate of change of $H$ is given by the equation

$$
\begin{align*}
d H / d t= & \sum_{i} \ln \left[n_{i} /\left(1-n_{i}\right)\right] d n_{i} / d t \\
= & \sum_{i, j, i^{\prime} j^{\prime}} \ln \left[n_{i} /\left(1-n_{i}\right)\right] \\
& \quad \times\left\{a_{i^{\prime} j^{\prime} ; i j} n_{i^{\prime}} n_{j^{\prime}}\left(1-n_{i}\right)\left(1-n_{j}\right)\right. \\
& \left.\quad-a_{i j ; i^{\prime} j^{\prime}} n_{i} n_{j}\left(1-n_{i^{\prime}}\right)\left(1-n_{j^{\prime}}\right)\right\} \tag{D1.12}
\end{align*}
$$

In Eq. (D1.12) we sum firstly over all energy levels $\epsilon_{i}$, secondly over all energy levels $\epsilon_{j}$ with which collisions can take place, and thirdly over all pairs of energy levels $\epsilon_{i^{\prime}}$ and $\epsilon_{j^{\prime}}$ which can be obtained from a collision between particles in states $\epsilon_{i}$ and $\epsilon_{j}$. In order to get a symmetrical expression, where the summation is both over all pairs $\epsilon_{i}$ and $\epsilon_{j}$ and over all pairs $\epsilon_{i^{\prime}}$ and $\epsilon_{j^{\prime}}$ we write

$$
\begin{align*}
d H / d t=\sum_{i j, i^{\prime} j^{\prime}} & a\left[n_{i^{\prime}} n_{j^{\prime}}\left(1-n_{i}\right)\left(1-n_{j}\right)\right. \\
& \left.-n_{i} n_{j}\left(1-n_{i^{\prime}}\right)\left(1-n_{j^{\prime}}\right)\right] \\
& \times\left\{\ln \left[n_{i} n_{j} /\left(1-n_{i}\right)\left(1-n_{j}\right)\right]\right\} \tag{D1.13}
\end{align*}
$$

where we have used Eq. (D1.05). If we now take the mean of the expression on the right-hand side of Eq. (D1.13) and the expression obtained from this one by exchanging $i j$ and $i^{\prime} j^{\prime}$, we get [compare the discussion of Eq. (A1.09)]

$$
\begin{align*}
d H / d t= & \frac{1}{2} \sum_{i j, i^{\prime} j^{\prime}} a\left\{\operatorname { l n } \left[n_{i} n_{j}\left(1-n_{i^{\prime}}\right)\right.\right. \\
& \left.\left.\times\left(1-n_{j^{\prime}}\right) /\left(1-n_{i}\right)\left(1-n_{j}\right) n_{i^{\prime}} n_{j^{\prime}}\right]\right\} \\
& \times\left[n_{i^{\prime}} n_{j^{\prime}}\left(1-n_{i}\right)\left(1-n_{j}\right)-n_{i} n_{j}\left(1-n_{i^{\prime}}\right)\right. \\
& \left.\times\left(1-n_{j^{\prime}}\right)\right] \leqslant 0 \tag{D1.14}
\end{align*}
$$

where the equal sign only holds, if the $n_{i}$ satisfy Eq. (D1.09). We see here, thus, once again the approach to an equilibrium distribution proved by using an assumption about the number of transitions. We leave a discussion of the derivation of Eq. (D1.14) until we have considered the approach via the elementary method.
In the elementary method one takes the energy levels together in groups with all approximately the same energy. Let the $i$ th group contain $Z_{i}$ levels, let there be $N_{i}$ particles in the system with energies within the group, and let $E_{i}$ be the (approximate) value of the energy of the levels in the group. We first of all want to find the equilibrium distribution of the $N_{i}$ and once again we shall, as in Sec. A(3), define this as the most probable distribution, and we must thus find the a priori probability $W\left(N_{i}\right)$ for a given distribution, corresponding to the $W(\mathbf{Z})$ of Eq. (A3.01). At this point we must differentiate between Boltzmann (Bo), Fermi-Dirac (F-D) and Bose-Einstein (B-E) statistics. We must first of all remind ourselves that quantum mechanics introduces two aspects different from those of classical mechanics, namely, diffraction effects and symmetry effects. ${ }^{75}$ The first aspect entered already in

[^38]the old quantum mechanics and is responsible for the existence of the quantization of energy, angular momentum, and so on. The second aspect enters when one takes into account that apparently nature only permits wave functions of a system of identical particles which are either completely symmetric in all particles (B-E) or completely antisymmetric (F-D). ${ }^{76}$ At first sight one might think therefore that only B-E or F-D statistics would occur. However there are cases such as, for instance, a system of particles arranged on a crystal lattice, where identical particles can be distinguished, e.g., in the case of a crystal, by the lattice site they occupy (compare 49R, Chap. III, Sec. 1). In such a case we are dealing with Boltzmann statistics-with one slight difference which we shall discuss presently. B-E statistics were introduced by Bose (24B) ${ }^{77}$ for the case of light quanta who used them to derive Planck's radiation law. Einstein (24E2, 25E1, 25E2) applied B-E statistics to a perfect gas, and showed how they led to the so-called Einstein condensation-a phenomenon which may have a bearing on the $\lambda$ transition of liquid helium (compare the discussion in Ch. IX of ESM). Fermi (26F1) introduced Pauli's exclusion principle ( $25 \mathrm{P}, 27 \mathrm{P}$ ) into the statistical discussion, while Dirac (26D) discussed the connection between statistics and wave mechanics. Ehrenfest and Uhlenbeck (27E, see also 27 U ) showed how also the Boltzmann statistics can be incorporated in quantum statistics.

We can now proceed to evaluate $W\left(N_{i}\right)$. Let $n_{j}$ be the number of particles in the energy level $\epsilon_{j}$ and let $W\left(n_{j}\right)$ be the probability for a distribution of the $n_{j}$. We then have

$$
\begin{equation*}
W\left(N_{i}\right)=\sum W\left(n_{j}\right) \tag{D1.15}
\end{equation*}
$$

where the summation extends over all $n_{j}$-distributions such that for each group

$$
\begin{equation*}
\sum n_{j}=N_{i}, \tag{D1.16}
\end{equation*}
$$

where the $\epsilon_{j}$ over which is summed belong to the group $Z_{i}$. Our problem is now reduced to finding $W\left(n_{j}\right)$, that is, the probability that $N$ particles are distributed over the various energy levels which are all assumed to be nondegenerate in such a way that these are $n_{j}$ particles in level $\epsilon_{j}$.

In the case of B-E statistics for any given distribution there exists just one wave function and hence

$$
\begin{equation*}
W_{\mathrm{B}-\mathrm{E}}\left(n_{j}\right)=1 \tag{D1.17}
\end{equation*}
$$

In the case of F-D statistics only completely antisymmetric wave functions are possible-which means that each level can be either occupied by one particle

[^39]or unoccupied, but cannot be occupied by more than one particle-and we have thus either one possible wave function, or none,
\[

\left.$$
\begin{array}{ll}
W_{\mathrm{F}-\mathrm{D}}\left(n_{j}\right)=1, & \text { if all } n_{j} \text { are } 0 \text { or } 1 ; \\
W_{\mathrm{F}-\mathrm{D}}\left(n_{j}\right)=0, & \text { if at least one } n_{j}>1 \tag{D1.18}
\end{array}
$$\right\}
\]

Finally in the case of Bo statistics any of the $N$ ! permutations of the arguments of the $N$ particles in the wave function will lead to another permitted wave function. As a permutation of the $n_{j}$-particles in the same level would not change the wave function we might expect

$$
\begin{equation*}
W^{\prime}{ }_{\text {во }}=N!\prod_{j}\left(1 / n_{j}!\right) \tag{D1.19}
\end{equation*}
$$

This does not take into account that, although we can sometimes label our particles, we cannot keep track of each separate atom and are thus overestimating the weight of each $n_{j}$-distribution by a factor $N$ ! which is the number of different microsituations corresponding to the same macrosituation. ${ }^{78} \mathrm{We}$ must thus use in the case of Bo statistics instead of Eq. (D1.19), the expression

$$
\begin{equation*}
W_{\text {во }}\left(n_{j}\right)=\prod_{j}\left(1 / n_{j}!\right) \tag{D1.20}
\end{equation*}
$$

We can now use Eqs. (D1.15) to (D1.18) and (D1.20) to calculate $W\left(N_{i}\right)$. In the case of Bo statistics one finds easily (compare ESM, p. 74) that

$$
\begin{equation*}
W_{\mathrm{Bo}}\left(N_{i}\right)=\prod_{i} \frac{1}{N_{i}!} \sum \frac{N_{i}!}{\Pi n_{j}!}=\prod_{i}\left(Z_{i}^{N_{i}} / N_{i}!\right) \tag{D1.21}
\end{equation*}
$$

In the case of B-E statistics we must find the number of different ways in which $N_{i}$ particles can be distributed over $Z_{i}$ levels and we get
$W_{\mathrm{B}-\mathrm{E}}\left(N_{i}\right)=\prod_{i}\left[\left(N_{i}+Z_{i}-1\right)!/ N_{i}!\left(Z_{i}-1\right)!\right]$.
Finally in the case of F-D statistics we must find the number of different ways in which $N_{i}$ particles can be distributed over $Z_{i}$ levels without having more than one particle in any level, and we get

$$
\begin{equation*}
W_{\mathrm{F}-\mathrm{D}}\left(N_{i}\right)=\prod_{i}\left[Z_{i}!/ N_{i}!\left(Z_{i}-N_{i}\right)!\right] . \tag{D1.23}
\end{equation*}
$$

We now assume that all $Z_{i}, N_{i}$, and $Z_{i}-N_{i}$ (in the F-D case) are large numbers so that we can use Eq. (A3.03) for the factorials. We then get
$\ln W\left(N_{i}\right)=\sum_{i}\left\{\left(N_{i}+\alpha Z_{i}\right) \ln \left[\left(Z_{i} / N_{i}\right)+\alpha\right]\right.$

$$
\begin{equation*}
\left.-\alpha Z_{i} \ln \left(Z_{i} / N_{i}\right)\right\} \tag{D1.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{\mathrm{Bo}}=0, \quad \alpha_{\mathrm{B}-\mathrm{E}}=1, \quad \alpha_{\mathrm{F}-\mathrm{D}}=-1 \tag{D1.25}
\end{equation*}
$$

and where we have omitted a term $\Sigma N_{i}(=N)$ in the Bo case, which is unimportant for our discussion. From Eq. (D1.24) it can be seen that in the limit where $N_{i} / Z_{i} \rightarrow 0$, that is, for highly diluted systems, or systems

[^40]at very high temperatures, the three expressions become the same.

We find the equilibrium distribution by maximizing $\ln W\left(N_{i}\right)$ under the conditions of given total energy and given total number of particles,

$$
\begin{equation*}
\sum N_{i}=N, \quad \sum N_{i} E_{i}=E \tag{D1.26}
\end{equation*}
$$

and the result is [compare the discussion in Sec. A (3)],

$$
\begin{equation*}
\ln \left[\left(Z_{i}+\alpha N_{i}\right) / N_{i}\right]=-\mu+\beta E_{i} \tag{D1.27}
\end{equation*}
$$

leading to the well-known expressions for the Boltzmann, Fermi-Dirac, and Bose-Einstein distributions.

We now must prove the approach to equilibrium. ${ }^{79}$ Using the relation $H=-S / k$ and the BoltzmannPlanck relation $S=k \ln W$, we have for our $H$-function

$$
\begin{align*}
H=\sum_{i}\left\{\alpha Z_{i}\right. & \ln \left(Z_{i} / N_{i}\right) \\
& \left.\quad-\left(N_{i}+\alpha Z_{i}\right) \ln \left[\left(Z_{i}+\alpha N_{i}\right) / N_{i}\right]\right\} \tag{D1.28}
\end{align*}
$$

Let $N_{i j ; i^{\prime} j^{\prime}}$ be the number of transitions per unit time where the groups $Z_{i}$ and $Z_{j}$ each lose one particle and the groups $Z_{i^{\prime}}$ and $Z_{j^{\prime}}$ each gain one particle. Such transitions will be possible only if energy is conserved or if

$$
\begin{equation*}
E_{i}+E_{j}=E_{i^{\prime}}+E_{j^{\prime}} \tag{D1.29}
\end{equation*}
$$

It will be shown in Appendix V that the $N_{i j ; i^{\prime} j^{\prime}}$ satisfy the equations
$N_{i j ; i^{\prime} j^{\prime}}=A_{i j ; i^{\prime} j^{\prime}} N_{i} N_{j}\left(Z_{i^{\prime}}+\alpha N_{i^{\prime}}\right)\left(Z_{j^{\prime}}+\alpha N_{j^{\prime}}\right)$,
while we shall assume [compare Eq. (D1.05)] that

$$
\begin{equation*}
A_{i j ; i^{\prime} j^{\prime}}=A_{i^{\prime} j^{\prime} ; i j} \tag{D1.31}
\end{equation*}
$$

We get now, in a manner completely analogous to the one leading to Eq. (D1.14), ${ }^{80}$

$$
\begin{align*}
d H / d t= & \sum_{i}\left(d N_{i} / d t\right) \ln \left[N_{i} /\left(Z_{i}+\alpha N_{i}\right)\right] \\
= & \frac{1}{2} \sum_{i j ; i^{\prime} j^{\prime}} A\left[N_{i^{\prime}} N_{j^{\prime}}\left(Z_{i}+\alpha N_{i}\right)\left(Z_{j}+\alpha N_{j}\right)\right. \\
& \left.-N_{i} N_{j}\left(Z_{i^{\prime}}+\alpha N_{i^{\prime}}\right)\left(Z_{j^{\prime}}+\alpha N_{j^{\prime}}\right)\right] \\
& \times \ln \left[N_{i} N_{j}\left(Z_{i^{\prime}}+\alpha N_{i^{\prime}}\right)\left(Z_{j^{\prime}}+\alpha N_{j^{\prime}}\right) /\right. \\
& \left.N_{i^{\prime}} N_{j^{\prime}}\left(Z_{i}+\alpha N_{i}\right)\left(Z_{j}+\alpha N_{j}\right)\right] \leqslant 0 . \tag{D1.32}
\end{align*}
$$

The equal sign only holds when Eq. (D1.27) is satisfied.
Once again we have arrived at an equation showing the steady decrease of $H$ until equilibrium has been reached. Both Eq. (D1.32) and Eq. (D1.14) are derived by using a Stosszahlansatz and by considering transition probabilities. The discussion is thus on the same level as that of Sec. A(3) and we could also, in the present, case consider the frequency with which we can expect fluctuations to occur. Just as the use of Eq. (A3.01) for the probability of the occurrence of a situation was based on the choice of equal a priori probabilities for

[^41]equal volumes in phase space, so the use of Eqs. (D1.21) to (D1.23) is based on the assumption of equal a priori probabilities for all nondegenerate quantum states as can be seen from the derivation of these equations. This assumption will be discussed in Sec. D (3) when we also shall discuss how far Eq. (D1.31) can be justified from first principles. ${ }^{81}$

## (2) $H$-Theorem in Quantum Ensemble Theory ${ }^{82}$

The considerations of the preceding section corresponded to the considerations of Sec. A(3) in the classical case. We shall now be concerned with the quantummechanical analogy to Part C. First of all, in the present section we shall consider the fine-grained density. We shall then introduce a coarse-grained density and consider again a quantity $\Sigma$ which is related to the $\Sigma$ of Sec. C(1), and we draw attention to a few points where slight differences from the classical case occur. After that we shall briefly consider the influence of measurements. ${ }^{83}$ The question of representative ensembles and of $a$ priori probabilities is deferred until Sec. D(3).

It is well known that the so-called density matrix $\mathbf{\varrho}^{84}$ introduced by von Neumann (27N1; see also 27N2, 29D, 30D1, 30D2, 31D, 32N3, 33P, 35D, 36D, 37K, $40 \mathrm{H}, 54 \mathrm{~T}, \mathrm{ESM}$ Chapter VII) replaces in quantum statistics the role of the ensemble density $\rho$ in classical statistics. This density matrix also plays an important part in many quantum-mechanical discussions, but this is not the place to discuss the use of the density matrix for anything but statistical purposes.

The (fine-grained) density matrix $\boldsymbol{0}$ is introduced as follows. Let $\psi^{k}$ be the normalized wave function describing the $k$ th system of the ensemble and let $\varphi_{n}$ be a complete set of orthonormal functions in the Hilbert space of the wave functions. ${ }^{85}$ We can then expand the $\psi^{k}$ as follows:

$$
\begin{equation*}
\psi^{k}=\sum_{n} a_{n}^{k} \varphi_{n}, \tag{D2.01}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n}^{k}=\int \varphi_{n}^{*} \psi^{k} d \tau \tag{D2.02}
\end{equation*}
$$

where a star indicates the conjugate complex and where $d \tau$ is a volume element of the coordinate space. ${ }^{86}$

We can use the $a_{n}{ }^{k}$ instead of the $\psi^{k}$ to describe the $k$ th system. The two representations are equivalent

[^42]and, while the $\psi^{k}$ satisfy the Schrödinger equation
\[

$$
\begin{equation*}
\mathbf{H} \psi^{\hbar}=i \hbar \psi^{k} \tag{D2.03}
\end{equation*}
$$

\]

the $a_{n}{ }^{k}$ satisfy the transformed Schrödinger equation

$$
\begin{equation*}
i \hbar \dot{d}_{n}^{k}=\sum_{m} H_{n m} a_{m}^{k}, \tag{D2.04}
\end{equation*}
$$

where the $H_{m n}$ are the matrix elements of the Hamiltonian operator $\mathbf{H}$,

$$
\begin{equation*}
H_{n m}=\int \varphi_{n} * \mathbf{H} \varphi_{m} d \tau \tag{D2.05}
\end{equation*}
$$

The physical significance of the $a_{n}{ }^{k}$ is that they are probability amplitudes, $\left|a_{n}{ }^{k}\right|^{2}$ being the probability that the $k$ th system is characterized by the function $\varphi_{n}$. From the normalization of the $\psi^{k}$ and the fact that the $\varphi_{n}$ form a complete orthonormal set, it follows that

$$
\begin{equation*}
\sum_{n}\left|a_{n}{ }^{k}\right|^{2}=1 \tag{D2.06}
\end{equation*}
$$

We can now introduce the density operator $\mathbf{\varrho}$ or density matrix by defining it through its elements,

$$
\begin{equation*}
\rho_{m n}=\frac{1}{N} \sum_{k=1}^{N} a_{m}^{k} a_{n}^{k^{*}} \tag{D2.07}
\end{equation*}
$$

where $N$ is the number of systems in the ensemble.
The average value $\langle G\rangle$ of a physical quantity $G$, which now corresponds to an operator $\mathbf{G}$, is given by the equation

$$
\begin{equation*}
\langle G\rangle=N^{-1} \sum_{k} \int \psi^{k^{*}} \mathbf{G} \psi^{k} d \tau \tag{D2.08}
\end{equation*}
$$

which is twice an average, firstly an average over the wave function, and secondly an average over the ensemble.

Introducing the $a_{n}$, we get ${ }^{87}$

$$
\begin{align*}
\langle G\rangle=N^{-1} \sum_{k} \sum_{m, n} & a_{m}{ }^{k} a_{n}{ }^{k^{*}} G_{n m} \\
& =\sum_{m, n} \rho_{m n} G_{n m}=\operatorname{Tr}(\mathbf{0} \mathbf{G}) . \tag{D2.09}
\end{align*}
$$

An example of Eq. (D2.09) is the normalization of $\mathbf{\varrho}$. Putting $\mathbf{G}=1$, we have

$$
\begin{equation*}
1=\operatorname{Tr} \boldsymbol{\varrho}, \tag{D2.10}
\end{equation*}
$$

an equation which also follows directly from Eq. (D2.06).

The index of probability $\mathbf{n}$ is again related to $\mathbf{\varrho}$ by the equation

$$
\begin{equation*}
\mathbf{0}=\exp \mathbf{n} \tag{D2.11}
\end{equation*}
$$

where the right-hand side is an abbreviated notation for the infinite exponential power series:

$$
\begin{equation*}
\exp \mathbf{n}=\sum(n!)^{-1} \mathbf{n}^{n} \tag{D2.12}
\end{equation*}
$$

At this point we may draw attention to the fact that the introduction of grand ensembles in quantum statistics does not involve any extra complications.

[^43]We can assume that second quantization has taken place ${ }^{88}$ and that thus all wave functions are expressed as products of Jordan-Klein and Jordan-Wigner matrices. The formalism remains unchanged.
We now introduce a quantity $\sigma$ by the equation

$$
\begin{equation*}
\sigma=\langle\eta\rangle \tag{D2.13}
\end{equation*}
$$

or, using Eqs. (D2.11) and (D2.09)

$$
\begin{equation*}
\sigma=\operatorname{Tr}(\mathbf{\varrho} \ln \varrho) \tag{D2.14}
\end{equation*}
$$

As in Sec. C(1) we can show that $\sigma$ possesses a number of minimum properties (compare 36D). In order to show this, we first choose as our complete orthonormal set $\varphi_{n}$ a complete set of characteristic functions of the Hamiltonian operator and of the number operator. ${ }^{89}$ We shall indicate the state corresponding to $\nu$ particles while the energy of the system is $E_{k}(\nu)^{90}$ by a double index $k, \nu$ and matrix elements between two states, say $k, \nu_{1}$ and $l, \nu_{2}$ by ( $k, \nu_{1} ; l, \nu_{2}$ ) for instance $H\left(k, \nu_{1} ; l, \nu_{2}\right)$.

We have now the following properties of $\sigma$.
(a) If our ensemble is such that all systems have the same number of particles $N$ and that the energy of all systems lies within a given interval $E, E+\delta E, \sigma$ will be minimum if 0 is given by the equation
$\left.\begin{array}{l}\rho\left(k, \nu_{1} ; l, \nu_{2}\right)=c \delta_{k l} \delta_{\nu_{1} N \delta_{\nu_{2}} N} \quad \text { for } E \leqslant E_{k}(N) \leqslant E+\delta E ; \\ \rho\left(k, \nu_{1} ; l, \nu_{2}\right)=0 \quad \text { otherwise, }\end{array}\right\}$
where $\delta_{k l}$ is the Kronecker symbol and where $c$ is a constant.
(b) If our ensemble is such that all systems have the same number of particles $N$ but that only the average energy is given, that is, that $\varrho$ must satisfy the condition

$$
\begin{equation*}
\operatorname{Tr}(\mathbf{0} \mathbf{H})=E \tag{D2.16}
\end{equation*}
$$

$\sigma$ will be minimum, if $\boldsymbol{\varrho}$ satisfies the equation

$$
\begin{equation*}
\rho\left(k, \nu_{1} ; l, \nu_{2}\right)=\delta_{k l} \delta_{\nu_{1}} N \delta_{\nu_{2}} N \exp \left\{\beta\left[\psi-E_{k}(N)\right]\right\} . \tag{D2.17}
\end{equation*}
$$

(c) If only the average number of particles and the average energy of the systems in the ensemble are given so that $\varrho$ must satisfy Eq. (D2.16) and the condition

$$
\begin{equation*}
\operatorname{Tr}(\mathbf{0} \boldsymbol{v})=N \tag{D2.18}
\end{equation*}
$$

where $\boldsymbol{v}$ is the number operator, $\sigma$ will be minimum, if 0 satisfies the equation ${ }^{91}$

$$
\begin{equation*}
\rho\left(k, \nu_{1} ; l, \nu_{2}\right)=\delta_{k l} \delta_{\nu_{1} \nu_{2}} \exp \left[-q+\nu_{1} \mu-\beta E_{k}\left(\nu_{1}\right)\right] . \tag{D2.19}
\end{equation*}
$$

We shall prove only the last statement since the proofs of the two other statements are completely

[^44]analogous. As in Sec. C(1), the densities given by Eqs. (D2.15), (D2.17), and (D2.19) correspond to our energy-shell ensemble, a macrocanonical ensemble, and a canonical grand ensemble and $\beta, \psi$, and $\mu$ have here the same meaning as there.

The proof of (c) is as follows (compare 36D Sec. 8): Compare two density matrices $\mathbf{\varrho}_{1}$ and $\boldsymbol{\varrho}_{2}$, where $\varrho_{1}$ is given by Eq. (D2.19) and $\boldsymbol{\varrho}_{2}$ by the equation

$$
\begin{equation*}
\mathbf{\varrho}_{2}=\mathbf{\varrho}_{1} \exp (\Delta \mathbf{n}) \tag{D2.20}
\end{equation*}
$$

The quantity $\sigma_{2}-\sigma_{1}$ is given by the equation

$$
\begin{equation*}
\sigma_{2}-\sigma_{1}=\operatorname{Tr}\left(\mathbf{n}_{2} \exp \mathbf{n}_{2}-\mathbf{n}_{1} \exp \boldsymbol{n}_{1}\right) \tag{D2.21}
\end{equation*}
$$

The right-hand side of Eq. (D2.21) can be written as

$$
\begin{aligned}
& \operatorname{Tr}\left[\left(\mathbf{n}_{2}-\mathbf{n}_{1}\right) \exp \mathbf{n}_{2}\right]+\operatorname{Tr}\left[\mathbf{n}_{1}\left(\mathbf{\varrho}_{2}-\mathbf{\varrho}_{1}\right)\right] \\
& =\operatorname{Tr}\left[\left(\mathbf{n}_{2}-\mathbf{n}_{1}\right) \exp \mathbf{n}_{2}\right]+\operatorname{Tr}\left[(-q+\nu \mu-\beta \mathbf{H})\left(\mathbf{0}_{2}-\mathbf{\varrho}_{1}\right)\right. \\
& \quad=\operatorname{Tr}\left[\left(\mathbf{n}_{2}-\mathbf{n}_{1}\right) \exp \mathbf{n}_{2}\right],
\end{aligned}
$$

where we have used the fact that both $\boldsymbol{\varrho}_{1}$ and $\varrho_{2}$ satisfy Eqs. (D2.16), (D2.18), and the normalization condition (D2.10), and where we have used Eqs. (D2.19) and (D2.11). We have thus

$$
\begin{equation*}
\sigma_{2}-\sigma_{1}=\operatorname{Tr}\left[\left(\mathbf{n}_{2}-\mathbf{n}_{1}\right) \exp \mathbf{n}_{2}\right] . \tag{D2.22}
\end{equation*}
$$

The right-hand side of Eq. (D2.22) is positive, except when $\boldsymbol{n}_{2}=\boldsymbol{n}_{1}$. This can be seen as follows. We first of all note that for any Hermitean operator A the following inequality holds (compare 38P):

$$
\begin{equation*}
[\exp \mathbf{A}]_{k k} \geqslant \exp A_{k k} \tag{D2.23}
\end{equation*}
$$

the equal sign only holding when $\mathbf{A}$ is on diagonal form.
One proves Eq. (D2.23) by considering a unitary transformation $\mathbf{U}$ which brings $A$ onto diagonal form with diagonal elements (characteristic values) $A_{k}$. We then have

$$
\begin{equation*}
A_{k k}=\Sigma_{k}\left|U_{k l}\right|^{2} A_{l}, \quad \Sigma_{k}\left|U_{k l}\right|^{2}=1 \tag{D2.24}
\end{equation*}
$$

and

$$
\begin{align*}
{[f(\mathbf{A})]_{k k}=} & \Sigma_{k}\left|U_{k l}\right|^{2} f\left(A_{l}\right) \\
= & \Sigma\left|U_{k l}\right|^{2}\left\{f\left(A_{k k}\right)+\left(A_{l}-A_{k k}\right) f^{\prime}\left(A_{k k}\right)\right. \\
& \left.+\frac{1}{2}\left(A_{l}-A_{k k}\right)^{2} f^{\prime \prime}\left(A_{k k}+\theta_{k l}\left[A_{l}-A_{k k}\right]\right)\right\}\left(0 \leqslant \theta_{k l} \leqslant 1\right) \\
= & f\left(A_{k k}\right)+\frac{1}{2} \Sigma\left|U_{k l}\right|^{2}\left(A_{l}-A_{k k}\right)^{2} f^{\prime \prime}, \tag{D2.25}
\end{align*}
$$

where we have used Eqs. (D2.24). If $f(\mathbf{A})$ is the exponential function, Eq. (D2.23) follows.

We now choose a representation in which $\boldsymbol{n}_{2}$ is on diagonal form. Since from Eq. (D2.10) it follows that

$$
\begin{equation*}
\operatorname{Tr}\left(\exp \mathbf{n}_{1}\right)=\operatorname{Tr}\left(\exp \mathbf{n}_{2}\right)(=1) \tag{D2.26}
\end{equation*}
$$

we get

$$
\begin{aligned}
\operatorname{Tr} & {\left[\left(\mathbf{n}_{2}-\mathbf{n}_{1}\right) \exp \mathbf{n}_{2}\right] } \\
& \left.=\operatorname{Tr}\left[\mathbf{n}_{2}-\mathbf{n}_{1}\right) \exp \mathbf{n}_{2}-\exp \mathbf{n}_{2}+\exp \mathbf{n}_{1}\right] \\
& =\sum\left[\left(\eta_{2 i}-\eta_{1 i i}\right) \exp \eta_{2 i}-\exp \eta_{2 i}+\left(\exp \mathbf{n}_{1}\right)_{i i}\right] \\
& \geqslant \sum\left[\left(\eta_{2 i}-\eta_{1 i i}\right) \exp \eta_{2 i}-\exp \eta_{2 i}+\exp \eta_{1 i i}\right] \\
& =\sum\left(\exp \eta_{1 i i}\right)\left[\left(\eta_{2 i}-\eta_{1 i i}-1\right) \exp \left(\eta_{2 i}-\eta_{1 i i}\right)+1\right] \geqslant 0
\end{aligned}
$$

where we have first used Eq. (D2.23) and then used the properties of the function $y$ given by Eq. (C1.13).

Once again, however, $\sigma$ will not change with time. This follows from the fact that we can transform from one instant ( $t^{\prime}$ ) to another ( $t^{\prime \prime}$ ) by a unitary transformation. This means that, if ${\varrho^{\prime}}^{\prime}$ and $\boldsymbol{\varrho}^{\prime \prime}$ denote the density matrices at $t^{\prime}$ and $t^{\prime \prime}$, they are related by the equation

$$
\begin{equation*}
\mathbf{Q}^{\prime \prime}=\mathrm{U}^{\dagger} \mathbf{\varrho}^{\prime} \mathrm{U} \tag{D2.27}
\end{equation*}
$$

where $\mathbf{U}^{\dagger}$ is the Hermitean conjugate of $\mathbf{U}$ and where

$$
\begin{equation*}
\mathbf{U} \dagger \mathbf{U}=\mathbf{U} \mathbf{U} \dagger=\mathbf{1} \tag{D2.28}
\end{equation*}
$$

Any average value $\langle G\rangle$ is invariant against a unitary transformation. This follows since $\operatorname{Tr}(\mathbf{A B})=\operatorname{Tr}(\mathbf{B A})$, and thus

$$
\begin{align*}
\operatorname{Tr}\left(\mathbf{\varrho}^{\prime \prime} \mathbf{G}^{\prime \prime}\right) & =\operatorname{Tr}\left(\mathbf{U}^{\dagger} \boldsymbol{\varrho}^{\prime} \mathbf{U} \mathbf{U} \dagger \mathbf{G}^{\prime} \mathbf{U}\right)=\operatorname{Tr}\left(\mathbf{U}^{\dagger} \boldsymbol{\varrho}^{\prime} \mathbf{G}^{\prime} \mathbf{U}\right) \\
& =\operatorname{Tr}\left(\mathbf{G}^{\prime} \mathbf{U} \mathbf{U}^{\dagger} \boldsymbol{\varrho}^{\prime}\right)=\operatorname{Tr}\left(\mathbf{G}^{\prime} \boldsymbol{\varrho}^{\prime}\right)=\operatorname{Tr}\left(\boldsymbol{\varrho}^{\prime} \mathbf{G}^{\prime}\right) \tag{D2.29}
\end{align*}
$$

Since $\sigma$ is the average value of $\boldsymbol{n}$ we see that $\sigma^{\prime}=\sigma^{\prime \prime}$ as in the classical case.

We shall now introduce as in Sec. C(1) a coarsegrained density, or in this case a coarse-grained density matrix $\mathbf{P}$. We choose now as our complete orthonormal set of functions the characteristic functions of the Hamiltonian H of the system. Furthermore, we shall divide the stationary states into groups, as before, but now we shall assume the grouping to be in such a way as to correspond to the inaccuracy of our observation, this is, we shall assume that by means of our available observational methods we can discriminate between the different groups, but not within them. ${ }^{92}$ Let $S_{i}$ be the number of levels in the $i$ th group. We now define the coarse-grained density matrix $\mathbf{P}$ by its matrix elements in the particular representation which we are using at the moment, as follows:

$$
\begin{equation*}
\mathrm{P}_{k l}=\delta_{k l} \sum_{j} \rho_{j j} / S_{i}, \tag{D2.30}
\end{equation*}
$$

where the energy level $E_{k}$ belongs to the $i$ th group and where the summation is taken over all the states of the $i$ th group. Since $\rho_{j j}$ is the probability of finding a system of the ensemble in the state characterized by $\varphi_{j}$, we see that $S_{i} \mathrm{P}_{k k}$ is the probability of finding a system of the ensemble in a state belonging to the $i$ th group. Equation (D2.30) defines the coarse-grained density in a particular representation; its matrix elements in any other representation follow by the usual transformation rules. ${ }^{93}$

From Eqs. (D2.30) and (D2.10) it follows that $\mathbf{P}$ is also normalized,

$$
\begin{equation*}
\operatorname{Tr} \mathbf{P}=1 \tag{D2.31}
\end{equation*}
$$

We now define a quantity $\Sigma$ by the equation

$$
\begin{equation*}
\Sigma=\operatorname{Tr}(\mathbf{P} \ln \mathbf{P})=\sum_{k} \mathrm{P}_{k k} \ln \mathrm{P}_{k k}, \tag{D2.32}
\end{equation*}
$$

as long as we stay in the representation which we chose

[^45]originally. Using Eq. (D2.30) we can also write
\[

$$
\begin{equation*}
\Sigma=\sum \rho_{k k} \ln \mathbf{P}_{k k}=\operatorname{Tr}(\rho \ln \mathbf{P})=\langle\ln \mathbf{P}\rangle \tag{D2.33}
\end{equation*}
$$

\]

There are several ways of studying the behavior of $\Sigma$ in time. Possibly the crudest way is the one used by Born and Green (48B1, 48B2, 49B1, 49B2, 49B3) who, in our opinion, do not properly distinguish between finegrained and coarse-grained densities and, moreover, do not take into account the fact that coarse-grained densities are introduced as a necessary step to keep our formalism in accordance with our experimental possibilities. In their work they define as the entropy a quantity which is not proportional to either $-\sigma$ or $-\Sigma$, but to a hybrid of the two, which we shall call $-\sigma \Sigma$. The quantity $\sigma \Sigma$ can be obtained from $\Sigma$ by putting all $S_{i}$ equal to one, or from $\sigma$ by assuming $\varrho$ to be always diagonalized,

$$
\begin{equation*}
\sigma \Sigma=\sum \rho_{k k} \ln \rho_{k k} \tag{D2.34}
\end{equation*}
$$

We shall see later on that $\sigma \Sigma$ and $\Sigma$ are sometimes the same, namely, for an ensemble representing a system on which a measurement has just been made.

The second step in their discussion consists in observing that one is usually interested in systems which are in contact with their surroundings so that the Hamiltonian of the system consists of two parts,

$$
\begin{equation*}
\mathbf{H}=\mathbf{H}_{0}+\mathbf{V} \tag{D2.35}
\end{equation*}
$$

where $\mathbf{H}_{0}$ is the Hamiltonian of the system if interaction with the outside world is neglected, and $\mathbf{V}$ the interaction energy operator. It is a well-known result from quantum-mechanical perturbation theory that transitions between characteristic states of $\mathbf{H}_{0}$ can occur under the influence of $\mathbf{V}$. Choose now for the $\varphi_{n}$ the characteristic functions of $\mathbf{H}_{0}$ and of any other operators which commute with $\mathbf{H}_{0}$. For reasons which will become clear presently [compare Eqs. (D2.37) and (D2.41)], we are especially interested in the case where the energy characteristic values are degenerate. To indicate this degeneracy we shall give two indices to the $\varphi_{n}: \varphi_{k, l}$, where the first index indicates the energy value $E_{k}$, and the second index distinguishes between the various states belonging to the same $E_{k}$.

Since we are only dealing with the diagonal elements of $\varrho$ which are, as we saw a moment ago, the probabilities of finding a system of the ensemble in a particular state, we can use the quantum-mechanical formulas for the time dependence of these probabilities, and we find ${ }^{94}$

$$
\begin{align*}
& \rho(k l, k l ; t)=\rho\left(k l, k l ; t_{0}\right)+\sum_{k^{\prime}} l^{\prime} J\left(k l, k^{\prime} l^{\prime}\right) \\
& \times\left\{\rho\left(k^{\prime} l^{\prime}, k^{\prime} l^{\prime} ; t_{0}\right)-\rho\left(k l, k l ; t_{0}\right)\right\}, \tag{D2.36}
\end{align*}
$$

where

$$
\begin{equation*}
J\left(k l, k^{\prime} l^{\prime}\right)=\delta_{k k^{\prime}}\left(4 \pi^{2} / h\right)\left|V\left(k l, k^{\prime} l^{\prime}\right)\right|^{2}\left(t-t_{0}\right) . \tag{D2.37}
\end{equation*}
$$

In Eq. (D2.37) the $\delta_{k k^{\prime}}$ shows that $J$ is zero unless energy is conserved, that is, transitions only take place

[^46]between states of the same energy, $h$ is Planck's constant, and $V\left(k l, k^{\prime} l^{\prime}\right)$ is the matrix element of $\mathbf{V}$ which satisfies the equation
\[

$$
\begin{equation*}
V\left(k l, k^{\prime} l^{\prime}\right)=V^{*}\left(k^{\prime} l^{\prime}, k l\right), \tag{D2.38}
\end{equation*}
$$

\]

because V is a Hermitean matrix. By virtue of Eq. (D2.38) we have the relation

$$
\begin{equation*}
J\left(k l, k^{\prime} l^{\prime}\right)=J\left(k^{\prime} l^{\prime}, k l\right) \tag{D2.39}
\end{equation*}
$$

Substituting from Eq. (D2.36) into Eq. (D2.34), we get up to the first order in $J^{95}$

$$
\begin{equation*}
\sigma \Sigma(t)=\sigma \Sigma\left(t_{0}\right)-\frac{1}{2} \sum_{k l, k^{\prime} l^{\prime}} J\left(k l, k^{\prime} l^{\prime}\right) Q\left(k l, k^{\prime} l^{\prime}\right) \tag{D2.40}
\end{equation*}
$$

with

$$
\begin{align*}
Q\left(k l, k^{\prime} l^{\prime}\right)= & {\left[\rho\left(k l, k l ; t_{0}\right)-\rho\left(k^{\prime} l^{\prime}, k^{\prime} l^{\prime} ; t_{0}\right)\right] } \\
& \times \ln \left[\rho\left(k l, k l ; t_{0}\right) / \rho\left(k^{\prime} l^{\prime}, k^{\prime} l^{\prime} ; t_{0}\right)\right] . \tag{D2.41}
\end{align*}
$$

As $Q$ is never negative and $J$ always positive and, moreover, a monotonically increasing function of $t$, we have in $\sigma \Sigma$ a monotonically decreasing function.

One can object to this argument on the grounds that Eq. (D2.37) is only valid for small values of $t-t_{0}$, but Green has shown that the argument can be changed so as to be valid for all values of $t-t_{0}$. The most important objection is, however, against the use of the function $-\sigma \Sigma$ as a measure for the entropy. As was pointed out by Pauli (49P) as soon as this choice is made everything else follows as can be seen from the work of Klein (31K) which we discuss in Appendix VI (see also later in this section).
A second method of discussing the behavior of $\Sigma$ the one due to Pauli (28P). Let $P_{i}$ be the probability of finding a system of the ensemble in the $i$ th group. We then have the following relation ${ }^{96}$ :

$$
\begin{equation*}
P_{i}=S_{i} P_{k k} \tag{D2.42}
\end{equation*}
$$

where $P_{k k}$ is one of the $S_{i}$ equal diagonal elements belonging to the $i$ th group. From Eq. (D2.32) we then have in terms of the $P_{i}$

$$
\begin{equation*}
\Sigma=\sum_{i} \sum\left(P_{i} / S_{i}\right) \ln \left(P_{i} / S_{i}\right)=\sum_{i} P_{i} \ln \left(P_{i} / S_{i}\right), \tag{D2.43}
\end{equation*}
$$

where in the second member the first summation is over all groups and the second summation over the $S_{i}$ members of the group.

The time derivation of $\Sigma$ is now given by the equation

$$
\begin{equation*}
d \Sigma / d t=\sum_{i}\left(\ln P_{i}-\ln S_{i}\right)\left(d P_{i} / d t\right) \tag{D2.44}
\end{equation*}
$$

where we used the fact that $\sum P_{i}=1$, or $\sum d P_{i} / d t=0$ as follows from Eqs. (D2.31) and (D2.42).

Let $N_{i j}$ be the average transition probability from group $S_{i}$ to group $S_{j}$. In Appendix V we shall prove that
${ }^{95}$ We use here Eq. (D2.39) (i) to show that the.sum

$$
\Sigma J\left(k l, k^{\prime} l^{\prime}\right)\left[\rho\left(k^{\prime} l^{\prime}, k^{\prime} l^{\prime} ; t\right)-\rho(k l, k l ; t)\right]
$$

[^47]$N_{i j}$ is given by the equation
\[

$$
\begin{equation*}
N_{i j}=A_{i j} S_{j} P_{i}, \tag{D2.45}
\end{equation*}
$$

\]

and we shall assume

$$
\begin{equation*}
A_{i j}=A_{j i} . \tag{D2.46}
\end{equation*}
$$

We then get
$d P_{i} / d t=\sum_{j}\left(N_{j i}-N_{i j}\right)=\sum_{j} A_{i j}\left[S_{i} P_{j}-S_{j} P_{i}\right]$,
and in much the same manner as we derived Eq. (D2.40) we get now
$d \Sigma / d t=\frac{1}{2} \sum_{i, j} A_{i j}\left[P_{j} S-P_{i} S_{j}\right] \ln \left(P_{i} S_{j} / P_{j} S_{i}\right)$.
Once again it follows from the form of the right-hand side of equation (D2.48) that $d \Sigma / d t$ will never be positive.

We may at this point draw attention to the fact that $d \Sigma / d t$ will only be zero if

$$
\begin{equation*}
P_{j} S_{i}=P_{i} S_{j}, \quad \text { or, } \quad P_{j} / S_{j}=P_{i} / S_{i}, \tag{D2.49}
\end{equation*}
$$

or, when use is made of Eqs. (D2.45) and (D2.46),

$$
\begin{equation*}
N_{i j}=N_{j i}, \tag{D2.50}
\end{equation*}
$$

and we see that at equilibrium there are as many transitions from group $S_{i}$ to group $S_{j}$ as the other way round. This is an example of the so-called principle of detailed balancing which we shall discuss in more detail in Appendix VII.

We shall return presently to the discussion of this second method of considering the variation with time of $\Sigma$, but we want first to discuss a third method which is completely analogous to the consideration of the variation with time of $\Sigma$ in Sec. C(1). ${ }^{97}$
Let us assume that we have made observations on our system at $t^{\prime}$ which will give us the coarse-grained density $\mathbf{P}$. The fine-grained density $\boldsymbol{\varrho}$ at $t^{\prime}$ will then be given by the equation [compare the discussion in Sec. D (3)].

$$
\begin{equation*}
\mathbf{\varrho}^{\prime}=\mathbf{P}^{\prime} \tag{D2.51}
\end{equation*}
$$

while we have for $\Sigma^{\prime}$

$$
\begin{equation*}
\Sigma^{\prime}=\operatorname{Tr}\left(\mathbf{P}^{\prime} \ln \mathbf{P}^{\prime}\right)=\operatorname{Tr}\left(\boldsymbol{\varrho}^{\prime} \ln \boldsymbol{\varrho}^{\prime}\right) \tag{D2.52}
\end{equation*}
$$

If the situation at $t^{\prime}$ did not correspond to an equilibrium situation so that $\boldsymbol{\rho}^{\prime}$ (or $\mathbf{P}^{\prime}$ ) did not satisfy one of the Eqs. (D2.15), (D2.17), or (D2.19), we cannot expect Eq. (D2.51) to hold at a later time $t^{\prime \prime}$, but we would have

$$
\begin{align*}
& \mathbf{o}^{\prime \prime} \neq \mathbf{P}^{\prime \prime}  \tag{D2.53}\\
& \Sigma^{\prime \prime}<\Sigma^{\prime} \tag{D2.54}
\end{align*}
$$

and as a result

Let us consider in slightly more detail how Eq. (D2.54) follows from Eq. (D2.53). ${ }^{98}$ We are concerned with the expression

$$
\begin{align*}
\Sigma^{\prime}-\Sigma^{\prime \prime}= & \operatorname{Tr}\left(\mathbf{P}^{\prime} \ln \mathbf{P}^{\prime}\right)-\operatorname{Tr}\left(\mathbf{P}^{\prime \prime} \ln \mathbf{P}^{\prime \prime}\right) \\
& =\operatorname{Tr}\left(\mathbf{\varrho}^{\prime} \ln \mathbf{\varrho}^{\prime}\right)-\operatorname{Tr}\left(\mathbf{\Omega}^{\prime \prime} \ln \mathbf{P}^{\prime \prime}\right) \\
= & \sum_{k} \rho_{k k}^{\prime} \ln \rho_{k l k}^{\prime}-\sum_{n} \rho_{n n}{ }^{\prime \prime} \ln \mathrm{P}_{n n}{ }^{\prime \prime}, \tag{D2.55}
\end{align*}
$$

[^48]where we have used the fact that the coarse-grained density is always a diagonal matrix [see Eq. (D2.30)]. We add now to the right-hand side of equation (D2.55) first of all the expression
\[

$$
\begin{equation*}
\sum_{n} \rho_{n n}{ }^{\prime \prime} \ln \rho_{n n}{ }^{\prime \prime}-\sum_{k} \rho_{k k}{ }^{\prime} \ln \rho_{k k}{ }^{\prime} \tag{D2.56}
\end{equation*}
$$

\]

which by Klein's lemma ( 31 K ) is never positive and only equal to zero, if $\boldsymbol{o}^{\prime \prime}$ is a diagonal matrix as is proved in Appendix VI. We also add to the right-hand side of Eq. (D2.55) the expression $\operatorname{Tr} \mathbf{P}^{\prime \prime}-\operatorname{Tr} \boldsymbol{\varrho}^{\prime \prime}$ which is zero since both $\mathbf{\varrho}^{\prime \prime}$ and $\mathbf{P}^{\prime \prime}$ are normalized. The final result is

$$
\begin{align*}
& \Sigma^{\prime}-\Sigma^{\prime \prime}=\sum_{n}\left(\rho_{n n}{ }^{\prime \prime} \ln \rho_{n n}{ }^{\prime \prime}-\rho_{n n}{ }^{\prime \prime} \ln \mathrm{P}_{n n}{ }^{\prime \prime}\right. \\
&-\rho_{n n}^{\prime \prime} \tag{D2.57}
\end{align*}
$$

the last inequality following from the properties of the function $y$ given by Eq. (C1.13), since substituting $x=\ln \alpha-\ln \beta$ and multiplying by $\beta$ gives for $\beta>0$

$$
\left.\begin{array}{rl}
\alpha \ln \alpha-\alpha \ln \beta-\alpha+\beta>0, & \alpha \neq \beta ; \\
& =0,  \tag{D2.58}\\
\alpha=\beta .
\end{array}\right\}
$$

The fact that we expect $\Sigma$ to continue to decrease is based on considerations similar to those discussed in Sec. C(1). This decrease will continue until a stationary state is reached where $\mathbf{P}$ is given by one of the three Eqs. (D2.15), (D2.17), or (D2.19), and where $\boldsymbol{\rho}=\mathbf{P}$.

We must now discuss the different ways of considering the time dependence of $\Sigma$. As we mentioned before, we are not convinced of the validity of Born and Green's method of approach and we shall not discuss it any further at this point. The second method of approach is the one used by Pauli. This method is actually closely connected with the simple approach of Sec. $\mathrm{D}(1)$. This we can see as follows. We write $\Sigma$ of Eq. (D2.43) in the form

$$
\begin{equation*}
\Sigma=\sum_{i} P_{i} \ln P_{i}-\sum_{i} P_{i} \ln S_{i} . \tag{D2.59}
\end{equation*}
$$

Now, $P_{i}$ is the probability of finding a system in one of the states corresponding to the $i$ th group, and $S_{i}$ is the number of states in this group. The number of states in a group is, however, just equal to the function $W\left(N_{i}\right)$ discussed in Sec. $\mathrm{D}(1)$ as will be seen after a moment's thought, and using the relation between $H$ and $\ln W$ which led to Eq. (D1.28) we can write Eq. (D2.59) in the form

$$
\begin{equation*}
\Sigma=\sum_{i} P_{i} H_{i}+\sum_{i} P_{i} \ln P_{i}=\langle H\rangle+\Sigma_{i} P_{i} \ln P_{i}, \tag{D2.60}
\end{equation*}
$$

where $H_{i}$ is the value of $H$ if the system is in a state belonging to the $i$ th group, ${ }^{99}$ and $\langle H\rangle$ the average of $H$ over the ensemble.

Using Eq. (D2.60) we see first of all that if we are dealing with an ensemble representing a system which by measurement has just been found to be in one particular state so that one of the $P_{i}$ is equal to one and

[^49]the others equal to zero, this equation would reduce to the form
\[

$$
\begin{equation*}
\Sigma=H \tag{D2.61}
\end{equation*}
$$

\]

Secondly, taking the time derivation of Eq. (D2.60), we get

$$
\begin{equation*}
d \Sigma / d t=\langle d H / d t\rangle+\sum_{i}\left(d P_{i} / d t\right) \ln P_{i} \tag{D2.62}
\end{equation*}
$$

and we see that the decrease of $\Sigma$ is due to two facts (i) the general decrease in $H$ for each system of the ensemble, and (ii) the tendency to decrease $\Sigma_{i} P_{i} \ln P_{i}$ by a more uniform distribution of the systems in the ensemble over the different groups of states.
Let us now consider Eq. (D2.57). We saw that $\Sigma$ decreased firstly because of the fact that $\boldsymbol{\varrho}$ and $\mathbf{P}$ were no longer the same, a cause for the decrease of $\Sigma$ which also operated in the classical case, and secondly because the expression $\Sigma \rho_{k k} \ln \rho_{k k}$ decreased (Klein's lemma). For the second cause there does not exist a classical counterpart and we must discuss it briefly. It is called by Tolman (38T) the quantum-mechanical spreading of fine-grained probability. There is no classical counterpart since the quantity $\Sigma \rho_{k k} \ln \rho_{k k}$ is not a trace of a quantum-mechanical operator. The more states are occupied the lower the value of this sum becomes. This decrease is associated with the irreversible disturbance due to observations on the system. ${ }^{100}$ The effect will thus be most pronounced in the case where observations are such as to approach the limits set by the Heisenberg relation, but will be unimportant in those cases where the disturbance of the system by the observation may be neglected. In the latter case the growing difference between $\boldsymbol{\varrho}$ and $\mathbf{P}$ will be responsible for the decrease of $\Sigma$.

It is of interest to note that some authors (36D, 37S) only consider this influence of measurements on the system without properly paying attention to the role of fine-grained and coarse-grained densities and to the fact that the approach to equilibrium should be independent of whether or not the system is actually observed. ${ }^{101}$

In the next section we shall discuss how one can set up representative ensembles in quantum statistics, but some aspects of the consequences of observations on a physical system we wish to discuss briefly now, especially the importance of the pure case.

In classical statistics we introduce ensembles since our knowledge about the physical systems under consideration is practically always far removed from the maximum attainable knowledge. In quantum statistics the situation is, however, complicated due to the statistical aspects inherent in quantum mechanics. In the ideal (and always idealized) case we may, in classical statistics, know the values of all constants of motion so that the problem of the behavior of the system reduces to a problem of classical mechanics. In the

[^50]ideal (and always idealized) case in quantum statistics, we may know that one system is in a characteristic state of a quantum-mechanical operator for which for the sake of simplicity we shall choose the energy operator ${ }^{102}$ so that we are dealing with the system in a stationary state. We are dealing with a pure case (Reiner Fall) and all the systems in the representative ensemble will possess the same wave function, namely, the one corresponding to the characteristics state in question. Only one of the two averaging processes described by Eq. (D2.08) remains, namely, the quan-tum-mechanical average. We still must use statistical considerations, although our knowledge is maximal.
In general, however, the situation will not be so favorable and the construction of the representative ensemble is much more complicated. Both averages in Eq. (D2.08) must be taken into account. We are dealing with a mixed case (Gemisch).
In the pure case, if the state of the system is characterized by one of the functions forming the complete orthonormal set $\varphi_{n}$, say $\varphi_{l}$, the $\psi^{k}$ are all equal to $\varphi_{l}$, and we have
\[

$$
\begin{equation*}
a_{n}^{k}=\delta_{n l} \tag{D2.63}
\end{equation*}
$$

\]

and hence

$$
\begin{equation*}
\rho_{m n}=\delta_{m n} \delta_{m l} . \tag{D2.64}
\end{equation*}
$$

In this case we have for $\sigma$

$$
\begin{equation*}
\sigma=\operatorname{Tr}(\mathbf{\varrho} \ln \varrho)=0 \tag{D2.65}
\end{equation*}
$$

In a mixed case, there are more than one $\rho_{m n}$ which are different from zero and $\sigma$ is smaller than zero. ${ }^{103}$ This is probably the reason by Elsasser (37E) calls $\sigma$ the mixture index. ${ }^{104}$ The decrease of $\sigma$ when we go from a pure case to a mixed case once again shows the relation between entropy-which is proportional to $-\sigma$ and lack of information as the decrease of detailed information involves the decrease of $\sigma$ (compare also the discussion in $39 \mathrm{~K} 1,39 \mathrm{~K} 2$ ).

In the next section we shall see that the representative ensemble of a subsystem which is part of a large isolated system will be a canonical grand ensemble. This means that while the larger system may be represented by a pure case, the subsystems will certainly correspond to a mixture. This fact has been the source of a long discussion started off by a paper by Einstein, Podolski, and Rosen (35E) in which the paradox which bears their names was first stated. We have not got the space to discuss this paradox and refer to the literature (35B, $35 \mathrm{~S} 1,35 \mathrm{~S} 2,35 \mathrm{~S} 3,35 \mathrm{~S} 4,36 \mathrm{M}, 36 \mathrm{~F}, 36 \mathrm{~S}, 51 \mathrm{~B} 3$; compare also 27 N 1 ).

[^51]
## (3) Representative Ensembles

Once again the situation is very similar to the situation in classical statistics. We have only incomplete data from which to predict the future behavior of our system and we must have recourse to representative ensembles. Once again the question of a priori probabilities crops up, and as we really need the $a_{n}{ }^{k}$ 's, also the question of the a priori phases, as we shall see presently. We use the assumption of equal a priori probabilities for all nondegenerate states ${ }^{105}$ and the assumption of random a priori phases, where we shall see presently what we mean by the term random in this connection. Our discussion will now proceed analogous to the discussion in Sec. C(2). We assume again that our system is part of a larger, isolated system and instead of Eqs. (C2.01) to (C2.04) we have now

$$
\begin{align*}
\operatorname{Tr} \boldsymbol{\varrho} & =1  \tag{D3.01}\\
\operatorname{Tr} \mathbf{\varrho}^{\prime} & =1  \tag{D3.02}\\
\operatorname{Tr}(\mathbf{H} \mathbf{\varrho})+\operatorname{Tr}\left(\mathbf{H}^{\prime} \mathbf{\varrho}^{\prime}\right) & =\text { constant }  \tag{D3.03}\\
\operatorname{Tr}(\mathbf{v} \mathbf{\varrho})+\operatorname{Tr}\left(\boldsymbol{v}^{\prime} \mathbf{\varrho}^{\prime}\right) & =\text { constant }, \tag{D3.04}
\end{align*}
$$

where the unprimed quantities refer to the subsystem and the primed quantities to the rest system. If equilibrium has been attained $\Sigma$ should be a minimum, or,

$$
\begin{equation*}
\operatorname{Tr}\left[\left(\mathbf{\varrho} \mathbf{\varrho}^{\prime}\right) \ln \left(\boldsymbol{\varrho} \mathbf{\varrho}^{\prime}\right)\right]=\text { minimum } . \tag{D3.05}
\end{equation*}
$$

Using the method of undetermined multipliers, one then finds (see, e.g., 40 H for a discussion ${ }^{106}$ ) for the equilibrium expression for

$$
\begin{equation*}
\boldsymbol{\varrho}=\exp [-q+\boldsymbol{v} \mu-\beta \mathbf{H}], \tag{D3.06}
\end{equation*}
$$

in accordance with what we discussed in the previous section. As in Sec. C(2), Eq. (D3.06) really only holds for the coarse-grained density $\mathbf{P}$ as Eq. (D3.05) only holds for $\Sigma$ and not for $\sigma$.

The situation is also completely analogous to the classical case as far as nonequilibrium situations are concerned and we refer to the discussion of Sec. C(2) which can be immediately applied to the present case.

We wish to make one more remark about the setting up of a representative ensemble after an observation has been made on a system. We can only distinguish between states belonging to different groups as we discussed before and we can thus only determine the coarse-grained density, or, the $\mathrm{P}_{k k}$. In accordance with the assumption of equal a priori probabilities for all nondegenerate states we should then put all diagonal elements of $\varrho$ corresponding to one group equal to each other and equal to the corresponding $\mathrm{P}_{k k}$. As far as the off-diagonal elements of $\varrho$ are concerned, since these are

[^52]the average values of the product of two $a_{n}{ }^{k}$ we have
\[

$$
\begin{align*}
\rho_{m n} & =\frac{1}{N} \sum a_{m}^{k} a_{n}^{k^{*}} \quad m \neq n \\
& =\frac{1}{N} \sum r_{m}^{k} r_{n}^{k} \exp \left[i\left(\phi_{m}^{k}-\phi_{n}^{k}\right)\right] \tag{D3.07}
\end{align*}
$$
\]

where $r_{m}{ }^{k}$ is the modulus of ${a_{n}}^{k}$ and $\phi_{m}{ }^{k}$ its phase.
Using the assumption of random a priori phases, we may expect the average of $\exp \left[i\left(\phi_{m}{ }^{k}-\phi_{n}{ }^{k}\right)\right]$ to be zero, and we have thus for the fine-grained density of our ensemble

$$
\begin{equation*}
\rho_{k l}=P_{k k} \delta_{k l}, \tag{D3.08}
\end{equation*}
$$

and we see that, indeed, as we remarked when discussing Eqs. (D2.34), $\sigma, \Sigma$, and $\sigma \Sigma$ are all three equal.

We come now to a discussion of our choice of a priori probabilities and a priori phases. When we discussed the analogous situation in classical statistics we showed first of all that the a priori weights should be such as to be invariant against the movement of the representative point along its orbit. We thus showed that in the case of quasi-ergodic systems, the a priori weights would be functions of the energy only and could thus be taken to be equal for equal volumes in phase space. The situation in quantum statistics is both simplified and complicated as compared with the situation in classical statistics. We shall first show that an ensemble constructed without any conditions according to the prescription of equal a priori probabilities and random a priori phases for different nondegenerate quantum states will be a stationary ensemble and will, moreover, correspond to a similar ensemble if we change our representation. Secondly we shall briefly discuss in this connection the importance of the so-called adiabatic invariance of the weights of the different quantum states. We shall then briefly discuss the relation between our choice of a priori probabilities and the condition of nondegeneracy of energy states which is the ergodic condition (see Part E). Finally we shall show how in the classical limit, the condition of equal a priori probabilities and random a priori phases from different nondegenerate states leads to the condition of equal a priori probabilities for equal volumes in phase space. ${ }^{107}$
Consider the so-called uniform ensemble whose density matrix is given by the equation

$$
\begin{equation*}
\rho_{k l}=\rho_{0} \delta_{k l}, \quad \text { or, } \quad \boldsymbol{\varrho}=\rho_{0} \mathbf{1}, \tag{D3.09}
\end{equation*}
$$

where 1 is the unit matrix. Equation (D3.09) will be satisfied by $\varrho$ independent of the choice of the complete orthonormal system, as we can easily show by performing a unitary transformation $\mathbf{U}$,

$$
\begin{equation*}
\boldsymbol{\varrho}^{\prime}=\mathbf{U}^{\dagger} \mathbf{\varrho} \mathbf{U}=\mathbf{U}^{\dagger} \rho_{0} \mathbf{1} \mathbf{U}=\rho_{0} \mathbf{U}+1 \mathbf{U}=\rho_{0} \mathbf{U}+\mathbf{U}=\rho_{0} \mathbf{1} . \tag{D3.10}
\end{equation*}
$$

[^53]The uniform ensemble can be considered to have been obtained by applying the prescription of equal a priori probabilities and random a priori phases for different states, since we have from Eq. (D2.07)

$$
\begin{equation*}
\rho_{m n}=\left(a_{m} a_{n}^{*}\right)_{\mathrm{Av}} \tag{D3.11}
\end{equation*}
$$

where the average is taken over all the systems in the ensemble. Putting

$$
\begin{equation*}
a_{m}=r_{m} \exp \left(i \alpha_{m}\right) \tag{D3.12}
\end{equation*}
$$

where $r_{m}$ is the modulus and $\alpha_{m}$ the phase of $a_{m}$, we have from Eq. (D3.11)

$$
\begin{equation*}
\rho_{m n}=\left\{r_{m} \boldsymbol{r}_{n} \exp \left[i\left(\alpha_{m}-\alpha_{n}\right)\right]\right\}_{\mathrm{Av}} \tag{D3.13}
\end{equation*}
$$

Equal a priori probabilities means

$$
\begin{equation*}
r_{m}=\text { independent of } m=\sqrt{ } \rho_{0} \tag{D3.14}
\end{equation*}
$$

so that Eq. (D3.13) reduces to

$$
\begin{equation*}
\rho_{m n}=\rho_{0}\left\{\exp \left[i\left(\alpha_{m}-\alpha_{n}\right)\right]\right\}_{\mathrm{Av}}, \tag{D3.15}
\end{equation*}
$$

which because of the random distribution of the phases reduces to Eq. (D3.09).

The uniform ensemble is also a stationary ensemble. This follows immediately from Eq. (D2.27) [compare Eq. (D3.10)].

We see here that the condition of equal a priori probabilities and random a priori phases for different states is invariant both against the passage of time and against transformations from one representation to another. The assumption of random a priori phases is necessary in order to assure the establishment of these invariances, as the density matrix given by the equation

$$
\begin{equation*}
\rho_{k l}=\rho_{0} \delta_{k l}+A_{k l}\left(1-\delta_{k l}\right) \tag{D3.16}
\end{equation*}
$$

would satisfy the requirement of equal a priori probability but would not be a stationary density or a density invariant against a unitary transformation.

We may remark here that Dirac (29D; see also 27N1) singles out the uniform ensemble since it remains invariant against arbitrary slight perturbations of the Hamiltonian and thus gives the a priori distribution of quantum statistics. He also draws attention to the fact that it leads-as we just saw-to equal a priori probabilities for all discrete states.

The equality of a priori weights for nondegenerate states follows also from the so-called adiabatic principle to which Ehrenfest's name is usually attached. We cannot enter into a detailed discussion of this very important subject and must refer to the literature ${ }^{108}$ ( $06 \mathrm{E} 1,11 \mathrm{E} 1,14 \mathrm{E}, 16 \mathrm{E}, 17 \mathrm{~B} 1,17 \mathrm{~B} 2,17 \mathrm{~B} 3,17 \mathrm{~B} 4,17 \mathrm{E} 1$, $18 \mathrm{~B}, 23 \mathrm{~B} 2,27 \mathrm{U}$, and especially 23 E 1 , where further references can be found). This principle states that if the external parameters are varied adiabatically, the relative weights of the different states cannot change. From this it follows directly that in the case of multiply

[^54]periodic systems each nondegenerate quantum state has the same a priori weight.

We come now to the important question whether, as in the classical case, the choice of a priori probabilities is determined completely, if we are dealing with ergodic systems. We saw in Sec. C(3) that this was the case in classical statistics due to the fact that the other constants of motion take up their possible values with practically equal frequency in different parts of phase space, or, as it is sometimes put, are practically constant over an energy surface. This latter property is also true for an ergodic system in quantum mechanics as we can see easily. If all energy states are nondegenerate, the energy characteristic functions will form a complete orthonormal set. Since a constant of motion corresponds to an operator which commutes with the energy operator, it follows from quantum theory (e.g., 38 K Sec. 38) that the energy characteristic functions are also characteristic functions of all the operators corresponding to the integrals of motion. It then follows that in each energy state-which, because of the nondegeneracy corresponds to one and only one characteristic function-the integrals of motion have welldefined constant values.
Unfortunately, however, this does not ensure that our choice of a priori probabilities and of a priori phases follows. As far as the a priori probabilities are concerned, we hardly need the ergodicity of the systems under consideration, since as we saw a moment ago, the adiabatic principle allows only those a priori weights which we have used throughout. The choice of a priori phases is, however, more difficult to justify from first principles-and that is what we are trying to do at the moment.
Let us consider a moment the plausibility of the existence of ergodic systems. We know from quantum theory that degenerate levels are the rule rather than the exception when we are dealing with simple systems such as atoms and molecules, and it seems unlikely that the situation would be different when we come to complicated systems such as are considered in statistical mechanics. In this connection it is of interest to remind ourselves of the fact that it has not even been possible to prove that the ground state of any system is non-degenerate-a property which is important for a discussion of the third law of thermodynamics, the socalled Nernst heat theorem. ${ }^{109}$ We must therefore also face the possibility that physical systems are not ergodic. Let us briefly consider in how far the ergodic theorem of Part E, that is, the equality of time and ensemble averages can still be saved. This equality is based on Eq. (E.26) which is proved in Appendix IV. From the discussion in that appendix we see that Eq. (E.26) can also be proved, if we may average over the phases on the right-hand side of Eq. (IV.07). ${ }^{110}$ I would like to suggest that this averaging is in accordance

[^55]with the basic ideas of quantum mechanics. It is well known that in no physical quantities the (initial) phases of the wave functions play a role, and it is therefore tempting to suggest that each wave function be considered to be an average (or better a mixture) of a large number of wave functions, only differing in their phases, but otherwise being the same. This would not alter any results obtained from the normal wave mechanics and would ensure the ergodic theorem as well as justifying the manner in which we set up our representative ensembles. We transfer in this way the assumption of random a priori phases from statistical mechanics to quantum mechanics itself.

We conclude this section with a discussion of how our classical a priori probabilities are the limiting case of the assumption regarding a priori weights and a priori phases made in quantum statistics. The transition could easily be justified in the old (model) quantum mechanics, at any rate, as long as one was dealing with multiply periodic systems (compare 18B), since in the old quantum theory the energy levels were just obtained by dividing phase space into cells of volume $h^{s}$ ( $h$ : Planck's constant; $s$ : number of degrees of freedom) and assigning one level to each cell.

In modern quantum mechanics, the situation is more complicated. One often finds the cryptic statement that the assignment of a volume $h^{s}$ in phase space for each state is connected with the Heisenberg relations (27H1) which are then written in the form

$$
\begin{equation*}
\Delta p \cdot \Delta q \geqslant h \tag{D3.17}
\end{equation*}
$$

where $p$ and $q$ are a canonically conjugate momentumcoordinate pair, and where $\Delta p$ and $\Delta q$ are the ranges of accuracy with which they can be measured simultaneously. It is not explained in these cases, why the volume would not be $(h / 4 \pi)^{s}$, as the right-hand side of inequality (D3.17) in the most rigorous form should be $h / 4 \pi$ and not $h(30 \mathrm{H} 1)$.

However, one can probably justify the choice of a volume $h^{s}$ in phase space for each state as follows (ESM p. 60; compare also 35D Sec. 37, 49M). In classical mechanics the phase of the particle is given by the representative point in phase space. This point can be considered to be the combination of a point in co-ordinate-or $q$-space-and a point in momentum-or $p$-space. In quantum mechanics we must, however, consider probability densities. The two probability densities in $p$ - and in $q$-space are not independent. The probability density in $q$-space is determined by the wave function $\psi$ and is $|\psi|^{2}$, which is normalized,

$$
\begin{equation*}
\int|\psi|^{2} d q=1 \tag{D3.18}
\end{equation*}
$$

where $d q$ stands for a volume element in $q$-space. The probability density in $p$-space is obtained by first transforming the wave function $\psi(q)$ in coordinate representation to the probability amplitude $A(p)$ in
momentum space. The probability density in $p$-space is then $|A|^{2}$. It follows from transformation theory that $A$ and $\psi$ are each other's Fourier transforms, if we consider $q$ and $p / h$ as the variables, ${ }^{111}$ and that thus

$$
\begin{equation*}
\int|A|^{2} d p=h^{s} \tag{D3.19}
\end{equation*}
$$

We can now say that the total volume of phase space corresponding to one state of the system is obtained by multiplying the probability densities in $p$ - and $q$-space and integrating over the whole of phase space, and we get from Eqs. (D3.18) and (D3.19) as the final result a volume $h^{s}$.

From the foregoing discussion we can conclude that in the limit of $h \rightarrow 0$, indeed, equal volumes of phase space-which contain equal numbers of cells of volume $h^{s}$-correspond to equal a priori probabilities, once we have accepted the equal a priori probabilities for all nondegenerate states. The necessity of random a priori phases in this connection is not so apparent. It follows, however, from the considerations of the uniform ensemble. We should like to have equal weights for nondegenerate states independent of the representation we are using, and this can only be ensured if we use the additional assumption of random a priori phases as we saw earlier in the present section.

## E. THE ERGODIC THEOREM IN QUANTUM STATISTICS

We saw earlier that apart from the approach via the $H$-theorem one could justify the use of statistical methods by using the ergodic (or quasi-ergodic) theorem and proving the equivalence of equality of time and ensemble averages. The same choice of method of approach exists in quantum statistics, and we do now wish to consider the quantum-statistical ergodic theorem. In analogy with the old ergodic theorem [Sec. $B(1)$ ] one can assume the existence of ergodic systems. Such systems are defined as such systems where all states $E_{k}$ within a given energy range

$$
\begin{equation*}
E \leqslant E_{k} \leqslant E+\delta E \tag{E.01}
\end{equation*}
$$

can be reached from all other states within the rangeeven if only via other intermediate states. ${ }^{112}$
Let $P_{k}$ denote once again the probability of finding the system in the $k$ th state, and let $w_{k l}$ be the transition probability for a transition from the $k$ th to the $l$ th state. We then have the following equation governing the temporal behavior of the $P_{k}$ :

$$
\begin{align*}
d P_{k} / d t & =-\sum_{l} P_{k} w_{k l}+\sum_{l} P_{l} w_{l k} \\
& =\sum_{l} w_{k l}\left(P_{l}-P_{k}\right) \tag{E.02}
\end{align*}
$$

[^56]where we have used the fact that $w_{k l}=w_{l k}{ }^{113}$ The equilibrium solution of Eq. (E.02) which is attained exponentially is
\[

$$
\begin{equation*}
P_{k}=\text { constant }=1 / n, \tag{E.03}
\end{equation*}
$$

\]

if $n$ is the number of states in the range (E.01). From this it follows that the average time spent in any of the $n$ states is the same and to calculate the time average of any quantity we can take the mean over the states of the range (E.01), or over a representative microcanonical ensemble [compare the density for such an ensemble given by Eq. (D2.15)]. We have thus proved that for ergodic systems the two averages are the same. The problem remains whether or not ergodic systems exist. In the present case it seems very likely that this is the case. In a closed system radiation must have been included and this should make transitions from one state to another possible. ${ }^{114}$

There is, however, also in quantum mechanics a different method of approach which is analogous to Birkhoff's or Hopf's ergodic theorem. This method consists of proving directly the equivalence of time and ensemble averages. The first proof was given by von Neumann (29N) and it was later simplified by Pauli and Fierz (37P) and by Fierz (private communication). ${ }^{115}$

As in the classical case we can distinguish two different ergodic theorems according to whether or not we allow a "coarsening" of the energy of the system. In the quantum-statistical case the second ergodic theorem is the more important one, but we shall first discuss briefly the first ergodic theorem and we shall follow largely the exposition given by Rosenfeld (52R).

In the first case we are dealing with a pure case. Let $\psi(t)$ be the wave function describing the system under consideration. We choose now for our complete orthonormal set $\varphi_{n}$ the characteristic functions of the energy operator $\mathbf{H}$ and denote by $E_{n}$ the corresponding characteristic values. We now write

$$
\begin{equation*}
\psi(0)=\sum_{n} a_{n} \varphi_{n} \tag{E.04}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{n}=r_{n} \exp \left(i \alpha_{n}\right) \tag{E.05}
\end{equation*}
$$

where $r_{n}$ is the modulus and $\alpha_{n}$ the phase of $a_{n}$. For $\psi(t)$ we then have in the usual way

$$
\begin{equation*}
\psi(t)=\sum r_{n} \exp \left(i \alpha_{n}\right) \exp \left(-i E_{n} t / \hbar\right) \varphi_{n} \tag{E.06}
\end{equation*}
$$

and the density matrix as a function of time is given by the equation

$$
\begin{align*}
& \rho_{m n}(t)=r_{m} r_{n} \exp \left[i\left(\alpha_{m}-\alpha_{n}\right)\right] \\
& \times \exp \left[-i\left(E_{m}-E_{n}\right) t / \hbar\right] \tag{E.07}
\end{align*}
$$

[^57]The average value of any physical quantity $A$ is the quantum-mechanical average given by the equation

$$
\begin{align*}
& \langle A\rangle=\sum_{m n} r_{m} r_{n} \exp \left[i\left(\alpha_{m}-\alpha_{n}\right)\right. \\
& \left.\quad-i\left(E_{m}-E_{n}\right) t / \hbar\right] A_{m n} \tag{E.08}
\end{align*}
$$

where $A_{m n}$ is given by the equation
\%

$$
\begin{equation*}
A_{m n}=\int \varphi_{m}^{*} \mathbf{A} \varphi_{n} d \tau \tag{E.09}
\end{equation*}
$$

We can now take the time average of $\langle A\rangle$ and we see that, if there is no degeneracy, that is, if no two characteristic energy values are the same, we have

$$
\begin{equation*}
\overline{\langle\mathrm{A}\rangle}=\sum_{n} \rho_{n n} A_{n n}, \tag{E.10}
\end{equation*}
$$

which is independent of the initial phases (the $\alpha_{n}$ ).
We see that $\overline{\langle\mathrm{A}\rangle}$ will only be independent of the initial conditions, in this case, the initial phases, if there is no degeneracy. The requirement of nondegeneracy thus takes the place of the requirement of metrical transitivity in the classical case.

That Eq. (E.10) gives $\overline{\langle\mathrm{A}\rangle}$ as a statistical average can be seen when we introduce the so-called projection operators $\mathbf{R}(\varphi)$. This operator is defined by the equation

$$
\begin{equation*}
\mathbf{R}(\varphi) \chi=\varphi \int \varphi^{*} \chi d \tau \tag{E.11}
\end{equation*}
$$

which should be valid for any pair of functions $\varphi$ and $\chi$. The geometric meaning of the projection operator is simple, if we may use for a moment the language of the Hilbert space. The integral $\int \varphi^{*} \chi d \tau$ then corresponds to the scalar product of the two vectors $\chi$ and $\varphi$ in Hilbert space and the right-hand side of Eq. (E.11) gives thus the "projection" of $\chi$ on $\varphi$ if $\varphi$ is normalized, and thus corresponds to a unit vector in Hilbert space. ${ }^{116}$

One can easily see that, in the case where the system is characterized by the wave function $\psi$, the operator $\mathbf{R}(\psi)$ is diagonal and its diagonal elements are equal to the diagonal elements of the density matrix so that we can write Eq. (E.10) in the form

$$
\begin{equation*}
\overline{\langle\mathrm{A}\rangle}=\operatorname{Tr}(\mathbf{R}(\psi) \mathbf{A}) \tag{E.12}
\end{equation*}
$$

From Eq. (E.07) it follows also that $\mathbf{R}(\psi)$ can be obtained by averaging the density matrix over the different values of the initial phases, or,

$$
\begin{equation*}
\mathbf{R}(\psi)=\boldsymbol{\varrho}_{\mathrm{Av}}, \tag{E.13}
\end{equation*}
$$

the subscript "Av" indicating here the averaging over the values of the $\alpha_{n}$, and Eq. (E.12) or (E.10) can also be written in the form

$$
\begin{equation*}
\overline{\langle\mathrm{A}\rangle}=\operatorname{Tr}\left(\mathbf{\varrho}_{\mathrm{Av}} \mathbf{A}\right) . \tag{E.14}
\end{equation*}
$$

Loosely speaking we may interpret this result as meaning that the temporal change of the wave function

[^58]corresponds to a uniform distributing of the $\alpha_{n}$ over all possible values, corresponding to the classical picture of the trajectory completely covering the energy surface.
If we are dealing with an isolated system of constant energy the $\psi(0)$ is one of the $\varphi_{n}$ and we are dealing with a pure case with a microcanonical density matrix. In the general case discussed at this moment time averaging has the effect of replacing the pure case by a mixture obtained by averaging over the initial phases.

The discussion of the first ergodic theorem is mainly of importance for the discussion of the influence of observations on the state of the system and the discussion of the change from a pure to a mixed case by observation. We have discussed some aspects of this at the end of Sec. $\mathrm{D}(2)$ and are not going to discuss it any further at this point.

The second ergodic theorem deals as does Hopf's ergodic theorem with an energy shell. At the same time it meets the difficulty that we often use to describe a system a number of physical quantities which do not correspond to commuting operators so that it is not possible to have a wave function which is a characteristic function of all these operators. It is then necessary to introduce instead of these microscopic operators so-called macroscopic operators as was first done by von Neumann. ${ }^{117}$ Roughly speaking a macroscopic operator can be obtained from its microscopic counterpart as follows. Let $A$ be a continuous variable which can take on any value between $-\infty$ and $+\infty$ and let macroscopic measurements be such that only the intervals

$$
\begin{equation*}
k \leqslant A \leqslant k+1, \quad k=0, \pm 1, \pm 2, \cdots \tag{E.15}
\end{equation*}
$$

can be distinguished. Let further $f(x)$ be defined by the equation

$$
\begin{equation*}
f(x)=k, \quad k \leqslant x<k+1, \quad k=0, \pm 1, \pm 2, \cdots \tag{E.16}
\end{equation*}
$$

The macroscopic variable corresponding to $A$ will then be $f(A)$. As is emphasized by von Neumann, ${ }^{118}$ macroscopic variables can always be measured simultaneously. It is instructive to quote his actual remarks: "During a macroscopic simultaneous measurement of coordinate and momentum (or of another pair of quantities which cannot be measured simultaneously due to the Heisenberg relations) we measure indeed two physical quantities simultaneously and accurately, but these two quantities are not exactly coordinate and momentum. We measure, for instance, the positions of two needles or the positions of two images on a photographic plate and nothing can prevent us from measuring these simultaneously and as accurately as we wish, but the coupling between them and the quantities in which we are

[^59]interested ( $q_{k}$ and $p_{k}$ ) is a loose one and the looseness of the coupling is determined by the Heisenberg relations."
We first of all introduce energy shells in such a way that we group the energy levels together as before and assign to each group of $S_{i}$ levels one representative energy value $E_{i}$. Inside each shell we introduce (phase) cells [compare the discussion in Sec. A(3)] which each contain $s_{\nu}$ states, say. In each cell the macroscopic variables $A, B, \cdots$ in which we are interested will have a constant value. This means that we have introduced macroscopic operators for the energy, $A, B$, and so on, in such a way that they all commute and that their characteristic values are $s_{\nu}$-fold degenerate. If $\omega_{\tau}$ are the characteristic functions of the macroenergy, and the macro-operators corresponding to $A, B, \cdots$, they correspond inside a cell to the same characteristic values. We further have
\[

$$
\begin{equation*}
\sum_{\nu} s_{\nu}=S_{i}, \tag{E.17}
\end{equation*}
$$

\]

where $\nu$ runs from 1 to $N_{i}$, if $N_{i}$ is the number of cells in the shell.
Let now $P_{\nu}$ be the probability of finding the system in the $\nu$ th cell and let $p_{\nu}$ be the probability of finding the system in one of the states belonging to the $\nu$ th cell. ${ }^{119}$ We have then [compare Eq. (D.242)]

$$
\begin{equation*}
P=s_{\nu} p_{\nu} . \tag{E.18}
\end{equation*}
$$

We now define a quantity $\Sigma(t)$ by the equation [compare Eq. (D2.43)]

$$
\begin{equation*}
\Sigma=\sum_{\nu} P_{\nu} \ln \left(P_{\nu} / s_{\nu}\right) \tag{E.19}
\end{equation*}
$$

We must bear in mind that the number of cells in an energy shell, that is, the number of states which can be distinguished by an observer will be of the order of magnitude of (at most) $10^{20}$ say. On the other hand, $-\Sigma$ which is a measure of the entropy of the system in units $\mathbf{k}$ (=Boltzmann's constant) will also be of the order of magnitude $10^{20}$, that is, if the order of Avogadro's number, which means that the $s_{\nu}$ will be enormously big, ${ }^{120}$

$$
\begin{equation*}
s_{\nu} \sim \exp \left(10^{20}\right) \text { and also } S_{i} \sim \exp \left(10^{20}\right) \tag{E.20}
\end{equation*}
$$

As a result $P_{\nu}$ will be of the order of magnitude $10^{-20}$ and $\ln s_{\nu}$ will be extremely large compared to $-\ln P_{\nu}$ so that we can write instead of Eq. (E.19)

$$
\begin{equation*}
\Sigma(t)=-\sum_{\nu} P_{\nu} \ln s_{\nu} . \tag{E.21}
\end{equation*}
$$

On the other hand consider the quantity

$$
\begin{equation*}
\langle\Sigma\rangle_{\mathrm{Av}}=-\sum_{\nu}\left(s_{\nu} / S_{i}\right) \ln s_{\nu} . \tag{E.22}
\end{equation*}
$$

For $\langle\Sigma\rangle_{\mathrm{Av}}$ we can easily prove the following inequalities:

$$
\begin{align*}
& \ln S_{i} \geqslant \sum_{\nu}\left(s_{\nu} / S_{i}\right) \ln \left(s_{\nu} / S_{i}\right) \\
&+\sum_{\nu}\left(s_{\nu} / S_{i}\right) \ln S_{i}=-\langle\Sigma\rangle_{\mathrm{Av}},  \tag{E.23}\\
&-\langle\Sigma\rangle_{\mathrm{Av}} \geqslant \sum_{\nu}\left(1 / N_{i}\right) \ln \left(S_{i} / N_{i}\right)=\ln S_{i}-\ln N_{i} . \tag{E.24}
\end{align*}
$$

[^60]The first inequality follows since $0<s_{v} / S_{i}<1$, and the second inequality since a sum of the kind $\Sigma a_{\nu} \ln a_{\nu}$ under the condition $\Sigma a_{\nu}=1$ is minimum for all $a_{\nu}$ being equal. By Eq. (E.20), $\ln S_{i}$ is of the order $10^{20}$ while $\ln N_{i}$ is only of the order 50, so that we can neglect $\ln N_{i}$ with respect to $\ln S_{i}$ and write

$$
\begin{equation*}
\langle\Sigma\rangle_{\mathrm{Av}}=-\ln S_{i} . \tag{E.25}
\end{equation*}
$$

Since $S_{i}$ is the number of states in the energy shell, $-\langle\Sigma\rangle_{\mathrm{Av}}$ can be interpreted (apart from a factor $\mathbf{k}$ ) as the entropy of the microcanonical ensemble [compare the discussion just before Eq. (D1.28)].

We can prove the ergodic theorem, if we can prove that $\langle\Sigma\rangle_{\mathrm{Av}}$ is the time average of $\Sigma(t)$ given by Eq. (E.21) or, that

$$
\begin{equation*}
\bar{P}_{\nu}=s_{\nu} / S_{i}, \tag{E.26}
\end{equation*}
$$

a relation which is strongly reminiscent of Eq. (E.03).
It is possible, that Eq. (E.26) holds on the average. The average is here taken over all possible divisions of an energy shell into cells. The way in which the various divisions are weighted is the one introduced by Weyl (25W). In Appendix IV we shall discuss the proof of Eq. (E.26). A necessary condition for the proof is that there are no degenerate energy levels. ${ }^{121}$

We have now proved the equivalence of time and ensemble averages in the case of the function $\Sigma$. However, as soon as Eq. (E.26) holds, one can also prove the equivalence of time and ensemble averages for other variables. This follows from the considerations of von Neumann, ${ }^{122}$ but can also be seen by our argument similar to the one discussed in the Introduction and which runs as follows. From the fact that $\bar{\Sigma}$ and $\langle\Sigma\rangle_{\mathrm{Av}}$ are the same, it follows that the system spends most of the time in the equilibrium state and that thus the time average of any variable will correspond to the equilibrium value. We must also mention that in proving Eq. (E.26) we have really proved more than just the equivalence of $\bar{\Sigma}$ and $\langle\Sigma\rangle_{\mathrm{Av}}$, but have made a statement about the relative periods spent in the different cells. Equation (E.26) corresponds to Eq. (B1.05) of the classical case.

We may, in conclusion, say a few words about a recent paper by Klein (52K). His point of view is similar to the one of Born and Green in that only systems in a well-defined state are considered. In that case it is necessary to introduce an interaction between the system and the outside world. This interaction, provided it satisfies certain mixing conditions, will ensure the equivalence of time and ensemble averages. However, this method of approach does not, in our opinion, do justice to the fact that an observer is dealing

[^61]with macroscopic variables. We refer to his paper for a detailed discussion of his very interesting analysis.

## SUMMARY OF THE SITUATION IN QUANTUM THERMOSTATISTICS

Once again we can briefly summarize the results of the two preceding parts ( D and E ). There is no need to discuss again the utilitarian approach as there is no difference between the classical and the quantummechanical case.

In the case of the formalistic approach, once again one investigates the necessary conditions for the equality of time and ensemble averages. In the quan-tum-mechanical case the condition is the one of nondegeneracy of all energy characteristic states.

In the case of the physical approach, one works again with representative ensembles and shows that the development of a nonequilibrium situation will be such that the ensemble representing the system under consideration will approach a canonical ensemble when time goes on. The problem here reduces to finding the rules according to which the representative ensembles can be set up. These rules are the assumption of equal a priori probabilities for all nondegenerate states and of random a priori phases for the probability amplitudes. Once these assumptions are made, one can either use the quantum-mechanical version of the statistical $H$-theorem, or one can use the $H$-theorem as applied to ensembles. The discussion is very similar to the one applicable in the classical case.

In the classical case we saw that in the last instance the basic ideas of both the physical and the formalistic approach were the same. Once one has proved that physical systems are quasi ergodic, the ergodic theorem follows, but one can also justify from first principles the choice of a priori probabilities. In the quantummechanical case, the situation is not so simple. One can justify from first principles the assumption of equal a priori weights, but one is left with the assumption of random a priori phases. On the other hand, it seems unlikely that physical systems are really ergodic in the quantum-mechanical sense, and in that case the quan-tum-mechanical ergodic theorem must also use an assumption about the distribution of the phases. Since in quantum-mechanics the (initial) phases do not play a physical role, one might with some justification say that one should really always average over these phases. In that case the quantum-mechanical ergodic theorem is always true, and the assumption of random a priori phases is also justified. As in the classical case we see that the two different methods of approach are not differing by as much as one would expect at first sight.

## APPENDIX I. THE LORENTZ MODEL ${ }^{123}$

In Sec. $\mathrm{A}(1)$ we introduced a model of a physical system which possessed the following properties. One

[^62]kind of particle is fixed in space, randomly distributed with a density of $n$ per unit volume. A second kind of particle is traveling through the lattice colliding elastically and isotropically with the first kind, but not interacting with its own kind. Its density in space is $N$ per unit volume and its speed is $c$. The cross section for a collision is denoted by $\sigma$.

For our discussion we assume phase space, which in the present case is the unit sphere, to be divided into $2 m+1$ finite cells, each of extension $\delta \omega$,

$$
\begin{equation*}
\delta \omega=4 \pi /(2 m+1), \tag{I.01}
\end{equation*}
$$

and numbered by an index $v$ which runs through the sequence $-m,-m+1, \cdots, 0, \cdots, m-1, m$. We denote by $f_{v}$ the number per unit volume of particles of the second kind-which in order to keep the analogy with Lorentz's model of a metal we shall call electronsmoving in the direction specified by the $v$ th element of solid angle. The $f_{v}$ satisfy the condition

$$
\begin{equation*}
\sum_{v} f_{v}=N, \tag{I.02}
\end{equation*}
$$

and their equilibrium values $f_{v}{ }^{e}$ are given by the equation

$$
\begin{equation*}
f_{v}{ }^{e}=N /(2 m+1) \tag{I.03}
\end{equation*}
$$

To characterize the state of the system, we introduce $\Delta$ by the equation

$$
\begin{equation*}
\Delta=\sum_{v}\left(f_{v}-f_{v}^{e}\right)^{2} . \tag{I.04}
\end{equation*}
$$

We can now ask for the probability $w(\Delta) d \Delta$ of finding a value of $\Delta$ in the interval $\Delta, \Delta+d \Delta$. We use the method introduced by Markoff ( 12 M ; see also 43C, 46C) to find a probability distribution for a quantity which is a sum of a number of similar terms of functions, the probability distribution of which is given. We mention the result (see 43C) but give no proof. If

$$
\begin{equation*}
\Phi=\sum_{k} \phi_{k}\left(q_{i}\right) \tag{I.05}
\end{equation*}
$$

where the $q_{i}$ are stochastic variables such that

$$
\begin{equation*}
p\left(q_{i}\right) \Pi d q_{i} \tag{I.06}
\end{equation*}
$$

is the probability of finding the $q_{i}$ within ranges $q_{i}$, $q_{i}+d q_{i}$, the probability $w(\Phi) d \Phi$ to find $\Phi$ between $\Phi$ and $\Phi+d \Phi$ is given by the equation

$$
\begin{equation*}
w(\Phi) d \Phi=(d \Phi / 2 \pi) \int_{-\infty}^{+\infty} \exp (-i \rho \Phi) A(\rho) d \rho \tag{I.07}
\end{equation*}
$$

where $A(\rho)$ is determined from

$$
\begin{equation*}
A(\rho)=\int \cdots \int \exp \left(i \rho \sum \boldsymbol{\phi}_{k}\right) p\left(q_{i}\right) \Pi d q_{i} . \tag{I.08}
\end{equation*}
$$

In our case Eq. (I.04) takes the place of Eq. (I.05), and the probability of finding a certain set of values for the $f_{v}$ is a compound probability. Using Eq. (I.02), we find

$$
\begin{equation*}
p\left(f_{v}\right)=\left[N!/ \Pi f_{v}!\right](2 m+1)^{-N}, \tag{I.09}
\end{equation*}
$$

which for large values of the $f_{v}$ which are in the neighborhood of $f_{v}{ }^{e}$ takes the form ${ }^{124}$

$$
\begin{align*}
p\left(f_{v}\right)= & {[(2 m+1) / 2 \pi N]^{m}(2 m+1)^{\frac{1}{2}} } \\
& \left.\quad \times \exp \left[-(2 m+1) \sum\left(f_{v}-f_{v}\right)^{2}\right)^{2} / 2 N\right], \tag{I.10}
\end{align*}
$$

which is normalized.
For the function $A(\rho)$ we get

$$
\begin{equation*}
A(\rho)=\int \cdots \int p\left(f_{v}\right) \exp (-i \rho \Delta) d f_{-m} \cdots d f_{m} \tag{I.11}
\end{equation*}
$$

where the integral is $2 m$-fold since by virtue of Eq. (I.02) only $2 m$ of the $f_{v}$ are independent. Since one of the $f_{v}$ must be eliminated, for which $f_{0}$ is chosen to preserve the symmetry, the integration is rather tedious, but luckily straightforward and one find

$$
\begin{equation*}
A(\rho)=[1-2 i N \rho /(2 m+1)]^{-m} . \tag{I.12}
\end{equation*}
$$

Substituting from Eq. (I.12) into Eq. (I.07) one finds by contour integration

$$
\begin{align*}
& w(\Delta) d \Delta=[(2 m+1) / 2 N]^{m}\left[\Delta^{m-1} /(m-1)!\right] \\
& \times \exp \{-(2 m+1) \Delta / 2 N\} d \Delta \tag{I.13}
\end{align*}
$$

which is Eq. (A3.13).
From Eq. (I.13) one gets

$$
\begin{equation*}
\Delta_{\mathrm{Av}}=\int \Delta w(\Delta) d \Delta=2 m N /(2 m+1) \tag{I.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\Delta^{2}\right)_{\mathrm{Av}}=\int \Delta^{2} w(\Delta) d \Delta=2 m(2 m+2) N^{2} /(2 m+1)^{2} \tag{I.15}
\end{equation*}
$$

from which Eqs. (A3.16) follow if we neglect in the final result 1 against $2 m$, since $m \gg 1$.

We now must evaluate the probability $w\left(\Delta, \Delta^{\prime}\right)$ that $\Delta$ changes its value from $\Delta$ to $\Delta^{\prime}$ during a time interval $\tau$. The change in $\Delta$ is related to the changes in the values of the $f_{v}$ by

$$
\begin{align*}
\Delta^{\prime}-\Delta=2 \sum_{v}\left(f_{v}-f_{v}^{e}\right)\left(f_{v}^{\prime}-\right. & \left.f_{v}\right) \\
& =2 \sum_{v} f_{v}\left(f_{v}^{\prime}-f_{v}\right) \tag{I.16}
\end{align*}
$$

since from Eq. (I.02) it follows that $\sum f_{v}=\sum f_{v}$.
Let $x_{v v^{\prime}}$ be the actual number of electrons passing from cell $v$ to cell $v^{\prime}$ during a time interval $\tau$. If we could use a Stosszahlansatz, we would have

$$
\begin{equation*}
x_{v v^{\prime}}=a f_{v} \tag{I.17}
\end{equation*}
$$

where

$$
\begin{equation*}
a=n \sigma \tau c /(2 m+1) \tag{I.18}
\end{equation*}
$$

where we have used the assumption of isotropic scattering [compare Eq. (A1.15)].

We are, however, interested in fluctuations and instead of Eq. (I.17) we must consider a distribution of the $x_{v v^{\prime}}$ around an average value which will be given by

[^63]Eq. (I.17). If the distribution of the fixed particles in space is random we may assume this distribution to be a Bernoullian one.

The time interval $\tau$ will be chosen in such a way that the probability of any one electron undergoing more than one collision during $\tau$ is negligibly small, or

$$
\begin{equation*}
\tau \ll 1 / n \sigma c . \tag{I.19}
\end{equation*}
$$

If we chose $N$ so large that $a N$ is still large compared to one so that we have the inequalities

$$
\begin{equation*}
N \gg a N \gg 1 \tag{I.20}
\end{equation*}
$$

we can use the Gaussian form for the $x_{v v}$-distribution,

$$
\begin{equation*}
p\left(x_{v v^{\prime}}\right)=\left(2 \pi a f_{v}\right)^{-\frac{1}{2}} \exp \left[-\left(x_{v v^{\prime}}-a f_{v}\right)^{2} / 2 a f_{v}\right] \tag{I.21}
\end{equation*}
$$

The change of the $f_{v}$ during a time interval $\tau$ is governed by the $x_{v v}$, and we have

$$
\begin{equation*}
f_{v}^{\prime}-f_{v}=\sum_{v^{\prime}}\left(x_{v^{\prime} v}-x_{v v^{\prime}}\right) \tag{I.22}
\end{equation*}
$$

Combining Eqs. (I.16) and (I.22) we see that we have once again a problem of the kind which led to $w(\Delta)$. The expression $w(\Delta) w\left(\Delta, \Delta^{\prime}\right)$ now takes the place $\Phi$ of Eq. (I.05) and the $\phi_{k}$ are expressions in the $f_{v}$ and the $x_{v v^{\prime}}$. From Eq. (I.07) we now have

$$
\begin{align*}
& w(\Delta) w\left(\Delta, \Delta^{\prime}\right)=\left(1 / 4 \pi^{2}\right) \\
& \quad \times \iint \exp \left[-i \sigma \Delta-i \rho\left(\Delta^{\prime}-\Delta\right)\right] A(\rho, \sigma) d \rho d \sigma \tag{I.23}
\end{align*}
$$

where

$$
\begin{align*}
A(\rho, \sigma) & =\int \cdots \int d f_{-m} \cdots d f_{m} d x_{-m,-m} \cdots d x_{m m} \\
& \times p\left(f_{v}\right) p\left(x_{-m-m}\right) \cdots p\left(x_{m m}\right) \\
& \times \exp \left[i \sigma \sum\left(f_{v}-f_{v} e\right)^{2}+2 i \rho \sum f_{v}\left(f_{v}^{\prime}-f_{v}\right)\right] \tag{I.24}
\end{align*}
$$

The integration over the $(2 m+1)^{2}$ variables $x_{v v^{\prime}}$ is straightforward after we have substituted from Eqs. (I.21) and (I.22). The integration over the $2 m$ variables $f_{v}(v \neq 0)$ is more complicated. We introduce new variables $\alpha_{v}$ through

$$
\begin{equation*}
\alpha_{v}=\left(f_{v}-f_{v}{ }^{e}\right) / f_{v}{ }^{e}, \tag{I.25}
\end{equation*}
$$

and neglect cubic terms in the exponent with respect to quadratic terms. We are then left with a quadratic expression in the exponent and can integrate. The final result leads to

$$
\begin{align*}
& A(\rho, \sigma)=[(2 m+1) / 2]^{m}[4 N a \rho(2 N \rho+2 m+1) \\
&-2 N i \sigma+2 m+1]^{-m} \tag{I.26}
\end{align*}
$$

and from Eqs. (I.23) and (I.13) we get the normalized expression

$$
\begin{align*}
& w\left(\Delta, \Delta^{\prime}\right)=(32 \pi N a \Delta)^{-\frac{1}{2}} \\
& \quad \times \exp \left[-\left(\Delta^{\prime}-\Delta+2(2 m+1) a \Delta\right)^{2} / 32 N a \Delta\right] \tag{I.27}
\end{align*}
$$

which is Eq. (A3.19).

Equation (A3.21) follows from the equation

$$
\begin{equation*}
\Delta_{\mathrm{Av}}^{\prime}=\int \Delta^{\prime} w\left(\Delta, \Delta^{\prime}\right) d \Delta^{\prime} \tag{I.28}
\end{equation*}
$$

using Eq. (I.27).
In footnote 36 we mentioned that the following relation held:

$$
\begin{equation*}
w(\Delta) w\left(\Delta, \Delta^{\prime}\right)=w\left(\Delta^{\prime}\right) w\left(\Delta^{\prime}, \Delta\right) \tag{I.29}
\end{equation*}
$$

We must draw attention to the fact that in proving Eq. (I.29) one neglects higher-order terms in $a$ which is permitted because of inequality (I.19).

Using Eqs. (A3.27), (A3.28), (A3.31), and (I.27), Eqs. (A3.19) and (A3.32) follow, again up to first-order terms in a. Similarly, Eq. (A3.30) follows from Eq. (A3.29) by neglecting terms in $a^{2}$ and higher-order terms.

If the Stosszahlansatz would be valid, one can use for the rate of change of the $f_{v}$ Eqs. (I.22) and (I.17) which gives us

$$
\begin{align*}
d f_{v} / d t & =\left(f_{v}^{\prime}-f_{v}\right) / \tau
\end{align*}=\sum_{v^{\prime}}\left(x_{v^{\prime} v}-x_{v v^{\prime}}\right) .
$$

whence Eq. (A3.34) follows by using the fact that $\Sigma f_{v^{\prime}}=\Sigma f_{v^{\prime}}{ }^{e}=(2 m+1) f_{v}{ }^{e}$.

## APPENDIX II. PROOF OF THE EXISTENCE OF QUASI-ERGODIC SYSTEMS ${ }^{125}$

Fermi's proof of the quasi ergodicity of kanonische Normalsysteme with more than two degrees of freedom consists of two parts. The first part is a proof that the energy surfaces $S$ are the only family of surfaces in phase space which have the property that any orbit starting from a point of one of the surfaces of the family will always stay on the same surface. The second part then consists of showing that, if there are two arbitrary regions $\sigma$ and $\sigma^{*}$ on $\mathcal{\delta}$, there will be orbits passing through both $\sigma$ and $\sigma^{*}$.

The proof of the first part is slightly complicated and runs as follows. A kanonisches Normalsystem is a system where one can introduce canonically conjugate coordinates $x_{i}$ and $y_{i}$ such that:
(a) the energy is time independent;
(b) the Hamiltonian $\mathcal{H}$ of the system can be developed in a power series of a parameter $\alpha$,

$$
\begin{equation*}
\mathfrak{H}=\mathfrak{H}_{0}+\alpha \mathfrak{K}_{1}+\alpha^{2} \mathfrak{H}_{2}+\cdots ; \tag{II.01}
\end{equation*}
$$

(c) the Hamiltonian and thus all $\mathcal{F}_{i}$ are periodic in all the $x_{i}$. We can then choose our $x_{i}$ such that the period is the same for all $x_{i}$, say, $2 \pi$;
(d) the first term in the series expansion in Eq. (II.01), $\mathfrak{K}_{0}$, does not depend on the $x_{i}$.
Let us assume now that the equations

$$
\begin{equation*}
\Phi(x, y ; \alpha)=0 \tag{II.02}
\end{equation*}
$$

${ }^{125}$ See $23 F 1$.
describe a family of surfaces $\mathscr{R}_{\alpha}$ and that the functions $\Phi$ are uniquely valued, analytical and periodic in the $x_{i}$. We must show that each of the $\mathscr{R}_{\alpha}$ coincides with an energy surface $S$.

We expand $\Phi$ in powers of $\alpha$ and have

$$
\begin{equation*}
\Phi=\Phi_{0}+\alpha \Phi_{1}+\alpha^{2} \Phi_{2}+\cdots \tag{II.03}
\end{equation*}
$$

If the $\mathcal{R}_{\alpha}$ are given we can still to a large extent choose our $\Phi_{i}$ arbitrarily and especially it is possible to prove ${ }^{126}$ that one can for given $\Omega_{\alpha}$ choose $\Phi_{0}$ not to depend on the $x_{i}$. Moreover, one can choose the $\Phi_{i}$ arbitrarily outside $\mathscr{R}_{0}$.

As the $\mathcal{R}_{\alpha}$ are surfaces such that an orbit starting from one of its points will stay on the same surface, the equation

$$
\{\mathfrak{H}, \Phi\}=0
$$

(II.04)
must be a consequence of Eq. (II.02), where $\{A, B\}$ is the Poisson bracket defined by

$$
\begin{align*}
\{A, B\}=\sum_{i}\left[\left(\partial A / \partial y_{i}\right)\right. & \left(\partial B / \partial x_{i}\right) \\
& \left.-\left(\partial A / \partial x_{i}\right)\left(\partial B / \partial y_{i}\right)\right] . \tag{II.05}
\end{align*}
$$

From Eq. (II.04) and the series expansions (II.01) and (II.03) it follows that the following equations must hold:

$$
\begin{align*}
& \left\{\mathcal{H}_{0}, \Phi_{0}\right\}=0  \tag{II.06}\\
& \left\{\mathscr{H}_{0}, \Phi_{1}\right\}+\left\{\mathscr{H}_{1}, \Phi_{0}\right\}=0, \cdots \tag{II.07}
\end{align*}
$$

Equation (II.06) is trivial as neither $\mathscr{H}_{0}$ nor $\Phi_{0}$ contain the $x_{i}$.
As both $\Phi_{1}$ and $\mathscr{H}_{1}$ are periodic in all the $x_{i}$, we can write

$$
\begin{align*}
\Phi_{1} & =\sum A_{m}\left(y_{i}\right) \exp \theta_{m},  \tag{II.08}\\
\mathfrak{F}_{1} & =\sum B_{m}\left(y_{i}\right) \exp \theta_{m}, \tag{II.09}
\end{align*}
$$

with

$$
\begin{equation*}
\theta_{m}=i\left(m_{1} x_{1}+m_{2} x_{2}+\cdots+m_{n} x_{n}\right) \tag{II.10}
\end{equation*}
$$

where $m$ is a short-hand notation for all the $n m_{i}$ and where the summations in Eqs. (II.08) and (II.09) are over all $n m_{i}$.

From Eqs. (II.07) to (II.09) we get
or

$$
\begin{equation*}
\sum \exp \theta_{m}\left[A_{m} \sum_{i} m_{i} \omega_{i}-B_{m} \sum_{j} m_{j} \chi_{j}\right]=0, \tag{II.11}
\end{equation*}
$$

$$
\begin{equation*}
A_{m} \sum_{i} m_{i} \omega_{i}=B_{m} \sum_{j} m_{j} \chi_{j} \tag{II.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{i}=\partial \mathcal{K}_{0} / \partial y_{i}, \quad \chi_{j}=\partial \Phi_{0} / \partial y_{j} . \tag{II.13}
\end{equation*}
$$

If we exclude the possibility that the $B_{m}$ can be zero, ${ }^{127}$ it follows from Eq. (II.12) that in any point of $\mathcal{R}_{0}$ where $\Sigma m_{i} \omega_{i}$ is zero, $\Sigma m_{j} \chi_{j}$ must also be zero.

Assume now $n=3$. The discussion is equally valid for $n>3$, but not for $n=2$ (compare 23F1). In general at most one of the three ratios $\omega_{2} / \omega_{1}, \omega_{3} / \omega_{2}$ will be constant in $\mathfrak{R}_{0}$. We may thus assume the first two ratios to be varying on $\mathfrak{R}_{0}$. In that case $\mathcal{R}_{0}$ is covered densely

[^64]with points where $\omega_{2} / \omega_{1}$ takes on rational values so that one can find $m_{1}$ and $m_{2}$ such that
\[

$$
\begin{equation*}
m_{1} \omega_{1}+m_{2} \omega_{2}=0 \tag{II.14}
\end{equation*}
$$

\]

It then follows that in these points

$$
\begin{equation*}
m_{1} \chi_{1}+m_{2} \chi_{2}=0 \tag{II.15}
\end{equation*}
$$

so that

$$
\begin{equation*}
\omega_{2} / \omega_{1}=\chi_{2} / \chi_{1} \tag{II.16}
\end{equation*}
$$

As Eq. (II.16) holds in a point set which is everywhere dense on $\mathcal{R}_{0}$, it holds identically on $\mathfrak{R}_{0}$. The same is true for equation

$$
\begin{equation*}
\omega_{3} / \omega_{1}=\chi_{3} / \chi_{1} \tag{II.17}
\end{equation*}
$$

From Eqs. (II.13), (II.16), (II.17) and the fact that $\mathscr{F}_{0}$ and $\Phi_{0}$ do not depend on the $x_{i}$, it follows that on $\mathscr{R}_{0}$

$$
\begin{equation*}
\Phi_{0}=\mathfrak{F}_{0}+c_{0} \tag{II.18}
\end{equation*}
$$

where $c_{0}$ is a constant. As $\Phi_{0}$ can be chosen arbitrarily outside $\mathcal{R}_{0}$, we can choose it in such a way that Eq (II.18) holds everywhere in phase space.

If our system is nondegenerate, the equation

$$
\begin{equation*}
\sum m_{i} \omega_{i}=0 \tag{II.19}
\end{equation*}
$$

cannot hold identically on $\mathcal{R}_{0}$ and we can divide Eq. (II.12) by $\Sigma m_{i} \omega_{i}$ which by virtue of Eq. (II.18) is equal to $\Sigma m_{j} \chi_{j}$. The result is

$$
\begin{equation*}
A_{m}=B_{m} \text { except when all } m_{i}=0 \tag{II.20}
\end{equation*}
$$

It follows that on $\mathfrak{R}_{0}$

$$
\begin{equation*}
\Phi_{1}\left(x_{i}, y_{i}\right)=\mathfrak{F}_{1}\left(x_{i}, y_{i}\right)+f_{1}\left(y_{i}\right) \tag{II.21}
\end{equation*}
$$

and once again we can choose $\phi_{1}$ outside $\mathfrak{R}_{0}$ such that Eq. (II.21) holds everywhere in phase space.

One can now easily prove by complete induction from Eqs. (II.18) and (II.21) that

$$
\begin{equation*}
\Phi_{i}=\mathcal{H}_{i}+c_{i} \tag{II.22}
\end{equation*}
$$

where the $c_{i}$ are constants. The proof is along the same lines as the proof of Eqs. (II.18) and (II.21).

Equations (II.22) lead to the result that Eq. (II.02) is equivalent to the equation

$$
\begin{equation*}
\mathfrak{H}\left(x_{i}, y_{i} ; \alpha\right)=\sum c_{n} \alpha^{n}=c \tag{II.23}
\end{equation*}
$$

and the $\mathcal{R}_{\alpha}$ thus coincide with energy surfaces.
The second part of Fermi's proof is much less complicated. Let $\sigma$ and $\sigma^{*}$ be two arbitrary regions on $\mathcal{S}$. Let $\sigma^{\prime}$ be that part of $\mathcal{S}$ which is covered by the orbits which start somewhere in $\mathcal{S}$. If $\sigma^{\prime}$ would cover all of $\mathcal{S}$ our point would have been proved. If $\sigma^{\prime}$ does not cover all of $\mathcal{S}$, let $\sigma^{\prime \prime}$ be that part of $\mathcal{S}$ which is not covered, and let $\mathbb{B}$ be the boundary surface between $\sigma^{\prime}$ and $\sigma^{\prime \prime}$. There can be no orbit which contains points both in $\sigma^{\prime}$ and $\sigma^{\prime \prime}$, as can be seen as follows. Let $P^{\prime}$ in $\sigma^{\prime}$ be passed at $t^{\prime}$ by an orbit which at $t^{\prime \prime}$ passes through $P^{\prime \prime}$ in $\sigma^{\prime \prime}$. Since the solutions of the equations of motion are analytical functions, we can find small regions $\eta^{\prime}$ in $\sigma^{\prime}$ around $P^{\prime}$ and $\eta^{\prime \prime}$ in $\sigma^{\prime \prime}$ around $P^{\prime \prime}$ such that the orbit passing
through an arbitrary point $Q^{\prime}$ of $\eta^{\prime}$ at $t^{\prime}$ will pass through $\eta^{\prime \prime}$ at $t^{\prime \prime}$. Since, however, $\eta^{\prime}$ lies in $\sigma^{\prime}$ there will be points $Q^{\prime}$ lying on an orbit starting from $\sigma$ and we have arrived at a contradiction.

Let now $P$ be a point of $\mathbb{B}$ and once again $P^{\prime}$ and $P^{\prime \prime}$ be points of $\sigma^{\prime}$ and $\sigma^{\prime \prime}$, respectively. If we consider orbits passing at $t$ through $P, P^{\prime}, P^{\prime \prime}$, these orbits will pass at $t_{1}$ through points $P_{1}, P_{1}^{\prime}, P_{1}^{\prime \prime}$, at $t_{2}$ through $P_{2}, P_{2}{ }^{\prime}, P_{2}{ }^{\prime \prime}$, and so on, where $P_{1}{ }^{\prime}, P_{2}{ }^{\prime}, \cdots$ are all lying in $\sigma^{\prime}$ and $P_{1}{ }^{\prime \prime}, P_{2}{ }^{\prime \prime}, \cdots$ are all lying in $\sigma^{\prime \prime}$. We can choose $P^{\prime}$ and $P^{\prime \prime}$ so close to $P$ that $P_{1}^{\prime}$ and $P_{1}{ }^{\prime \prime}$ are close to $P_{1}, P_{2}{ }^{\prime}$, and $P_{2}{ }^{\prime \prime}$ close to $P_{2}$, and so on. It then follows that $P, P_{1}, P_{2}, \cdots$ must all lie on $ß$ and $ß$ thus ${ }^{\cdot}$ contains an orbit. We saw, however, that the only surface on which an orbit could stay was an energy surface. Hence, $ß$ cannot exist, or, $\sigma^{\prime}$ must cover $\mathcal{S}$ completely. That means that $\sigma^{*}$ will be part of $\sigma^{\prime}$ and there will be orbits starting from $\sigma$ which pass through $\sigma^{*}$. As both $\sigma$ and $\sigma^{*}$ can be taken arbitrarily small we have proved the quasi ergodicity of the systems considered.

## APPENDIX III. PROOF OF THE CLASSICAL ERGODIC THEOREM ${ }^{128}$

Birkhoff's ergodic theorem proves the equivalence of the average taken over an energy surface and a time average taken for practically all orbits on the energy surface, provided the energy surface is metrically indecomposable. Let $f(P)$ be a well-behaved phase function, ${ }^{129}$ that is, a function of the phase represented by a point $P$ on the energy surface $\delta$.

Consider the function $\bar{f}\left(P ; t_{0}, T\right)$ defined by the equation

$$
\begin{equation*}
\bar{f}\left(P ; t_{0}, T\right)=\frac{1}{T} \int_{t_{0}}^{t_{0}+T} f\left(P_{t}\right) d t \tag{III.01}
\end{equation*}
$$

where $P_{t}$ is the point passed at $t$ of an orbit which passed through $P$ at $t_{0}$. We shall first of all prove that for almost all orbits the following limit exists:

$$
\begin{equation*}
\bar{f}\left(P ; t_{0}, \infty\right)=\lim _{T \rightarrow \infty} \bar{f}\left(P ; t_{0}, T\right) \tag{III.02}
\end{equation*}
$$

Secondly we shall show that this limit is independent of $t_{0}$. Finally we shall show that this limit is constant almost everywhere on $\delta$.

To prove the first part we divide the time scale in finite segments and write

$$
\begin{equation*}
T=n \tau \tag{III.03}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{f}_{n}\left(P ; t_{0}\right)=\bar{f}_{0}\left(P ; t_{0}, n \tau\right) \tag{III.04}
\end{equation*}
$$

If $P$ were a phase point for which the limit of Eq. (III.02) would not exist, the lower bound $L(P)$ of $\bar{f}_{n}\left(P ; t_{0}\right)$ and the upper bound $U(P)$ of $\bar{f}_{n}\left(P ; t_{0}\right)$ would be different and one could find two quantities $\alpha$ and $\beta$

[^65]such that
$$
L(P)<\alpha<\beta<U(P)
$$
(III.05)

Moreover, if the set $\mathfrak{D}$ of phase points for which the limit of Eq. (III.02) did not exist were of positive measure, one could find a subset $\mathscr{D}^{\prime}$ of $\mathfrak{D}$ also of positive measure and a set of values $\alpha$ and $\beta$ such that the inequalities (III.05) would be satisfied for all points $P$ of $\mathscr{D}^{\prime}$. This, however, leads to a contradiction, as follows.
Let $P_{k}$ be the phase point at $t_{0}+k r$ and let $x_{k}(P)$ be defined by the equation

$$
\begin{equation*}
x_{k}(P)=\frac{1}{\tau} \int_{t_{k}}^{t_{k+1}} f\left(P_{t}\right) d t \tag{III.06}
\end{equation*}
$$

By shifting the origin one sees easily that

$$
\begin{equation*}
x_{k}(P)=x_{0}\left(P_{k}\right) . \tag{III.07}
\end{equation*}
$$

The time average $\bar{f}_{n}\left(P ; t_{0}\right)$ can be expressed in the $x_{k}$ as follows:

$$
\begin{equation*}
\bar{f}_{n}\left(P ; t_{0}\right)=\frac{1}{n} \sum_{k=0}^{n-1} x_{k}(P) \tag{III.08}
\end{equation*}
$$

We now integrate $\bar{f}_{n}\left(P ; t_{0}\right)$ over a set of points $\mathscr{D}_{0}{ }^{(n)}$ which is a subset of $\mathscr{D}^{\prime}$ such that for any point of $\mathscr{D}_{0}{ }^{(n)}$ we have

$$
\begin{equation*}
\bar{f}_{n}\left(P ; t_{0}\right)>\beta \tag{III.09}
\end{equation*}
$$

The result of the integration is

$$
\begin{align*}
& n \beta \mathfrak{M}\left(D_{0}(n)\right)<n \int \bar{f}_{n}\left(P ; t_{0}\right) d \omega_{0} \\
& \quad=\sum_{k=0}^{n-1} \int x_{k}(P) d \omega_{0}=\sum_{k=0}^{n-1} \int x_{0}\left(P_{k}\right) d \omega_{k} \tag{III.10}
\end{align*}
$$

where $\mathfrak{M}\left(\mathscr{D}_{0}{ }^{(n)}\right)$ is the measure of the set $\mathscr{D}_{0}{ }^{(n)}$, where $d \omega_{0}{ }^{(n)}$ indicates integration on the set $\mathscr{D}_{0}{ }^{(n)}$ and $d \omega_{k}{ }^{(n)}$ integration over the set $\mathscr{D}_{k}^{(n)}$ obtained from $\mathscr{D}_{0}^{(n)}$ by the transformation $P \rightarrow P_{k}$.

Suppose that the sets $\mathscr{D}_{k}{ }^{(n)}$ are nonoverlapping and let their sum be $\mathfrak{D}^{(n)}$,

$$
\begin{equation*}
\mathscr{D}^{(n)}=\sum \mathscr{D}_{k}^{(n)} \tag{III.11}
\end{equation*}
$$

From Eq. (III.10) we now have

$$
\begin{equation*}
\int x_{0}(P) d \omega^{(n)}>\beta \mathfrak{M}\left(\mathscr{D}^{(n)}\right), \tag{III.12}
\end{equation*}
$$

where $\int d \omega^{(n)}$ indicates integration over $\mathscr{D}^{(n)}$ and where we have used the fact that $\mathfrak{M}\left(\mathscr{D}_{k}{ }^{(n)}\right)=\mathfrak{M}\left(\mathscr{D}_{0}{ }^{(n)}\right)$ for all $k$, as a consequence of Liouville's theorem.

It can be shown that one can find such sums $D^{(n)}$ of nonoverlapping sets for each value of $n$ in such a way that they exhaust $\mathfrak{D}^{\prime}$ and from inequality (III.12) it thus follows that

$$
\begin{equation*}
\int x_{0}(P) d \omega^{\prime}>\beta \mathfrak{M}\left(\mathfrak{D}^{\prime}\right) \tag{III.13}
\end{equation*}
$$

where $\int d \omega^{\prime}$ indicates integration over the whole of $\mathscr{D}^{\prime}$.

One can similarly prove the inequality

$$
\begin{equation*}
\int x_{0}(P) d \omega^{\prime}<\alpha \mathfrak{M}\left(\mathfrak{D}^{\prime}\right) \tag{III.14}
\end{equation*}
$$

and combining inequalities (III.13) and (III.14) with the assumption $\mathfrak{M}\left(\mathscr{D}^{\prime}\right)>0$ we arrive at a contradiction with our choice of $\alpha<\beta$. It thus follows that $D$ is of measure zero and that the limit of Eq. (III.02) exists for practically all orbits.

The first part of the proof is now concluded by considering

$$
\begin{equation*}
A=\left|\frac{1}{T} \int_{t_{0}}^{t_{0}+T} f\left(P_{t}\right) d t-\frac{1}{n \tau} \int_{t_{0}}^{t_{0}+n \tau} f\left(P_{t}\right) d t\right| \tag{III.15}
\end{equation*}
$$

where now Eq. (III.03) does not necessarily hold, but $n$ is the largest integer contained in $T / \tau$. We can split $A$ into two parts,

$$
\begin{equation*}
A=A_{1}+A_{2} \tag{III.16}
\end{equation*}
$$

with

$$
\begin{align*}
& A_{1}=\left|\left(\frac{1}{T}-\frac{1}{n \tau}\right) \int_{t_{0}}^{t_{0}+n \tau} f\left(P_{t}\right) d t\right|  \tag{III.17}\\
& A_{2}=\left|\frac{1}{T} \int_{t_{0}}^{t_{0}+T} f\left(P_{t}\right) d t-\frac{1}{T} \int_{t_{0}}^{t_{0}+n \tau} f\left(P_{t}\right) d t\right| \tag{III.18}
\end{align*}
$$

Since $\bar{f}_{n}\left(P ; t_{0}\right)$ had a limiting value for $n \rightarrow \infty$, say, $F$, we have for $A_{1}$ the limit

$$
\begin{equation*}
A_{1} \rightarrow \frac{n \tau-T}{T} F \tag{III.19}
\end{equation*}
$$

and we see that $A_{1} \rightarrow 0$ for $T \rightarrow \infty$.
For $A_{2}$ we have the inequality

$$
\begin{equation*}
A_{2}=\frac{1}{T}\left|\int_{t_{0}+n \tau}^{t_{0}+T} f\left(P_{t}\right) d t\right| \leqslant \frac{\tau}{T}\left|x_{n}(P)\right| \tag{III.20}
\end{equation*}
$$

and for any well-behaved function $f(P) x_{n}(P)$ will be bounded and thus $A_{2} \rightarrow 0$ for $T \rightarrow \infty$. This concludes the first part of the argument.

The fact that $\bar{f}\left(P ; t_{0}, \infty\right)$ is independent of $t_{0}$ follows easily from the equations

$$
\begin{align*}
& \lim \frac{1}{T} \int_{t_{0}}^{t_{0}+T} f\left(P_{t}\right) d t=\lim \frac{1}{T} \int_{t_{1}}^{t_{1}+T} f\left(P_{t}\right) d t \\
& \quad+\lim \frac{1}{T} \int_{t_{0}}^{t_{1}} f\left(P_{t}\right) d t-\lim \frac{1}{T} \int_{t_{0}+T}^{t_{1}+T} f\left(P_{t}\right) d t \tag{III.21}
\end{align*}
$$

and for any well-behaved function $f(P)$ the last two limits will be equal to zero.

The final part of the proof of Birkhoff's ergodic theorem follows from the fact that, if $\bar{f}\left(P ; t_{0}, \infty\right)$ were not constant practically everywhere on $S$ it would be
possible to find a value $F$ of $\bar{f}\left(P ; t_{0}, \infty\right)$ such that the conditions $\bar{f}\left(P ; t_{0}, \infty\right)<F$ and $\bar{f}\left(P ; t_{0}, \infty\right) \geqslant F$ would define two sets of positive measure on $\delta$ which would both be invariant against the transformations $P \rightarrow P_{t}$, since $\bar{f}\left(P ; t_{0}, \infty\right)$ is invariant against such transformations. This would, however, be in contradiction to the assumed metrical indecomposability of $\mathcal{S}$.

## APPENDIX IV. PROOF OF THE QUANTUMMECHANICAL ERGODIC THEOREM ${ }^{130}$

In $\operatorname{Sec} . \mathrm{E}$ we found that the quantum mechanical ergodic theorem was proved once we could show that the time average $\bar{P}_{\nu}$ of the probability $P_{\nu}$ of finding the system in the $\nu$ th cell is practically always equal to the ratio of the number of states $s_{\nu}$ in the cell to the number of states $S_{i}$ of the corresponding energy shell. In our discussion we had used the fact that both $s_{\nu}$ and $S_{i}$ are of the order of magnitude of $\exp \left(10^{20}\right)$ and we shall use this fact also in the following. The expression "practically always" is meant in the sense that Eq. (E.26) holds for practically all subdivisions of phase space into phase cells, where the weight of different subdivisions will be defined presently.

Let $\psi$ be the wave function of our system, let $\varphi_{\sigma}$ be a complete orthonormal system corresponding to the Hamiltonian operator $\mathbf{H}$, and let $\omega_{r}$ be a complete orthonormal system corresponding to the macroscopic operators discussed in part $E$. The set of the $\omega_{\tau}$ will depend on the manner in which we have chosen our phase cells. We can express $\psi$ in terms of the $\varphi_{\sigma}$ or in terms of the $\omega_{\tau}$,

$$
\begin{align*}
& \psi=\sum_{\sigma} r_{\sigma} \varphi_{\sigma},  \tag{IV.01}\\
& \psi=\sum_{\tau} t_{\tau} \omega_{\tau} . \tag{IV.02}
\end{align*}
$$

The $\varphi_{\sigma}$ and $\omega_{\tau}$ are related to each other through a unitary transformation,

$$
\begin{equation*}
\omega_{\tau}=\sum_{\sigma} U_{\tau \sigma} \varphi_{\sigma}, \quad \varphi_{\sigma}=\sum_{\tau} U_{\sigma \tau}{ }^{*} \omega_{\tau}, \tag{IV.03}
\end{equation*}
$$

and the different ways in which the phase cells can be chosen is reflected in the different transformation matrices U.

From Eqs. (IV.01) to (IV.03) it follows that

$$
\begin{equation*}
t_{\tau}=\sum_{\sigma} r_{\sigma} U_{\tau \sigma}{ }^{*}, \tag{IV.04}
\end{equation*}
$$

and since the $\varphi_{\sigma}$ are the characteristic functions of the energy operator we have

$$
\begin{equation*}
r_{\sigma}=\left|r_{\sigma}\right| \exp \left(i E_{\sigma} t / \hbar\right) . \tag{IV.05}
\end{equation*}
$$

The quantity $P_{\nu}$ is given by the equation

$$
\begin{equation*}
P_{\nu}=\sum\left|t_{\tau}\right|^{2}, \tag{IV.06}
\end{equation*}
$$

where the summation extends over the $s_{\nu}$ levels of the $\nu$ th cell. From Eqs. (IV.04) to (IV.06) we get
$P_{\nu}=\sum_{\tau \sigma_{\rho}}\left|r_{\sigma}\right|\left|r_{\rho}\right| U_{\tau \sigma}{ }^{*} U_{\tau \rho} \exp \left[i\left(E_{\sigma}-E_{\rho}\right) t / \hbar\right]$,

[^66]and for the time average
\[

$$
\begin{equation*}
\bar{P}_{\nu}=\sum_{\tau \sigma}\left|r_{\sigma}\right|^{2}\left|U_{\tau \sigma}\right|^{2}, \tag{IV.08}
\end{equation*}
$$

\]

where we used the fact that no two energy levels are the same. ${ }^{131}$

Consider now

$$
\begin{equation*}
\left|\bar{P}_{\nu}-s_{\nu} / S_{i}\right|=\left.\left|\sum_{\sigma}\right| r_{\sigma}\right|^{2}\left(C_{\sigma}-s_{\nu} / S_{i}\right) \mid, \tag{IV.09}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{\sigma}=\sum_{\tau}\left|U_{\tau \sigma}\right|^{2} \tag{IV.10}
\end{equation*}
$$

and where we have used the fact that

$$
\begin{equation*}
\sum_{\sigma}\left|r_{\sigma}\right|^{2}=1 \tag{IV.11}
\end{equation*}
$$

From Eqs. (IV.09) and (IV.11) it follows that

$$
\begin{equation*}
\left|\bar{P}_{\nu}-s_{\nu} / S_{i}\right|<\max \left|C_{\nu}-s_{\nu} / S_{i}\right| . \tag{IV.12}
\end{equation*}
$$

If we can prove that, for practically all transformations matrices $\mathbf{U}, C_{\sigma}$ is practically equal to $s_{\nu} / S_{i}$ our theorem is proved. We must thus find the probability distribution of the quantity $C_{\sigma}$ given by Eq. (IV.10). The $U_{\tau \sigma}$ are the components of unitary unit vectors in Hilbert space and the $C_{\sigma}$ are the square of the length of the projection of these vectors on the subspace corresponding to the $s_{\nu}$ states of the phase cell under consideration. If we now assume that the probability of finding divisions corresponding to the unitary unit vectors $\mathbf{U}$ lying within a given solid angle in Hilbert space is proportional to the measure of this solid angleor to the surface area cut out of the unit sphere in Hilbert space-the determination of the probability $W(C) d C$ that $C_{\sigma}$ lies between $C$ and $C+d C$ is reduced to a problem in multidimensional geometry. Similar problems are discussed by von Neumann (29N) and Pauli and Fierz (37P), and we shall only give the final result for $W(C)$ which is

$$
\begin{equation*}
W(C)=k \cdot C^{s_{\nu}}(1-C)^{S_{i}-s_{\nu}}, \tag{IV.13}
\end{equation*}
$$

where $k$ is a normalizing constant and where we have made use of Eqs. (E.20).

From Eq. (IV.13) we see, first of all, that the most probable value for $C_{\sigma}$ is $s_{\nu} / S_{i}$, and secondly, that the maximum is extremely sharp. In fact, the function $W(C)$ is reduced to half its value at a distance $S^{-\frac{3}{2}}$ from its maximum. From this it follows that for "practically all" divisions $C_{\sigma}$ will have a value "practically" equal to $s_{\nu} / S_{i}$ and that thus Eq. (E.26) is "practically always" satisfied.

## APPENDIX V. TIME-PROPORTIONAL TRANSITIONS ${ }^{132}$

In this appendix we wish to sketch the derivation of Eqs. (D2.45) and (D1.30) which played such an important role in our discussion of the quantum-mechanical $H$-theorem.

We, first of all, remember that in ordinary quantummechanical perturbation theory it follows from the

[^67]method of the variation of the constants (26D, 27D, $28 \mathrm{P}, 38 \mathrm{~K} \mathrm{Sec} 53$.$) that if a_{k}(0)$ are the amplitudes at $t=0$, the amplitudes at a later time $t$ will be given by the formula
\[

$$
\begin{align*}
& a_{n}(t)=\sum_{k} V_{k n}\left\{\exp \left[i\left(E_{n}-E_{k}\right) t / \hbar\right]-1\right\} \\
& \times a_{k}(0) /\left(E_{k}-E_{n}\right) \tag{V.01}
\end{align*}
$$
\]

where the summation is over all these states which were represented at $t=0$, where the state $n$ was not represented at $t=0$, where $V_{k n}$ is the matrix element of the perturbation operator $\mathbf{V}$ through which the transitions take place [compare the discussion of the Born-Green considerations in Sec. D (2)], and where $E_{k}$ is the energy value of the state $k$.
Consider now the situation where we want to know the number of transitions from one group $S_{i}$ of energy levels to another group $S_{j}$ of energy levels. Let us first of all assume that at $t=0$ we know from observation that the system is in one of the $S_{i}$ states of the $i$ th group. In accordance with our basic assumption of equal a priori probabilities and random a priori phases we have at $t=0$ for the density matrix representing our system

$$
\begin{aligned}
\rho_{k l}=\left\langle a_{k} a_{l}{ }^{*}\right\rangle= & \delta_{k l} / S_{i}, \\
& \text { if state } k \text { belongs to the } i \text { th group, }\}(\mathrm{V} .02) \\
& =0, \quad \text { otherwise. }
\end{aligned}
$$

These equations follow since if both $k$ and $l$ belong to the $i$ th group and are unequal $\left\langle a_{k} a_{l}{ }^{*}\right\rangle$ is zero when we average over the phases; the remainder of the equations follows easily. ${ }^{133}$
The probability $P_{j}{ }^{\prime}$ of finding the system at $t$ in a state of the $j$ th group follows from Eq. (V.01) and we get

$$
\begin{align*}
P_{j}^{\prime}= & \sum_{n} a_{n}{ }^{*}(t) a_{n}(t) \\
= & \sum_{k, l, n} V_{k n}^{*} V_{l n}\left\{\exp \left[-i\left(E_{k}-E_{n}\right) t / \hbar\right]-1\right\} \\
& \times\left\{\exp \left[i\left(E_{l}-E_{n}\right) t / \hbar\right]-1\right\} \\
& \times a_{k}^{*}(0) a_{l}(0) /\left(E_{n}-E_{k}\right)\left(E_{n}-E_{l}\right) . \tag{V.03}
\end{align*}
$$

Averaging over the representative ensemble and using Eqs. (V.02), we get for the $P_{j}$ the expression

$$
\begin{align*}
P_{j}(t)=\left(4 / S_{i}\right) & \sum_{n, k}\left|V_{k n}\right|^{2} \\
& \times\left[\sin ^{2} \frac{1}{2}\left(E_{k}-E_{n}\right) t / \hbar\right] /\left(E_{k}-E_{n}\right)^{2} . \tag{V.04}
\end{align*}
$$

In Eqs. (V.03) and (V.04) the states $k$ and $l$ belong to the $i$ th group and the states $n$ to the $j$ th group. To evaluate the sum in Eq. (V.04) we replace it by a double integration and get (compare 38T Sec. 99)

$$
\begin{equation*}
P_{j}(t)=\left(2 \pi / \hbar S_{i}\right) \sum_{k n}\left|V_{k n}\right|^{2} \sigma_{n}(E) \sigma_{k}(E) \Delta E t \tag{V.05}
\end{equation*}
$$

where $\sigma_{n}\left(\sigma_{k}\right)$ are the density of the energy levels in the $j$ th ( $i$ th) group and where $\Delta E$ is the range of energy corresponding to the $j$ th group.
Equation (V.05) can be written in the form

$$
\begin{equation*}
P_{j}=T_{i j} t / S_{i}, \tag{V.06}
\end{equation*}
$$

[^68]and, if we had been interested in a situation where originally observation had shown the system to be in the $j$ th group and we would like to know the probability of finding the systems in a state of the $i$ th group, we would have got the result
\[

$$
\begin{equation*}
P_{i}=T_{j i} t / S_{j}, \tag{V.07}
\end{equation*}
$$

\]

and from Eq. (V.05) and the Hermitean character of V it follows that

$$
\begin{equation*}
T_{i j}=T_{j i} \tag{V.08}
\end{equation*}
$$

If observation had only shown that at $t=0$ the different groups were occupied with probabilities $P_{i}, P_{j}, \cdots$, we should instead of Eq. (V.02) for $\boldsymbol{\rho}$ have used the equation
$\rho_{k l}=\delta_{k l} P_{i} / S_{i}$ (state $k$ belonging to the $i$ th group), (V.09)
and by an analysis similar to the one just given we would have found that the rate of transition $N_{i j}$ from the $i$ th group to the $j$ th group would be given by the equation

$$
\begin{equation*}
N_{i j}=T_{i j} P_{i} / S_{i}, \tag{V.10}
\end{equation*}
$$

which reduces to Eq. (D2.45) by the substitution

$$
\begin{equation*}
A_{i j}=T_{i j} / S_{i} S_{j}, \tag{V.11}
\end{equation*}
$$

while from Eqs. (V.08) and (V.11) Eq. (D2.46) follows.
In order to derive Eq. (D1.30) we remind ourselves that we are dealing with a system containing $N$ practically independent particles so that the Hamiltonian of the system can be written in the form

$$
\begin{equation*}
\mathbf{H}=\mathbf{H}_{0}+\mathbf{V} \tag{V.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{H}_{0}=\sum_{i} \mathbf{H}_{i}, \tag{V.13}
\end{equation*}
$$

$\mathbf{H}_{i}$ being the Hamiltonian of the $i$ th particle, and where $\mathbf{V}$ is the interaction operator which is neglected to a first approximation, but which is necessary in order that transitions can take place between different states of the system. ${ }^{134}$ The characteristic functions of $\mathbf{H}_{0}$ are of the form

$$
\begin{equation*}
\Phi_{k}=\prod_{i} \varphi_{i}, \quad E_{k}=\sum_{i} \epsilon_{i} \tag{V.14}
\end{equation*}
$$

where the $\varphi_{i}$ are the characteristic functions of the $\mathbf{H}_{i}$, $E_{k}$ the characteristic value of $\mathbf{H}_{0}$ corresponding to $\Phi_{k}$, and the $\epsilon_{i}$ the characteristic values of the $\mathbf{H}_{i}$. A wave function $P \Phi_{k}$ obtained from $\Phi_{k}$ by a permutation of the arguments of the $N$ particles is another characteristic function of $\mathbf{H}_{0}$ belonging to $E_{k}$.

If we are dealing with a system of Fermi-Dirac particles we can only allow those wave functions which are antisymmetrical in the arguments of all $N$ particles and we have thus only one acceptable combination of the $P \Phi_{k}$ in this case, namely,

$$
\begin{equation*}
\Phi_{\mathrm{F}-\mathrm{D}}=C \sum(-)^{P} P \Phi_{k}, \tag{V.15}
\end{equation*}
$$

[^69]when $(-)^{P}$ is +1 or -1 according as the permutation is even or odd.

In the case of a system of Bose-Einstein particles the only acceptable wave function is completely symmetrical, or,

$$
\begin{equation*}
\Phi_{\mathrm{B}-\mathrm{E}}=C \sum P \Phi_{k}, \tag{V.16}
\end{equation*}
$$

where in Eqs. (V.15) and (V.16) the summations extend over all $N$ ! permutations, and where in both cases the factor $C$ occurs as a normalization constant.

In the following we shall restrict ourselves to a system of Bose-Einstein particles. The case of Fermi-Dirac particles is simpler, but otherwise analogous. We first of all assume that $\mathbf{V}$ is of the form

$$
\begin{equation*}
\mathbf{V}=\sum \mathbf{V}_{\alpha \beta} \tag{V.17}
\end{equation*}
$$

where $\alpha$ and $\beta$ number the $N$ particles, and where the summation extends over all pairs of the system $(\alpha<\beta)$. This means that we assume that only two-body collisions are of importance and that three-body or higherorder collisions can be neglected. As we are already assuming that the system is so dilute that to a first approximation $\mathbf{V}$ can be neglected this is a reasonable assumption. ${ }^{135}$

The wave function $\Phi_{k}$ may contain $n_{1}$ factors $\varphi_{1}, n_{2}$ factors $\varphi_{2}, \cdots, n_{i}$ factors $\varphi_{i}, \cdots$, where the $\varphi_{i}$ are a set of ortho-normalized characteristic functions. In order to evaluate the factor $C$ in Eq. (V.16), one must combine only those permutations which do not lead to products of orthogonal $\varphi_{i}$ with the same argument ${ }^{136}$ so that we finally get for $C$ the equation

$$
\begin{equation*}
|C|^{2}=\left[N!n_{1}!n_{2}!n_{3}!\cdots n_{i}!\cdots\right]^{-1} . \tag{V.18}
\end{equation*}
$$

In a similar manner we can evaluate the matrix element $V_{k l}$ corresponding to a transition from the original state to a state where instead of $n_{i}$ factors $\varphi_{i}, n_{j}$ factors $\varphi_{j}, n_{i^{\prime}}$ factors $\varphi_{i^{\prime}}$, and $n_{j^{\prime}}$ factors $\varphi_{j^{\prime}}$ we have $n_{i}+1$ factors $\varphi_{i}, n_{j}+1$ factors $\varphi_{j}, n_{i^{\prime}}-1$ factors $\varphi_{i^{\prime}}$, and $n_{j^{\prime}}-1$ factors $\varphi_{j^{\prime}}$. Introducing the two integrals

$$
\begin{align*}
& I_{1}=\int \varphi_{i}^{*}(\alpha) \varphi_{j}^{*}(\beta) \mathbf{V}_{\alpha \beta} \varphi_{i^{\prime}}(\alpha) \varphi_{j^{\prime}}(\beta) d \tau_{\alpha} d \tau_{\beta},  \tag{V.19}\\
& I_{2}=\int \varphi_{i}^{*}(\beta) \varphi_{i}^{*}(\alpha) \mathbf{V}_{\alpha \beta} \varphi_{i^{\prime}}(\alpha) \varphi_{j^{\prime}}(\beta) d \tau_{\alpha} d \tau_{\beta} \tag{V.20}
\end{align*}
$$

one finds

$$
\begin{equation*}
V_{k l}=\left|I_{1}+I_{2}\right|^{2}\left(n_{i}+1\right)\left(n_{j}+1\right) n_{i^{\prime}} n_{j^{\prime}} . \tag{V.21}
\end{equation*}
$$

${ }^{135}$ There are very few cases where three-body collisions-to restrict ourselves to those-have been considered. They enter into the calculation of the third virial coefficient (39B3, 40B, 41 M ) but up to now only the classical case has been studied and the difficulties to be expected in a quantum-mechanical consideration are formidable.
${ }^{136} \mathrm{We}$ only sketch the argument here and refer to Tolman (38T Sec. 100) for a detailed derivation.

In the Fermi-Dirac case we would have found instead of Eq. (V.21) the expression ${ }^{137}$

$$
\begin{equation*}
V_{k l}=\left|I_{1}-I_{2}\right|^{2} n_{i^{\prime}} n_{j^{\prime}}\left(n_{i}-1\right)\left(n_{j}-1\right) \tag{V.22}
\end{equation*}
$$

Up to now we have not introduced the groups of energy levels which we considered in Sec. D(1). We do this now and then ask for the number of transitions which take place per unit time from $Z_{i}$ and $Z_{j}$ to $Z_{i^{\prime}}$ and $Z_{j^{\prime}}$, where therefore $N_{i}, N_{j}, N_{i^{\prime}}, N_{j^{\prime}}$, change to $N_{i}-1, N_{j}-1, N_{i^{\prime}}+1, N_{j^{\prime}}+1$. Once again we use the method of the variation of constants and the analysis very similar to the one leading to Eq. (V.06) so that we shall only sketch it.

The probability of $P_{\mathrm{f}}(t)^{138}$ of finding the system at $t$ in one of the states corresponding to $N_{i}-1, N_{j}-1$, $N_{i^{\prime}}+1, N_{j^{\prime}}+1$, if the state was originally in one of the states corresponding to $N_{i}, N_{j}, N_{i^{\prime}}, N_{j^{\prime}}$, is given by the expression

$$
\begin{align*}
P_{\mathrm{f}}= & \sum_{\mathrm{f}}\left|a_{\mathrm{f}}(t)\right|^{2}=\sum_{\mathrm{foo}^{\prime}} V_{\mathrm{fo}}{ }^{\prime} * V_{\mathrm{fo}} \rho_{\mathrm{oo}}(0) \\
& \times\left\{\exp \left[-i\left(E_{\mathrm{f}}-E_{\mathrm{o}}\right) t / \hbar\right]-1\right\} \\
& \times\left\{\exp \left[-i\left(E_{\mathrm{f}}-E_{\mathrm{o}^{\prime}}\right) t / \hbar\right]-1\right\} / \\
& \left(E_{\mathrm{o}^{\prime}}-E_{\mathrm{f}}\right)\left(E_{\mathrm{o}}-E_{\mathrm{f}}\right), \tag{V.23}
\end{align*}
$$

where $\rho_{\mathrm{oo}^{\prime}}(0)$ is the density matrix at $t=0$,

$$
\begin{equation*}
\rho_{\mathrm{oo}^{\prime}}(0)=a_{\mathrm{o}^{\prime}} *(0) a_{\mathrm{o}}(0), \tag{V.24}
\end{equation*}
$$

and where the $a_{\mathrm{f}}$ 's and $a_{\mathrm{o}}$ 's are again the probability amplitudes.

Again, we assume that we have made a measurement at $t=0$ giving us the information that at $t=0$ one of the initial states was realized so that we can write for the density matrix

$$
\left.\begin{array}{rl}
\rho_{\mathrm{oo}^{\prime}}(0) & =\left(1 / g_{\mathrm{o}}\right) \delta_{o^{\prime}} \mathrm{o}^{\prime} \\
& \text { if sta sate } \text { o satisfies our requirements } \tag{V.25}
\end{array}\right\}
$$

where $g_{o}$ is the number of states satisfying our requirements.

In Eq. (V.23) we can now introduce expressions (V.21) and (V.22) for $V_{k l}$ and write for $E_{\mathrm{f}}-E_{o}$,

$$
\begin{equation*}
E_{\mathrm{f}}-E_{\mathrm{o}}=\epsilon_{i}+\epsilon_{j}-\epsilon_{i^{\prime}}-\epsilon_{j^{\prime}} \tag{V.26}
\end{equation*}
$$

Writing further

$$
\begin{align*}
n_{i}=N_{i} / Z_{i}, \quad n_{j}=N_{j} / Z_{j}, \quad n_{i^{\prime}}=N_{i^{\prime}} / Z_{i^{\prime}}, \\
n_{j^{\prime}}=N_{j^{\prime}} / Z_{j^{\prime}} \tag{V.27}
\end{align*}
$$

that is, replacing the $n_{i}, \cdots$ by their mean values in the corresponding group, and integrating we finally get for $P_{\mathrm{f}}(t)$ the expression

$$
\begin{align*}
& P_{\mathrm{f}}(t)=(2 \pi / \hbar)\left[\left|I_{1} \pm I_{2}\right|^{2} / \Delta E\right] \\
& \times N_{i} N_{j}\left(Z_{i^{\prime}} \pm N_{i^{\prime}}\right)\left(Z_{j^{\prime}} \pm N_{j^{\prime}}\right) t, \tag{V.28}
\end{align*}
$$

[^70]where $\Delta E$ is the width of the energy groups. From Eq. (V.28) Eq. (D1.30) follows easily, and Eq. (D1.31) is now a consequence of the Hermitean nature of the operator V.

We have now derived Eqs. (D1.30) and (D2.45) which played such an important role in the discussion of the quantum-mechanical $H$-theorem. We have used (i) the quantum-mechanical picture of time dependent transitions, and (ii) the statistical assumption of equal a priori probabilities and random a priori phases. The second point has been discussed in Sec. D (3), but with regard to the first point we should like to conclude this appendix with a quotation from Pauli's classical paper (28P) : "The statistical laws for the frequency of transitions between stationary states, which are of the same character as the laws for radioactive decay, guarantee in themselves such a sufficient degree of randomness as is necessary for the statistical interpretation of the second law of thermodynamics.' ${ }^{139}$

## APPENDIX VI. KLEIN'S LEMMA ${ }^{140}$

In Sec. D (2) we used the fact that expression (D2.56) would never be positive. This property will now be proved. We are dealing with two density matrices $\varrho^{\prime}$ and $\boldsymbol{e}^{\prime \prime}$ representing a system at $t^{\prime}$ and $t^{\prime \prime}$ with matrix elements $\rho_{k l}{ }^{\prime}$ and $\rho_{k l}{ }^{\prime \prime}$, where

$$
\begin{equation*}
\rho_{k l} l^{\prime}=\rho_{k k}{ }^{\prime} \delta_{k l}, \tag{VI.01}
\end{equation*}
$$

but $\mathbf{\rho}^{\prime \prime}$ is not necessarily a diagonal matrix. The diagonal elements $\rho_{k k}{ }^{\prime}\left(\rho_{k k}{ }^{\prime \prime}\right)$ are, as we saw in Sec. $\mathrm{D}(2)$, the probabilities of finding the system at $t^{\prime}\left(t^{\prime \prime}\right)$ in the $k$ th state. They are thus never negative and the expression $Q_{k n}$ given by the equation

$$
\begin{equation*}
Q_{k n}=\rho_{k k}{ }^{\prime}\left[\ln \rho_{k k}{ }^{\prime}-\ln \rho_{n n}{ }^{\prime \prime}-1\right]+\rho_{n n}{ }^{\prime \prime} \tag{VI.02}
\end{equation*}
$$

is never negative as a consequence of Eqs. (D2.58).
The $\rho_{k l}{ }^{\prime \prime}$ are determined through Eq. (D2.07) by the probability amplitudes at $t^{\prime \prime}$ which in turn follow from the probability amplitudes at $t^{\prime}$ by integration of the Schrödinger equation. It is well known that one can obtain the probability amplitudes at $t^{\prime \prime}, a_{n}{ }^{k}\left(t^{\prime \prime}\right)$, from those at $t^{\prime}, a_{n}{ }^{k}\left(t^{\prime}\right)$, by a unitary transformation $\mathbf{U}$,

$$
\begin{equation*}
a_{n}^{k}\left(t^{\prime \prime}\right)=\sum_{l} a_{l}^{k}\left(t^{\prime}\right) U_{n l} . \tag{VI.03}
\end{equation*}
$$

Using Eq. (VI.03), we get from Eq. (D2.07)

$$
\begin{equation*}
\rho_{n n}{ }^{\prime \prime}=\sum_{k}\left|U_{n k}\right|^{2} \rho_{k k}{ }^{\prime}+\sum_{l \neq k} U_{n l} * U_{n k} \rho_{k l}{ }^{\prime} \tag{VI.04}
\end{equation*}
$$

or using Eq. (VI.01),

$$
\begin{equation*}
\rho_{n n}{ }^{\prime \prime}=\sum_{k}\left|U_{n k}\right|^{2} \rho_{k k}{ }^{\prime} . \tag{VI.05}
\end{equation*}
$$

[^71]Multiplying Eq. (VI.02) by the positive quantity $\left|U_{n k}\right|^{2}$ and summing over all values of $n$ and $k$, we get

$$
\begin{aligned}
& \sum_{k, n}\left|U_{n k}\right|^{2} \rho_{k k}{ }^{\prime} \ln \rho_{k k}{ }^{\prime}-\sum_{k, n}\left|U_{n k}\right|^{2} \rho_{k k}{ }^{\prime} \ln \rho_{n n}{ }^{\prime \prime} \\
& \quad+-\sum_{k, n}\left|U_{n k}\right|^{2} \rho_{k k}{ }^{\prime}+\sum_{k, n}\left|U_{n k}\right|^{2} \rho_{n n}{ }^{\prime \prime} \geqslant 0 .(\mathrm{VI} .06)
\end{aligned}
$$

Using Eq. (VI.05) and the property of unitary matrices that

$$
\begin{equation*}
\sum_{n} U_{n k} * U_{n l}=\delta_{k l}, \tag{VI.07}
\end{equation*}
$$

Eq. (VI.06) reduces to

$$
\begin{align*}
& \sum_{k} \rho_{k k}{ }^{\prime} \ln \rho_{k k}{ }^{\prime}-\sum_{n} \rho_{n n}{ }^{\prime \prime} \ln \rho_{n n}{ }^{\prime \prime} \\
&-\sum_{k} \rho_{k k}{ }^{\prime}+\sum_{n} \sigma_{n n}^{\prime \prime} \geqslant \tag{VI.08}
\end{align*}
$$

or

$$
\begin{equation*}
\sum_{k} \rho_{k k}^{\prime} \ln \rho_{k k}^{\prime}-\sum_{n} \rho_{n n}^{\prime \prime} \ln \rho_{n n}{ }^{\prime \prime} \geqslant 0 \tag{VI.09}
\end{equation*}
$$

since as a result of the normalization of $\mathbf{\varrho}^{\prime}$ and $\mathbf{\varrho}^{\prime \prime}$ [Eq. (D2.10)] we have

$$
\begin{equation*}
\sum_{k} \rho_{k k}^{\prime}=\sum_{n} \rho_{n n}{ }^{\prime \prime} . \tag{VI.10}
\end{equation*}
$$

We have now proved Klein's lemma. It was stressed by Pauli (49P) that the essential content of this lemma is that $\operatorname{Tr}(\varrho \ln \varrho)$ increases on the substitution of $\boldsymbol{0}$ by a diagonalized matrix in such a way that one just puts the off-diagonal elements equal to zero. As soon as this is realized, Born and Green's proof of the decrease of $\sigma \Sigma$ is really trivial and could have been replaced by a reference to Klein's lemma.

## APPENDIX VII. THE PRINCIPLE OF DETAILED BALANCING ${ }^{141}$

In Sec. $\mathrm{D}(2)$ we mentioned that Eq. (D2.50) expressed the fact that at equilibrium as many transitions from the $i$ th groups of energy levels to the $j$ th group as the other way round. This is an example of a principle which is valid in a great many cases and which states that at equilibrium the number of processes destroying situation $A$ and creating situation $B$ will be equal to the number of processes producing $A$ and destroying $B$. Other instances of situations where the principle of detailed balancing applies were met in Sec. A(1) [Eq. (A1.12)] in the case of a gas of spherical molecules, Sec. A(3) (equation in footnote 36) in the case of some general models of a gas, and Sec. D(1) [Eq. (D1.04) and Eq. (D1.31) combined with Eqs. (D1.30) and (D1.27)].

From these examples one might get the impression that detailed balancing would always hold. In the case of classical statistics, Lorentz (87L) showed that it could not hold in the case of polyatomic molecules which could not be considered to be spheres (see also 98B). He showed how one could still prove an $H$-theorem where now cycles of transitions had to be considered instead of collisions and their inverse collisions. ${ }^{142}$

[^72]The same difficulty arises in quantum statistics. ${ }^{143}$ Hamilton and Peng ( 44 H 1 ; see also $44 \mathrm{H} 2,52 \mathrm{~S} 2$ ) have shown that in the system composed of particles with spin and electromagnetic radiation detailed balancing does not apply. ${ }^{144}$

The principle is of great importance for its applications, for instance, in the consideration of rate processes ( $11 \mathrm{~K} 1,15 \mathrm{M}, 23 \mathrm{C} 2$ ). If, for instance, we wish to calculate the number of collisions in a gas which lead to excited states of a molecule-which may be a chemically active state-we can calculate the number of collisions leading to deactivation and use detailed balancing to give us the first number. Since the second number is more easily computed than the first, we have a clear gain.

In 1925 an article by Lewis (25L1) evoked a discussion $(25 \mathrm{~F} 2,25 \mathrm{~L} 2,25 \mathrm{~T}$ ) of the principle of detailed balancing, called by Lewis the principle of entire equilibrium or the law of reversibility to the last detail. ${ }^{145}$ Fowler and Milne especially give an impressive list of applications. They point out that the principle was to a large extent inspired by Einstein's classical paper (17E2) on transition probabilities. They also point out that the principle is really an extension of the ideas of Kirchhoff ( 60 K ) while it was probably first formulated by Richardson (14R1, 24R).

In 1916 Langmuir (16L) applied the principle to the problem of evaporation and condensation, stating: "Since evaporation and condensation are in general thermodynamically reversible phenomena, the mechanism of evaporation must be the exact reverse of that of condensation, ${ }^{146}$ even down to the smallest detail."

In 1921 Klein and Rosseland (21K) used the principle of detailed balancing in their discussion of inelastic collisions between atoms and electrons. Franck and Cario (22F, 22C1, 22C2, 23C1, 23F4, 24F4) applied it also to collision processes. Fowler ( $24 \mathrm{~F} 1,24 \mathrm{~F} 2$, 24 F 3 ) applied it to the phenomena of capture and loss of electrons by high velocity $\alpha$ particles. Becker (23B1), Kramers (23K), and Milne (24M) applied it to the photoelectric process of ionization and capture. Eddington (22E, 24 E 1 ) used it in his investigations of the stellar absorption coefficient. Pauli (23P) and Einstein and Ehrenfest (23E2) discussed with its aid the scattering of radiation by electrons. Dirac (24D) used it to discuss multiple collision processes. Lewis (25L2) used it to discuss Planck's radiation law. From this list it can be seen that the principle is certainly one of the

[^73]more important ones and one which can be applied to a large number of different problems.
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[^0]:    * Part of this paper was written while the author was on leave of absence at Purdue University and he would like to express his thanks to Dr. Lark-Horovitz for his hospitality. He would also like to express his thanks to Dr. N. G. van Kampen for some helpful criticism.
    ${ }^{1}$ References are placed at the end of the paper in chronological order. Each reference number consists of the year of publication and the first letter of the first author's surname; e.g., M. J. Klein, Phys. Rev. 87, 111 (1952) is referred to as 52 K .

[^1]:    ${ }^{2}$ R. Kurth (55K) has also considered the foundations of classical thermostatistics from a more axiomatic point of view. I should like to express to him my thanks for showing me his paper before publication.
    ${ }^{3}$ We shall use, as far as feasible, the notation of this publication, and we refer to it as ESM.
    ${ }^{4}$ For a discussion of the statistical mechanics of nonequilibrium processes we refer to a recent review article by Montroll and Green ( 55 M ) and its bibliography.

[^2]:    ${ }^{5}$ We may refer here to the Bibliographical notes at the end of chapters I and II and at the end of Appendix I of ESM for more historical details.
    ${ }^{6}$ We exclude clearly hypothetical systems such as completely perfect gases within idealized walls. In such a system there would be no mechanism to alter the distribution function, and a nonequilibrium situation would persist.
    ${ }^{7}$ The importance of the statistical nature of the $H$-theorem is not properly taken into account by Sartre ( 54 S ) in a recent note.

[^3]:    ${ }^{8}$ This equivalence remains if one substitutes the $H$-theorem in its statistical form for its unrestricted form as can easily be seen. ${ }^{9}$ Ergodic from the Greek ergon (=work, used here in the sense of energy) and hodos (=path) : the representative point in $\Gamma$ space passes through all points of the energy surface. The term ergodic was first introduced by Boltzmann in 1887 (87B). The assumption of ergodicity is called by Maxwell the assumption of the continuity of path.
    ${ }^{10}$ A system with $S$ degrees of freedom can be described by $S$ (generalized) coordinates and $S$ (generalized) momenta. The values of these $2 S$ quantities at a given time will define a point, the so-called representative point, in a $2 S$-dimensional space, called $\Gamma$ space ( $\Gamma$ for gas), or phase space. A $2 S$-1-dimensional hypersurface in $\Gamma$ space, defined by the equation $\epsilon=$ constant, where $\epsilon$ is the energy of the system, is called an energy surface.
    ${ }^{11}$ We use here the fact that the direction of the orbit at any point of $\Gamma$ space is uniquely defined from the Hamiltonian equations of motion. From this it follows too that an orbit can never return to a point in $\Gamma$ space through which it has passed-unless we are dealing with a strictly periodic orbit.

[^4]:    ${ }^{12}$ We may at this point perhaps advise every student of statistical mechanics to read and reread carefully this preface, as it expresses more clearly than anywhere else the basic ideas of rational thermodynamics, as Gibbs calls it. It is in this preface also that the term statistical mechanics is coined. In view of the difficulties encountered by kinetic theory at the time that Gibbs' monograph appeared (paradox of specific heats, the understanding of Planck's radiation law, $\cdots$ ) Gibbs tried to build up a rational system based on a few axioms and not necessarily connected with natural phenomena. As Gibbs put it, "It is well known that while theory would assign to the gas (of diatomic molecules) six degrees of freedom per molecule, in our experiments on specific heat we cannot account for more than five. Certainly, one is building on an insecure foundation, who rests his work on hypotheses concerning the constitution of matter. Difficulties of this kind have deterred the author from attempting to explain the mysteries of nature, and have forced him to be contented with the more modest aim of deducing some of the more obvious propositions relating to the statistical branch of mechanics. Here, there can be no mistake in regard to the agreement of the hypotheses with the facts of nature, for nothing is assumed in that respect. The only error into which one can fall, is the want of agreement between the premises and the conclusions, and this, with care, one may hope, in the main, to avoid."
    ${ }^{13} \mathrm{We}$ shall see later on, however, that this equality holds indeed for all quasi-ergodic systems.
    ${ }^{14}$ In his proof a double transition to the limit is taken, as was pointed out by Rosenthal himself to Epstein (see 36E, p. 478).

[^5]:    ${ }^{15}$ We might also add that completely isolated systems are of no interest to a physicist, since it is impossible to perform experiments with or on them. Of course, as long as we are dealing with classical systems, we can always consider idealized experiments and thus still talk about isolated systems. Moreover. Pauli (49P) has pointed out that also in the case of quantum-mechanical systems the influence of the act of observation on the system can be neglected, as long as we are dealing with statistical mechanics, although it is of paramount importance in the case of quantum mechanics.
    ${ }^{16}$ See Secs. 24, 86, 112, 117, and 120 of Tolman's monograph ( 38 T ) and part B of ESM for a discussion of representative ensembles; compare also the discussion in Secs. C2 and D3 of the present paper.
    ${ }_{17}$ The proof of this statement can be found in any textbook on statistical mechanics dealing with ensemble theory (02G, $38 \mathrm{~T}, 54 \mathrm{H} 1$ ).

[^6]:    ${ }^{18}$ I should like to express my thanks to Professor R. E. Peierls for some clarifying and critical remarks on these points.

[^7]:    ${ }^{19}$ This is essentially a curve giving the entropy as a function of time; compare Sec. A (3).

[^8]:    ${ }^{20}$ In his first paper on the $H$-theorem Boltzmann used $E$ (entropy) for $H$.

[^9]:    ${ }^{21}$ This is; of course, only true as long as we restrict ourselves to the discussion of the relatively unimportant specific phases. If we use generic phases to each distribution corresponds a set of points in $\Gamma$ [compare Sec. A (3)].

[^10]:    ${ }^{22}$ We refer to the literature (96Z, 43C, ESM p. 341, which latter proof is not very rigorous) for a proof of Poincare's theorem. The proof follows essentially from the fact that a finite region in $\Gamma$ space will sweep through the available part of phase space, which is finite in the case of a system enclosed inside a volume, within a finite period.
    ${ }^{23}$ For the relationship between Poincaré's theorem and Birkhoff's ergodic theorem we refer to a monograph by Wintner (41W, pp. 90-91).

[^11]:    ${ }^{24}$ I am greatly indebted to Dr. H. M. James for providing me with this example.

[^12]:    ${ }^{25}$ This division seems on first sight artificial in classical statistics, while it occurs naturally in quantum statistics. Uhlenbeck (27U) discussing this step remarks: "It is as if Boltzmann had a premonition of the occurrence of discrete quantum states in $\mu$ space." There is, however, more to it than this and to a large extent one may say that even in classical statistics the division is natural as it corresponds to the limitations of our macroscopic measurements. Compare in this connection the discussion of the coarse grained ensemble density in Sec. C(1) and the discussion at the end of the present section.
    ${ }^{26}$ We use here the Ehrenfests' notation (11E2) : Z for Zustandsverteilung.

[^13]:    ${ }^{27}$ It must be noted that this fact does not depend on the character of the intermolecular forces but is solely a consequence of the introduction of finite cells $\omega$.
    ${ }^{27 a}$ More mathematically expressed: the time derivative is everywhere zero except where $H$ is discontinuous when it is not defined.
    ${ }_{28}^{28}$ Compare the choice of the size of the cells in $\mu$ space.
    ${ }^{29}$ The numbering of the points, and the contents of some of them, is different from that of the Ehrenfests (11E2) or that in ESM.
    ${ }^{30}$ See also 51 B 2 and 52 H .
    ${ }^{31}$ We have not proved that apart from additive and multiplying constants, $H$ given by Eq. (A2.03) is the entropy of the system. For such a proof we refer to the literature (see, e.g. ESM pp. 22 and 43).
    ${ }^{32}$ In considering points VII and VIII (and also to some extent point III), it must be borne in mind that $H$ and thus $\Delta$ does not determine the situation uniquely. For a given value of $\Delta$ there are thus several possible situations $\mathbf{Z}$.

[^14]:    ${ }^{33}$ In the Ehrenfests' discussion where $H$ was considered instead of $\Delta$, this curve is called the $H$-theorem curve (see also $54 \mathrm{G}, 55 \mathrm{G}$ ).
    ${ }^{34}$ For a detailed discussion and derivation of the formulas in the remainder of this section, we refer to Appendix I.

[^15]:    ${ }^{35} \mathrm{We}$ do not wish to stress here the point that this assumption really involves two steps (see ESM p. 350). The first step is the assumption that the area $W_{E}(\mathbf{Z})$, cut out of the energy surface on which the representative point of our system is situated, will be proportional to $W(\mathbf{z})$. The second step consists in assuming $t(\mathbf{Z})$ to be proportional to $W_{E}(\mathbf{Z})$. It may be mentioned here that Einstein (03E, 10E) made the same (combined) assumption as we are making here.

[^16]:    ${ }^{36}$ It must be remarked here that in an earlier paper ( 53 H ) we used for the proof of the equivalence of the sequence with $t=-\infty \rightarrow t=+\infty$ and the sequence with $t=+\infty \rightarrow t=-\infty$ the relation $w(\Delta) w\left(\Delta, \Delta^{\prime}\right)=w\left(\Delta^{\prime}\right) w\left(\Delta^{\prime}, \Delta\right)$ which holds also in the present model.
    ${ }^{37}$ The objections raised by Bartlett (50B, 53B) against Chandrasekhar's formula are no longer valid, if we consider the sequences which are continually Markovized (see 50B).
    ${ }^{38}$ It may be noted that in writing down Eq. (A3.27) use is made of the assumption of continued Markovization.

[^17]:    ${ }^{39}$ For an average deviation of $10^{-8} f_{v}{ }^{e}$ from $f_{v}{ }^{e}$, we get $\Theta(\Delta)$ of the order of $10^{10^{9}}$ years!

[^18]:    ${ }^{40}$ The expression inside the braces in Eq. (B1.04) is nothing but the absolute value of the "velocity" of the representative points in $\Gamma$ space.

[^19]:    ${ }^{41}$ We have excluded exceptional orbits which are strictly periodic.
    ${ }^{42}$ It may be noted here that many mathematical statisticians (see, e.g., 53D) consider statistics purely as a branch of measure theory. For a discussion of measure theory we refer to a recent text book by Halmos ( 50 H ; see also 53D).

[^20]:    ${ }^{43}$ The measure of a point set $\mathfrak{M}$ on $£$ is defined as follows: Let $f(P)$ be a function which is 1 , if $P$ belongs to $\mathfrak{N}$ and to 0 otherwise. The Lebesgue integral $\mathcal{\int} f d s$ extending over the whole of $\mathfrak{S}$ is then called the Lebesgue measure of $\mathfrak{N}$ on $\mathfrak{S}$ and denoted by $\mathfrak{M} \mathfrak{N}$.
    ${ }^{44}$ They have to be separate, as for a nonperiodic orbit no point of $\delta$ is ever passed twice.
    ${ }^{45}$ It may be noted here that in view of the impossibility of ergodic systems in the original sense of the word, modern authors often refer to quasi-ergodic systems as ergodic systems.
    ${ }^{46} \mathrm{It}$ is interesting to note that Einstein (02E, 03E) when he, independently of Gibbs, introduced ensemble theory, restricted himself to these systems (see also 11 K 2 ).
    ${ }^{47}$ See also 20M1, 20M2, 27H2.

[^21]:    ${ }^{47 a}$ The group of transformations $P \rightarrow P_{t}$ is called metrically transitive and $\mathfrak{£}$ is called metrically indecomposable, if $\mathcal{S}$ cannot be decomposed into two parts $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$ both of positive measure and both invariant under every transformation of the group.
    ${ }^{48} \mathrm{We}$ do not wish to discuss here the complications due to the existence of other integrals of motion such as linear momentum, angular momentum, and so on. These introduce what is called by Rosenfeld an inessential decomposition of $\delta$, while we are only concerned with the essential indecomposability of $£$. For our discussion we shall assume that there are no uniform integrals of motion apart from the energy and, moreover, we shall only consider metrical indecomposability in the physical sense. For a discussion of complications which we avoid this way we refer to the literature (see, e.g., 52R). We must also refer to the work of Grad ( $52 \mathrm{G} 1,52 \mathrm{G} 2$ ) who has considered in detail statistical mechanics of systems with integrals other than energy.
    ${ }^{49}$ From Eq. (B2.02) we see the relation between Birkhoff's ergodic theorem and Poincaré's recurrence theorem (compare 41W pp. 90-91). This equation expresses the fact that the representative point will spend a finite period in each region of positive measure.

[^22]:    ${ }^{50}$ The parameter $\alpha$ occurring in Eq. (B2.03) is then the ratio $m_{2} / m_{1}$, where the three masses, $m_{1}, m_{2}$, and $m_{3}$, satisfy the inequalities $m_{3} \ll m_{2}<m_{1}$.

[^23]:    ${ }^{51} \mathrm{We}$ do not wish to make our statement more rigorous as this would involve a lengthy discussion.
    ${ }_{62}$ This reference gives an extensive bibliography on the mathematical aspects of the quasi-ergodic theorem.
    ${ }^{63}$ The phase space is so to speak duplicated. For a more extensive discussion we refer to Hopf's papers (see also 52R).

[^24]:    ${ }^{54} \mathrm{We}$ often use the term macrocanonical for ensembles called by Gibbs canonical. The reasons for this deviation from orthodoxy have been given elsewhere (54H2).

[^25]:    ${ }^{55}$ Gibbs calls $D$ the density (in phase) and $\rho$ the coefficient of probability.

[^26]:    ${ }^{56}$ The summation over $\nu$ is here trivial as only one term of the sum contributes.
    ${ }^{57}$ This ensemble is sometimes called a microcanonical ensemble, although the microcanonical ensemble is really only the limiting case of an energy-shell ensemble.
    ${ }_{58}$ This is another example of the advantage of the generic densities over the specific densities, as this relation between $S$ and $\rho$ does not hold for the specific density.

[^27]:    ${ }^{59}$ The derivation of Eq. (C1.19) follows in case (a) by adding to the right-hand side of Eq. (C1.18) the expression $\Sigma \int\left(1-\ln \rho_{1}\right)$ $\times\left(\rho_{1}-\rho_{2}\right) d \Omega$, which is zero by virtue of Eq. (C1.15) and the fact that $\rho_{1}=$ constant. In case (b) one adds to the right-hand side of Eq. (C1.18) the expression $\Sigma \int[\beta(\psi-\epsilon)+1]\left(\rho_{1}-\rho_{2}\right) a \Omega$ which is zero by virtue of Eqs. (C1.15) and (C1.16). Finally in case (c) one adds the expression $\Sigma \int\{q-\nu \mu+\beta \epsilon-1\}\left(\rho_{2}-\rho_{1}\right) d \Omega$ which is zero by virtue of Eqs. (C1.15) to (C1.17).

[^28]:    ${ }^{60}$ As we are dealing with systems with only one constituent the representative point of a system will stay in the same $\Gamma$ space and there will not be a change in $\nu$. The situation is, however, much more complicated if we consider systems in which chemical reactions can take place. These might be tackled using the second quantization methods developed by Schönberg (52S1, 53S1, 53S2).
    ${ }^{61}$ Compare introduction of cells in Sec. A3.
    ${ }^{62}$ We could have slightly generalized the definition of the coarse-grained density by also dividing the possible $\nu$-values into intervals containing a few integers each. However, in order not to complicate our formulas we have not done this, as it is not necessary for our arguments in the case of systems containing only one constituent.

[^29]:    ${ }^{63}$ Strictly speaking we should say "at another time," leaving open the question whether $t^{\prime \prime}$ is later or earlier than $t^{\prime}$. However, since we have set up our ensemble to represent a system observed at $t^{\prime}$, we are only interested in predictions which might be verified by experiment, that is, in later times $t^{\prime \prime}$. In this connection it is interesting to read Burbury's and the Ehrenfests' remarks on this point (03B, 04B2, 06E2; see also 02G, 04B1).

[^30]:    ${ }^{64}$ Equation (C1.32) is obtained by subtracting Eq. (C1.31) from Eq. (C1.28) changing in the integrand of (C1.28) $\rho^{\prime}$ to $\rho^{\prime \prime}$ which can be done since $d \rho / d t=0$ [compare Eq. (C1.20)], and adding the expression $\Sigma \int\left(\mathrm{P}^{\prime \prime}-\rho^{\prime \prime}\right) d \Omega$, which is zero by virtue of Eqs. (C1.04) and (C1.23).
    ${ }^{65}$ For the usual justification see, e.g., Gibbs' monograph (02G, especially Chapters IV, X, and XV) or ESM, Secs. 5.3, 5.7, and 6.1 (compare also ESM Secs. 5.6 and 6.3).

[^31]:    ${ }^{66}$ We do not wish to pursue this correspondence between entropy and lack of detailed information or extent of ignorance, but refer to the literature; see, e.g., ESM p. 160 and papers by Szilard (29S) and Brillouin (51B4; see also 48W, 49S1, 54M1, 54G1, 55G1).

[^32]:    ${ }^{67}$ This assumption was tacitly introduced when we wrote down expression (A3.01) for the probability of a situation $\mathbf{Z}$.

[^33]:    ${ }^{68}$ We may also refer to a paper by Ehrenfest (14E) discussing the possible choices of $F\left(\epsilon, \varphi_{i}\right)$.
    ${ }_{69}$ The reader will forgive me, I hope, for this classification which shows clearly my own prejudices and preference.

[^34]:    ${ }^{70}$ It is interesting to note that even Tolman uses this utilitarian point of view when he justifies the assumption of equal a priori probabilities for equal volumes in $\Gamma$ space,

[^35]:    ${ }^{71}$ For an account of the development of both the old and the modern quantum theory we must refer to the literature (e.g., 19S, $33 \mathrm{H}, 38 \mathrm{~K})$.

[^36]:    ${ }^{72}$ This is, for instance, discussed in detail by Kemble ( 37 K ; especially Sec. 14b); see also Sec. D (3).

[^37]:    ${ }^{73}$ It is interesting to note that Eq. (D1.10) is sufficient to derive from Eq. (D1.04) and condition (D1.01) the MaxwellBoltzmann distribution when, of course, we do not have the factors $\left(1-n_{j^{\prime}}\right)$, etc. in Eqs. (D1.02) and (D1.03); compare in this connection also 54 K Sec. $14,53 \mathrm{~T}$ and 54 L .
    ${ }^{74}$ Such particles are sometimes called fermions and the BoseEinstein particles, bosons.

[^38]:    ${ }^{75}$ For a discussion of the importance of this distinction see 54 H 3 .

[^39]:    ${ }^{76}$ For a discussion of the reasons why some particles obey B-E and others F-D statistics we refer to the literature (e.g., 39B2, 40P1, 40P2, 49W2).
    ${ }^{77}$ This paper was translated by Einstein who added the following remark: "Boses Ableitung der Planckschen Formel bedeutet nach meiner Meinung einen wichtigen Fortschritt. Die hier benutzte Methode liefert auch die Quantentheorie des idealen Gases, wie ich an anderer Stelle ausführen will."

[^40]:    ${ }^{78}$ For the importance of the omission of the factor $N$ ! see also Gibbs' monograph (02G, Chap. XV) and a paper by Nordheim ( 24 N ).

[^41]:    ${ }^{79}$ We follow here the considerations of Pauli (28P); Compare also the considerations by Nordheim ( 28 N ). Nordheim is especially interested in the distribution of electrons in metals (compare also 29 P ).
    ${ }^{80}$ It must be noted that $Z_{i}+\alpha N_{i}$ is never negative, since in the F-D case $N_{i} \leqslant Z_{i}$.

[^42]:    ${ }^{81}$ Recently Stueckelberg and co-workers (52S2, 54I) have based the decrease of $H$ on the unitarity of the so-called S-matrix.
    ${ }^{82}$ Compare 38T, Chap. XII, part A, which we follow to a large extent in our discussion.
    ${ }^{83}$ For a thorough discussion of this subject we refer to von Neumann's book (32N3) and a recent paper by Groenewold (46G2).
    ${ }^{84}$ We denote all matrices by bold face characters.
    ${ }^{85}$ For the sake of simplicity we shall assume that the $\varphi_{n}$ form a discrete set so that in Eq. (D2.01) we are dealing with a sum. It is not difficult to extend the formulas to the case where the sum has to be replaced by an integral (a Stieltjes integral, if necessary) but we leave this to the reader.
    ${ }^{86} \mathrm{We}$ restrict ourselves in our formulas to the case where the wave functions are scalars. It is not difficult to extend our formulas to the case where they are spinors or undors (39B1).

[^43]:    ${ }^{87} \mathrm{Tr} \mathrm{A}$ is a shorthand notation for the trace, or spur, of an operator, that is, the sum of its diagonal elements: $\operatorname{Tr} \mathbf{A}=\Sigma_{n} A_{n n}$.

[^44]:    ${ }^{88}$ For an account of the method of second quantization (28J; see also $27 \mathrm{~J} 2,34 \mathrm{~F}$ ) we refer to Kramers' monograph (38K Sec. 72).
    ${ }_{89}$ Once again we shall restrict ourselves to the case where only one kind of particle is present. In the present discussion it would, however, be simple to extend the discussion to the case of a number of different kinds of particles.
    ${ }^{90}$ We shall assume for the sake of simplicity that all energy levels are nondegenerate.
    ${ }^{91}$ In this case it is really unnecessary to make a particular choice for the $\varphi_{n}$. In general Eq. (D2.19) would read $\boldsymbol{\varrho}=\exp \left[-q+\boldsymbol{v}_{\mu}-\beta \mathbf{H}\right]$.

[^45]:    ${ }^{92}$ There is a difference between the grouping here and in Sec. $\mathrm{D}(1)$. Previously we grouped the energy levels of the constituent particles but now we group the energy levels of the whole system.
    ${ }^{93}$ For a discussion of the choice of the coarse-grained density matrix see also a recent paper by van Kampen ( 54 K ).

[^46]:    ${ }^{94}$ Compare the discussion in Appendix V.

[^47]:    is zero, and (ii) to obtain the sum on the right-hand side of Eq. (D2.40) [compare the derivation of Eq. (D1.14); hence the factor $\left.\frac{1}{2}\right]$.
    ${ }^{96}$ Compare the discussion of Eq. (D2.30).

[^48]:    ${ }^{97}$ I should like to express my thanks to Professor O. Klein for a discussion of some points connected with this method of approach. ${ }^{98}$ The discussion on p. 373 of ESM is too short and rather misleading.

[^49]:    ${ }^{99}$ We may remark here that we could have derived an equation similar to Eq. (D2.60) in the classical case. The discussion would have been analogous to the present discussion.

[^50]:    ${ }^{100}$ Compare, for instance, the discussion by Bohr (33B1, 33B2).
    ${ }^{101}$ Compare the criticism raised by Pauli and Fierz (37P). We also may refer to a paper by Davydov (47D).

[^51]:    ${ }^{102}$ It is easy to extend the discussion to include the case where the system is in a characteristic state of two or more commuting operators.
    ${ }^{103}$ Equation (D2.65) is a necessary and sufficient condition for a pure case (33P) and is equivalent to the usual condition $\boldsymbol{\varrho}^{2}=\mathbf{0}$. ${ }_{104}$ In his paper Elsasser discusses how one can use measurements to set up representative ensembles. Instead of making assumptions about a priori probabilities Elsasser chooses his ensembles in such a way that they make $\sigma$ minimum. In this way he, of course, arrives at the same results as we do, in the more conventional way, since the normal method leads to minimum values of $\sigma$.

[^52]:    ${ }^{105}$ If a state is $g$-fold degenerate, it is counted as $g$ nondegenerate states.
    ${ }^{106}$ One varies both the characteristic values and the characteristic functions of $\varrho$ in this case.

[^53]:    ${ }^{107}$ We refer to a paper by Uhlenbeck (35U) for a discussion of some other aspects of the transition from quantum to classical statistics.

[^54]:    ${ }^{108}$ Some of Ehrenfest's papers also discuss the importance of this principle for the choice of the $a$ priori weights in classical statistics.

[^55]:    ${ }^{109}$ For a discussion see 30S, 51S, 16S, and ESM Appendix III. ${ }^{110}$ Compare also Eq. (E.08).

[^56]:    ${ }^{111}$ It is at this point that Planck's constant enters-one might say through the de Broglie relations, or through the commutation relations which also lead to the Heisenberg relation.
    ${ }^{112}$ See 33J, Sec. 2.2; 40M, p. 56; 46J, p. 152.

[^57]:    ${ }^{113}$ Van Kampen (54K) has shown that Eq. (E.02) can also be derived under conditions where $w_{k l} \neq w_{l k}$.
    ${ }_{114} \mathrm{We}$ may mention in this connection the recent paper by M. J. Klein ( 52 K ) who makes some explicit assumptions about the interactions allowing the transitions to take place.
    ${ }^{115}$ I am greatly indebted to Professor M. Fierz for putting at my disposal his latest considerations which were discussed at the Les Houches Summer School of 1953.

[^58]:    ${ }^{116}$ We use the notation $\mathbf{R}$ instead of $\mathbf{P}$ to emphasize the relation with the density matrix.

[^59]:    ${ }^{117}$ We must refer here to a paper by van Kampen (54K) which was published after this was written and which discusses in great detail and rigor the introduction of these macroscopic operators. ${ }^{118}$ Compare ${ }^{2}$ also the discussion given by von Weizsäcker (49W1).

[^60]:    ${ }^{119}$ The $p_{\nu}$ would be the coarse-grained density of an ensemble where all systems corresponded to the same wave function, namely, the wave function of the system which we are considering.
    ${ }^{120}$ I am.indebted to Professor M. Fierz for these considerations.

[^61]:    ${ }^{121}$ It must be noted here that if we use, with Fierz, Eq. (E.21) for $\Sigma(t)$, we only need the condition of nondegeneracy, but not the extra restriction of no resonances. This is very satisfactory, since, while the energy differences have a physical meaning (they enter into expressions for relaxation times, for instance), the second differences do not have such a physical meaning. I am indebted to Professor Fierz for calling my attention to this point.
    ${ }_{122}$ See Appendix IV.

[^62]:    ${ }^{123}$ See 54 G ; compare also 55G, 55H2.

[^63]:    ${ }^{124}$ To derive Eq. (I.10), one uses the Stirling formula in the form $\ln x!=x \ln x-x+\frac{1}{2} \ln x+\frac{1}{2} \ln 2 \pi$ and expands in terms of $\left(f_{v}-f_{v}{ }^{e}\right) / f_{v}{ }^{e}$.

[^64]:    ${ }^{126}$ See Sec. 3 of 23F1; one uses the fact that the $\Re_{\alpha}$ are surfaces on which an orbit stays.
    ${ }^{127}$ For a discussion of this case see 92P.

[^65]:    ${ }^{128}$ The proof we give here is due to Kolomogoroff (see 52R, 49 K 1 ).
    ${ }^{129}$ Well-behaved is understood here in the sense of summable over the energy surface which is assumed to be of finite volume.

[^66]:    ${ }^{130}$ See 29N, 37P, 52R; I am also indebted to Professor M. Fierz for correspondence on this topic.

[^67]:    ${ }^{131}$ It must be noticed that the additional condition of no degeneracy of resonances is not needed.
    ${ }^{132}$ Compare 38T, Secs. 99, 100.

[^68]:    ${ }^{133}$ One takes into account the fact that $\boldsymbol{\varrho}$ is normalized.

[^69]:    ${ }^{134}$ Compare the analogous position in the case of Boltzmann's $H$-theorem, where the Maxwell-Boltzmann distribution which really presupposes independent particles is established through collisions, that is, by means of their interactions.

[^70]:    ${ }^{137}$ This formula can be found in papers by Jordan (25J, 27J1), Ornstein and Kramers (27O), and Bothe (28B); the further development is due to Tolman.
    ${ }^{138}$ The subscript $f$ indicates the final state, while the subscripts $o$ and $\mathrm{o}^{\prime}$ indicate the original states.

[^71]:    ${ }^{139}$ After this was written a paper by van Kampen (54K) was published in which the symmetry of the transition matrix is discussed. Van Kampen draws special attention to the fact that, if magnetic fields or Coriolis forces are present, this symmetry must be replaced by a slightly weaker condition which does not follow from the Hermiticity of the Hamiltonian. Van Kampen also discusses in his paper the relation between the Onsager relations (3101, 3102, 45C) and the symmetry of the transition matrix.
    ${ }^{140}$ See 31K ; 38'T, Secs. 101 and 106.

[^72]:    ${ }^{141}$ See 25F2, 25T, 38T Sec. 50, ESM p. 381.
    ${ }^{142}$ For a discussion of this more general $H$-theorem we refer the reader to Tolman's monograph ( 38 T ). On p. 119 of this monograph one finds an example of a collision which does not possess an inverse collision.

[^73]:    ${ }^{143}$ The statement in ESM that in quantum mechanics the principle of detailed balancing always holds is incorrect.
    ${ }^{144}$ See also the recent paper by van Kampen (54K) which shows that the same applies to situations where magnetic fields are present. See also a paper by Klein (55K1) showing that detailed balancing does not hold generally for nonequilibrium steady states (compare also 54L2).
    ${ }^{145}$ Tolman (24T, 25T) sometimes uses the expression "principle of microscopic reversibility."
    ${ }^{146}$ Langmuir's italics. We may remark here that Langmuir's statement only holds at equilibrium (compare also footnote 144).

