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Dipolar coupling plays a fundamental role in the interaction between electrically or magnetically
polarized species such as magnetic atoms and dipolar molecules in a gas or dipolar excitons in the solid
state. Unlike Coulomb or contactlike interactions found in many atomic, molecular, and condensed-matter
systems, this interaction is long-ranged and highly anisotropic, as it changes from repulsive to attractive
depending on the relative positions and orientation of the dipoles. Because of this unique property, many
exotic, symmetry-breaking collective states have been recently predicted for cold dipolar gases, but only a
few have been experimentally detected and only in dilute atomic dipolar Bose-Einstein condensates. Here,
we report on the first observation of attractive dipolar coupling between excitonic dipoles using a new
design of stacked semiconductor bilayers. We show that the presence of a dipolar exciton fluid in one
bilayer modifies the spatial distribution and increases the binding energy of excitonic dipoles in a vertically
remote layer. The binding energy changes are explained using a many-body polaron model describing the
deformation of the exciton cloud due to its interaction with a remote dipolar exciton. The surprising
nonmonotonic dependence on the cloud density indicates the important role of dipolar correlations, which
is unique to dense, strongly interacting dipolar solid-state systems. Our concept provides a route for the
realization of dipolar lattices with strong anisotropic interactions in semiconductor systems, which open the
way for the observation of theoretically predicted new and exotic collective phases, as well as for
engineering and sensing their collective excitations.
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Quantum Physics

I. INTRODUCTION

The dipolar coupling normally dominates the interaction
between charge-neutral species. The characteristic dipolar
interaction energy between two dipoles with parallel axes
and dipole moments p1 and p2 in a medium with dielectric
constant ϵ can be expressed in the far field as

UddðrÞ ¼
p1p2

4πεε0

ð1 − 3 cos2 θÞ
r3

; ð1Þ

where ε0 is the vacuum permittivity, θ is the angle between
p1kp2, and r is the vector connecting the dipoles. While

sharing the long decay range of the Coulomb interaction, the
dipolar interaction is spatially anisotropic and changes from
repulsive to attractive at cosðθÞ ¼ 1ffiffi

3
p . In natural physical

systems containing a large number of dipoles, this aniso-
tropic character gives rise to complex phenomena including
self-organization, pattern formation, and instabilities in a
wide range of dipolar fluids such as in ferromagnetic or
electric fluids [1] aswell collective effects in gases or lattices
of quantum magnetic [2] or electric dipoles [3]. Fascinating
new phases of matter are expected if dipolar interactions are
induced into quantum fluids, with an intricate interplay
between the attractive and repulsive parts of the interaction
and quantum mechanical effects. Among the latter are
classical and quantum glasses [4] and novel pair superfluid
and supersolid phases [5,6], as well as exotic few-body
bound states [7]. On one hand, these new phases may have
more than one continuous symmetry simultaneously bro-
ken, such as in the prediction of supersolidity. Recent
experiments in superfluids of dilute cold atomic species
with magnetic dipoles have observed a nonisotropic gas

*These authors contributed equally.
†ronenr@phys.huji.ac.il
‡santos@pdi-berlin.de

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI.

PHYSICAL REVIEW X 9, 021026 (2019)

2160-3308=19=9(2)=021026(12) 021026-1 Published by the American Physical Society

https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevX.9.021026&domain=pdf&date_stamp=2019-05-08
https://doi.org/10.1103/PhysRevX.9.021026
https://doi.org/10.1103/PhysRevX.9.021026
https://doi.org/10.1103/PhysRevX.9.021026
https://doi.org/10.1103/PhysRevX.9.021026
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


expansion and an interaction-driven phase transition
between a gas and a state of self-bound, self-ordered liquid
droplets, stabilized by the balance between attraction and
repulsion and quantum fluctuations [8–11]. On the other
hand, long-range dipolar interaction yields the anisotropic
intersite coupling required for the study of quantum phase
transitions as well as for the simulation of complex spin
models in lattices of cold dipolar species [12,13].
While experiments with cold dipolar species largely

probe dipolar coupling in the regime of dilute quantum
gases and small dipole moments, fluids of electric dipoles
in solid-state systems, in particular, spatially indirect
dipolar excitons (IXs) in semiconductor bilayers, open
up opportunities to explore dipolar coupling in the com-
plementary phase space of high-density, large dipole
moments [14–19]. To the best of our knowledge, however,
dipolar anisotropy and, in particular, dipolar attraction have
never been reported for IX systems, since all studies so far
have been conducted in a single dipolar bilayer of aligned
IX dipoles, where the dipolar interaction is exclusively
repulsive. This repulsive component receives considerable
experimental attention in IX systems and is utilized for
many optoelectronic functional demonstrations [20–32].
Furthermore, several many-body collective effects related
to the bosonic character of IXs in the presence of repulsive
interactions are reported [16–19,33–39].
One interesting question is, thus, whether one can also

access dipolar attraction in a system of mobile IX dipoles
and whether it enables the creation of self-bound states to
fully explore dipolar anisotropy. In this work, we demon-
strate the dipolar attraction between mobile IX fluids using
a novel experimental configuration consisting of stacked IX
bilayers. The bilayers are semiconductor double quantum
wells (DQWs) (denoted as DQWL and DQWH in Fig. 1),
each consisting of two quantumwells (QWs) separated by a
thin barrier [i.e., with a thickness smaller than the exciton
Bohr radius; cf. Figs. 1(a) and 1(b)]. Avertical electric field
applied across the structure [Fz; cf. Fig. 1(a)] drives
optically excited electrons and holes to different QWs
while maintaining the Coulomb correlation between them.
This charge separation induced by Fz imparts very long
lifetimes to the IXs, thus making them quasiequilibrium
excitations possessing a large dipole moment, which
exceeds the magnitude of atomic and molecular dipoles
by several orders of magnitude and gives to strong
interparticle interactions [15,40]. The stacked DQW struc-
tures result in an attractive inter-DQW dipolar component
for a small lateral separation between the IXs. By using
spatially resolved spectroscopy, we show that the attractive
component of the dipolar interaction induces density
correlations between IX fluids in remote DQWs. The latter
is analogous to the remote dragging [41] observed in solid-
state electron-phonon, electron-electron [42], and electron-
hole [42,43] systems but now driven by the attractive
dipolar coupling between charge-neutral, bosonic species.

Furthermore, the energetic changes induced by the remote
dipolar coupling are nonmonotonic in the fluid density and
far exceed the values predicted for the formation of an
interbilayer dipolar pair [44]. The large coupling energies
are attributed here to a self-bound, collective many-body
fluid excitation identified as a dipolar polaron. The latter is
analogous to self-bound three-dimensional entities with
compensating attraction and repulsion like atomic nuclei,
helium, and cold atom droplets. The experimental findings
demonstrate the feasibility of the control and manipulation
of dipolar species via remote dipolar forces. Furthermore,
the sensitivity to the fluid’s local correlations opens new
ways to study fundamental properties of correlated dipolar
fluids.

II. EXPERIMENTAL CONCEPT

The two closely spaced (Al,Ga)As DQWs are grown by
molecular beam epitaxy [cf. Figs. 1(a) and 1(b)] on a GaAs
(001) substrate. In order to enable selective optical excitation
and detection, the DQWs (DQWL and DQWH) have QWs
of different thicknesses (QWL and QWH), thus resulting
in different resonance energies for their direct (DXi)
and indirect exciton (IXi) transitions. Here, the subscripts
i ¼ L, H denote DQWs with the higher (H) and lower (L)
excitonic energy. We present experimental results recorded
at 2 K on two samples (samples A and B; details about
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FIG. 1. Interactions between indirect (or dipolar) excitons
(IXi’s, i ¼ L, H) in a sample with coupled double quantum
wells (DQWi’s). (a) Energy diagram and (b) layer structure of the
(Al,Ga)As sample. Each DQW consists of two GaAs QWs
separated by thin tunneling barriers. A 10-nm-thick (Al,Ga)As
barrier between the DQWs prevents carrier tunneling between
them. The transverse electric field Fz bends the conduction (CB)
and valence bands (VB). Under laser excitation, the spatial
separation between electrons (e) and holes (h) in each DQW
creates IXi’s with an electric dipole moment pi and reduced
energy with respect to intrawell direct excitons (DXi’s). The
corresponding centers of the DQWs are spaced by Lz, and
the QW pairs in the DQWs have different widths to enable
the selective optical excitation of their DX states.
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both sample structures can be found in the Appendix A),
both with QW widths of 10 and 12 nm for QWH and
QWL, respectively, and inter-QW spacing consisting of a
4-nm-thick Al0.33Ga0.67As barrier. The 10-nm-thick

Al0.33Ga0.67As spacer layer between the DQWs prevents
carrier tunneling, which would effectively result in the
annihilation of the IXs. Figure 2(a) shows the intra- and
inter-DQW dipolar potentials calculated for these structures
using Eq. (1). Note that the latter becomes attractive for a
small lateral separation between the particles.
The two different QW thicknesses enable selective

excitation and detection of IXs in each of the DQWs,
as illustrated by the photoluminescence (PL) spectra in
Fig. 2(b) and the excitation diagrams in Fig. 3(a). If one
neglects the very small absorption cross section of indirect
transitions, a laser beam GL tuned to the DXL resonance
excites only IXL’s in DQWL (throughout the paper, super-
scripts j ¼ L, H, LþH denote excitation by laser beams
GL, GH, and both, respectively). Since the DXL lies
energetically below DXH, a second laser GH tuned to
DXH preferentially excites IXH’s in DQWH but also creates
residual IXL’s in the neighboring DQW. One can, never-
theless, achieve a high excitation selectivity of IXH ’s. In
fact, from the ratio between the PL intensities, we estimate
that GH excites DXH densities that are approximately 3.6
times higher than the DXL ones.
The PL experiments are carried out by exciting the

sample with laser beams GL and GH with independently
adjusted spot sizes and intensities [cf. Fig. 3(a)]. The
interaction between the photoexcited exciton clouds is
probed by mapping the PL intensities Ijiðx; yÞwith microm-
eter spatial resolution. The photoexcited IX densities,

(a) (b)

FIG. 2. Interaction potential between indirect excitons (IXs)
andand their excitation spectra (a) intra- (red curve) and inter-
DQW (blue curve) dipolar interaction energyUddðrÞ, for a pair of
IXs as a function of the lateral IX-IX separation rjj calculated
from Eq. (1) for the DQW stack used in the studies. While the
intra-DQW interaction is always repulsive, the inter-DQW one
becomes attractive for rjj <

ffiffiffi
3

p
Lz and forms an IX-IX bound

state with the indicated binding energy jΔEIXj [44]. Here, Lz is
the vertical separation between the DQWs. (b) Photolumines-
cence (PL) spectra of the indirect (left) and direct (right) exciton
transitions. The IX transitions on the left are recorded under
resonant excitation of their corresponding direct exciton tran-
sitions (right) using laser beams GL and GH , respectively.

(a)

(b) (c)

FIG. 3. Optical detection of inter-DQW interactions. (a) Excitation schemes used in the experiments. IX clouds with different
diameters are resonantly excited by lasers beams GL and GH tuned to the direct exciton transitions DXL and DXH of the DQWs. The
emission from IX in the two DQWs is spectrally analyzed and detected with spatial resolution. (b),(c) Maps of the relative change
δIHðx; yÞ in the PL intensity of an IXH cloud induced by a narrow IXL cloud (marked by the dashed circle) for a fixed GL intensity and
estimated IXH densities at the center of GH of (b) 2.1 × 1010 and (c) 4.6 × 1010 cm−2, respectively.
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typically in the range between 109 and 1011 cm−2, are
determined from the blueshifts of the emission lines in the
uncoupled systems after the correction for correlation
effects following the procedure depicted in Ref. [15]
(cf. Appendix B).

III. EXPERIMENTAL RESULTS

A. Spatially resolved photoluminescence

The attractive inter-DQW interactions can be directly
visualized by detecting intensity changes ΔIiðx; yÞ in PL
maps of a probing excitonic cloud in one of the DQWs
induced by a perturbing cloud excited in the other DQW
[cf. Fig. 3(a)]. ΔIiðx; yÞ is quantified according to

ΔIiðx;yÞ¼ILþH
i ðx;yÞ−½IHi ðx;yÞþILi ðx;yÞ�; i¼L;H: ð2Þ

Here, the term within the brackets on the rhs accounts for
the direct generation of IXs in the probing cloud by each of
the laser beams. The most sensitive approach to access
inter-DQW interactions consists in detecting ΔIHðx; yÞ:
Since the perturbing laser GL does not directly excite IXH,
one obtains ΔIHðx; yÞ ≈ ILþH

H ðx; yÞ − IHHðx; yÞ.
Figures 3(b) and 3(c) display maps of the relative

changes δIHðx; yÞ ¼ ΔIHðx; yÞ=IHHðx; yÞ in the PL inten-
sity of an extended IXH probing cloud induced by a
perturbing IXL cloud in sample A. The probing cloud
has a diameter of 60 μm (cf. the blue dashed circle), while
the perturbing GL beam excites a 20-μm-wide IXL cloud
with a density of approximately 1.1 × 1010 cm−2 at its
center (cf. the red dashed circle). This perturbing IXL cloud
induces a local increase in the IXH density. The IX optical
cross section is negligibly small, so that IXs are created by
first creating a DX and then converting to an IX. Thus, the
perturbing laser GL beam effectively does not excite IXH’s
[cf. Fig. 2(b)], and the enhanced emission provides direct
evidence for an attractive IXH-IXL inter-DQW coupling.
The emission from the probing cloud at the overlapping

region of the beams enhances significantly with the IX
density. Figure 3(c) displays a PL map recorded by
increasing the intensity of GH (note that the density of
the perturbing cloud also increases due to the absorption of
GH photons in DQWL; cf. Fig. 3). Under the higher IX
densities, the PL intensity from the IXH cloud doubles in
the region of the perturbing beam.
Further insight into the inter-DQW interaction can be

gained from cross sections of the PL images across the
overlap region of the two clouds, as illustrated in Fig. 4.
The left panels correspond to the experimental configura-
tion in Figs. 3(b) and 3(c) with a wide IXH and a narrow
IXL cloud (cf. diagrams in the upper part of the figure). The
changes in the IXH emission in Fig. 4(a) reproduce the
density enhancement within the overlap area of the laser
beams. The corresponding differential profile ΔIH in
Fig. 4(c) shows that the enhanced concentration of IXH

within the overlap region is accompanied by a depletion
around it. This behavior follows from the fact that the
perturbing GL beam does not change the overall IXH
population. As a consequence, the enhanced concentration
at the overlap area must then arise from the IXH flow from
the surrounding areas.
The attractive force leading to the enhanced IXH density

should be accompanied by a backaction force on the
perturbing IXL cloud [cf. the inset in Fig. 4(c)]. In order
to extract information about this backaction effect on the
IXL profiles, one needs to account for the fact that IXL’s are
also excited by the GH beam [cf. Figs. 3(a) and 4(b)], thus
leading to a nonvanishing IHL ðx; yÞ term on the rhs in
Eq. (2). The intensity variation ΔILðx; yÞ calculated from
this equation and displayed in Fig. 4(d) shows indeed a

(a) (e)

(b) (f)

(c) (g)

(d) (h)

FIG. 4. (a),(b) and (e),(f): Spatially resolved PL intensity of the
cross-sectional profiles recorded using the configurations of laser
beams sketched on top of each column. The left (right) panels are
recorded on sample A (B) using beam widths of 20 (6.5) and
60 μm (5.5 μm) for GL and GH , respectively. (c),(g) and (d),(h):
Interaction-induced changes of the IXH (ΔIH) and IXL (ΔIL)
photoluminescence determined from the above PL cross sections
according to Eq. (2). The insets depict the expected forces exerted
on the two clouds.
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depletion of the IXL density around the beam overlap
region induced by the remote interaction.
The reciprocal of the above effect is expected if the

previous experiment is carried out using a narrow GH spot
to perturb an IXL cloud excited by an extended GL beam.
Qualitatively similar results are indeed obtained in this
situation, as illustrated by the right panels in Fig. 4 (here,
smaller laser spots relative to the right panel are employed
with diameters of 6.5 and 5.5 μm for GL and GH,
respectively). Since the mobility of IXL is much larger
than that of the IXH [45], the density disturbance of the IXL
is far more extended than that of the IXH, as is seen from
the comparison of Figs. 4(c) and 4(g) to Figs. 4(d) and 4(h).
The integrated intensity of the ΔIH curves in Figs. 4(c)

and 4(g), which corresponds to the change of the IXH

population under GL, approximately vanishes within the
experimental error. For IXL’s [cf. Figs. 4(d) and 4(h)], in
contrast, the intensity balance determined from Eq. (2)
shows not only an extended redistribution but also an
overall emission reduction under the perturbing GH beam.
This emission reduction implies that the proportionality
between optical excitation, optical emission, and IX den-
sities does not strictly hold in all situations. This result is, in
fact, expected, as shifts of the IX populations across the
sample induce significant energy shifts, as is shown in the
next section, leading to local variations of the IX lifetimes
[46] and, thus, to changes in the relation between the PL
intensity and density across the measurement area.

B. Spectrally resolved photoluminescence

The attraction between the remote IX clouds should be
accompanied by changes in the observed IX energies
within the overlapping regions of the two beams. The
solid lines in Fig. 5 summarize the dependence of the IXL
(lower curves) and IXH (upper curves) energies recorded in
sample B by fixing the IXH density and progressively
increasing the density of IXL species (stated in terms of the
GL laser flux). The different curves correspond to different
electric fields applied across the structure. The latter
controls the IX energies as well as the IX densities in
both DQWs (generally, larger electric fields correspond
to larger steady-state densities for the same excitation
power [46]).
For all applied fields, the energies of both the IXL and

IXH resonances show a pronounced minimum for GL

powers between 0 and 10 μW followed by a smooth
increase in energy for higher IXL excitation powers. For
each applied electric field, the total IXH population remains
constant while GL increases the IXL population. Strikingly,
the minima appear only when both species are present and
have similar amplitudes for IXL and IXH. In fact, the
energy profiles for the IXL species recorded under resonant
excitation by solely GL (dashed lines) show only the
characteristic energy increase associated with the repulsive
intra-DQW IX-IX interactions. The nonmonotonicity of the

energy changes in the low PL range in Fig. 5 cannot be
explained by field screening in the DQWL due to a high
IXH density. In fact, if the potential across DQWL changes
by ΔVL, the expected potential change across DQWH will
be given by ΔVH ∼ −ΔVLdDQW=dT, where dDQW and dT
denote the thickness of the DQWs and of the structure,
respectively, which implies an energy shift of opposite
signs, contrary to our observations. Furthermore, since
dDQW ≫ dT , ΔVL is vanishingly small. Screening can thus
account neither for the magnitude nor for the nonmono-
tonic dependence of the energy dips for both IXL and IXH.
This nonmonotonicity as well as the simultaneous energy
redshift for IXL and IXH are rather indicative of attractive
inter-DQW interaction. They appear for GL laser powers
within a relatively small range and essentially vanish at
high IXL densities, where the IX energy becomes equal to
the uncoupled case (dashed lines).

C. The dipolar-polaron model

The experiments described above provide evidence for
an attractive dipolar interaction between IX clouds located
in stacked DQWs. The inter-DQW interaction also induces
density-dependent energetic shifts (cf. Fig. 5), which are
quantified by an inter-DQW binding energy ΔEIX defined
as the difference between the IX energies with and without
inter-DQW interactions, both referenced at the same IX
density. The dependence of ΔEIX for the IXH cloud on the
perturbing IXL density nIX is summarized in Fig. 6. The nIX
values for the different GL laser powers and applied fields
are extracted from the data in Fig. 5 following the
procedure delineated in Appendix B.

FIG. 5. IX resonance energies as a function of theGL excitation
power recorded for a constant GH power density of 3.6 W=cm2.
The symbols correspond to electric fields of 19 (triangles), 25.3
(crosses), and 28.5 kV=cm (circles) applied in reverse bias
across sample B. The solid lines are recorded in the presence
of both the IXH and IXL clouds, while the dashed lines
show the IXL’s energies detected in the absence of the IXH
cloud. The lines connecting the measurements (symbols) are
spline interpolations.
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The three sets of experimental data points in Fig. 6
correspond to the three different fixed IXH densities
extracted from the datasets in Fig. 5 for the three different
applied electric fields (the associated estimated probing
IXH densities are listed in the figure caption).
Surprisingly, the maximal observed energy shifts are

very large, reaching up to 7 meV. Such large energies are
not expected if one considers only the mutual attractive
interaction and binding of a pair of IXs, one from each
DQW layer. The formation of such bound pairs (“vertical
IX molecules”) was recently investigated theoretically by
Cohen and co-workers [44]. The inter-DQW dipolar
potential calculated for the structures investigated here is
illustrated in Fig. 1(c). This attractive potential binds the
two IX species into an IX “molecule”with a binding energy
ΔEIX of only a few tenths of a meV (dashed line in Fig. 1).
ΔEIX is much smaller than the depth of the potential due to
the large zero-point energy corrections arising from the
small (reduced) mass of the particles and short spatial
extent of the potential. The measured IX energy shifts in
Fig. 6 are over an order of magnitude larger than the
estimated IX molecular binding energy. These shifts are
also significantly larger than the depth of the attractive
inter-DQW potential in Fig. 1(c), which is indicated by the
horizontal dashed line in Fig. 6 (see a more detailed
analysis in Appendix C).
This disagreement between the calculated molecular IX

binding energies and the experimental values is not

unexpected, since the large energetic shifts appear for
rather high IX densities, for which the average lateral
interparticle separation within each layer (Lx) becomes
comparable to the vertical separation (Lz) between the
DQWs. Under these conditions, many-body interactions
can no longer be neglected. We therefore consider the
mutual deformation of the exciton clouds induced by inter-
DQW interactions, which may lead to the formation of an
IX dipolar polaron. For simplicity, we consider the case
where the density in one of the layers is low, so that we can
approach the problem as an “impurity problem”: a single
IX in DQW2 interacting with an exciton fluid in DQW1

(cf. Fig. 7). This approximation, which is described in
detail in Appendix D, might still qualitatively capture the
case of large IX densities in both layers. We start from a
Fröhlich-type polaron Hamiltonian [47]:

Ĥ ¼ p̂2

2M
þ
X
k

ℏωðkÞb̂†kb̂k þ
X
k

UðkÞðe−ikr̂b̂†k þ eikr̂b̂kÞ;

ð3Þ

where
P

k ¼ ð2πÞ−2 R d2k. The first term describes the
“impurity” (i.e., the single IX in DQW2) with momentum p̂
and massM, while the second term gives the kinetic energy
of the bosonic bath (e.g., phonons in the exciton liquid
formed in DQW1), parametrized by the dispersion relation
ωðkÞ. The last term gives the impurity-boson interactions.
Here, UðkÞ ¼ fðkÞVðkÞ, where VðkÞ is the Fourier trans-
form of the two-body interaction potential Udd in Eq. (1)
and fðkÞ is a function that depends on the correlation state
of the IX gas [cf. Eq. (D3) in Appendix D].
If we consider a static impurity (an “infinite-mass

polaron,” M ¼ ∞, located at r ¼ 0), the Hamiltonian in
Eq. (3) can be diagonalized using a coherent-state trans-
formation, yielding a negative “deformation energy” ΔEIX,
as depicted in Fig. 7. In order to quantitatively estimate
ΔEIX, we analyze two limiting solutions of Eq. (3) depend-
ing on the correlation state of the IX fluid. We first consider
a gas of noninteracting IXs with the dispersion relation

FIG. 6. Interaction-induced energy shifts ΔEIX of IXH excitons
induced by a remote IXL cloud with different densities nIX.
Results are shown for probing IXH densities estimated as
8 × 1010 (dots), 9 × 1010 (triangles), and 9.7 × 1010 cm−2 (dia-
monds). The error bar shown only for nIX ¼ 5 × 1010 cm−2

applies for all data points. The vertical dashed arrow marks
the density for which Lx ¼

ffiffiffi
3

p
Lz, where Lx is the average inter-

IXL distance. The thick dotted and solid lines display the
prediction of the polaron model (cf. Fig. 7) in the limit of fully
correlated [corr.; cf. Eq. (4)] and uncorrelated [uncorr.; cf. Eq. (5)]
IX gases, respectively. The horizontal dashed line marks the
minimum of the inter-DQW interaction potential UddðLzêz þ
rkêkÞ given by Eq. (1).

FIG. 7. The polaron model presented here assumes a single IX
in the upper layer, interacting with a bath of IXs in the lower
layer. The presence of this exciton causes changes in the density
distribution of the IX fluid, which can be described as coupled
acoustoelectric waves or polarons. The breadth of the polaron,
Lp, is determined by the strength of the interlayer dipolar
coupling, which itself is highly dependent on the separation
between layers, Lz.
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given by ℏωðkÞ≡ εðkÞ ¼ ℏ2k2=ð2mÞ, where m ¼ me þ
mhh is the exciton mass (we take me ¼ 0.067 and mhh ¼
0.23 for the electron and in-plane heavy-hole effective
masses in GaAs). In this case, the energy shift becomes

ΔEIX ¼ −nIXμ21μ22
πm
ℏ2L2

z
; ð4Þ

where μi ¼ pi=
ffiffiffiffiffiffiffiffiffiffiffiffi
4πεε0

p
.

The magenta solid line in Fig. 6 compares the predictions
of Eq. (4) with the experimental results for ΔEIX. The
model reproduces reasonably well the measured magnitude
and density dependence of the shifts in the regime of low to
moderate IX fluid densities (i.e., for IXL densities below
4–8 × 1010 cm−2). This agreement is quite surprising:
Equation (4) yields large redshifts, because the expression
used for ωðkÞ neglects the additional intra-DQW repulsive
interactions arising from the polaron density fluctuation,
while the IX fluid at this density range (nIX > 1010 cm−2)
is known to be in a correlated state, where the repulsive
interactions play an important role [15,16,34].
The increasing role of intralayer repulsion and

dipolar particle correlations within the IXL fluid [15,48]
expresses itself in Fig. 5 as a significant reduction of the
energy shifts when the IXL densities exceed approximately
8 × 1010 cm−2. At this density range, the IXL fluid is
expected to be a highly correlated liquid [15,18] with a
linear dispersion relation ωðkÞ ≈ cðnIXÞk determined by a
speed of sound cðnIXÞ, which, in turn, depends on the
density nIX [48]. Under such a linear dispersion, the energy
shift becomes

ΔEIX ¼ −nIXμ21μ22
3π

8L4
zmc2ðnIXÞ

: ð5Þ

Numerical computations by Lozovik et al. [48] reveal that
the speed of sound for an IX liquid is given by cðnIXÞ ∼
c0n0.7IX [cf. Fig. 3(b) in Ref. [48] ]. In this case, ΔEIX ∼ n−0.4IX
reduces with increasing density. This behavior is reproduced
by the thick dotted line in Fig. 6, which is determined from
Eq. (5) using the sound velocities from Ref. [48]. It can be
shown that the polaron cloud has a Gaussian spatial profile
with a Gaussian width Lp ¼ 2Lz=

ffiffiffiffiffi
35

p
(cf. Appendix E).

The decreasing energy shifts with increasing nIX can also be
understood by the increase stiffness of the IX liquid, which
results in a smaller polaron density deformation amplitude.
The polaron binding energies given by Eq. (5) coincide

with the reduction of the emission energy of a recombining
IX only in the adiabatic approximation, i.e., for interaction
processes on a timescale longer than the typical polaron
response time, τp ≈ Lp=cðnIXÞ ¼ 3 ps for nIX ¼ 1010 cm−2

and 0.3 ps for 1011 cm−2. Thus it is a good approximation in
view of the long IX lifetimes. If, in contrast, the bound single
IX recombines within a time shorter than τp, it
will leave the IX fluid in a deformation state described
by a Poissonian superposition of an integer number

nph ¼ 0; 1; 2;… of deformation quanta (“phonons”). The
characteristic phonon energy can be determined from the
Gaussian polaron profile to be jΔEna

IXj ¼
ffiffiffi
π

p
ℏcðnIXÞ=

ð2LpÞ ¼ 5.5 meV for nIX ¼ 1011 cm−2 (cf. Appendix D).
However, for many such recombination events, and if the
linewidth is larger than jΔEna

IXj, the measured redshift will be
given by their average: hnphijΔEna

IXj. Calculating hnphi
within the liquid approximation yields an average redshift
energy that differs from that predicted by Eq. (5), up to a
numerical factor of the order of unity (cf. Appendix F). The
good agreement with Eq. (5) proves the robust relation
between the polaron binding and the redshift of the IX
emission energies.
The crossover from an uncorrelated to a correlated regime

should thus significantly reduce the energy shifts at high IX
densities. Since the fraction of particles in a correlated state
increases with the density, one also expects a reduction of
ΔEIX at high densities. This behavior agrees with the
reduction of the binding energy observed in cw experiments
for densities beyond approximately 8 × 1010 cm−2. The
polaron model can thus qualitatively reproduce the energy
redshifts over a wide density regime.

IV. CONCLUSIONS

We have provided experimental evidence for the attractive
component of the dipolar interaction between IX dipoles in
stacked DQWs by spatially resolved PL spectroscopy. We
have shown that the interaction between spatially isolated
IX fluids located in stacked DQWs leads to changes in the
IX spatial distribution as well as to an increase in the IX-IX
interlayer energy ΔEIX. Surprisingly, jΔEIXj values far
exceed those expected from the binding of two IXs in a
molecule. The magnitude and qualitative density depend-
ence of jΔEIXj is well accounted for by a many-body
dipolar-polaron model. The presented results are expected to
challenge state-of-the-art theoretical models of dipolar
quantum liquids; however, further work will be required
to quantify the detailed dependence of the polaron binding
energy on IX densities. In particular, it is still not understood
why we observe large binding energies, which are qualita-
tively reproduced by the noninteracting polaron picture of
Eq. (3), in a density regime where strong intralayer repulsive
interactions are expected to suppress the polaron deforma-
tions and, hence, its binding energies. The large shifts make
it easier to experimentally address the dependence of the
interlayer coupling on the IX dipolar length and inter-DQW
separation in future experiments. We also note that, in the
current experiments, the densities of the IXH fluid were not
negligible; therefore, the single-impurity model used here
should be extended in order to get a more quantitative
comparison to the experimental data.
The strong attractive inter-DQW coupling opens up

possibilities to observe new complex many-body phenom-
ena of dipolar quantum fluids in solid-state systems that
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now involve the full anisotropic nature of the dipole-dipole
interactions. Since IX systems can probe dipolar densities
and interaction strengths currently unavailable in atomic
realizations, it is expected to reveal new collective effects
and phases, the attractive dipolar polaron being a striking
example. The sensitivity of the interlayer coupling to
intralayer fluid correlations demonstrated here can be used
as a sensitive tool to probe intricate particle correlations in
interacting quantum condensates. These experiments also
demonstrate the feasibility of the dipolar control of an
interlayer flow in excitonic devices based on stacked
dipolar structures. Concepts for the control of IX flows
based on repulsive interactions have previously been put
forward [44]. The results presented here enable their
extension to attractive potentials, which can be realized
using stacked DQW structures. Finally, the present inves-
tigations represent a first step towards for the realization in
the solid state of dipolar lattices with anisotropic inter-
actions, thus the mimicking optical lattices of cold mag-
netic [49] or electric dipoles [3] presently proposed for
quantum simulation [12,13]. Our work represents only the
first, but the crucial, step towards the realization of such
phases, which rely on the anisotropy of the dipole-dipole
interactions. Furthermore, excitonic liquids allow one to
achieve higher dipole densities compared to ultracold gases
and, therefore, more pronounced effects.
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APPENDIX A: SAMPLES

The studies are carried out in two (Al,Ga)As layer
structures (samples A and B) grown by molecular beam
epitaxy on GaAs (001) at the Paul-Drude-Institut (sample
A) and at Princeton University (sample B). Both samples
have DQWs with the same layer structure, as described in
the main text.
For sample A, the DQW stack is placed approximately

500 nm away from the semitransparent top gate and only
100 nm above the bottom electrode. The electric field
responsible for IX formation is applied between the top
gate and this bottom electrode. The short distance between
the DQWs and the bottom electrode minimizes coplanar
stray electric fields at the edges of the top gate.

This electrode consists of an n-type doped distributed
Bragg reflector (DBR) consisting of four Al0.15Ga0.85As
and AlAs layer stacks designed for a central wavelength
λc ¼ 820 nm. The DBR enhances the IX emission by
backreflecting the photons emitted towards the substrate.
In addition, it suppresses the PL from the substrate most
notably, the spectral lines related to the GaAs exciton
(around 818 nm) and GaAs:C (830 nm) transitions, which
overlap with the IX PL spectra.
In sample B, the DQW stack is also placed approx-

imately 520 nm away from the top gate but is situated
250 nm away from the bottom electrode. The substrate is n
doped and used as the back contact in a Schottky-type
diode, with the DQWs being again situated in the intrinsic
region. The QWs are GaAs, while the intra-DQW barriers
are AlAs. The barriers between the substrate and top
contact are also Al0.3Ga0.7As.
The main difference between the two samples is the

addition of a Bragg mirror in sample A, as well as smaller
radial electric fields, due to the placement of the DQWs
closer to the (semi-infinite) ground plane. The Bragg mirror
increases the captured photoluminescence flux and, there-
fore, allows the operation of the device at higher electric
fields (limited by the breakdown voltage, instead of
the photoluminescence flux) so that the IX energies are
30–40 meV lower than the direct excitons.

APPENDIX B: DETERMINATION OF
IX DENSITY

The data shown in Fig. 5 are processed from several
individually recorded spectra. The FWHM linewidth of the
recorded IX spectra is typically around 2–5 meV, mainly
dependent on the density and the integration area. The
spectra shown in Fig. 8 (recorded from sample A) are
typical raw PL data demonstrating the energy shifts
induced by the inter-DQW interactions. The energies used
in Fig. 5 (recorded from sample B) are determined from the
peak energies and intensities obtained from such spectra
using the procedure described below.
In instances where the diffusion of the IX clouds results

in pronounced energy shifts, the energy at the position of
highest density is used.
The exact calibration of the exciton density in such

systems is a well-known challenge [34]. Here, we use the
following procedure: For every experiment with a given
applied bias, we use the experiment with only the GL laser
as a reference. Since this laser creates only a population of
IXL, the interactions in this case are only repulsive, leading
to a blueshift of the energy with increasing laser power
(increasing density). We then choose a point that has an
interaction energy well within the range expected for a
correlated liquid regime, described in detail in Ref. [15].
We then use Eq. (5.5) in that reference to estimate the
density of IXL ’s for this experimental point. The IX
densities of both IXL and IXH can then be deduced relative
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to this reference density by comparing the relative emission
intensities of each of the IX species to the emission
intensity of the reference point, using the procedure
developed in Refs. [16,46]. Here, it is shown that the
emission intensity of the IX Ii ∝ ni=τi, where ni is the IXi
density and τi is the IX lifetime. This lifetime is shown in
Ref. [46] to be related to the energy difference between the
IX emission and the DX emission energies:

τ ¼ cdðΔEDX−IXÞ2; ðB1Þ

where ΔEDX−IX ¼ EDX − EIX and the proportionality fac-
tor cd depends on the layer structure of the sample and the
applied bias but does not depend on the density over a
rather wide range of densities. Thus, for every two points
with the same applied bias but different laser excitation
powers, the ratio between their corresponding IX densities
can be found using

nð1Þ

nð2Þ
¼ τð1ÞIð1ÞPL

τð2ÞIð2ÞPL

¼ Ið1ÞPL

Ið2ÞPL

�
ΔEð1Þ

DX−IX

ΔEð2Þ
DX−IX

�
2

: ðB2Þ

This ratio is used to calibrate the absolute density
of all experimental points in any given experiment with

a fixed applied bias to the reference point in that
experiment.

APPENDIX C: ELECTROSTATIC
CONTRIBUTIONS

The inter-DQW potential in Fig. 1(c) of the main text
applies for the inter-DQW interaction between two aligned
dipoles, each in one of the DQWs. In this section, we
estimate the dependence of the inter-DQW potential V lat on
the density of particles. For that purpose, we calculate the
dipolar potential experienced by a single IX in DQW2 due
to the coupling to an excitonic cloud in DQW1 (cf. the inset
in Fig. 9) by (i) neglecting kinetic effects and (ii) assuming
that the IXs within the cloud of DQW1 are arranged in a
closed-packed triangular lattice with lattice constant Lx
[50]. V latðrÞ is determined by summing the two-particle
contributions UddðrÞ [cf. Eq. (1)] over a large number of
lattice lattices.
The shaded region in Fig. 9 marks the range of energies

spanned by VlatðrÞ as the single IX (with coordinate r)
moves relative to the lattice, calculated for different lattice
densities. For densities yielding Lx ≫ Lz, the lattice
potential around each site resembles the one for Udd in
Fig. 1(c) of the main text and indicated by the dashed
horizontal line in Fig. 6. As Lx decreases to values
comparable to Lx, the minima of V latðrÞ remain aligned
with the lattice sites. In the opposite limit Lx ≪ Lz,
V latðrÞ → 0, thus reproducing the fact that the electric field
generated by an infinite sheet of dipoles vanishes at large
distances. The minimum values for V latðrÞ are always
larger than the minimum for the IX-molecule interaction
potential Udd. This simple model for the interaction under-
estimates the measured binding energies jΔEIXj indicated
by the symbols in Fig. 6 in the main text.

FIG. 8. Spatially integrated PL spectra for the IXL (around
1.455 eV) and IXH (around 1.468 eV) resonances as a function of
the IXL excitation power GL (from bottom to top: GL ¼ 0
(lightest), 10, 20, 30, 43, 55, 80, 130 (darkest) μW). The electric
field is 38 kV=cm and GH ¼ 40 μW. Data is taken from sample
A, but is the equivalent experiment for sample B shown in Fig. 5
of the main text. Each integrated spectrum is normalized with
respect to its maximum intensity to allow easy comparison of the
energetic red shifts with increasing IXL intensity. The energy of
the IXL and IXH transitions are marked by the dot and dashed
lines, respectively. Each of these spectrum would be equivalent to
a single data point in Fig. 5.

FIG. 9. Range of energies (shaded region) spanned by the inter-
DQW interaction between a single IX in DQW2 and a closed-
packed triangular lattice of IXs with density nIX in DQW1, as
illustrated in the inset. nIX is related to the triangular lattice
constant Lx by nIX ¼ ½2=ð ffiffiffi

3
p

L2
xÞ�.
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APPENDIX D: POLARON MODEL

We consider two layers of excitons with dipole moments
μ1;2 ¼ p1;2=

ffiffiffiffiffiffiffiffiffiffiffiffi
4πεε0

p ¼ ed1;2=
ffiffiffiffiffiffiffiffiffiffiffiffi
4πεε0

p
, separated by a dis-

tance Lz. We treat excitons as point dipoles, which is a
good approximation only for d1;2 ≪ Lz. In our setup,
d1;2=Lz ∼ 0.3; however, it should still provide a reasonable
estimate. The dipole-dipole interaction between the dipole
μ1 (located at ρ ¼ 0 in DQW1) and the dipole μ2 (located in
DQW2 at a lateral separation ρ) can be written as
[cf. Eq. (1)]

VðρÞ ¼ μ1μ2
ðL2

z þ ρ2Þ3=2
�
1 −

3L2
z

L2
z þ ρ2

�
: ðD1Þ

This interaction is sign changing, so a net mean-field
interaction of a dipole with a dipolar plane vanishes:

Z
d2ρVðρÞ ¼ 0: ðD2Þ

In order to solve Eq. (3) of the main text, we first note
that the Fourier transform of the two-body interaction
potential of Eq. (D1) can be expressed as

VðkÞ ¼
Z

d2ρVðρÞe−ikρ ¼ −μ1μ22πke−kLz : ðD3Þ

In addition, UðkÞ ¼ fðkÞVðkÞ, fðkÞ ¼ fnIXεðkÞ=
½ℏωðkÞ�g1=2, is a function that depends on the density
nIX and single-particle energy εðkÞ ¼ ℏ2k2=ð2mÞ as well as
on the correlation state of the IX gas expressed in terms of
its dispersion relation ℏωðkÞ.
If we consider a static impurity (an “infinite-mass

polaron,” M ¼ ∞, located at r ¼ 0), the Hamiltonian (3)
can be diagonalized using a coherent-state transformation:

Ŝ ¼ exp

�
−
X
k

UðkÞ
ℏωðkÞ ðb̂

†
k − b̂kÞ

�
; ðD4Þ

which gives the following ground-state energy shift:

ΔE ¼ −
X
k

UðkÞ2
ℏωðkÞ ðD5Þ

(the ground state is given by jψi ¼ Ŝj0i).
One can see that ΔE is always negative: This result is a

general property of Hamiltonians with linear coupling, such
as Eq. (3). The energy shifts for a gas of noninteracting
excitons expressed by Eq. (4) in the main text are obtained
by integrating Eq. (D5) using the dispersion relation is
given by ℏωðkÞ≡ εðkÞ. The corresponding expression
for an interacting exciton gas [Eq. (5) in the main text]
is determined in the same way using a dispersion

relation ωðkÞ ≈ cðnIXÞk, where cðnIXÞ is the density-
dependent speed of sound.

APPENDIX E: POLARON DENSITY PROFILES

In real space, the density deformation of DQW1 is given
by ΔnIXðρÞ¼hψ jb̂†r b̂rjψi, where b̂†r ¼

R
d2k=ð2πÞ2b̂†keikρ.

In the case of a correlated exciton in DQW1, the density
deformation can be approximated by a Gaussian at small
values of ρ:

ΔnIXðρÞ ¼ nIX
μ21μ

2
2

2ℏmc3ðnIXÞ
9π

16L5
z
e−ðρ2=2L2

pÞ; ðE1Þ

where Lp ¼ 2Lz=
ffiffiffiffiffi
35

p
. By integrating ΔnIX over the DQW

plane, one obtains a total density excess corresponding to
approximately 0.1 particles for nIX ¼ 1010 cm−2.

APPENDIX F: NONADIABATIC ENERGY SHIFTS

The polaron wave function is jψi ¼ P
qFðqÞb̂†r j0i ¼P

qFðqÞjqi, where FðqÞ is the Fourier transform of the
Gaussian real space profile with width Lp [cf. Eq. (E1)].
For a state having a single polaron quantum (“phonon”),
the normalization condition

P
q0;q00 hq0jF�ðq0ÞFðq00Þjq00i

yields FðqÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
8mL2

p

q
e−ðρ2=2L2

pÞ. The single phonon

energy can be determined by replacing ωðqÞ ≈ cðnIXÞq
in the following expression:

jΔEna
IXj ¼ hψ jℏωðqÞjψi ¼

ffiffiffi
π

p
ℏcðnIXÞ
2Lp

: ðF1Þ

This expression yields jΔEna
IXj ¼ 1.1 meV for nIX ¼

1010 cm−2 and 5.5 meV for nIX ¼ 1011 cm−2.
The average phonon energy, which corresponds to the

redshift and broadening of a bound IX in the nonadiabatic
approximation, can then be calculated according to

hnphijΔEna
IXj ¼ jΔEna

IXj
Z

dρ2ΔnIXðρÞ ðF2Þ

¼ −fnanIXμ21μ22
3π

8L4
zmc2ðnIXÞ

: ðF3Þ

This expression is similar to Eq. (5) in the main text,
exception for a prefactor fna ¼ 3π3=2=4 ∼ 1.4. The density-
dependent shifts are comparable to the ones determined in
the adiabatic approximation.
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