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Sherbrooke, Québec J1K 2R1, Canada
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Single-photon generation is an important proof of the underlying quantum nature of a physical process
and a ubiquitous tool for scientific exploration, with applications ranging from spectroscopy and metrology
to quantum computing. In the microwave regime, emission of antibunched radiation has so far relied on
coherent control of Josephson qubits requiring precisely calibrated microwave pulses. In this work, we
experimentally demonstrate the operation of a bright on-demand source of quantum microwave radiation
driven by a simple dc voltage bias across a Josephson junction. Our source is based on photon emission into
a microwave resonator through inelastic Cooper pair tunneling regulated by a high-impedance RC circuit
preventing simultaneous tunnel events. It is characterized by its normalized second-order correlation
function of gð2Þð0Þ ≈ 0.43 corresponding to antibunching in the single-photon regime. Our device can be
triggered, and its in situ tunable emission rate exceeds those obtained with current microwave single-
photon sources by more than 1 order of magnitude.

DOI: 10.1103/PhysRevX.9.021016 Subject Areas: Mesoscopics, Photonics,
Quantum Physics

I. INTRODUCTION

Josephson photonics has recently emerged as a way to
directly generate and manipulate quantum microwaves
without the need for complicated microwave control drives
[1–8]. It relies on inelastic Cooper pair tunneling where a
dc-voltage-biased Josephson tunnel junction can admit a
finite direct current, even if the applied bias voltage is
smaller than its gap [9]. Although the finite voltage bias
makes it impossible for Cooper pairs to tunnel elastically in
this regime, they can tunnel inelastically while dissipating
their surplus energy into the electromagnetic environment
of the junction. The resulting excitations of the environ-
ment are photons at microwave frequencies [10,11]. This
effect can be harnessed, and the properties of the emitted

radiation can be controlled by presenting the junction with
a specifically tailored electromagnetic environment.
In particular, a Cooper pair of charge 2e can tunnel

inelastically through a Josephson junction biased at voltage
Vb if the electromagnetic environment of the junction has
modes that can absorb the energy difference of 2eVb ¼
hνJ ¼

P
inihfi, where νJ ¼ 2eVb=h is the Josephson fre-

quency and ni is the number of photons emitted into a given
mode of frequency fi. The power spectral density (PSD)
in units of photons of the emitted radiation at frequency f is
then given by the expression [11]

γðf; νJÞ ¼
I2c
2

Re ZðfÞ
f

PðhνJ − hfÞ: ð1Þ

Here, Ic is the critical current of the junction, Re ZðfÞ is the
real part of the impedance describing the electromagnetic
environment, and PðhfÞ is the probability density for a
tunneling Cooper pair to exchange an energy hf with this
environment [9,12]. The latter quantity is directly propor-
tional to the Cooper pair tunneling rate Γ:

ΓðνJÞ ¼
I2c
4

h
4e2

PðhνJÞ: ð2Þ
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While early experiments focused on the rate Γ and the
associated direct current [10,13–15], recent advances in
low-noise high-frequency measurements have made it
possible to investigate the photonic side of this energy
transfer [6–8,11,16]. In all previous implementations, the
tunneling events happened either independently [10,11] or
through stimulated emission [6–8], in both cases leading to
classical Poisson statistics of the emitted photons. The
present work, as well as Ref. [17], demonstrates a device
where the electromagnetic environment of the junction is
engineered to create antibunched photon emission, thus
showing quantum statistics generated through inelastic
Cooper pair tunneling.

II. DEVICE AND WORKING PRINCIPLE

A schematic circuit diagram of our device is shown in
the bottom part of Fig. 1(a). Its main element is a
superconducting quantum interference device (SQUID,
yellow) made of two parallel 0.02 μm2 NbN-MgO-NbN
Josephson junctions [18] [Fig. 1(d)]. NbN was chosen
because of its large superconducting gap, which allows, in
principle, for operating frequencies of up to approxi-
mately 1 THz for Josephson photonics devices [19].
Alternatively, our device could be implemented in a
standard Al-AlOx-based fabrication process for straight-
forward integration with circuit quantum electrodynamics
systems. We use a fast flux line to tune its critical current
and thus the tunneling rate in situ. One side of the SQUID
connects to a quarter-wave transmission line resonator
[blue in Fig. 1(a)], with a fundamental frequency
f0 ¼ 6 GHz, which is followed by an on-chip bias T
and beam splitter [Figs. 1(a), 1(b) and Ref. [19] ]. The
other side of the SQUID is grounded through an on-chip
parallel RC circuit (red), with resistance R, capacitance C,
and a small spurious inductance Lp [19].
We extract the calibrated and time-resolved autocorrela-

tions and crosscorrelations (Gð1Þ, Gð2Þ) [5,20,21], as well as
the power spectral density (PSD) of themicrowave radiation
emitted by our device using themeasurement setup depicted
schematically in Fig. 1(a) and described in detail in
Ref. [19]. The PSD divided by hf has units of photons
and corresponds to the quantity computed by Eq. (1).
The underlying principle of our source is that one

tunneling event necessarily acts back onto the next one
in order to create anticorrelations in the Cooper-pair
current, leading to antibunching in the photon emission.
On timescales shorter than RC, a tunneling Cooper pair has
to charge the island formed between the capacitor and
SQUID. To emit a photon, the voltage bias must be chosen
such that hνJ ¼ hf0 þ EC, where EC ¼ ð2eÞ2=2C is the
charging energy of the island [Fig. 1(e)]. However,
immediately after a first tunneling event, the energy
necessary to add another Cooper pair to the island is
ð2 · 2eÞ2=2C − ð2eÞ2=2C ¼ 3EC, which makes the voltage

bias insufficient for further tunneling with photon emission
[Fig. 1(f)]. A second Cooper pair can tunnel and emit a
photon only after a time RC, when the island is discharged,
leading to the desired antibunching. This picture is valid if
the charging energy associated with one Cooper pair is large
compared to the thermal energy fluctuations, i.e., EC ≫
kBTeff , as well as the lifetime broadening of the charging
energy, i.e.,EC ≫ ℏ=ð2RCÞ, or equivalentlyR ≫ h=ð4e2Þ≈
6.5 kΩ. Here, Teff is the effective temperature of the low-
frequency electromagnetic environment [19].

(a) (b)

(c)

(d)

(e) (f)

FIG. 1. Sample, setup, and working principle. (a) Overview of
the sample and measurement setup. The SQUID (yellow) is
connected to an RC element (red, with parasitic inductance Lp)
and a transmission line resonator with a fundamental mode at f0
(blue). Voltage and flux biases are applied to the SQUID through a
voltage divider and an on-chip fast flux line, respectively. Photons
escape from the resonator through an on-chip bias T and beam
splitter into twomeasurement chains, each containing a calibration
assembly [19], as well as filters and isolators protecting the sample
from amplifier noise. PSD and the photon correlation functions
Gð1Þ and Gð2Þ are calculated numerically after down-mixing and
digitization [19]. (b) Optical image overview of the chip [framed
part of (a)]. (c) Scanning electron micrograph (SEM) of the
SQUID (small yellow frame) and RC circuit (red). (d) SEM of
the SQUID consisting of two vertical NbN-MgO-NbN Josephson
junctions, surrounded by the fast flux line. Their crossover forms
the capacitor of the RC element. (e) Inelastic tunneling process.
Horizontal black lines represent the Cooper-pair condensates on
either side of the barrier (gray) of the voltage-biased SQUID. The
voltage bias (2eVb ¼ hf0 þ EC) is chosen to enable tunneling
with photon emission at f0 when the capacitor is not already
charged. (f) Immediately after a tunneling event, the energy
necessary to charge the capacitor with another Cooper pair is
3EC, blocking further Cooper pair tunneling for a time of
approximately RC.
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III. DEVICE PARAMETERS AND PSD
OF THE EMITTED RADIATION

We now verify these conditions and extract the device
parameters. To this end, we analyze the PSD in Fig. 2(a)
taken at a flux bias Φ ≈ 0.5Φ0, where Φ0 ¼ ðh=2eÞ is the
superconducting flux quantum. There, IcðΦÞ is small and
thus emission rates are low. Hence, tunneling events can be
considered independent and Eqs. (1) and (2) are valid [9].
For this flux bias, photon emission is maximal at νJ ¼
7.5 GHz and f ¼ f0 ¼ 6 GHz. The difference between the
energy hνJ provided by a tunneling Cooper pair and the
energy hf of the detected photons is the charging energy
EC ≈ h × 1.5 GHz ≈ kB × 72 mK (C ≈ 51fF). Further
analysis of this PSD [19] yields the real part of the
resonator impedance [blue dots in Fig. 2(b)], and the
effective temperature of the low-frequency electromagnetic
environment Teff ≈ 21 mK. The resistance R ≈ 32.1 kΩ
was determined from an independent dc measurement [19].
Additionally, we verify the accuracy of the electrical model
presented in Fig. 1(a) by using it to fit Eq. (1) to the PSD.
The real part of the resonator impedance given by the
resulting circuit parameters is shown as a solid green line in

Fig. 2(b) (for detailed parameters, see Ref. [19]). It has a
full width at half maximum of 575 MHz and agrees well
with the measured data. The approximately 200-MHz-
periodic impedance modulations are due to reflections in
our output lines, which are not included in the model.
In Fig. 2(c), we explore the behavior of the device when

the critical current is increased to values relevant for
operation, where Cooper pair tunneling events cannot be
considered independent anymore. To do so, we measure the
power spectral density at its maximal value in frequency
(at f0) as a function of νJ and the flux bias Φ. The brightest
features appear around νJ ¼ 7.5 GHz, corresponding to the
desired process. At slightly lower flux bias, additional
features appear at νJ ¼ 13.5 GHz. They originate from the
emission of two photons per tunneling Cooper pair into the
mode at f0. When the critical current is maximal (Φ ¼ 0),
another feature becomes visible at νJ ¼ 25.4 GHz. It
corresponds to processes where one Cooper pair emits
one photon into mode f0 and one into the next mode of the
quarter-wave transmission line resonator at f1 ≈ 3f0.
Strikingly, the processes at 7.5 and 13.5 GHz disappear

around Φ ¼ 0, where one would expect the rates to be

EC

hf0

hf0

hf1

(a)

(c)(b)

FIG. 2. (a) Power spectral density in photon units measured close to minimal IcðΦÞ (SQUID flux bias Φ ≈ 0.5Φ0) as a function of
frequency and voltage bias (expressed as Josephson frequency νJ). The dashed line corresponds to the process hνJ ¼ EC þ hf, with
EC ≈ 1.5 GHz the energy required to charge the capacitor with one Cooper pair. Photon emission is highest for f ≈ f0 ≈ 6 GHz, the
resonance frequency of the transmission line resonator. (b) Real part of the impedance as a function of voltage bias extracted from the
data shown in panel (a) (blue dots) and plotted from a fit of our circuit model to the data (green line). (c) Power spectral density in photon
units at 6 GHz as a function of voltage and flux biases. The horizontal lines and sketches indicate the one-photon process hνJ ¼
EC þ hf0 (dashed line) and the two-photon processes hνJ ¼ EC þ 2hf0 and hνJ ¼ EC þ hf0 þ hf1 (dotted lines), where f1 is the
frequency of the next resonator mode. Values of EC and f0 are extracted from panel (a) and match the observed features. The turquoise
dotted curve delimits the region where no voltage bias can be applied because the SQUID latches to its current branch (see text). Two
large white dots mark the starting and ending points of the flux pulse giving the results of Fig. 4. The dotted loop indicates the estimated
trajectory.
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highest. We instead observe a dark zone delimited by the
turquoise dotted line. In this region, the critical current is
high enough for the SQUID to get trapped in a Bloch
oscillation regime [22–25], a rudiment of the zero-voltage
state observed in larger Josephson junctions. In this state,
the voltage drops mostly over the RC element, decreasing
the voltage difference across the SQUID below the thres-
hold for photon emission at f0. This interpretation is
confirmed by an independent measurement of the resonator
frequency showing flux tunability in the region delimited
by the dotted line [19].

IV. FREE-RUNNING MODE OF OPERATION

We now focus on the key question of this work and
investigate the statistics of the radiation emitted by the
device. To do so, we measure its normalized second-order
correlation function gð2Þðt; τÞ given by [26]

gð2Þðt; τÞ ¼ Gð2Þðt; τÞ
Gð1Þðt; 0ÞGð1Þðtþ τ; 0Þ : ð3Þ

In the above expression, Gð2Þðt; τÞ is the unnormalized
second-order correlation function, which is dependent on a
time t with respect to a reference and on the time delay τ,
defined as

Gð2Þðt; τÞ ¼ hâ†outðtÞâ†outðtþ τÞâoutðtþ τÞâoutðtÞi: ð4Þ

The operators âout and â
†
out are the annihilation and creation

operators of the outgoing field in the transmission line.
The denominator of the right-hand side of Eq. (3) is a
normalization factor dependent on the first-order correla-
tion function

Gð1Þðt; τÞ ¼ hâ†outðtÞâoutðtþ τÞi: ð5Þ

Here, Gð1Þðt; 0Þ gives the instantaneous photon emission
rate of our device. In the absence of a well-defined time
reference, an average over t is performed on Gð1Þðt; τÞ and
Gð2Þðt; τÞ, yielding Gð2ÞðτÞ, Gð1ÞðτÞ and gð2ÞðτÞ [26].
Figure 3(a) shows the total photon emission rateGð1Þð0Þ of

our sample in a region around the one-photon peak visible
in Fig. 2(c). It is measured by integrating the PSD over
frequency between 4.22 and 8 GHz [19]. We have evaluated
gð2ÞðτÞ at different points along two lines of constant voltage
(flux) bias as indicated by plus (cross) symbols, correspond-
ing to the curves shown in Fig. 3(b) [Fig. 3(c)].
Close to Φ ≈ 0.5Φ0, the gð2ÞðτÞ function displays a

marked dip down to approximately 0.5 at τ ¼ 0 and is
close to the expected value of 1 elsewhere, showing that our
sample indeed produces antibunched photons. Figure 3(b)
shows that, as we approach lower flux biases to increase the
critical current, the sharp dip close to τ ¼ 0 remains, but a
broad bunching peak develops around it. We attribute this
broad peak to stochastic jumps between the bright voltage

state of the junction and the dark zero-voltage state
discussed above. This interpretation is consistent with
the reduction in emission rate towards the lower-left corner
of Fig. 3(a). The width of the bunching peak (≈20 ns)
then corresponds to the switching time between the bright
and dark states. The persistence of the sharp dip at τ ¼ 0
demonstrates that the intended blocking mechanism
remains functional, despite this effect.
Figure 3(c) shows the sensitivity of the antibunching to

precise adjustment of the bias voltage. Here, we choose the
flux bias where we achieve the highest photon rate, while
bunching due to jumps to the dark state remains negligible:
Φ ≈ 0.462Φ0. When biased above 8 GHz, our sample
emits bunched light [gð2Þð0Þ > 1]. This bunching effect can
be understood by considering the energy diagrams in
Figs. 1(e), 1(f) at higher voltage biases: Even though the
voltage is initially too high for the resonance condition to
be fulfilled, thermal fluctuations still occasionally allow
Cooper pairs to tunnel. When a first Cooper pair does

(a)

(b) (c)

FIG. 3. Emission rate and statistics. (a) Photon emission rate
measured around the one-photon peak from 4.22 to 8 GHz.
Symbols mark the points where the data shown in panels (b)
and (c) were taken. (b) Second-order correlation functions at
voltage bias νJ ¼ 7.4 GHz for different flux biases. Lines are a
guide for the eye. For clarity, error bars are omitted here and in panel
(c) (3σ ≈ 0.1, see Ref. [19]). Curves from top to bottom correspond
to theþ symbols in panel (a) from left to right. (c) Second-order
correlation functions at flux biasΦ ¼ 0.462Φ0 for different voltage
biases. Curves from top to bottom correspond to the × symbols in
panel (a) from top to bottom.Higher voltage biases enable multiple
tunneling events and thus bunching. Solid lines are numerical
simulations following Ref. [27] (see text).
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tunnel, the RC circuit is charged, and a second one can
more easily follow, leading to bunching. As the bias
decreases, so does the value of the second-order correlation
function, down to gð2Þð0Þ ≈ 0.5� 0.1ð�3σÞ. The lowest
value of gð2Þð0Þ is reached below the maximum of the
photon emission rate, where residual double emission
events caused by thermal fluctuations of the bias voltage
are further suppressed. The blue curve is taken at the
maximum emission rate of 77 MHz (νJ ¼ 7.4 GHz) along
this cut. At this point, we measure gð2Þð0Þ ≈ 0.65� 0.06.
The solid lines in Fig. 3(c) are numerical calculations up

to fourth order in the critical current [27,28] using the
electrical model of Fig. 1(a) with the extracted device
parameters and an effective temperature of Teff ¼ 40 mK.
They reproduce well the observed antibunching signatures
at the lowest bias voltages, including bumps in gð2Þ at
approximately 2 ns, but they fail to fully explain the
bunching signatures for the highest bias voltages. In
addition, Teff used here to reproduce the data is signifi-
cantly higher than the temperature of the electromagnetic
environment extracted from the data in Fig. 2(a) at low
critical current and at low bias voltage. This discrepancy
could indicate that the resistor of the RC element heats up
more than expected at the higher photon fluxes and higher
voltages used here. Another explanation could be that
correlations betweenmore than twoCooper pairs are relevant
and that calculations have to be performed beyond fourth
order in the critical current, which significantly increases the
computational effort and is left for future work.
We conclude that antibunching is robust as long as the

bias voltage is kept at the nominal resonant value or below,
but it is rapidly transformed into bunching above. Double
emission events could be further suppressed in a future
iteration of the device by increasing the charging energy
while keeping the RC time constant. A simultaneous
increase of the emission frequency would move the relevant
peaks away from the dark region to higher voltage biases
and thus avoid a trade-off between improved antibunching
and emission rate. The value of gð2Þð0Þ could be further
decreased by increasing the separation between the char-
acteristic time of the RC element (RC ≈ 1.64 ns) and the
lifetime of the resonator (τr ≈ 0.28 ns).

V. PULSED MODE OF OPERATION

So far, we have focused on the free-running mode of
operation, where latching to the dark state prevents us from
reaching higher emission rates. However, as we now show,
we can make use of this effect to produce photons on
demand through the flux pulsing scheme indicated in white
on Fig. 2(c). For this case, the voltage bias is set to its
nominal value (νJ ¼ 7.4 GHz). We start out at a flux bias
well in the dark region (left white dot), where no photon
emission occurs in the stationary regime. We then apply a
flux pulse that frustrates the SQUID (right white dot),

suppressing its critical current and resetting it to the voltage
branch. At this bias point, photon emission is unlikely.
Returning to the initial point in the dark region removes the
frustration and allows a photon to be emitted (and the
capacitor to be charged). Then, the system is again trapped
in the dark state, limiting photon emission to at most one
per cycle.
Figure 4 shows the data obtained when Gaussian flux bias

pulses with FWHM of 1.5 ns are applied every 6 ns, cor-
responding to a repetition rate of approximately 167 MHz.
Different pulse durations (within a factor of 2) and lower
repetition rates do not affect the results significantly. Higher
repetition rates, however, cause photon pulses to overlap, and
significantly shorter pulses would have frequency compo-
nents at the emission frequency of our device.
In Fig. 4(a), we first explore the instantaneous photon

emission rate Gð1Þðt; 0Þ as a function of time t with respect
to the pulse. One averaged measurement yields the values
marked by blue dots, which are separated by the sampling
period of 1 ns of our measurement. By shifting the time
delay between pulse generation and the beginning of the
sampling window, Gð1Þðt; 0Þ can be resolved below the
sampling period, yielding the orange curve in Fig. 4(a).

(a) (b)

(c)

FIG. 4. Flux-pulsed on-demand operation. (a) Instantaneous
photon emission rate as a function of time. Blue dots are the rates
acquired during one averaged measurement; the orange line is
obtained by repeating the measurement with different time delays
of the flux pulse. The shape of the peak is slightly skewed due to
the finite time the photon spends in the resonator. The statistical
errors in this panel and the next are small compared to the data
points [19]. (b) First-order correlation function at t ¼ 0, as a
function of the time delay τ (the solid line is a guide for the eye).
As the actual time of emission is slightly after t ¼ 0, the peak is
centered at slightly positive τ. (c) Second-order correlation
function at t ¼ 0, as a function of the time delay τ. The green
dots correspond to the unnormalized second-order correlation
function (right ordinate) and display periodic peaks every 6 ns
given by the period of the applied flux pulse (the line is a guide
for the eye). Blue dots with error bars (�3σ) show the normalized
correlation function (left ordinate).
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The average of Gð1Þðt; 0Þ over one pulse period gives the
emission rate (≈33 MHz), meaning that our source emits
approximately 0.2 photons per pulse. The zero on the time
axis matches the time t ¼ 0 at which the measurements in
Figs. 4(b), 4(c) were taken. The shape of this peak differs
from the ideal single-sided exponential decay because the
frequency profile of our broadband cascaded transmis-
sion line resonator is only approximately Lorentzian [see
Fig. 2(b)], and its edges are removed through filtering [19].
In addition, we expect uncertainties in the timing of the
tunneling event with respect to the time reference (jitter)
due to the finite rise time of the flux pulse.
We can get a rough estimate of the relative importance of

jitter in the width of Gð1Þðt; 0Þ by comparing with the
complementary measurement of Gð1Þð0; τÞ [Fig. 4(b)],
which characterizes the first-order coherence of the photons
emitted by our source. The width of the peak is very close
to the peak in Gð1Þðt; 0Þ in Fig. 4(a), indicating that the
broadening of Gð1Þðt; 0Þ is not dominated by jitter, a
necessary (but not sufficient) condition for indistinguish-
able photons. Also note thatGð1Þð0; 6 nsÞ ≈ 0, showing that
there is no coherence between successive pulses as
expected for single photons.
In the unnormalized second-order correlation function

Gð2Þð0; τÞ, this picture is reversed [Fig. 4(c)]. Peaks
appear every 6 ns, equal to the period of the applied flux
pulse, proving the on-demand aspect of our source. Note
that the peak at τ ¼ 0 is significantly lower than the
others, indicating the antibunched character of the emitted
radiation.
In order to quantify the antibunching, we compute the

normalized second-order correlation function (blue dots)
according to Eq. (3). This computation is only done for
times τ where such a normalization is meaningful, i.e.,
where the emission rate Gð1Þð0þ τ; 0Þ ≠ 0. For the remain-
ing points, the bound on the associated error would be
larger than the range of the data. For time differences
τ ¼ n × 6 ns with n ≠ 0, we obtain gð2Þ ≈ 1, indicating that
photons from two different pulses are independent. At zero
time delay, however, gð2Þð0; 0Þ ¼ 0.43� 0.08ð�3σÞ: The
photons are antibunched, in agreement with the mechanism
presented in Figs. 1(e), 1(f).
Here, we achieve stronger antibunching than in the free-

running case, likely due to the additional blocking effect
given by the latching to the zero-voltage state in the dark
region. At the same time, the pulsing scheme allows us to
maintain very good quantum efficiency and photon flux
because of the high emission rates at low flux bias. This
result makes it likely for a tunnel event to happen during
each cycle, even for very short flux pulses. We attribute
the residual gð2Þð0; 0Þ mainly to the low charging energy
of our RC circuit and its relatively low time constant
(RC ¼ 1.64 ns), which is comparable to the width of the
applied flux pulses (1.5 ns) and only slightly larger than

the decay time of the resonator (0.28 ns). The latter is
limited by practical considerations such as the instanta-
neous bandwidth of our measurement setup [19]. In
addition, a parasitic coupling between the flux bias and
the RC circuit, described by the parasitic inductance Lp in
Fig. 1(a), causes the flux pulse to modulate the voltage
across the junction. The dashed white line in Fig. 2(c)
indicates the resulting expected trajectory in parameter
space, which may not be ideal. Further optimization of
this trajectory and modification of the coupling or appli-
cation of simultaneous voltage and flux pulses could lead
to better antibunching. Moreover, this type of device could
possibly be optimized as a source of on-demand multi-
photon Fock states by addressing the processes appearing
at higher bias voltages.

VI. CONCLUSION

In conclusion, we have demonstrated a Josephson
photonics device producing antibunched microwave radi-
ation. In doing so, we have shown that quantum statistics
can be generated from inelastic Cooper pair tunneling. By
modulating the effective critical current of the SQUID,
using fast flux pulses and locking to a dark state after
photon emission, we can produce antibunched photons on
demand at very high rates. Increasing the charging energy
and the RC time, or replacing the RC circuit by a high
impedance resonant mode, should allow for significant
improvements of antibunching and quantum efficiency in
future iterations of the device. We expect that it can be
optimized to be an on-demand single-photon source with
near unity quantum efficiency, providing an attractive
alternative to current devices based on Josephson qubits
[29–32]. Such a source could then be used for quantum
metrology [33,34], quantum computation with propagating
photons [35], or quantum measurements in cases where the
shot noise of coherent light needs to be avoided.
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