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We analyze state preparation within a restricted space of local control parameters between adiabatically
connected states of control Hamiltonians. We formulate a conjecture that the time integral of energy
fluctuations over the protocol duration is bounded from below by the geodesic length set by the quantum
geometric tensor. The conjecture implies a geometric lower bound for the quantum speed limit (QSL). We
prove the conjecture for arbitrary, sufficiently slow protocols using adiabatic perturbation theory and show
that the bound is saturated by geodesic protocols, which keep the energy variance constant along the
trajectory. Our conjecture implies that any optimal unit-fidelity protocol, even those that drive the system
far from equilibrium, are fundamentally constrained by the quantum geometry of adiabatic evolution.
When the control space includes all possible couplings, spanning the full Hilbert space, we recover the
well-knownMandelstam-Tamm bound. However, using only accessible local controls to anneal in complex
models such as glasses or to target individual excited states in quantum chaotic systems, the geometric
bound for the quantum speed limit can be exponentially large in the system size due to a diverging geodesic
length. We validate our conjecture both analytically by constructing counter-diabatic and fast-forward
protocols for a three-level system, and numerically in nonintegrable spin chains and a nonlocal SYKmodel.
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I. INTRODUCTION

The quantum speed limit (QSL) is the minimum time,
TQSL, required to prepare a quantum state with unit fidelity.
Understanding the physics behind it is anticipated to lead to
significant advances in the field of quantum computing [1],
which is based, to a large extent, on the ability to reliably
manipulate the population of quantum states. The quantum
speed limit is also of prime importance for experimental
quantum emulators, such as cold atoms [2–4], trapped ions
[5–7], and superconducting qubits [8], which require
preparing quantum states with high fidelity before they
can be studied. The origin of its physical meaning is rooted
deeply in the Heisenberg energy-time uncertainty principle
[9], which implies that the time over which a quantum
process occurs is intimately tied to the energy uncertainty
ΔE it leads to. This was recognized by Mandelstam and

Tamm [10–13], who used it to introduce the lower
bound TQSL ≥ ℏπ=ð2ΔEÞ.
In recent years, quantum speed limits have been studied

ever more extensively, and various improved bounds
and alternative derivations have been proposed [14–19],
including generalizations to mixed states [20] and open
systems [21]. In particular, it has been noticed that the
bound can be sharpened by the absolute geodesic length
L ¼ arccos jhψ ijψ�ij [22], leading to

TQSL ≥ ℏ
arccos jhψ ijψ�ij

ΔE
; ð1Þ

for an initial state jψ ii and a target state jψ�i. Unfor-
tunately, this bound is of limited practical use in quantum
many-body systems, where ΔE ∼

ffiffiffiffi
L

p
scales with the

system size L; hence, in the thermodynamic limit, the
bound becomes trivially TQSL ≥ 0, misleadingly suggesting
that it is possible to prepare any many-body state in no time.
It is not hard to see that this issue arises due to the lack of

constraints on the allowed terms in the Hamiltonian used to
prepare the target state [23]. In otherwords, since the bounds
are based on generic geometric arguments, they must hold
for any Hamiltonian. However, if one can fine-tune
the Hamiltonian arbitrarily, the quantum brachistochrone
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problem becomes almost trivial to solve [24]. In fact, the
bound is tight because the equality holds when the
Hamiltonian is unconstrained: By performing H� ¼
iðjψ�ihψ ij − jψ iihψ�jÞ=

ffiffiffi
2

p
, we effectively realize the σy

Pauli operator between the initial and the target states,
saturating the bound.While this is admittedly not a problem
in simple setups, such as a two-level system, where the
control space is sufficiently small, it quickly becomes
the bottleneck for many-body Hamiltonians, in which the
realization of nonlocal terms like H� requires access to
exponentially many couplings, and exponential sensitivity
to fine-tune them. Indeed, realizable protocols only control
local physical couplings and require much longer times,
such that the bound (1) becomes useless. It does not tell us
anything about how to prepare the target state.
Let us illustrate this point explicitly. Consider a system

of L noninteracting qubits, prepared in some product initial
state jψ ii ¼ j↓ � � �↓i and subject to a Hamiltonian
H ¼ P

i Hi. We want to transfer the population into the
target product state jψ�i ¼ j↑ � � �↑i. On the single-qubit
level, it is optimal to do a π pulse around the y (or x) axis,

i.e., Hi ¼ Δσyi , such that TðL¼1Þ
QSL ¼ ℏπ=ð2ΔÞ. Clearly, the

existence of L independent qubits does not make the
process any faster. On the other hand, the energy fluctua-
tions in the total system are ΔE ¼ Δ

ffiffiffiffi
L

p
, so the expression

(1) suggests that it would be possible to rotate the spins
faster. This fallacious argument shows how the standard
quantum speed limit bounds are based on the premise that
one can access the full Hilbert space to construct the
optimal driving Hamiltonian. In the present example, this
bound will be achievable only if one can realize the
Hamiltonian H� ∝ iðj↑ � � �↑ih↓ � � �↓j − H:c:Þ= ffiffiffi

2
p

, which
transfers the population from the initial to the target state by
rotating it into a macroscopic Schrödinger cat (GHZ) state
at intermediate times. In experiments, where one only has
local control over the system, one simply cannot implement
this evolution. Moreover, in more complex interacting
setups, the structure of the target state itself is very
complicated, so H� will not only be nonlocal but exponen-

tially complex. One intuitively expects that TðLÞ
QSL should

generically increase with L as it is usually much harder to
prepare many-body states with a good fidelity, especially in
complex systems.
Quantum state preparation has enjoyed renewed attention

from the theoretical community in the last decade.
Analytically, ideas known as shortcuts to adiabaticity have
been put forward, developing the concepts of counter-
diabatic (CD) and fast-forward (FF) driving protocols
[25–43]. Counter-diabatic driving studies the engineering
of time-dependent counter-diabatic Hamiltonians, which
generate transitionless time evolution (in the instantaneous
basis of the originalHamiltonian) far away from the adiabatic
limit. Also away from the adiabatic limit but allowing us
to create excitations during the evolution, fast-forward

Hamiltonians are designed to steer the system into the target
state in a fixed amount of time. In themeantime, numerically,
the state preparation paradigm has been formulated as an
optimization problem [44–52]. Recently, stochastic descent,
gradient-basedGRAPE [53] andCRAB [54], andmodel-free
machine learning [48,55–66] have proven useful algorithms
to find approximate fast-forward Hamiltonians in single-
particle and many-body systems.
In this work, we formulate a conjecture and give

numerical and analytical evidence supporting the validity
of a new, geometric lower bound on the quantum speed
limit [cf. Eqs. (2) and (6) below]. This bound implies that
the quantum speed limit is controlled by the geodesic
length between the initial and the target state in the
eigenstate manifold set by the control parameter space.
Based on this conjecture, we show that the adiabatic limit
and the associated quantum geometry [35] constrain the
time of possible unit-fidelity protocols both in single-
particle and complex many-body systems. From our con-
jecture, it also follows that the quantum speed limit for all
protocols is bounded by the quantum speed limit for
counter-diabatic protocols, which generally cannot be
implemented within the constrained control parameter
space but for which the geodesic bound can be rigorously
proven using recent results from Ref. [67].

II. GEOMETRIC BOUND CONJECTURE

Consider a system described by the Hamiltonian HðλÞ,
where λ is the control parameter that couples to a local
operator. To simplify the discussion, we assume that the
control parameter has a single component [68]. At time
t ¼ 0, we prepare the ground state (GS) jψðt ¼ 0Þi ¼
jψ0ðλiÞi. We want to transfer the population with unit
probability over a finite time span T from this initial state
into a target state jψðt ¼ TÞi ¼ jψ0ðλ�Þi, which (up to an
overall phase) is the ground state of Hðλ�Þ [69]. In order to
implement such a protocol, we only allow Hamiltonians of
the form HðtÞ≡H(λðtÞ), which depend on time solely
through the control function λðtÞ. Such constrained
Hamiltonians, if they prepare the target state with unit
fidelity, are called fast-forward Hamiltonians: HFFðtÞ≡
HFF(λðtÞ) [70].
Whenever preparing the target state with unit probability

(or unit fidelity) is possible, the system is called control-
lable. By the adiabatic theorem, for any nondegenerate
Hamiltonian HðλÞ, the problem becomes asymptotically
controllable in the limit T → ∞. Notice that, in general,
there may exist multiple protocols that yield unit fidelity.
Any unit-fidelity protocol obtained using optimal control
methods gives rise, by definition, to a fast-forward
Hamiltonian.
Conjecture.—Let us formulate the following conjecture:

For any fast-forward Hamiltonian HFF(λðtÞ), the energy
fluctuations, averaged over the protocol duration, are larger
than the geodesic length lλ:
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Z
T

0

dt
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δE2

FFðtÞ
q

≡ lt ≥ lλ ≡
Z

λ�

λi

dλ
ffiffiffiffiffiffi
gλλ

p
; ð2Þ

where the parameter λ changes along a fixed unit-fidelity
protocol in an arbitrary way. Note that we define the
geodesic length lλ within the control space; it is generally
larger than the distance between wave functions (i.e., the
absolute geodesic). In particular, for extensive systems with
L degrees of freedom (d.o.f.) and local controls, the rhs of
Eq. (2) typically scales as

ffiffiffiffi
L

p
, while the distance between

wave functions is always bounded from above by π=2.
Further, in Eq. (2),

δE2
FFðtÞ ¼ hψðtÞjH2

FFðtÞjψðtÞic ¼ h∂tψðtÞj∂tψðtÞic ¼ gtt;

gλλ ¼ h∂λψðtÞj∂λψðtÞic ¼ hψ0ðλÞjA2
λðλÞjψ0ðλÞic ð3Þ

are the energy variance δE2
FFðtÞ, which can be thought of as

the time-time component of the geometric tensor δE2
FFðtÞ ¼

gtt, and the eigenstate Fubini-Study metric tensor gλλ,
respectively. Here, jψ0ðλÞi is the instantaneous ground
state of HðλÞ, and Aλ is the adiabatic gauge potential [35].
The ket jψðtÞi denotes the time-evolved initial state under
the Hamiltonian HFFðtÞ, which satisfies the boundary
conditions jψð0Þi ¼ jψ0ðλiÞi and jψðTÞi ¼ jψ0ðλ�Þi. We
emphasize the difference between the evolved and the
instantaneous states: jψðtÞi ≠ jψ0(λðtÞ)i. The subscript c

denotes the connected expectation value: hH2
FFic ¼

hH2
FFi − hHFFi2.
To motivate the conjecture, notice that this bound is tight

and can be saturated in the adiabatic limit. Indeed, from
adiabatic perturbation theory (APT), it follows that [35,71]

δE2
FF ¼ hψðtÞjH2

FFðtÞjψðtÞic ¼ _λ2gλλ þOð_λ4Þ: ð4Þ

Hence, for any monotonic λðtÞ, the bound (2) is saturated in
the adiabatic limit. Moreover, it is easy to see that, at least
for any real-valued Hamiltonian satisfying instantaneous
time-reversal symmetry, the next-order correction to Eq. (4)
scales as _λ4 with a non-negative prefactor, such that
gtt − _λ2gλλ ≥ 0. This fact follows immediately from the
structure of APTwhere all the coefficients in the expansion
of the wave function in the instantaneous basis in powers of
_λ are imaginary in linear order and real valued in quadratic
order [see Eq. (12) in Ref. [72] ]:

jψðtÞi ¼ jψ0i þ i_λjψ ð1Þi þ _λ2jψ ð2Þi;

where jψ0i, jψ ð1Þi, and jψ ð2Þi are real-valued functions.
This observation, in turn, implies that there is no interfer-
ence between the _λ and _λ2 contributions to the energy
variance. In particular, there is no _λ3 contribution, and
hence the quadratic and quartic terms above come from
squares and are non-negative:

δE2 ¼ _λ2hψ ð1ÞjH2jψ ð1Þic þ _λ4hψ ð2ÞjH2jψ ð2Þic þOð_λ6Þ:

Therefore, at least perturbatively, the bound is satisfied for
any sufficiently slow protocol. We note that within APT, the
_λ4 contribution is treated on the same footing as the squared
acceleration term ̈λ2 because dtð_λÞ ¼ _λ∂λð_λÞ ∼ _λ2. Indeed,
the linear in acceleration correction to the wave function
also becomes imaginary [35,72].
Even though we formulated the bound for fast-forward

Hamiltonians, the conjecture is intimately related to CD
driving protocols. In a recent work, Funo et al. derived that,
for any counter-diabatic protocol with monotonic λðtÞ, the
inequality Eq. (2) is always saturated [67]. This can be seen
as follows: Using the counter-diabatic Hamiltonian,

HCD ¼ H(λðtÞ)þ _λAλ;

the system follows the instantaneous ground state of HðλÞ:
jψðtÞi ¼ jψ0(λðt)i. Then, evaluating the variance of HCD,
one can convince oneself that the only nonzero contribution
comes from the gauge potential term:

hψðtÞjH2
CDjψðtÞic ¼ _λ2hψ0jA2

λ jψ0ic ¼ _λ2gλλ;

and hence gtt ¼ _λ2gλλ. This result leads to the interesting
observation that the leading nonadiabatic contribution to
the energy variance without CD driving is identical to the
energy variance coming from the gauge potential in the CD
protocols. However, a major difference is that for counter-
diabatic protocols, this result applies to arbitrarily fast
protocols where APT does not hold.
We point out that CD protocols usually require adding

new control parameters; e.g., for any real-valued Hami-
ltonian H(λðtÞ), the gauge potential is imaginary, so any
counter-diabatic protocol necessarily breaks instantaneous
time-reversal symmetry. Moreover, gauge potentials for
generic Hamiltonians are highly fine-tuned, typically
requiring hard-to-implement nonlocal operators. In certain
simple cases, it is possible to explicitly map counter-
diabatic protocols to fast-forward protocols by an extra
unitary rotation [35], but in general, this unitary is hard
to find.
If correct, the conjecture has immediate far-reaching

implications:
(i) Minimum time bound: Using the Cauchy-Schwarz

inequality, we have�Z
T

0

dt
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψðtÞjH2

FFðtÞjψðtÞic
q �

2

≤ T
Z

T

0

dthψðtÞjH2
FFðtÞjψðtÞic ¼ T2δE2

FF; ð5Þ

where δE2
FF is the time-average energy variance over

the protocol duration T. Combining this result with
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the conjecture, and setting T ¼ TQSL to be the
minimum time required to prepare the target state
with unit fidelity, we obtain the following bound:

TQSL ≥
lλffiffiffiffiffiffiffiffiffiffi
δE2

FF

q ; ð6Þ

which holds for any optimal protocol. This bound is
tight because it is saturated for slow geodesic
protocols [73]. For these protocols, the inequality
(2) is saturated by the validity of APT. In addition, in
geodesic protocols, the energy variance is kept
constant along the trajectory _λ2gλλ ¼ constt, which
sets the velocity profile. In this case, the Cauchy-
Schwarz inequality becomes an equality, and hence
the bound (6) is saturated.

(ii) Local control between eigenstates is exponentially
slow for systems satisfying the eigenstate thermal-
ization hypothesis (ETH):Note that the metric tensor
can be expressed through the nonequal time corre-
lation function [71,72]:

gλλ ¼ −Re
Z

∞

0

dtthψ0jMλðtÞMλð0Þjψ0i

¼
X
n≠0

jhnjMλj0ij2
ðEn − E0Þ2

; ð7Þ

where MλðtÞ ¼ −∂λHðtÞ is the conjugate force with
respect to the parameter λ in the Heisenberg repre-
sentation [35]. If we target ground states of systems
with glassy dynamics or exact many-body excited
states in generic systems satisfying the ETH [74],
then the geodesic length lλ scales exponentially with
the system size L, while the energy variance is at
most extensive. Therefore, the conjecture implies
that, at best, the fast-forward Hamiltonian with local
control can reach the target state only at exponen-
tially long times. Interestingly, according to this
bound, isolated critical points can be crossed at
nonextensive times, which can be seen as follows.
The geodesic length scales as

ffiffiffiffi
L

p
for any phase

transition with the correlation length exponent ν < 1
[71] and so does the energy variance (if we drive the
system with some global coupling); therefore, the
ratio in Eq. (6) is system-size independent. Intui-
tively, such finite-time protocols can be, e.g., real-
ized by driving the system fast everywhere except
near the critical point [73,75].

(iii) Generalization to multiparameter drives: Our re-
sults immediately generalize to systems with a
multicomponent parameter space λ⃗. Then, by lλ

in Eq. (6), one understands the geodesic length,

which is defined as the minimum over all accessible
paths connecting λ⃗i and λ⃗�.

(iv) The conjecture only applies to unit fidelity proto-
cols: It is interesting to see if and how the conjecture
can be extended to protocols that require unit fidelity
with some nonzero tolerance factor.

(v) The conjecture gives a bound, which generally sur-
vives the classical limit ℏ → 0: This is because both
sides of Eq. (2) represent well-defined quantities in
the classical limit [35,36,67]. The same applies
to the inequality (6) bounding the speed limit. Note
that with ℏ explicitly included in the equations,
lλ ¼

R
dλ

ffiffiffiffiffiffiffiffiffiffiffi
ℏ2gλλ

p
, and it is the product ℏ2gλλ which

is well defined in the classical limit [35].
Despite its plausibility, a direct proof of this conjecture

has so far remained elusive due to the absence of a general
procedure to obtain fast-forward Hamiltonians analytically.
In the following, we demonstrate its validity beyond APT in
a variety of systems of increasing complexity ranging from
few-spin models to nonintegrable Ising chains: (i) analyti-
cally, using specific exactly solvable examples, showing a
proof-of-concept strategy to derive fast-forward Hami-
ltonians by unitarily rotating counter-diabatic protocols,
and (ii) numerically, using optimal control algorithms.

III. ANALYTICAL VERIFICATION OF THE
GEOMETRIC BOUND CONJECTURE

In this section, we consider two exactly solvable exam-
ples to analytically verify the validity of the conjecture. To
this end, we first show how one can use counter-diabatic
driving to find a fast-forward Hamiltonian. The first
example will be a two-level system for which the conjecture
reduces to the original Mandelstam-Tamm bound. We
nevertheless want to show the proof as it highlights how
going from a counter-diabatic to a fast-forward protocol
increases the time length and hence the QSL. The second
example is a three-level system, where the conjecture
becomes much less trivial and gives a larger value of
quantum speed limit than the Mandelstam-Tamm bound.

A. Two-level system

Consider first the prototypical model of a two-level
system (2LS) governed by the following Hamiltonian:

H2LSðtÞ ¼ −gSz − λðtÞSx; ð8Þ

where g is a fixed magnetic field along the z axis and λðtÞ
is an a priori unknown optimal protocol. We prepare the
system in the ground state jψ ii of H2LSðλi ¼ −2gÞ and
seek a function λðtÞ that targets the ground state jψ�i at
λ� ¼ þ2g in time T, following unitary evolution under
H2LSðtÞ. State preparation in this model has been discussed
extensively in the context of various approaches, and
analytical expressions for the optimal protocols have been
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derived [76]. As we mentioned, we use this example to
highlight connections between counter-diabatic and fast-
forward protocols.
Before we dive into this analysis, notice a quick

but curious fact: The initial and target states are related
by the rotation jψ�i ¼ expð−iπSzÞjψ ii. Hence, the static
Hamiltonian HFFðtÞ ¼ −gSz is a legitimate fast-forward
Hamiltonian for T ¼ π [with λðtÞ≡ 0]. Let us compute the
lhs and the rhs in Eq. (2) separately. On the rhs, note that the
geodesic length is lλ ¼ θ, where tan θ ¼ λi=g. On the lhs,
on the other hand, we have hψðtÞjðSzÞ2jψðtÞi ¼ 1=4 and
hψðtÞjSzjψðtÞi ¼ cosðθÞ=2, and hence lt ¼ sinðθÞ=2.
Therefore, the inequality (2) yields π sin θ ≥ 2θ, which is
indeed always true for θ < π=2, and hence the conjecture
holds true for this special case.
The counter-diabatic protocol amounts to adding an

extra (counter)term to the Hamiltonian, which keeps it in
the instantaneous ground state [26,29,31,33,35]:

HCDðtÞ ¼ HðtÞ þ _λðtÞAλðtÞ; ð9Þ

where

Aλ ¼
g

λ2 þ g2
Sy

is the (adiabatic) gauge potential with respect to the
parameter λ (see, e.g., Ref. [35] for details). However,
the counter-diabatic protocol kicks the Hamiltonian out
of the original control space by adding a magnetic field
along the y direction. In order to map the counter-diabatic
protocol to a valid fast-forward protocol, we need to
perform an additional unitary rotation, as was first dis-
cussed in Ref. [30]:

HFFðtÞ ¼ R†ðtÞHCDðtÞRðtÞ − iR†ðtÞ∂tRðtÞ ∼HðtÞ; ð10Þ

where RðtÞ is a unitary change-of-frame matrix, which is
equal to the identity at the beginning and at the end of the
protocol: Rð0Þ ¼ 1̂ ¼ RðTÞ. In this case, it is easy to see
that the wave function jψðtÞi follows the ground state
of a gauge-equivalent Hamiltonian H0ðtÞ ¼ R†H(λðtÞ)R.
Therefore, jψðtÞi coincides with the initial and target states
at the beginning and at the end of the protocol.
Let us now take the extreme case of the fastest counter-

diabatic protocol _λ → ∞, where the counter-diabatic
Hamiltonian reduces to the rate times the gauge potential
(the calculation away from the infinite speed limit is shown
in Appendix A):

HCD ¼ _λ
g

λ2 þ g2
Sy:

For the unitary RðtÞ, we can choose

RðtÞ ¼ exp

�
−i

π

2
½ΘðtÞ þ ΘðT − tÞ�Sx

�
; ð11Þ

where ΘðtÞ is the Heaviside step function. This trans-
formation rotates Sy to Sz. Note that RðtÞ is constant except
at t ¼ 0, T, giving rise to the pulselike contributions from
R†ðtÞ∂tRðtÞ to the fast-forward Hamiltonian:

HFFðtÞ ¼ −_λ
g

g2 þ λ2
Sz þ π

2
½δðtÞ − δðT − tÞ�Sx; ð12Þ

with δðtÞ ¼ ∂tΘðtÞ the Dirac delta function. Finally, to
make the z-magnetic field time independent, we can rescale
the time according to

dt0 ¼ dt
_λ

g2 þ λ2
¼ dλ

g2 þ λ2
:

Then, using that δðtÞ ¼ δðt0Þjdt0=dtj, we find

HFFðt0Þ ¼ −gSz þ π

2
½δðt0Þ − δðT 0 − t0Þ�Sx: ð13Þ

The total protocol time T 0 ≡ TQSL, which sets the quantum
speed limit in this case [76], can be found as

TQSL ¼
Z

TQSL

0

dt0 ¼
Z

λf

λi

dλ
dt0

dλ
¼

Z
λ�

λi

dλ
1

g2 þ λ2

¼ 1

g

�
arctan

�
g
λ�

�
− arctan

�
g
λi

��
¼ 2θ

g
: ð14Þ

Let us now check the conjecture for this quantum speed
limit protocol. To evaluate the lhs of Eq. (2), notice first that
both δ-function kicks can be interpreted as a free rotation
under the Hamiltonian H ¼ Sx for the time π=2. Second,
for a (piecewise) constant Hamiltonian, the energy variance
is (piecewise) conserved. Therefore, we need to add two
contributions from the kicks and a contribution coming
from the rotation around the z axis, leading to

lt ¼
Z

TQSL

0

dt0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψðt0ÞjH2

FFðt0Þjψðt0Þic
q

¼ π

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψ ijðSxÞ2jψ iic

q
þ π

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψ�jðSxÞ2jψ�ic

q
þ TQSL

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψð0þÞjðSzÞ2jψð0þÞic

q
; ð15Þ

where jψð0þÞi is the wave function right after the first
π=2 rotation around the x axis, which brings the spin
to the xy plane. Using hψð0þÞjðSzÞ2jψð0þÞic ¼ 1=4 and
hψ ijðSxÞ2jψ iic ¼ hψ�jðSxÞ2jψ�ic ¼ cos2ðθÞ=4, we find

lt ¼ θ þ π

2
cos θ:

On the rhs of the conjecture (2), we have the geodesic
length lλ ¼

R
dλ

ffiffiffiffiffiffi
gλλ

p
, where
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gλλ ¼ hψ0ðλÞjA2
λ jψ0ðλÞic

¼ g2

ðλ2 þ g2Þ2 hψ0ðλÞjðSyÞ2jψ0ðλÞic ¼
1

4

g2

ðλ2 þ g2Þ2 ;

leading to lλ ¼ θ such that lt ≥ lλ is indeed satisfied. We
see that in this simple example, the difference between lt
and lλ can be attributed to an extra rotation required to
bring (at the QSL, kick) the y-gauge potential term back to
the allowed xz plane.

B. Three-level system I

With the exception of the two-level systemexample above
and a few other free-particle systems [36], it is not known
how to analytically compute the fast-forward Hamiltonian
or the quantum speed limit TQSL in more complicated
systems. Below, we show that the ideas of mapping
counter-diabatic to fast-forward driving protocols presented
in Sec. III A can be used to identify other controllable
models and compute the corresponding value for TQSL.
Along theway, we unveil the difficulty and hidden complex-
ity behind constructing fast-forward protocols in generic
systems and showcase a concrete examplewhich features an
intrinsic emerging dynamical gauge d.o.f.
Consider the two-qubit system described by the

Hamiltonian

H3LSðλÞ ¼ −2JSz1S
z
2 − gðSz1 þ Sz2Þ − λðSx1 þ Sx2Þ; ð16Þ

where, as before, g and λ are the magnetic field components
along the z and x directions, respectively, and J ¼ 1 is the
zz-interaction strength which sets the reference energy
scale. Let the initial and target states be the ground states
of H3LSðλÞ for λi ¼ −2g ¼ −λ�, respectively. Similar to
Sec. III A, our goal is to find a protocol λðtÞ that prepares
the target state in time T, following evolution with the
single-particle Hamiltonian H2LSðtÞ. Because of the qubit-
exchange symmetry of bothH3LS andH2LSðtÞ, the problem
effectively represents a three-level system (3LS) with
SUð3Þ spanning the space of all possible observables.
A priori, it is not clear whether such an optimal protocol

exists since the initial and target states are eigenstates of a
fully interacting Hamiltonian, whereas during the evolu-
tion, the system is noninteracting (decoupled). Note that, in
general, this population transfer can only be achieved if and
only if the entanglement entropy of each of the two qubits is
the same in the initial and target states, as entanglement is
preserved during evolution with the noninteracting
Hamiltonian H2LS. This condition is clearly satisfied in
our setup since the states are related by the transformation
jψ�i ¼ exp ( − iπðSz1 þ Sz2Þ)jψ ii. Furthermore, the static
Hamiltonian HFFðtÞ ¼ −gðSz1 þ Sz2Þ is a legitimate fast-
forward Hamiltonian for T ¼ π, similar to the 2LS
(cf. Sec. III A). It is straightforward to check that this

fast-forward Hamiltonian satisfies the geometric bound
conjecture (2).
Unfortunately, this only works for the protocol duration

T ¼ π, which immediately puts an upper bound on the QSL.
For T < π, one can formally rely on general theorems in
optimal control for systems on compact Lie groups [77], to
argue the existence of a finite quantum speed limit TQSL > 0

for this problem. However, since the proofs are noncon-
structive, one cannot use them to directly check the validity
of the geometric bound conjecture. Nonetheless, as we
demonstrate now, one can apply the same strategy as the 2LS
example in Sec. III A. In particular, (i) we first compute the
counter-diabatic Hamiltonian and then (ii) use the latter to
derive a fast-forward protocol. However, in practice, finding
the correct frame transformation in step (ii) is a particularly
difficult problem since there is no straightforward way to
identify the correct time-dependent rotation to map the
interacting counter-diabatic Hamiltonian to the noninteract-
ingH2LS. The procedure requires the use of noncommuting
rotations in the eight-dimensional operator manifold corre-
sponding to the SUð3Þ group which, due to their intrinsic
time dependence, lead to unwanted extra Galilean terms that
take the transformed Hamiltonian outside the parameter
manifold of H2LS. Moreover, an additional constraint is set
by the boundary conditions, imposing that the rotation
reduces to the identity at t ¼ 0, T (cf. Sec. III A). In the
following, we demonstrate how to circumvent all these
issues and construct a fast-forward Hamiltonian for the
system in Eq. (16).
Because of the small dimensionality of the Hilbert space,

it is possible to find the exact adiabatic gauge potential in
the ground-state manifold. Note that, since the Hamiltonian
H3LSðλÞ is real-valued, one can choose the gauge potential
to be purely imaginary [35,36]. There are only three
linearly independent imaginary matrices that can be shown
to generate an SUð2Þ ⊂ SUð3Þ. Hence, in the most general
form, we have

Aλ ¼ αðSy1 þ Sy2Þ þ bðSx1Sy2 þ Sy1S
x
2Þ þ γðSy1Sz2 þ Sz1S

y
2Þ;
ð17Þ

where α ¼ α(λ; bðλÞ) and γ ¼ γ(λ; bðλÞ) are fixed func-
tions, which depend on the model parameters and can be
computed using, e.g., a variational principle [36]. We leave
details of such computation for Appendix B. We note that
because we are looking into the gauge potential for the
ground-state manifold, i.e., the gauge potential that adia-
batically evolves the ground state but allowsmixing between
the two excited states, the gauge potential is defined up to an
emergent dynamical gauge d.o.f. b ¼ bðλÞ, which we use to
our advantage in finding the fast-forward Hamiltonian.
Having computed the exact gauge potential, which

governs the dynamics at the QSL, we now aim at finding
a transformation RðtÞ that brings the counter-diabatic
Hamiltonian (17) to the original parameter manifold (8)
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with renormalized drive field and an overall time-
dependent prefactor. If we fix the dynamical gauge field
bðλÞ to satisfy the following nonlinear differential equation,

bðλÞ ¼ 2∂λ arctan

�
γ(λ; bðλÞ)
2α(λ; bðλÞ)

�
;

γðλi; bðλiÞÞ ¼ 0 ¼ γ(λ�; bðλ�Þ); ð18Þ

one can show (see Appendix B) that the non-Abelian
SUð3Þ rotation

RðtÞ ¼ exp ( − i arctan

�
γðtÞ
2αðtÞ

�
ðSx1Sy2 þ Sy1S

x
2Þ)

× exp ( − i
π

2
½ΘðtÞ þ ΘðT − tÞ�ðSx1 þ Sx2Þ) ð19Þ

obeys the boundary conditions Rð0Þ ¼ 1 ¼ RðTÞ. Using
this time-dependent transformation leads to the following
fast-forward Hamiltonian at the QSL:

HFFðtÞ ¼
_λðtÞ
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4α2ðtÞ þ γ2ðtÞ

q
ðSz1 þ Sz2Þ

þ π

2
½δðtÞ − δðt − TÞ�ðSx1 þ Sx2Þ: ð20Þ

We note in passing that the existence of HFF is equiva-
lent to a constructive proof of controllability, i.e., a
finite TQSL < ∞, since by definition all fast-forward
Hamiltonians prepare the target state with unit fidelity.
Thus, the above result establishes the relation between
CD, fast-forward, and optimal control for the problem
of preparing interacting two-qubit states using a single-
particle Hamiltonian.
The above mapping works at the infinite-speed QSL,

where HCD ¼ _λAλ. Unlike the 2LS discussed in Sec. III A
and Appendix A, it is currently an open question how to
construct the correct transformation away from the quan-
tum speed limit for this problem. As in the 2LS example,
we can rescale the time as

dt0 ¼ dλ
2g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4α2ðtÞ þ γ2ðtÞ

q
ð21Þ

such that the z-magnetic field is constant. Then, following
the same strategy as in the 2LS, we obtain the expression
for the QSL:

TQSL ¼
Z

TQSL

0

dt0 ¼
Z

λ�

λi

dλ
2g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4α2(λ; bðλÞ)þ γ2(λ; bðλÞ)

q
:

ð22Þ

We can use the analytical results obtained above to verify
the validity of the geometric bound conjecture (2). Once
again, we compute the lhs and rhs separately. On the rhs,

we need to compute the geodesic length lλ. This calcu-
lation requires some care for the current problem. Since we
quench the interaction strength J at t ¼ 0; T, so that for
0 < t < T the time evolution remains free (J ¼ 0), we
effectively have a two-parameter manifold ðλ; JÞ. Thus, as
we specified in Sec. II, point (iii), the geodesic length lλ on
the rhs of Eq. (2) is the minimum length lλ of all accessible
paths connecting ðλi; JiÞ and ðλ�; J�Þ. An upper bound l0

λ
for this absolute minimum is given by the geodesic along
J ¼ 1, which can easily be obtained from the gauge
potential (17). We emphasize that l0

λ is independent of
the choice for the dynamical gauge field bðλÞ, as expected.
Hence, to verify the conjecture, it suffices to show that
lt ≥ l0

λ since l0
λ ≥ lλ.

Let us now focus on the lhs and the number lt. Notice
that the calculation is formally equivalent to the one we
carried out for the 2LS in Sec. III A because of the structure
of the 3LS fast-forward Hamiltonian (20). Thus, we just
need to apply Eq. (14) using the fast-forward Hamiltonian
(20) and the quantum speed limit expression (22).
Therefore, decomposing the lhs lt according to Eq. (15),
we arrive at

lt ¼ l0
λ þ

π

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψ ijðSxÞ2jψ iic

q
þ π

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψ�jðSxÞ2jψ�ic

q
≥ l0

λ;

ð23Þ

where l0
λ ¼ TQSL

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψð0þÞjðSzÞ2jψð0þÞic

p
is the geodesic

length of the one-parameter manifold. This result already
proves the conjecture (2). In Sec. IV, we formalize and
generalize this procedure.
Since the exact analytical expression for lt is rather

cumbersome and involves cubic roots, we refrain from
showing it here. We can, however, instead check numerically

FIG. 1. Numerical justification of the conjecture (2), at the
quantum speed limit of preparing the interacting ground state of
H3LS with the noninteracting fast-forward Hamiltonian H2LSðtÞ.
The parameters are λi=g ¼ −2 ¼ −λ�=g.
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how tight the conjecture bound is. One can evaluate
this integral (22) numerically, and e.g., for J ¼ 1 and λi ¼
−2g ¼ −λ�, we find TQSLg ≈ 1.838, which agrees with the
number we obtained using optimal control algorithms.
Interestingly, this number is smaller than the corresponding
one for the 2LS. This means that one can prepare the
interacting states faster using a free Hamiltonian. Similarly,
one can compute the exact geodesic lengthl0

λ. Figure 1 shows
the validity of the conjecture at T ¼ TQSL as a function of the
interaction strength J=g.

IV. GENERALIZATION OF THE MAPPING OF
FAST-FORWARD TO COUNTER-DIABATIC

PROTOCOLS

The previous two examples were very instructive. In
particular, we saw that at the quantum speed limit, the
protocols that can be obtained by rotating the gauge
potential automatically satisfy the conjecture (2) because
they consist of two pieces: the rotated gauge potential
contribution (or, more generally, the rotated counter-
diabatic Hamiltonian) and the extra kick contribution
due to the rotation [cf. Eqs. (12) and (20)]. The contribution
of the first term to lt gives precisely the geodesic length or,
more accurately,

R
dλ

ffiffiffiffiffiffi
gλλ

p
along the chosen path λ⃗ðtÞ,

while the second, or kick, term results in an extra positive
contribution. Hence, for protocols of this form, the con-
jecture is automatically satisfied. Let us show that this
scenario (and hence the validity of the bound) is generic for
at least a broad class of fast-forward protocols. To do this,
we first prove that any fast-forward protocol can be
represented as a rotated counter-diabatic protocol.
Let us assume that there is a Hamiltonian HFFðtÞ≡

H(λðtÞ) such that the corresponding wave function jψðtÞi
satisfies the boundary conditions jψð0Þi ¼ jψ ii and
jψðTÞi ¼ jψ�i. We further assume that λðtiÞ ¼ λi and
λðTÞ ¼ λ�. The latter assumption is not crucial because
λðtÞ is allowed to change discontinuously [but we assume
that jψðtÞi is continuous and differentiable with respect to
time]. Let us also choose some arbitrary monotonic
function μðtÞ that interpolates between λi and λf for t ∈
½0; T� along the adiabatic path, for example,

μðtÞ ¼ λi þ ðλf − λiÞt=T:

We now show that, at the QSL, every fast-forward
Hamiltonian can be mapped to a counter-diabatic
Hamiltonian. Define a unitary map RðtÞ such that

RðtÞjψðtÞi ¼ jψ0(μðtÞ)i ↔ jψðtÞi ¼ R†ðtÞjψ0(μðtÞ)i;
ð24Þ

where jψ0(μðtÞ)i is the instantaneous wave function and
jψðtÞi is the time-evolved wave function under the
Hamiltonian HFF(λðtÞ). One can convince oneself that

this change-of-frame transformation is not unique but
it always exists [78]. Let us plug the equation above into
the Schrödinger equation: i∂tjψðtÞi ¼ HFF(λðtÞ)jψðtÞi.
Rearranging the terms, we find

½i(∂tRðtÞ)R†ðtÞ þ RðtÞHFF(λðtÞ)R†ðtÞ�jψ0(μðtÞ)i
¼ ∂tjψ0(μðtÞ)i:

Since μðtÞ follows an adiabatic path, the evolution of the
instantaneous wave function jψ0(μðtÞ)i at the QSL along
this path is governed by the gauge potential [79]

∂μjψ0ðμÞi ¼ Aμjψ0ðμÞi:
Using these relations, we immediately conclude that

HFFðλðtÞÞ¼ _μR†ðtÞAμRðtÞ− iR†ðtÞ∂tRðtÞþR†ðtÞKμRðtÞ;
ð25Þ

where

Kμjψ0ðμÞi ¼ 0:

The last term in Eq. (25) does not affect the ground state,
and it reflects the gauge freedom in the choice of the gauge
potential we discussed in Sec. III B above. We can simply
absorb it into Aμ via Aμ → Aμ þ Kμ= _μ. There is also an
obvious gauge freedom in choosing the mapping related to
the choice of the function μðtÞ and the rotation matrix R.
In the two simple examples we analyzed above, this
gauge freedom can be used to make the second term in
Eq. (25), −iR†ðtÞ∂tRðtÞ, orthogonal to the first term, i.e., to
enforce the condition

ihψ0(μðtÞ)jfAμ; (∂tRðtÞ)R†ðtÞgþjψ0ðμðtÞi ¼ 0: ð26Þ

Equation (25) shows that, at the QSL, any fast-forward
Hamiltonian can be written as a rotated counter-diabatic
Hamiltonian. Clearly, by applying an appropriate time-
dependent phase transformation to R, RðtÞ → RðtÞeiϕðtÞ,
with ϕðtÞ an overall time-dependent scalar phase, we get a
similar mapping of fast-forward to counter-diabatic
Hamiltonians also away from the QSL. To do this, in
Eq. (25), we replace _μAμ → HCD ¼ H(μðtÞ)þ _μAμ.
Once we establish the equivalence of the fast-forward

and counter-diabatic protocols, we can examine which
conditions we need in order to satisfy the conjecture (2).
Since

hψðtÞj½HFF(λðtÞ)�2jψðtÞic
¼hψ0(μðtÞ)j( _μAμ−i(∂tRðtÞ)R†ðtÞ)2jψ0(μðt))ic; ð27Þ

a sufficient condition for the conjecture is that R can be
represented as a finite product of piecewise constant
transformations:
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R ¼ R1R2 � � �RN;

where each Rj is time independent and acts only in the
interval ½Tj−1; Tj� (TN ¼ T). Then, similar to the 2LS and
3LS examples, within the bulk of each time interval, only
the rotated counter-diabatic Hamiltonian is effective, while
at the interval boundaries, the wave function evolves
according to the kicks given by Rj. This idea implies that,
under the assumption that such a representation of R exists,
using Eq. (27) we have

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψðtÞj½HFF(λðtÞ)�22jψðtÞic

q
¼j _μj ffiffiffiffiffiffi

gμμ
p þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hψ0(μðtÞ)j(− i(∂tRðtÞ)R†ðtÞ)2jψ0(μðtÞ)ic

q
≥ j _μj ffiffiffiffiffiffi

gμμ
p

; ð28Þ

and the conjecture (2) follows immediately. At the moment,
we cannot prove that, in general, there exists no smooth R
such that the integral of expression (27) is smaller than the
geodesic length. We also do not know any general recipe
for finding R.
Below, we briefly explain the intuition behind the

orthogonality condition (26). We again consider a two-
level system with a Hamiltonian similar to Eq. (8),

HðtÞ ¼ h0Sz þ h1 cosϕðtÞSx þ h1 sinϕðtÞSy; ð29Þ

but with an important difference that now the control
parameter is the azimuthal angle ϕ. For any h0 ≠ 0, the
parameter space geodesic length lϕ is larger than the
distance between wave functions, which is determined by
the global geodesic L. Thus, the conjecture gives a tighter
bound for lt and hence for the QSL.
Similar to Sec. III A, we choose the initial and target

states to lie in the ðx; zÞ plane; they are defined as the
ground states at ϕi ¼ 0 and ϕ� ¼ π. Because adiabatic
transformations with respect to ϕ are generated by rotations
around the z axis, the gauge potential in this case is
simply Aϕ ¼ Sz [35], and hence the counter-diabatic
Hamiltonian is

HCD ¼ _ϕSz:

It is easy to check that gϕϕ ¼ 1=2 sin2ðθ=2Þ, where
tan θ ¼ h1=h0, leading to the geodesic length

lϕ ¼
Z

π

0

ffiffiffiffiffiffiffi
gϕϕ

p
dϕ ¼ πffiffiffi

2
p j sinðθ=2Þj:

Except for θ ¼ π=2 corresponding to hz ¼ 0, this length is
clearly longer than the geodesic length along the great circle
in the θ direction given by L ¼ lλ ¼ θ (cf. Sec. III A).
In order to mapHCD toHFF, we need to rotate the former

around some axis in the ðx; yÞ plane (say, the y axis, for

concreteness) by a time-dependent angle γðtÞ. This rotation
precisely defines the operator RðtÞ ¼ exp½−iγðtÞSy� from
the discussion above, leading to

H0
FF ¼ _ϕ cos γSz þ _ϕ sin γSx − _γSy: ð30Þ

As in Sec. III A, in order to fix the magnitude of the hz field,
we can rescale the time by the factor _ϕ cos γ=hz to obtain

HFF ¼ hzSz þ hz tan γSx − hz
_γ

_ϕ cos γ
Sy: ð31Þ

Requiring the magnitude of the field transverse to hz to be
fixed at h0 leads to the condition

tan2 γ þ ½_γ=ð _ϕ cos γÞ�2 ¼ ðh1=h0Þ2;

which can always be satisfied for some γðtÞ ∈ ½0; π=2� as
along as we require that j_γj=j _ϕj < h1=h0.
Observe that the last term in Eq. (30) (proportional to Sy)

is always orthogonal to the first two terms (the rotated CD
protocol). Therefore, the orthogonality condition (26) is
satisfied for any choice of the protocol ϕðtÞ, and the
conjecture lt > lϕ is correct. Note that the analysis above
is true for any rotation in the ðx; yÞ plane, not just around
the y axis. For this reason, the conjecture works for any
fast-forward protocol.
In the next section, we check the validity of our con-

jecture numerically using various integrable and nonintegr-
able, local and nonlocal, few- and many-particle systems.

V. NUMERICAL VERIFICATION OF THE
GEOMETRIC BOUND CONJECTURE

In this section, we use algorithms from optimal control to
numerically test the geometric bound conjecture in systems
where analytical solutions are limited by the complexity
arising from the enhanced dimensionality of their Hilbert
spaces.

A. Three-level system II

The fast-forward Hamiltonian we found in Sec. III B is
noninteracting. One might wonder how the physics of the
3LS discussed in Sec. III B changes if we look for an
interacting fast-forward Hamiltonian. In other words, as
before, we start from and target the ground state of H3LS
[see Eq. (16)] for λi ¼ −2g ¼ −λ� and J ¼ 1, but this time,
we also evolve with H3LSðtÞ. Hence, the fast-forward
Hamiltonian for this problem must be in the same control
parameter manifold as Eq. (16) for some optimal protocol
λðtÞ. Recently, methods from shortcuts to adiabaticity were
applied to study related setups of three-level systems
[80–85]. The physics of this optimization problem below
the QSL, i.e., for T < TQSL, was analyzed extensively in
Ref. [49], where it was shown that the state preparation
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problem close to optimality exhibits genuine quantum
control phase transitions as a function of the protocol
duration T, including symmetry breaking, which introduce
sharp changes in the functional form of the optimal
protocols.
Despite the similarity of the current setup to the one in

Sec. III B, for this initial value problem, we were unable to
find the corresponding rotation of the counter-diabatic
Hamiltonian to its fast-forward counterpart analytically
(cf. Secs. III A and III B). Nevertheless, the existence of
a finite quantum speed limit can be argued using optimal
control theorems [77], and variational fast-forward proto-
cols can been constructed that put an upper bound on the
QSL [49]. This idea motivates the search for an approxi-
mate fast-forward protocol λðtÞ using optimal control
algorithms.
However, within the scope of some numerical limita-

tions, optimal control allows us to test the validity of the
conjecture (2). Indeed, applying GRAPE [45,53,86] results
in an (almost) optimal protocol, which, in turn, defines a
proper fast-forward Hamiltonian. To find it, we fix a
protocol duration T and discretize time in NT ¼ 100 equal
steps. We then use GRAPE, which is based on gradient
ascend, to find the best possible value for the control field
λðtÞ at each time step in the range λðtÞ ∈ ½−16g; 16g�,
which optimizes the fidelity of being in the target state at
the end of the protocol t ¼ T. In order to minimize the
probability of getting stuck in a local fidelity maximum, we
repeat the procedure a total of 200 times and postselect the
best outcome.
The optimal protocol enables us to test the geometric

bound conjecture (2) numerically. To this end, we first
identify the quantum speed limit within numerical preci-
sion, which allows us to safely focus on protocol durations
T > TQSL (note that the conjecture holds only above the
QSL, where we can achieve unit fidelity). In this regime, we
also make sure that the approximate fast-forward protocol
indeed prepares the target state with fidelity FhðTÞ ¼
jhψðTÞjψ�ij2 of at least 99.99%. To evaluate the lhs lt,
we use the fast-forward Hamiltonian with λðtÞ obtained
using GRAPE. The quantity lt, related to the time average
of the square root of the energy fluctuations of HFF, is then
computed numerically. On the rhs of Eq. (2), we determine
lλ independently by using (i) the geodesic length computed
from the analytical gauge potential (17) and (ii) a very slow
ramp in the adiabatic limit (T ¼ 100J), where the bound is
saturated. We find excellent agreement between the two
approaches. Figure 2 shows the result that confirms the
validity of the geometric bound conjecture for the interact-
ing 3LS setup.
The inset to Fig. 2 shows numerical evidence that the

inequality is saturated in the adiabatic limit. Checking this
is a nontrivial task because at late times there are many
protocols with unit fidelity. Most of these optimal protocols
have large energy fluctuations and will not be close to

saturating the bound. To circumvent this issue, we initiate
GRAPE with a smooth adiabatic protocol. The unit-fidelity
protocols we obtain this way smoothly connect to the
adiabatic solution in the limit T → ∞, where we prove that
they saturate the bound. Interestingly, any smooth defor-
mations on top of the adiabatic protocol introduced by
GRAPE always lead to lt=lλ > 1, providing additional
evidence that the conjecture is valid. The same applies to
more complex many-body systems (see also Figs. 7 and 9).

B. Nonintegrable Ising chain: Ground-state physics

The previous examples we discussed all share in
common a few-dimensional Hilbert space. A natural
question to ask is whether the conjecture (2) holds for
many-body systems. In this section, we study a nonintegr-
able Ising chain with emphasis on the ground-state physics.
Here, nonintegrability implies both the absence of a closed-
form solution for the gauge potential and the presence of
locally thermalizing quantum dynamics, which obeys the
ETH [74]. Hence, this model represents a generic quantum
many-body system, and our goal below is to test the
geometric bound conjecture (2) on it.
Consider the nonintegrable transverse-field Ising

model (TFIM) in a longitudinal field, described by the
Hamiltonian

HðtÞ ¼ −
X
j

JSzjþ1S
z
j þ gSzj þ λðtÞSxj : ð32Þ

In the following, we set J ¼ 1 as a reference energy
scale. Once again, λðtÞ denotes the control field. The initial
and target states are the interacting ground state for

FIG. 2. Numerical justification of the conjecture [cf. Eq. (2)]
across the quantum speed limit of preparing the interacting
ground state of the Hamiltonian H3LS following evolution
generated by H3LSðtÞ. The inset shows numerical evidence that
the conjecture is saturated in the adiabatic limit. The parameters
are λi=g ¼ −2 ¼ −λ�=g. The optimal control algorithm used is
GRAPE [45,53].
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λi ¼ −2g ¼ −λ�, respectively, and the protocol duration is
denoted by T. Quantum state preparation in this setup has
been studied extensively using reinforcement learning in
Ref. [48], and this state preparation problem has been
shown to have glassy optimization complexity [50].
Because of the lack of a closed-form solution of the
stationary Schrödinger equation, it is not possible to obtain
the ground-state manifold of the system as a function of λ
analytically. Therefore, we restrict the analysis of this initial
value problem to the methods of optimal control.
Because of the extensivity of the spectrum of many-body

systems, it is unphysical to allow for unbounded drive
fields λðtÞ since local control does not grant access over
extensively large energy scales. Therefore, we consider
the experimentally relevant situation of a bounded drive
λðtÞ ∈ ½−4g; 4g�. As before, we discretize the protocol
duration T in time steps δt and study the problem using
two different control algorithms (see Sec. VA for details):
(i) GRAPE looks for continuous protocols, while (ii) sto-
chastic descent (SD) has proven useful to look for the so-
called bang-bang protocols, i.e., protocols that take values
on the boundary of the allowed domain: λ ∈ f�4g.
Although discontinuous, the family of bang-bang protocols
are known to contain an optimal solution as a consequence
of Pontryagin’s maximum principle.
It is not known what the quantum speed limit for this

problem is, nor whether it is finite in the thermodynamic
limit. Therefore, we make sure to consider only optimal
protocols with durations T, which allow for enough time to
prepare the target state with many-body fidelity FhðTÞ ¼
jhψðTÞjψ�ij2 of at least 99.99%. In this respect, it is
important to mention that, close to optimality, finite-size
effects have been shown to be negligible for this problem
setup, starting from a system size of L > 6 sites (see
Ref. [48]); hence, we restrict ourselves to L ¼ 10 for the
results presented here.
To check the geometric bound conjecture (2), we

numerically compute the lhs and rhs. Once the optimal
fast-forward protocol λðtÞ has been determined, the numeri-
cal computation of lt on the lhs is straightforward. On the
rhs, we can no longer calculate the geodesic length exactly
since we do not have the exact expression for the adiabatic
gauge potential. Nevertheless, as we argued in Sec. II and
verified numerically in Sec. VA, we can obtain the
geodesic length lλ from evolution in the adiabatic limit.
Figure 3 shows the ratio lt=lλ between the time integral

over the square root of the energy fluctuations of the
fast-forward Hamiltonian corresponding to the optimal
protocol and the geodesic length, as a function of the
protocol duration T. It is an interesting observation that,
even though both the bang-bang protocols (dashed line)
and the continuous GRAPE protocols (solid line) satisfy
the conjecture, the average energy variance lt is kept
smaller by the GRAPE protocols. We recall that, according
to Pontryagin’s maximum principle, one can find a

bang-bang protocol to achieve (at least) the same fidelity
as with any continuous protocol. We attribute the fact that
the two families of protocols differ in terms of the average
energy variance they create during the evolution to their
robustness properties: While bang-bang protocols might be
optimal, they have recently been shown to be unstable to
small perturbations [48]. Mathematically, bang-bang pro-
tocols result in a larger energy variance and hence larger lt
because the Hamiltonian changes very rapidly between the
bangs, while the state does not have time to follow. If we
associate lt with the fluctuating energy cost following
Ref. [67], then clearly bang-bang protocols are more costly
than smooth protocols. Notice that our numerical results
suggest that, away from the adiabatic limit, the conjecture is
not tight and the ratio lt=lλ > 1, though in most cases it
remains close to 1. If we increase protocol times, then as
expected the ratio lt=lλ approaches unity (see, e.g., Fig. 6).

C. Nonintegrable Ising chain: Excited-states physics

It is well known that some properties of low-energy
states differ significantly from those of their excited-states
counterparts. Most notably, in many systems, the ground-
state physics is protected by a finite gap in the energy
spectrum, which renders the adiabatic limit well defined. In
contrast, the energy-level spacing for excited states is
usually exponentially suppressed in the system size, and
for spin-1=2 chains, it scales as 2−L. Consequently, the time
scales for the adiabatic limit are exponentially longer for
excited states. On the other hand, fast-forward protocols are
allowed to excite the system during the evolution before
they prepare the target state. One can imagine harnessing
this additional freedom to improve on the timescales for
adiabatic state preparation. This raises the question of

FIG. 3. Numerical justification of the conjecture [cf. Eq. (2)] in
the high-fidelity region of the quantum state preparation problem
in the many-body Hamiltonian (32) as a function of the protocol
duration T. The parameters are λi=g ¼ −2 ¼ −λ�=g, J=g ¼ 1,
and L ¼ 10. We use SD to find (nearly) optimal bang-bang
protocols λðtÞ ∈ f�4g of time step δt ¼ 0.005J.
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whether the conjecture (2) is violated for excited states
or not.
To test this idea, we add a small y field to the non-

integrable Ising chain and consider the Hamiltonian

HðtÞ ¼ −
X
j

JSzjþ1S
z
j þ gSzj þ λðtÞSxj þ hSyj ; ð33Þ

with h=J ¼ −0.1, g=J ¼ 1, and a driving protocol
λðtÞ=J ∈ ½−2; 2�. We pick for an initial state an infinite-
temperature state, characterized by energy, which is closest
to zero at λi ¼ −2J (see Fig. 4, purple line). The target state
is the adiabatically connected state at λ� ¼ 2J. This choice
for the initial state is motivated by ETH, according to which
the states in the middle of the spectrum are the first ones
that become chaotic and lead to thermalization of the
system under generic dynamics like dynamics governed by
the Hamiltonian (33). To ensure a finite geodesic length lλ

and a well-defined adiabatic limit, we introduce a small
magnetic field in the y direction, which breaks the emergent

integrability of the system (see clustering of the states
closer to λ ¼ 0, i.e., Jt ≈ 0.8) and opens up the correspond-
ing unavoided crossings along the adiabatic trajectory.
To test the conjecture for excited states, we consider

two spin chains of length L ¼ 6 and L ¼ 8, respectively.
Imposing periodic boundary conditions, the only two
symmetries in the Hamiltonian (33) are translation invari-
ance and parity (reflection about the middle of the chain).
Without loss of generality, we work in the zero-momentum
sector of positive parity, containing the GS, which allows
us to consider only those states that are coupled during
the time evolution. The corresponding symmetry-reduced
Hilbert subspaces have sizes dimH ¼ 13 and dimH ¼ 30,
respectively.
Figure 4 shows parts of the instantaneous energy

spectrum of the model, including the adiabatic trajectory
from the initial to the target state. The magenta line in the
middle marks the adiabatically connected state. One can
clearly observe a number of avoided crossings, which are
responsible for the large protocol durations that are
required to find the system in the adiabatic limit. For
instance, to prepare the target state with 99.999% proba-
bility adiabatically in the Hamiltonian (33) requires ramp
durations on the order of T ¼ 4 × 104 for L ¼ 6, and
T ¼ 105 for L ¼ 8.
To compute the lhs of the geometric bound conjecture

(2), we use GRAPE to find an (almost) optimal protocol
sequence of 100 time steps at a number of fixed protocol
durations of order JT ∼Oð10Þ. The nonadiabatic character
of these protocols allows for a protocol duration much
shorter than the adiabatic ones, yet we make sure that all
GRAPE protocols prepare the target state with at least 99%
fidelity.
Figure 5 demonstrates that the conjecture (2) holds even

for the excited states of generic many-body models.
Interestingly, unlike in the two-spin case, the ratio lt=lλ

increases with the protocol time T (cf. Fig. 2). As we
argued earlier, we anticipate that in the limit T → ∞, the
bound is saturated for any state, ground or excited, because
of the applicability of APT, so the ratio lt=lλ should go
down with T. The growth of lt=lλ is attributed to the
numerical GRAPE procedure. Since the energy fluctuations
are not part of the cost function, GRAPE is ignorant to
them. As we initiate the algorithm from a random protocol
configuration, it flows to a nearby local minimum in the
control landscape, which is more likely to have large
energy fluctuations with increasing time. Therefore, if
we want to use GRAPE to study the adiabatic limit,
one should either start close to it or bias the algorithm
towards it.
Nevertheless, we clearly see that the inequality lt > lλ

holds at all protocol times considered. This result comes
with an important consequence. In generic systems satisfy-
ing ETH, the geodesic length lλ for excited states expo-
nentially diverges with the system size L, so the conjecture

FIG. 4. Excited states of the Hamiltonian (33) along the
adiabatic trajectory λðtÞ ¼ 2λ� cos (πt=ð2TÞ) − λi in the vicinity
of the adiabatically connected state (magenta) for L ¼ 6 (up) and
L ¼ 8 (down).
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implies that any fast-forward protocol is exponentially
long.
Since fast-forward protocols excite the system in the

basis of the instantaneous Hamiltonian (before they de-
excite it to reach the target state with unit probability), one
may naively think that, by using such out-of-equilibrium
protocols, it is possible to circumvent the restrictions in the
adiabatic limit imposed by the size of the energy gaps in
the vicinity of the adiabatically connected state. However,
the validity of the geometric bound conjecture shows that
this is not the case. Hence, equilibrium properties impose
geometric constraints on the out-of-equilibrium dynamics.

D. Fully connected Ising model

Potential candidates that violate the conjecture are
Hamiltonians that have small ground-state gaps along their
adiabatic path but have a lot of symmetry such that the
ground-state phases are trivially found by inspection. In
those cases, one could wonder whether numerical methods
from optimal control theory can find protocols that violate
our conjecture. Here, we check one example and show that

it does not. Consider a quantum p-spin model without
disorder:

H ¼ −
L
2

�
2

L

XL
i¼1

Szi

�p

þ λ
XL
i¼1

Sxi : ð34Þ

For any p > 2, this model has a mean-field-like first-order
transition from paramagnet to ferromagnet with a gap [87]
exponentially closing with the system size L. This makes
it hard to adiabatically cross the transition, but at the
same time, the ground states in the two phases are trivial
Z and X polarized product states. Note that the ground state
is unique for any odd p. Moreover, the Hamiltonian
conserves total angular momentum S2 such that the effec-
tive Hilbert space dimension is only Lþ 1. Figure 6 shows
the low-energy spectrum of an L ¼ 14 spin model for
large p. Even though the gap closes exponentially, the geo-
desic length does not exponentially grow with system size.

FIG. 5. Numerical verification of the geometric bound con-
jecture (2) for the excited states of the Hamiltonian (33).

FIG. 6. Low-energy spectrum of a 14-spin disorder-free p-spin
model for p ¼ 51 described by Hamiltonian (34). The model has
a first-order transition with an exponentially small gap separating
the two phases. In the thermodynamic limit, the geodesic length
lλ jumps by π=2 at the critical point.
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In contrast, in the thermodynamic limit, it undergoes a
jump of π=2 at the critical point. The latter reveals the
simple Landau-Zener nature of the problem, with essen-
tially only two states participating in the transition.
Once again, we use GRAPE to numerically find close-

to-unit fidelity protocols that cross the quantum phase
transition; i.e., they start at λ ¼ −2 and end at λ ¼ 0.
The small gap and the highly nonlocal nature of the
Hamiltonian seem to make the optimal control problem
significantly harder than any other models considered so far
in this work. Typical protocols, obtained from a random
initial seed for the GRAPE, have energy fluctuations that
are about 2 orders of magnitude larger than the conjecture
bound (2). In order to obtain good protocols with small
energy variance, we therefore bias the algorithm to the right
corner of phase space by starting from the geodesic
protocol with some small random noise part. This results
in much better protocols, which, in the adiabatic limit,
saturate the bound (see Fig. 7). For shorter times, when the
inverse time becomes comparable to the minimum gap
along the trajectory, we can still find almost-unit-fidelity
protocols, but their energy variance grows rapidly with
decreasing time. Numerical optimal control results thus
suggest that our conjecture is also satisfied for mean-field-
like first-order quantum phase transitions.

E. Free fermions to SYK model

So far, all examples were disorder free and, apart from
the fully connected model in Sec. V D, they were also local.
While this covers most of the physically realizable
Hamiltonian in experiments, there are some interesting
nonlocal models with quenched disorder.
It is important to check the validity of the conjecture in a

nonlocal setup. Let us therefore consider a Hamiltonian that
interpolates between the Sachdev-Ye-Kitaev (SYK) model
and free fermions,

HðtÞ ¼ λðtÞ
XL
j¼1

ðc†jþ1cj þ H:c:Þ þ
XL

i;j;k;l¼1

Uijklc
†
i c

†
jckcl;

ð35Þ
where Uijkl is a random variable drawn from a normal
distribution with zero mean and variance L−3=2, and λðtÞ is
the drive. Here, L labels the number of fictitious sites in the
fully connected quantum dot, and c†j creates a spinless
fermion on such a site j. The free-particle kinetic energy
(hopping) term is assumed to have periodic boundary
conditions.
For λ ¼ ∞, the resulting local noninteracting model is

described by free fermions, while for λ ¼ 0 it becomes the
SYK model. Numerically, we initialize the system in
the ground state of λ ¼ −2, which has high overlap with
the noninteracting ground state and can thus be considered
in the Fermi-liquid phase (see Fig. 8). We target the
SYK ground state at λ ¼ 0 for a single realization of the
disorder. For a given disorder realization, there is a sharp
transition from a Fermi liquid to a non-Fermi liquid at a
critical value of the hopping. Like in the fully connected
Ising model, this is accompanied by a sharp jump in the
geodesic length.
As before, we use GRAPE to find nearly optimal fast-

forward protocols of duration T and verify numerically the
validity of the geometric bound conjecture (cf. Fig. 9). The
bound is clearly satisfied, but our inequality seems to be
far from tight. We have numerically verified that the ratio
of lt=lλ does go to 1 in the adiabatic limit, but this would
require going about 10 times slower than the data presented
in Fig. 9. Whether the large excess energy fluctuations
close to the quantum speed limit are a consequence of the
numerical optimization procedure or are simply unavoid-
able remains an open question.

FIG. 7. Numerical verification of the geometric bound con-
jecture (2) for the ground state of a disorder-free p-spin model
described by Hamiltonian (34).

FIG. 8. Probability to find the ground state of Hamiltonian (35)
at a particular value of λ, in the free fermion state λ ¼ ∞ (blue
line) and the SYK ground state λ ¼ 0 (green line). The data show
a single typical realization of the disorder for half-filling at L ¼ 8.
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VI. DISCUSSION AND OUTLOOK

Even though standard quantum speed limit bounds are
correct, they can only be saturated by a Rabi-pulse
constructed out of a Gram-Schmidt orthogonalized version
of the initial and target states. It suffices to consider an
ensemble of L copies of a single qubit to realize that those
operations are usually not accessible in experiments. With
only local controls, one can prepare a product of L qubits in
exactly the same time as one can prepare a single qubit
state. However, currently known quantum speed limits
argue that this process should be

ffiffiffiffi
L

p
times faster. This

speedup is possible but requires access to a maximally
entangled state in the process. The known bounds are thus a
consequence of quantum supremacy, but they do not tell us
anything about how hard it is to attain the bound. In this
paper, we resolved this issue by taking into account that the
absolute minimal path in Hilbert space between two states
cannot be attained by just any Hamiltonian; instead, we
compute the distance between two states as the distance in
the accessible (i.e., fast-forward) Hamiltonian parameter
space.
By reconciling ideas of adiabatic perturbation theory,

counter-diabatic driving, and optimal control, we conjec-
tured that the time length lt for any fast-forward protocol,
equal to the time integral of the instantaneous energy
fluctuations, is bounded from below by the geodesic length
imposed by the geometry of the instantaneous eigenstate
manifold. While proving this statement for generic quan-
tum systems remains an open problem, we have provided
substantial evidence for the validity of the corresponding

conjecture (2) and proved it in certain limits amenable
to analytic treatment. In the exactly solvable two- and
three-level systems, we demonstrated that one can find a
fast-forward Hamiltonian at the quantum speed limit ana-
lytically using ideas from counter-diabatic driving. By
identifying and exploiting a residual dynamical gauge
d.o.f., we showed that the three-level system at the infinite
speed limit can be mapped to a single noninteracting
collective spin d.o.f. We also showed that any fast-forward
Hamiltonian can be obtained from a counter-diabatic
Hamiltonian by a unitary rotation. The mapping might allow
one to prove the conjecture in general. For a nonintegrable
Ising chain, we used optimal control algorithms to numeri-
cally verify the universality of the proposed geometric bound
not only for the ground state but also for excited states.
An interesting observation, which comes from Eq. (3), is

that the energy fluctuations can be interpreted as the time
component of the nonequilibrium quantum metric tensor
gtt ¼ δE2

FFðtÞ since the latter describes the distance
between wave functions at two consecutive moments of
time t and tþ δt:

gtt ¼ hψðtÞjH2
FFðtÞjψðtÞic ¼ h∂tψ j∂tψic;

jhψðtþ δtÞjψðtÞij2 ≈ 1 − gttδt2:

Then, the conjecture (2) applied to a short time interval
states that, for any time evolution, the control is always
timelike, gtt − _λ2gλλ ≥ 0. The geometric bound conjecture
can then be seen as a constraint imposed by causality on the
optimal quantum state preparation protocols.
The universal geometric bound conjectured and checked

in this paper can be used to define the complexity of a
dynamical control problem through the geometric length,
which is a property of the ground-state manifold. In
particular, one can say that the problem is computationally
hard if the equilibrium distance between the initial and final
states determined through the quantum geometric tensor is
exponentially large in the number of d.o.f. This definition
of complexity makes no reference to particular protocols,
which can be realized on a quantum computer. There are
very few other examples we are aware of where equilibrium
properties constrain the possible behavior of a system away
from equilibrium. One of them is the famous Jarzynski
equality, which constrains the work distribution done on a
system in an arbitrary nonequilibrium process by the
equilibrium free-energy difference [88]. Such results are
remarkable in their nature because they demonstrate the
conservative character of physical laws and usually point
towards deeper connections between seemingly unrelated
phenomena.
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APPENDIX A: FAST-FORWARD HAMILTONIAN
OF THE TWO-LEVEL SYSTEM AWAY FROM

THE INFINITE SPEED LIMIT

In this Appendix, we show the derivation of the fast-
forward Hamiltonian using counter-diabatic driving.
Consider the time-dependent spin-1=2 Hamiltonian

HðtÞ ¼ −gSz − λðtÞSx; ðA1Þ

with field coupling strengths λðtÞ and fixed g. We assume
that λð0Þ ¼ 0 ¼ λðTÞ and similarly for the velocity
_λð0Þ ¼ 0 ¼ _λðTÞ.
In Sec. III A of the main text, we showed that the

counter-diabatic Hamiltonian for this problem reads

HCDðtÞ ¼ −gSz − λðtÞSx þ _λAλðtÞ; AðtÞ ¼ αðtÞSy;
ðA2Þ

where αðtÞ ¼ g=½g2 þ λðtÞ2� is a time-dependent strength of
the gauge potential AλðtÞ. Let us apply the time-dependent
transformation

RðtÞ ¼ exp

�
−i arctan

�
_λðtÞαðtÞ

g

�
Sx
�
: ðA3Þ

Notice how in the limit _λ → ∞, one naturally obtains the
step function due to the boundary condition Rð0Þ ¼
1 ¼ RðTÞ. This leads to the Hamiltonian

HFFðtÞ ¼ R†ðtÞHCDðtÞRðtÞ− iR†ðtÞ∂tRðtÞ;

¼ −g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

�
_λα

g

�2
s

Sz −
�
λðtÞ þ ∂t arctan

�
_λα

g

��
Sx:

ðA4Þ

This result generalizes the fast-forward Hamiltonian at
the QSL [see Eq. (12)], which is obtained in the limiting
case _λ → ∞.

APPENDIX B: CONTROLLABILITY OF
THE SYMMETRICALLY COUPLED

TWO-QUBIT PROBLEM

In this section, we present the details of finding the
fast-forward Hamiltonian from the counter-diabatic one for
the problem set discussed in Sec. III B of the main text.

1. Derivation of the fast-forward Hamiltonian

The Hilbert space of symmetrically coupled qubit
Hamiltonian

HðtÞ ¼ −2JSz1S
z
2 − gðSz1 þ Sz2Þ − λðtÞðSx1 þ Sx2Þ ðB1Þ

decomposes naturally into a singlet manifold, and a triplet
manifold, which contains the ground states jψ ii and jψ�i,
and is preserved during the time evolution. Therefore, we
can restrict the analysis to studying a 3LS—the simplest
nontrivial generalization of the exactly solvable 2LS (see
Sec. III A). Hence, any operator on the triplet manifold is
spanned by the generators of the eight-dimensional suð3Þ
algebra and the identity. The most common basis for
suð3Þ is given by the Gell-Mann matrices. However, it
turns out that this basis is inconvenient for our problem.
Therefore, it proves useful to introduce the following
basis, which is more intuitive from a condensed-matter
point of view:

x̂ ¼ Sx1 þ Sx2; ŷ ¼ Sy1 þ Sy2; ẑ ¼ Sz1 þ Sz2;

ẑz ¼ Sz1S
z
2 þ Sz1S

z
2; x̂x ¼ Sx1S

x
2 þ Sx1S

x
2;

x̂z ¼ Sx1S
z
2 þ Sz1S

x
2; x̂y ¼ Sx1S

y
2 þ Sy1S

x
2;

ŷz ¼ Sy1S
z
2 þ Sz1S

y
2: ðB2Þ

This basis is natural for our problem since both the
Hamiltonian and the corresponding gauge potential Aλ

are naturally written in basis vectors. The commutation
relations between the basis vectors read

½x̂; ŷ� ¼ iẑ; ½ŷ; ẑ� ¼ ix̂; ½ẑ; x̂� ¼ iŷ;

and
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½x̂; x̂x� ¼ 0; ½x̂; ẑz� ¼ −2iŷz; ½x̂; x̂z� ¼ −ix̂y;

½x̂; x̂y� ¼ ix̂z; ½x̂; ŷz� ¼ iðx̂xþ 2ẑzÞ;
½ŷ; x̂x� ¼ −2ix̂z; ½ŷ; ẑz� ¼ 2ix̂z;

½ŷ; x̂z� ¼ iðx̂x − ẑzÞ; ½ŷ; x̂y� ¼ −iŷz; ½ŷ; ŷz� ¼ ix̂y;

½ẑ; x̂x� ¼ 2ix̂y; ½ẑ; ẑz� ¼ 0; ½ẑ; x̂z� ¼ iŷz;

½ẑ; x̂y� ¼ −iðẑzþ 2x̂xÞ; ½ẑ; ŷz� ¼ −ix̂z;

½x̂x; ẑz� ¼ 0; ½x̂x; x̂z� ¼ −iŷ=2;

½x̂x; x̂y� ¼ iẑ=2; ½x̂x; ŷz� ¼ 0;

½ẑz; x̂z� ¼ iŷ=2; ½ẑz; x̂y� ¼ 0; ½ẑz; ŷz� ¼ −ix̂=2;

½x̂z; x̂y� ¼ −ix̂=4; ½x̂z; ŷz� ¼ iẑ=4;

½x̂y; ŷz� ¼ −iŷ=4:

Since the Hamiltonian (B1) is real, it can be instanta-
neously diagonalized by a unitary, generated by a purely
imaginary operator [36]. There are three independent suð3Þ
basis elements that satisfy this property, which form a
closed Lie subalgebra: suð2Þ ¼ spanfŷ; x̂y; ŷzg ⊂ suð3Þ.
Thus, in full generality, we can make the ansatz [36]

Aλ ¼ αŷþ βx̂yþ γŷz; ðB3Þ

with α, β, and γ some λ-dependent functions [note that they
are all time dependent via λðtÞ]. To determine these
coefficients, it is sufficient to minimize the norm of the
square of the operator G:

Gðα; β; γÞ ¼ ∂λH þ i½Aλðα; β; γÞ; H�; ðB4Þ

which is a quadratic form of α, β, and γ. This results in the
following equation:

Hessian(kG2ðα; β; γÞk2)

0
B@

α

β

γ

1
CA

¼ −∇kG2ðα; β; γÞk2jα¼β¼γ¼0 ðB5Þ

for the functions α, β, and γ. The Hessian is independent of
α, β, and γ for a quadratic form. Finding the gauge potential
via this minimization scheme is particularly convenient as it
does not require diagonalization of the Hamiltonian and it
returns the gauge potential in terms of expansion coeffi-
cients in the physical operator basis.
Before we proceed, we have to make a choice for the

norm above. There are two natural choices—the trace norm
and the ground-state norm. The former will require that
every state in the initial Hamiltonian is transferred to every
state in the target Hamiltonian, while the latter only
enforces this for the ground state. Below, we focus
exclusively on the ground-state norm, as in this paper

we are generally interested in protocols that target only a
particular ground state.

a. Exactly solvable limits

It becomes clear that for J ¼ 0, when the two qubits are
decoupled, the physics reduces to that of two independent
two-level systems. Hence, in the limit of J ¼ 0, we can find
the fast-forward Hamiltonian following the derivation of
the fast-forward Hamiltonian in Sec. A. We call this
limiting case the 2LS limit.
Interestingly, the 3LS admits a second exactly solvable

limit, g ¼ 0, for which the original Hamiltonian (B1)
reduces to the transverse-field Ising model on two sites.
In this Ising limit, α ¼ 0 ¼ β, and the gauge potential
reduces to

Aλ ¼ γ ŷz; γðtÞ ¼ 2J2

4λ2ðtÞ þ J2
: ðB6Þ

Notice the former similarity between this gauge
potential and the one obtained for the 2LS. It turns out
that the Ising limit is another disguised two-level system,
generated by the following Lie subgroup: uð2Þ ¼
suð2Þ ⊕ uð1Þ, where suð2Þ ¼ spanfx̂=2; ŷz; ẑzþ x̂x=2g
and uð1Þ ¼ spanfðx̂x − 1̂=3Þ=2g. As an immediate prop-
erty of this decomposition, we obtain the following
commutation relation:

½x̂x;HðtÞjg¼0� ¼ 0: ðB7Þ

Recalling the steps we followed in the single-particle
limit in Appendix A, a rotation about the x̂ axis should map
the gauge potential from the ŷx to the ẑzþ x̂x=2 direction.
However, there is no x̂x term present in the original
Hamiltonian [cf. Eq. (B1)]. At first sight, the resulting
rotated Hamiltonian is kicked outside the fast-forward
manifold. The way out is to notice that the operator G
[see Eq. (B4)] remains invariant if we add to the gauge
potential A any term that commutes with the Hamiltonian
H. Thus, using Eq. (B7), we may extend the gauge
potential to

Aλ ¼ γ ŷzþ ρðtÞx̂x; ðB8Þ

where ρðtÞ is an arbitrary function of time.
Below, we restrict ourselves to the infinite speed limit
_λ → ∞. The generalization to arbitrary speeds can be done

following the same steps as in Appendix A. The counter-
diabatic Hamiltonian in the Ising limit thus reads

HCD ¼ _λ (γŷzþ ρðtÞx̂x): ðB9Þ

To derive the corresponding fast-forward Hamiltonian, we
once again do a π=2 rotation about the generator x̂=2
[notice the extra factor of 1=2, which is required by the
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canonical commutation relations of the emergent suð2Þ
group] and enforce the boundary condition using step
functions:

RðtÞ ¼ exp( − i
π

4
½ΘðtÞ þ ΘðT − tÞ�x̂); ðB10Þ

which leads to

HFFðtÞ ¼ −_λðtÞγðtÞðẑzþ x̂x=2Þ
þ π

4
½δðtÞ − δðT − tÞ�x̂þ _λρðtÞx̂x: ðB11Þ

By choosing ρðtÞ ¼ −2γðtÞ, we get rid of the unwanted
term to find

HFFðtÞ ¼
_λðtÞγðtÞ

J

�
−Jẑzþ π

4

J
_λðtÞγðtÞ ½δðtÞ − δðT − tÞ�x̂

�

∝ HðtÞjg¼0: ðB12Þ

The quantum speed limit in the Ising limit reads

TQSLjg¼0 ¼
1

J

Z
λ�

λi

dλγðλÞ

¼ 1

J( arctan

�
J
2λi

�
− arctan

�
J
2λ�

�
): ðB13Þ

b. General case

Let us now go back to the general case for the 3LS. The
starting point is once again Eq. (B5), with k·k the ground-
state norm: kG2k2 ¼ hψGSjG2jψGSi.
Curiously, choosing the ground-state norm, the Hessian

in Eq. (B5) has a vanishing determinant, which signals the
existence of an additional gauge d.o.f. Physically, this
freedom originates from allowing the gauge potential to
mix to excited states in an arbitrary way. This freedom is
encoded in choosing the operator K introduced in Sec. IV.
Without loss of generality, we choose this along the x̂y
direction and denote it by b. The reduced problem now
becomes two dimensional,

Hessian(kG2ðα; γÞk2)
�
α

γ

�
¼ −∇kG2ðα; γÞk2jα¼γ¼0;

ðB14Þ

where the optimal solution α ¼ αðbÞ, γ ¼ γðbÞ now
depends parametrically on the gauge field bðλÞ. Since
the exact expressions are rather cumbersome, we choose
not to show them here. Instead, we list the following
important properties:

(i) The dependence on the gauge field b turns out to be
linear, so we can write

α(λ; bðλÞ) ¼ α0ðλÞ þ α1ðλÞbðλÞ;
γ(λ; bðλÞ) ¼ γ0ðλÞ þ γ1ðλÞbðλÞ:

(ii) The above functions obey the following symmetries:

α0ðλÞ ¼ α0ð−λÞ; γ0ðλÞ ¼ γ0ð−λÞ;
α1ðλÞ ¼ −α1ð−λÞ; γ1ðλÞ ¼ −γ1ð−λÞ:

(iii) For λ → 0, both α1ðλÞ, γ1ðλÞ ∼ 1=λ have the same
power-law divergence.

We are now fully equipped to tackle the general case.
Recall that out goal is to find a time-dependent unitary RðtÞ,
which dynamically maps the counter-diabatic Hamiltonian

HCDðtÞ ¼ _λ½α(λ; bðλÞ)ŷþ bðλÞx̂yþ γ(λ; bðλÞ)ŷz� ðB15Þ

to the fast-forward Hamiltonian HFFðtÞ, up to an overall
time-dependent prefactor. We construct this transformation
in two steps:
(1) Recalling that the terms in the above gauge potential

form a closed suð2Þ algebra, we use the dynamical
gauge field bðλÞ to orient the gauge potential along
the ŷ direction. To do this, let us perform the rotation

Rð1ÞðtÞ ¼ exp( − i arctan

�
γ

2α
x̂y

�
); ðB16Þ

to obtain the Hamiltonian

Hð1Þ
CDðbðtÞ; tÞ ¼ _λ

�
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4α2 þ γ2

q
ŷ

þ(b −
2

_λ
∂t arctan

�
γ

2α

�
)x̂y

�
:

Clearly, we can eliminate the x̂y term, provided the
gauge field satisfies the following nonlinear first-
order differential equation:

bðλÞ ¼ 2∂λ arctan(
γ(λ; bðλÞ)
2α(λ; bðλÞ));

γ(λi; bðλiÞ) ¼ 0 ¼ γ(λ�; bðλ�Þ); ðB17Þ

where the boundary conditions (BC) are chosen to
satisfy the requirement Rð1Þð0Þ ¼ 1̂ ¼ Rð1ÞðTÞ. This
is, at first sight, problematic since we have two BC
for a single first-order ODE. However, from the
symmetry properties above, one can convince one-
self that if bðλÞ ¼ −bð−λÞ is antisymmetric, then
both BC coincide and thus represent a single
constraint since λ� ¼ −λi. Indeed, using the same
symmetry properties, it is easy to see that bð−λÞ also
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obeys Eq. (B17). Last, notice that, even though the
functions α and γ have a 1=λ singularity for λ → 0,
the quotient γ=α does not, as the singularity is lifted.
Thus, the rhs of Eq. (B17) is a smooth function of b
and λ. It then follows from the Picard-Lindelöf
theorem for the existence and uniqueness of ordinary
differential equations that the initial value problem
in Eq. (B17) has a unique solution.
In the following, let us fix the dynamical gauge

field b to satisfy Eq. (B17). Then, the counter-
diabatic Hamiltonian after the first rotation reads

Hð1Þ
CDðtÞ ¼

_λ

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4α2 þ γ2

q
ŷ:

(2) We can now perform the x̂ rotation, which is familiar
from the single-particle limit:

Rð2ÞðtÞ ¼ exp( − i
π

2
½ΘðtÞ þ ΘðT − tÞ�x̂); ðB18Þ

which satisfies the BC Rð2Þð0Þ ¼ 1̂ ¼ Rð2ÞðTÞ. This
result transforms the counter-diabatic Hamiltonian
to

HFFðtÞ ¼ −
_λ

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4α2 þ γ2

q
ẑþ π

2
½δðtÞ þ δðT − tÞ�x̂;

which is precisely the fast-forward Hamiltonian we
used in the main text.
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