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We develop first-principles theory of kinetic plasma turbulence governed by the Vlasov-Maxwell-
Landau equations in the limit of vanishing collision rates. Following an exact renormalization-group
approach pioneered by Onsager, we demonstrate the existence of a “collisionless range” of scales (lengths
and velocities) in one-particle phase space where the ideal Vlasov-Maxwell equations are satisfied in a
“coarse-grained sense.” Entropy conservation may nevertheless be violated in that range by a “dissipative
anomaly” due to nonlinear entropy cascade. We derive “4/5th-law-type” expressions for the entropy flux,
which allow us to characterize the singularities (structure-function scaling exponents) required for its
nonvanishing. Conservation laws of mass, momentum, and energy are not afflicted with anomalous
transfers in the collisionless limit. In a subsequent limit of small gyroradii, however, anomalous
contributions to inertial-range energy balance may appear due to both cascade of bulk energy and
turbulent redistribution of internal energy in phase space. In that same limit, the “generalized Ohm’s law”
derived from the particle momentum balances reduces to an “ideal Ohm’s law” but only in a coarse-grained
sense that does not imply magnetic flux freezing and that permits magnetic reconnection at all inertial-
range scales. We compare our results with prior theory based on the gyrokinetic (high-gyrofrequency) limit,
with numerical simulations, and with spacecraft measurements of the solar wind and terrestrial

magnetosphere.
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I. INTRODUCTION

In turbulent plasmas at very high temperatures and low
densities, the collisions of constituent particles are so
infrequent that fluid models assuming small mean-free-
path lengths are invalid, and the plasma must be described
by kinetic equations for the particle distribution functions
[1]. A prime example of societal importance is magnetic
confinement fusion [2], where turbulent transport essen-
tially limits performance but where mean-free-path lengths
at typical operating conditions are approximately 10 km,
much larger than the size of the device. The solar wind is
one of the best-studied examples of a turbulent plasma in
nature, with a wealth of in sifu spacecraft measurements
showing turbulentlike spectra down to lengths of order a
kilometer, but the mean free path for electron-ion collisions
in the near-Earth solar wind is approximately 1 A.U. [3].
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The terrestrial magnetosphere is likewise a nearly collision-
less plasma with turbulence occurring either typically
(magnetosheath) or sporadically (magnetopause) [4]. The
Magnetospheric Multiscale Mission (MMS) [5,6] is cur-
rently measuring proton and electron velocity distribution
functions in this environment at high phase-space reso-
lution and cadence. Exploration of this velocity space has
been described as the “next frontier” of kinetic heliophysics
[7]. More generally, turbulent, nearly collisionless plasma
environments are ubiquitous in astrophysics. The inter-
stellar medium exhibits an approximately Kolmogorov
spectrum of electron density over approximately 13 orders
of magnitude, the so-called “big power law in the sky”
[8—10], but almost a third of this range lies below the ion
mean-free-path length of approximately 107 km.

These diverse physics challenges call for fundamental
theory of kinetic plasma turbulence. Recently, a first-
principles paradigm has emerged for fluid turbulence based
upon a mathematical analysis pioneered by Onsager for
incompressible fluids [11-13]. In this “ideal turbulence”
theory, the dissipative anomaly—or nonvanishing dissipa-
tion of kinetic energy in the inviscid limit—is explained as
a consequence of nonlinear energy cascade for “coarse-
grained” or “distributional” solutions of the incompressible
Euler equations. Onsager’s analysis can be understood as

Published by the American Physical Society


https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevX.8.041020&domain=pdf&date_stamp=2018-11-08
https://doi.org/10.1103/PhysRevX.8.041020
https://doi.org/10.1103/PhysRevX.8.041020
https://doi.org/10.1103/PhysRevX.8.041020
https://doi.org/10.1103/PhysRevX.8.041020
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

GREGORY L. EYINK

PHYS. REV. X 8, 041020 (2018)

an exact, nonperturbative application of the principle of
renormalization-group (RG) invariance [14-16], and it
predicts the fluid Holder singularities necessary for turbu-
lent energy cascade. This ideal turbulence theory for
incompressible fluids has recently been supported by
rigorous mathematical developments following from the
Nash-Kuiper theorem and Gromov’s & principle [17,18].
The physical domain of the Onsager theory has also been
extended recently to compressible fluids, both nonrelativ-
istic [19,20] and relativistic [21], with cascade of thermo-
dynamic entropy and anomalous entropy production as
central concepts.

The purpose of this paper is to develop a similar exact
theory for kinetic turbulence of nearly collisionless plas-
mas. It was suggested already some time ago by Krommes
and Hu [22,23] that collisional production of kinetic
entropy should remain nonzero in plasmas with vanishing
collision rates. Empirical evidence for such an “anomalous
entropy production” has since been obtained by numerical
simulations of gyrokinetic turbulence, both forced and
decaying (see Sec. VIIB for a review). In the gyrokinetic
formulation, Schekochihin et al. [24,25] made an explicit
analogy with the inertial range of incompressible turbu-
lence and proposed a gyrokinetic “entropy cascade”
through a range of scales in phase space where collisions
can be neglected. Here we derive this picture for the full
Vlasov-Maxwell-Landau equations of a weakly coupled,
multispecies plasma by extending Onsager’s exact, non-
perturbative RG analysis to phase space. The “collisionless
range” of scales is shown to be governed by coarse-grained
or distributional solutions of the Vlasov-Maxwell kinetic
equations with an entropy-production anomaly due to a
nonlinear entropy cascade. We derive expressions for the
entropy flux through phase-space scales that are analogous
to the “4/5th law” of Kolmogorov [26,27] for energy flux
in incompressible turbulence, and we exploit them to
deduce the singularities of particle distributions and ele-
ctromagnetic fields that are required in order to sustain the
cascade of entropy.

Such a careful, systematic mathematical framework for
kinetic plasma turbulence is valuable not only for its
predictive power and conceptual clarity, but also it is
necessary to avoid inconsistencies and apparent contra-
dictions that arise from naive, informal discussions. There
is an analogy with the theory of collisional transport in
plasmas which, prior to the systematic derivation by
Braginskii [28], led frequently to “paradoxes which have
been the source of various errors and ambiguities”
(Ref. [28], p. 213). An even closer analogy is the situation
in elementary particle physics prior to the discovery of the
axial anomaly in quantum-gauge theories. Naively, both the
vector and axial-vector currents are conserved in massless
spinor electrodynamics, but the simultaneous assumption
of both conservation laws leads to the Veltman-Sutherland
“paradox” and the “forbidden” soft pion decay z° — yy.

As is well known, this paradox is resolved by the chiral
anomaly, which modifies the naive conservation of axial
current and which accounts for the experimentally observed
neutral-pion decay in a pseudovector coupling calculation
[29,30]. The origin of the axial anomaly lies in the
ultraviolet divergences that appear when quantum fields,
which exist only as distributions or generalized functions,
are naively multiplied pointwise. Careful regularization of
these divergences, e.g., by gauge-invariant “point splitting”
of the spinor fields, yields the anomaly in axial charge
conservation. The turbulent dissipative anomaly in the
naive conservation of kinetic energy arises in a very similar
manner, as stressed by Polyakov [31,32] and already
understood long ago by Onsager [11,12].

The need for sophistication in treating kinetic plasma
turbulence is quite clear from the fact that the collisionless
range of scales is governed by the Vlasov-Maxwell
equations, in a certain sense, but entropy is nevertheless
not conserved, as it would be for smooth solutions of the
Vlasov-Maxwell equations in the standard sense. Similar
cautionary remarks apply not just to entropy conservation
in a turbulent plasma but also to other quantities which are
naively conserved. For example, it is true that the ideal
Ohm’s law is valid (in a certain sense) in the inertial range
of the solar wind at scales much larger than the ion
gyroradius, but this law does not hold in a manner that
implies conservation of magnetic flux at those scales, as is
frequently asserted [24,33-35]. This fact has important
implications for the problem of magnetic reconnection in a
turbulent plasma [15,36]. We treat this problem here in the
framework of the Vlasov-Maxwell-Landau kinetic theory
by considering the momentum conservation of the various
charged-particle species and the “generalized Ohm’s law”
derived from them. We also discuss the energy balances of
the particle species and of the electromagnetic fields
in order to investigate the possibility of energy cascades
in kinetic plasma turbulence. Energy and momentum in
totality (particles + fields) are conserved in the Vlasov-
Maxwell-Landau model so that no dissipative anomaly of
total energy or momentum is possible. There can, however,
be anomalous transfers between different components of
energy (electromagnetic, kinetic energy of bulk velocities,
kinetic energy of fluctuation velocities), and also in phase
space. We investigate this possibility in the limit of
vanishing collision rates and also in subsidiary limits, such
as vanishingly small gyroradii.

A notable aspect of the analysis presented here is that it
involves almost no discussion of the rich array of linear
waves supported by a plasma (shear Alfvén waves, slow or
fast magnetosonic waves, ion acoustic waves, kinetic
Alfvén waves, whistler waves, etc.). This contrasts with
the vast majority of works, where plasma turbulence is
regarded by default as an array of interacting linear waves.
The dominance of this wave point of view is due in part to
its great empirical success with the imprint of linear waves,
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such as their dispersion relations and eigenmodes, often
clearly observed even in strongly interacting turbulent
plasmas. On the other hand, it is also true that the
mathematics of linear plasma waves is very familiar and
well developed [37], whereas exact nonlinear theory of
kinetic plasma turbulence is less straightforward and far
fewer works are devoted to it [38,39]. In their recent
discussion of the wave-turbulence dichotomy, Coburn et al.
[39] have remarked that

“For most of the space age our view of solar wind
Sfluctuations (magnetic, velocity, density, etc.) has been
based on the theory of plasma waves. Attempts to
incorporate turbulence concepts into this thinking have
often been treated as little more than an afterthought
that is either a secondary dynamic or a concept in direct
conflict with the wave interpretation.”—Ref. [39], p. 1.

It is the main purpose of the present paper to satisfy this
need and to provide exact, first-principles theory of the
nonlinear cascades in kinetic turbulence of nearly collison-
less plasmas. We remain mostly silent on the linear wave
aspects, but this involves no rejection of their importance.
A complete theory of kinetic plasma turbulence certainly
requires a full synthesis of the linear wave and nonlinear
cascade points of view.

II. VLASOV-MAXWELL-LANDAU EQUATIONS

The theory of kinetic plasma turbulence in the present
paper is developed within the framework of the Vlasov-
Maxwell-Landau equations for a weakly coupled plasma,
with a large Debye number or plasma parameter, A =
n/% > 1 (where Ap is the Debye length). In order to
provide background and to set notations, we briefly
describe this system and its basic properties, the dimen-
sionless number groups which characterize its solutions,
and important prior work on the collisionless limit.

A. Basic equations

The Vlasov-Maxwell-Landau equations describe the
evolution of the distribution functions f(x,v,7) in one-
particle phase space of S species of particles with charges
q, and masses my, s =1,...,8, and of the smoothed
electromagnetic fields E(x, 1), B(x, ¢) conditionally aver-
aged over microscopic molecular states with given particle
distributions f,, s =1,...,S; see, e.g., Refs. [1,40,41].
These equations in the nonrelativistic case [42] have the
form of a Boltzmann-type kinetic equation for each species

ale+VVXfS+qSE*foS:CS(f) (21)

or

Oufs + Vi (Vo) + V- (¢, E.f,) = C(f)  (22)

for s =1,...,5 and the conditionally averaged Maxwell
equations

Vi E=4r) g,n,

1 4
V., xB--9E=""j,
C C

1
V., xE+-0,B =0, V,-B=0 (2.3)
C
with electric field in the rest frame of the particle population
with velocity v given by

1
E.=E+-vxB (2.4)
c
with particle number density
n(x, 1) = / Bof(x,v,1), (2.5)

mass density p, = myn,, and momentum density

ps(x, Huy(x,1) = /d%msvfs(x, v,1)  (2.6)
for s =1, ..., 5 and with total electric current density

i(x,1) = quns(x, Hug(x, 1). (2.7)

Equations (2.1) and (2.2) are equivalent because the vector
field (v,q,E,) is Hamiltonian and has zero phase-space
divergence Vy - v+ V, - (¢,E,) = 0. Note that we avoid
additional factors of m; in the equations by introducing the
momentum variable p = m,v for each species. To complete
the description, we need to specify the collision operator for
species s given by

Ci(f) =D Coplfsnfy) (2.8)

summed over collisions with species s’. Here, we consider
the Landau collision operator [43]

Css’ (fs»fs’) - 2”6]%6]?, InA
m,_,
X Vp - [/ B v __V/| (Vo = Vo) (fsfs)]s
(2.9)

where f = f(x,v,1), fy = f¢(x,V, 1), where IT,, = T —
ww/|w|? is the projection orthogonal to w, and where the
plasma parameter A arises as a cutoff in the collision
integral for impact factors greater than the Debye length
(and, in principle, depends upon s, s’ pairs). Although the
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system of equations (2.1)—(2.9) is a standard kinetic model
for a plasma [ 1], it has never been rigorously derived from a
microscopic description [44,45], and global existence of
(strong) solutions is an open problem [46]. Physically,
alternative collision integrals such as that of Lenard [47]
and Balescu [48] might give improved accuracy when
large-velocity bumps or tails develop in the distribution
functions [49]. However, so long as these improved
collision integrals satisfy an H theorem and have similar
differential form as the Landau operator (albeit with higher-
order nonlinearity), then the analysis of the present paper
carries over.

B. Conservation laws and H theorem

Essential properties of the kinetic equations are the local
conservation laws for the various quantities preserved by
collisions. The mass for each particle species is conserved
when collisions do not transform one species to another so
that fd%Css/ =0, and the m; moment of Eq. (2.1) in
integration over velocity v then gives

atps + V- (psus) =0. (210)

The momentum balance for species s is obtained from the
first moment of Eq. (2.1) with mv or

at(pSuS) + VX : (pXuYuX + PS‘) = anSE*S + RS’ (2'11)
where the pressure tensor is
P, = /d%ms(v—us)(v—us)fs, (2.12)

the electric field in the bulk rest frame of species s is

1
E.,,=E +-u; xB, (2.13)
c
and the drag force on species s is
R, =) / dBomvC,y. (2.14)

When ) R, = 0, the total momentum of the particles and
fields is conserved. Finally, taking the moment of Eq. (2.1)
with (1/2)m|v|* gives kinetic energy balances for each
species s,

atEs + Vx : (Exus + PS U+ q\) = jS ‘E+ R.s‘ U+ Qs
(2.15)

with j; = g nu, the partial electric current of species s,
with kinetic energy density

1
E, - /d3vims|v|2fs, (2.16)

with heat flux

1
qs:/dSUEms|V_us|2<v_us)fsv (217)

and with collisional heat exchange with other species
1
0, = ;/d3v§ms|v —u,>Cyy. (2.18)

The total energy of the particles and fields is conserved
when collisions are elastic and > (R;-u,+ Q) =
Yoy [ @v(1/2)mg|v]?C;y = 0. The Landau operator
(2.9), as well known, has all of these properties.

One can further subdivide the energy density E, of
species s into a bulk kinetic energy density (1/2)p,|u;|?
and an “internal” [50] or fluctuation energy density

1 1
€, :=§TrPs :/d3v§ms|v—us|2fs. (2.19)

Note that e, = (3/2)p, if the pressure tensor is decom-
posed into a scalar pressure p, and a traceless, anisotropic

pressure tensor Py, as P, = p I+ P,. It is easy using
Egs. (2.10) and (2.11) to derive the balance equation for
bulk kinetic energy of species s,

1 1
at <§/’s|us|2> + Vx : (E/)S|us|2us + Ps ' us)

=P,:Vyu, + j,-E+R;-u, (2.20)
and then by subtracting Eq. (2.20) from Eq. (2.15) to obtain
the balance equation for internal or fluctuational energy:
Oies + Vy - (e,uy +q4) = —P:Vou, + Q. (2.21)
It is notable that fields directly exchange energy only with
the bulk flows via the Ohmic term j, - E, and subsequently
energy is transferred between bulk flows and fluctuations
by the pressure-strain term P,:V, u, [51].
Very fundamental to our theory of kinetic plasma
turbulence is the phase-space entropy density of species s:

I(fs) = —fsInfs. (2.22)

As well known, this quantity simply counts the number of
microstates of particle species s compatible with the given
macroscopic distribution f; [52]. Using Eq. (2.1), the
density s(fs) is easily shown to satisfy the phase-space
balance equation:
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atd(fs) + Vx'(d(fs)v) + Vp'(QsE*J(fS))

2.23
£ DG, 22
When integrated over v and summed over s, this equation
gives the balance of total particle entropy density in space

sualf) =3 [ o o(t.) (2.24)
of the form
st + VxJs=0 (2.25)
with spatial entropy current density
3= [ dovals) (2.26)

and local entropy-production rate
—Z / dBvlnf,C,

ss 3 3 /|HV v V V )(fsfs’)|2
=27 I TR

> 0. (2.27)

Here we introduce the shorthand notation 'y = gZ¢% In A.
The non-negativity of the entropy production in Eq. (2.27)
is the statement of the H theorem for the Landau collision
operator.

C. Dimensionless quantities

We now consider the Vlasov-Maxwell-Landau equations
in a dimensionless form. For each species s = 1, ..., S, we
take as characteristic length the largest scale of variation L
of the distribution function of species s. The characteristic
velocity for species s is taken to be its thermal velocity vy,
and the characteristic time to be 7, = L;/vy, ;. The char-
acteristic magnitude of f is taken as (n,)/v3, , where (n;)
is the mean density of species s. We thus introduce
dimensionless variables,

/Ugh,yfx/<ns>
(2.28)

i\}:/U/vth,w fS:

for each separate species s =1,...,S. In order to non-
dimensionalize electromagnetic variables, we introduce an
effective density n, and length scale L so that typical field
magnitudes are Ey ~ By ~ engL, and we then take

~

2=x/Ly, 1=ct/L,, E=E/E,, B=B/B,. (2.29)

Using g, = Z,e, the inhomogeneous Maxwell equations in
these rescaled variables become

Vi -E= 4EZ@2‘Y;&S,
o

N

Ve x B - GE_4Z Utthﬁsﬁs, (2.30)

while the homogeneous Maxwell equations are unchanged
in form. Note that the length scale L, drops out of the
rescaled equations (2.30), and one of the factors ng, L, can
be chosen as desired, e.g., to be a typical magnitude of (n,)
or of L, if these are of similar orders of magnitude for all
s =1,...,S. With the rescaled variables in Eq. (2.28) and
the rescaled field strengths in Eq. (2.29), one then obtains
the dimensionless kinetic equation for species s as

A

8?.}\% +v- Vf(fs + (ZS/ﬁOS>E* ' VfJfS

= Zf‘ss’éx(}‘sv}x')’ (231)
s
where
B, =E 4+« B, (2.32)
C
mv3 mgv3 L
s = s “th,s _ s th,;< =0 i (2 33)
€BoLS BO
. 27q3¢%(ny) In A
Iy = #Tw (2 34)
msv th,s’

Note that the standard beta parameter for species s is f; =

mgvi (ng)/(Bj/4r) and is nearly the same as the quantity

Pos defined in Eq. (2.33). The meaning of the constants I,
is elucidated by recalling that the Spitzer-Harm collision
rate [53,54] for particle pair s, s is

277.'qu nglnA

ENCL (2.35)

Z/SS -

up to a prefactor of order unity, where i ¢ is the reduced
mass for pairs s, s" given by 1/u, ¢ = (1/my) + (1/my)
and where vf}?, is the typical relative velocity of particles of
species s, s’, or max{vg,, vy ¢} on order of magnitude.
Thus, the quantity IA“SS/ defined in Eq. (2.34) is essentially
equal to v,g7, or the ratio of the characteristic time 7z, of
species s and the mean free time for its collisions with
species s’. We follow Refs. [24,25] in referring to Do,y =
1/T, as the Dorland number for the pair s, s' [55]. In
terms of the mean free path £ ¢ = vy, /v, ¢ for collisions
of species s with s’, we can also write the Dorland number
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as Z;y/Ls. We thus see that Do,y is a measure of the
collisionality of the plasma with the plasma being nearly
collisionless when 1 /f = Do := ming ¢Do,y > 1. Here-
after, we consider this weakly collisional regime with all
other dimensionless parameters (fo,, (n,)/ng, etc.)
assumed to have magnitudes of order unity. We remove

~

hats (-) on all variables for simplicity of notations.

D. Collisionless limit and dissipative anomaly

The collisional terms in the kinetic equation (2.1)
formally disappear in the limit I" := max I'y¢ — 0, and
its solutions may be expected to converge, in a certain
sense, to solutions of the collisionless Vlasov-Maxwell
equations. Naively, the entropy production (2.27) also
vanishes in this limit because the prefactors I'yy — O.
However, this need not be the case if the velocity gradients
of the distribution functions that appear in the collision
integral diverge in the same limit. The simplest mechanism
for producing large velocity gradients is the free streaming
or ballistic advection of spatial structure, which underlies
linear Landau damping [56] and which has long been
known to produce “velocity-space filamentation” in colli-
sionless Vlasov simulations (e.g., see the review [57] with
many earlier references). In the papers of Krommes and Hu
[22] and Krommes [23], it was pointed out that entropy-
production rates in a long-time statistical steady state of a
plasma obtained by taking the limit # — oo first are
determined entirely by the forcing and, thus, must remain
constant in the subsequent limit I' — 0. References [22,23]
argued that the required fine structure in velocity space
could be produced by ballistic streaming and drew an
explicit analogy with nonvanishing viscous dissipation of
kinetic energy for fluid turbulence in the high-Reynolds-
number limit, or what is called the “dissipative anomaly”
[16]. In following the work of Schekochihin et al. [24,25]
within the gyrokinetic approach to plasma turbulence, it
was pointed out that the analogue of a high-Reynolds-
number ‘“inertial range” can exist at subion scales in
position and velocity space for high-Dorland-number
plasma turbulence, with ion entropy cascading through
that range by a nonlinear perpendicular phase-mixing
mechanism [58]. Employing phenomenological arguments,
the authors of Refs. [24,25] argued that small scales in
velocity space are produced more efficiently by nonlinear
entropy cascade than by the simpler ballistic phase-mixing
mechanism.

In the present paper, we further develop the connection
between high-Reynolds-number turbulence and nearly
collisionless (high-Dorland-number) plasma kinetics but
without making the more restrictive assumptions necessary
for validity of a gyrokinetic description (i.e., without
assuming evolution timescales for any species s long
compared with its gyrofrequency). We show that the
existence of a turbulent cascade of entropy emerges as a
natural consequence of the conjecture of Refs. [22-25] that

collisional entropy production persists in the collisionless
limit. We formalize the latter conjecture as the precise
hypothesis that the entropy production (2.27) converges in
the collisionless limit

limo(x,1) = 0,(X,1)

lim (2.36)

as a measure in x space for each . This formulation is
motivated by the analogy with energy dissipation in
incompressible fluid turbulence [16] and also by the case
of compressible fluids where, for shock solutions, the
entropy production converges in exactly this fashion in
the infinite Reynolds-number limit [20]. There is, however,
a strengthened version of the hypothesis which is also
natural and which involves the collisional entropy-produc-
tion density in the two-particle phase space or

Fss’ |HV—V’(Vp - Vp’)(fsfs’)|2
2 fsfslv=V|

¢c(x,v,v, 1) =

(2.37)

ss’

so that o(x,1) = [d®v [dV's(x,v,V,1). This density
involves only a single position variable x, since a pair of
particles must pass through the same space point (to within
a Debye radius) in order to experience an unscreened
Coulomb collision. As obvious from the definition (2.37),
this phase-space density involves only velocity gradients of
the particle distributions and not space gradients. It may
therefore be expected to remain a continuous function of x
in the limit I' —» O if the particle distributions likewise
remain continuous in x and v (e.g., as gyrokinetic theory
suggests; see Sec. VII A). In that case, it is reasonable to
make the stronger hypothesis that the two-particle phase-
space density of entropy production converges

%in})g(x, v,V 1) =¢,(x,v,V,1) (2.38)

as a finite measure in (v,Vv') space for every (x,7). Of
course, this assumption implies that in Eq. (2.36) but now
even pointwise in x rather than simply as a measure. The
validity of both these hypotheses can be explored in
numerical simulations of the Vlasov-Maxwell-Landau
system, similar as in Refs. [59,60]. In the present paper,
we explore their theoretical consequences. As we see, the
Onsager ideal turbulence theory [16] carries over under
these assumptions to plasma kinetics and predicts proper-
ties of the collisionless limit of Vlasov-Maxwell-Landau
(VML) solutions with anomalous entropy production. This
analysis leads to the concept of “weak” or coarse-grained
solutions of the Vlasov-Maxwell (VM) equations with
irreversible entropy production by nonlinear entropy cas-
cade in phase space.
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III. PHASE-SPACE COARSE GRAINING

The most obvious requirement for nonvanishing of the
entropy production as in Egs. (2.36) or (2.38) is divergence
of velocity gradients of the particle distribution functions in
the limit I' - 0 or an “ultraviolet divergence” at small
scales in velocity space. One should furthermore expect
that space gradients of the particle distribution functions
will diverge as well in the collisionless limit. Note that the
characteristic curves of the VM equation are the
Hamiltonian particle motions in an electromagnetic field,
and, for nontrivial fields, these motions generally lead to
large space gradients as well as to large velocity gradients.
Such divergences make it impossible to interpret the VML
equations naively in this limit, and the pursuit of a
dynamical description which can remain valid requires a
suitable regularization. Here we follow closely the dis-
cussion for hydrodynamic turbulence in Ref. [16] and make
use of a similar coarse graining or “block-spin” regulari-
zation in the one-particle phase space.

A. Definition of coarse graining

For any time-dependent function a(x, v, ¢) on the one-
particle phase space, we define its coarse graining [61] at
position resolution # and velocity resolution u by

a(x,v,1) —/d3rGf(r)/d3wHu(w)a(f(—|—r,s"+w, 1),

(3.1)

where H,(w) = u=>H(w/u) for a kernel H satisfying the
properties

H(w) >0 (non-negative),

/ d*wH(w) =1 (normalized),
/ d*wwH(w) =0 (centered),

/d3w\w|2H(w) =1 (unit variance). (3.2)
We also assume that H is smooth and rapidly deca-
ying, e.g., H € C®(R?), and for convenience, we as-
sume isotropy or H = H(w) with w =|w| so that
[ d*ww,w;H(w) = (1/3)5,;. In the same manner, G,(r) =
£73G(r/¢) for a kernel G satisfying the analogous proper-
ties. It is sometimes useful to rewrite the definition (3.1) as

a(x,v,1) = (@(X+ 1,9+ W, 1)), (3:3)

where the local average (-),, is over displacements r, w
with respect to the distribution G,(r)H,(w). In our dis-
cussion below, we also sometimes employ coarse graining
only with respect to position or only with respect to
velocity, which we denote by

ay(X,v,1) = /d3rG,f(r)a(X +r,v,1)
= (a(X+1,v,1)),,
a,(x,v,t) = /d3wHu(w)a(X,V+W, 1)

= (a(x,V+w,1)),. (3.4)
There is consistency between these various notions of
coarse graining if a phase-space function lacks dependence
on one variable. For example, if b = b(x, ) is independent
of v, then b = b,, and we need not distinguish these two
quantities. Likewise, if ¢ = ¢(v,t) is independent of x,
then ¢ = ¢,,.

One more concept that we employ extensively in our
analysis below is that of coarse-graining cumulants
Z(f1.....fp)- These are defined as usual [64,65] through
the iterative expansion of coarse-grained products into
finite sums of cumulants:

a...a, = Z f(al.in, N al.;?), (3.5)

I r=1
where the sum is over all distinct partitions I of {1, ...,n}
into r; disjoint subsets {i(lr), i;,rr)} of p, members each,

r=1,...,r;sothat Y'" p, = n for each partition /. By
solving the iterated expansions for cumulants in terms of
coarse-grained products, one obtains, e.g.,

7(a)) = a, 2(ay, ay) = aya; — a,a,,

7(ay. ay, a3) = @163 — A1G,03 — A1 G308, — Gr030,

+ 26_116_126_13, (36)
and so forth for cumulants of higher order. A relation that is
crucial to our analysis is

7(ay, ay) = (da;6a,) — (da;)(day), (3.7)
where 6, wa(x,v,1) = a(X +r,v+Ww,1) —a(x,v,1) is the
increment for a phase-space displacement (r,w) [15,16].
A similar result holds for the second-order cumulant
7,(by, by) defined with respect to the average (), over r
and with the increment taken to be 6,.b. The same remark
holds for 7,(cy, c,), average (-), over w, and increment
Owc. In fact, expressions for higher-order cumulants in
terms of increments hold as well, completely analogous to
Eq. (3.7) for second-order cumulants [15,16].

The phase-space coarse-graining operation (3.1) clearly
regularizes all gradients so that Via and Vya are finite and
smooth, even if quantity a exists only as a distribution on
phase space. Moreover, one can derive expressions for
these gradients in terms of increments
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Vf(t—l(X, v, l)
= _% / d*r(VG),(r) / dPwH (W) (6.a)(X,V + W, 1)
(3.8)
and
Via(x,v,1)
= —%/d3erﬂ(l‘)/d3w(VH)u(w)(5wa)(f( +r,v, t)
(3.9)

by exploiting [ d*r(VG),(r) = [d*w(VH),(w) = 0.
These formulas permit one to estimate the order of
magnitude of the coarse-grained gradients. We emphasize
that the length scale # and velocity scale u introduced by
our coarse-graining regularization are completely arbitrary.
No objective physical fact can depend upon their precise
values. The coarse graining (3.1) is a purely passive
operation which corresponds to observing a given phase-
space function a(x, v, t) with some chosen resolutions # in
position and u in velocity. As we see below, the arbitrari-
ness of these regularization scales can be exploited to
deduce exact consequences analogous to RG invariance in
quantum-field theory and statistical physics [14] and
analogous to Onsager’s ideal turbulence theory for incom-
pressible fluid turbulence [16].

B. Phase-space Favre average

In the theory of compressible fluid turbulence, a mass-
density weighted average was introduced by Favre [66]
within a statistical ensemble approach to compressible fluid
turbulence. Density weighting may be employed also for
coarse-graining averages; e.g., Refs. [19,20,67]. It should
be emphasized that the use of density weighting is not
obligatory, but it has the advantage that it reduces the
number of terms in coarse-grained equations and generally
provides each term with an intuitive physical interpretation.
Therefore, we employ weighted coarse graining here as
well but with the novelty that coarse-graining averages are
weighted by the phase-space particle distributions rather
than by mass densities. For a field a = a(x, v, t), we thus
define its phase-space Favre average at scales ¢, u weighted
by the particle distribution of species s as

o, = afy/Ts (3.10)
We contrast this with the traditional physical-space Favre
average at scale # for a field b = b(x,1) with no v
dependence, which is weighted by the mass density of
species s so that

Es = b_ps/ps:b_ns/ﬁy (311)

Even for a purely spatial field b = b(x,#) with no v
dependence, these two averages do not agree,

by(%.¥.1) # by(X.1), (3.12)

because the correlations between positions and velocities in
the distribution function f(x,v,) induce a nontrivial v
dependence in b,. There is, however, an easily derived
consistency relation

/dSBZ;s.?s = Ws = Esﬁs = ES / d31_].]_csv

which holds for any b = b(x, 7).

Just as for unweighted coarse graining, one may define
phase-space Favre cumulants % (ay,...,a,) through the
iterative decompositions

(3.13)

Iy
(aran), =Y [[#am. .oaw)  (3.14)
7 —1 1 Pr

forn =1,2,3, ... Likewise, one may define physical-space
Favre cumulants 7, (b, ..., b,) with respect to the standard
Favre average for b; = b;(x,1), i = 1,2,3, ... Since Favre
averaging is just a convenience, one may always express
Favre cumulants in terms of unweighted cumulants, e.g.,
for 7,(a) = a,,

1
ag=a+—=—1(a,fy), (3.15)
fs
. . 1
t(a1, ay) =(ar. ay) + = 7(ay, as, f)
1 .
_]‘ﬁ'dal?fs)'[(abfs)’ (3.16)
and so forth. Because the unweighted cumulants

Z(ay,...,a,) can be expressed in terms of increments da;
i =1,...,n via relations such as Eq. (3.7), it follows that
the Favre cumulants #(ay, ..., a, ) can be expressed in terms
of increments 6f, and éa;, i = 1,...,n.

C. Coarse-grained distribution

Basic dynamical objects for the coarse-graining regu-
larization are the coarse-grained distributions f(%, ¥, ¢) for
each particle species s = 1, ..., S. Before we consider their
evolution, however, we note some simple properties of the
coarse-grained distributions that follow directly from their
definition. First, one easily obtains the velocity moments up
to quadratic order as

/d317ms]_‘s(f(,§7, 1) = ps(X,1), (3.17)

/d%mﬁfs(i,v, ) =%, (3.18)
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_ 1
/d%mﬁ?fs(i, V. 1) = (psusus +P,+ gpSMQI) (%, 1),

(3.19)

where to obtain the last two relations we use
[dPwwH, (w) =0 and [d&*wwwH,(w) = (1/3)u’l.
Simple consequences of the above three moment condi-

tions are then
/d%v}s//d%}s =1,,

I S
/d3U§ms|v|2fs = Es + Epsuzv

(3.20)

(3.21)

(3.22)

To interpret the last three results, note that f(X,¥V,?)
represents an imperfectly measured distribution function
for particle species s observed with resolution ¢ in
positions and resolution u in velocities. The relation
(3.20) states that the bulk flow velocity for the measured
distribution coincides with the Favre average of the true
bulk velocity. Likewise, the relations (3.21) and (3.22) give
the resolved energy density and resolved pressure tensor
calculated from the measured distribution. Aside from the
extra isotropic term (1/3)p,u’I, the resolved pressure
tensor is given by

]T):( = PS + ﬁS%(uS? us)’ (3'23)
which we call the intrinsic resolved pressure tensor. Note
that no calculation involving only the measured distribution
function f(X, ¥V, f) can yield separately the coarse-grained
pressure tensor P, or the subscale stress tensor p,7(u;, u,),
and only the combination is intrinsically defined for the
measured distribution. The intrinsic pressure tensor defined
in (3.23) is similar to the concept of “intrinsic resolved
internal energy” that was introduced in Ref. [20] for a
turbulent compressible fluid, which is likewise the only
internal energy obtained from coarse-grained observations
of the basic fluid variables. In kinetic theory, we may define
the intrinsic resolved internal energy by ,*=(1/2)tr(P}) or

ps%(us;us) (324)

N[ —

€, =€+

using the shorthand notation #(b;b’) = >"3_ #(b;, b’). We
then see that £, = (1/2)p,|ii,|* + &,*. The quantity &* in

Eq. (3.24) is the only internal or fluctuational energy that can
be obtained from the imperfectly measured distribution
function ]_‘S (X, ¥, t), for which energy in kinetic fluctuations
€, and energy in unresolved turbulent fluctuations of the
bulk velocity @i, are indistinguishable.

Finally, we note one of the most important properties of
the coarse-grained distributions. Because the phase-space
entropy density »(fs) is concave in f, one has the basic
inequality

I(Fs) = 4(fs). (3.25)

Thus, as is well known (e.g., Ref. [68], Chap. XII), the
entropy of each species s can increase only under coarse
graining:

ST = [ @7 [ @547,

(3.26)
> /d?’x/d?’v 3(fs) = S(fs)-

This result implies that if the increase of total particle
entropy Sy (f) == >, S(f,) is persistent in the collisionless
limit I" — 0, then an observer with only coarse-grained
measurements of the phase-space distribution functions at
finite resolutions #Z, u will also observe an increase in
Seit(f) =32, S(f,). As we show now, however, the
entropy production observed at fixed scales £, u is not
due to the direct effect of collisions in the limit I' — 0.

IV. COARSE-GRAINED VLASOV-MAXWELL
EQUATIONS

The coarse-grained particle distribution functions and
coarse-grained electromagnetic fields may have a well-
defined dynamics in the collisionless limit, as all of their
gradients necessarily remain finite. The dynamics at fixed
resolutions 7, u in fact is governed by a coarse-grained
version of the collisionless Vlasov-Maxwell equations
valid for very large (but finite) Dorland number.

A. Negligibility of collisions

The equations for the particle distribution functions
coarse grained at scales 7, u are

since the coarse-graining operation commutes with all
partial derivatives. The coarse-grained collision operator
is given by C; = >, C,¢ with

041020-9



GREGORY L. EYINK

PHYS. REV. X 8, 041020 (2018)

Col%.5.0 = [ @rGo(x) [ @'ot,(v=9)Cop(x+rv.1)

Fss’ S Iy
—m/d%c;f(r)/d%(VH)u(v—v)./dw'ViV,' (v,

V) (fsf)- (4.2)

Here we use the specific form of the Landau collision integral (2.9) and integrate by parts once to move the V, derivative to

the kernel H,,. In the final expression in Eq. (4.2), f

:fs(x+r’v’t)’ fs’ :fs/(x—’_r?Vl’t)'

We now show that C;y — 0 as " — 0 by deriving an appropriate upper bound. We first factorize the integrand in Eq. (4.2)

into a product of two terms to give

C,y (X.9.1) /ﬁ*/m‘/deW (VH),(v—

and then apply the Cauchy-Schwarz inequality to obtain

|Css’ (i7 v, t)

fifs V2 Gy
)(|V_V|> Gy Y af) (43)
snrjssb/t\//d3r/d3v/d3U’Gf(r)|(VH)u(V_v)|2 Ijs—fsv/’l
\//d* /d3 /d3  Ge(O) M-y (Vy = V) (£ f ) (4.4)

The integral under the first square root contains a factor
1/|v — V| in its integrand diverging as v/ — v, but this is an
integrable singularity in 3D. It is not hard to show under
reasonable assumptions on the particle distributions that
this integral remains finite as I' - 0 (Appendix B 1). The
integral under the second square root is, to within a factor,
the spatial coarse graining of the s, s’ term in the local
entropy production defined in Eq. (2.27). We therefore
obtain an upper bound with Cy ,, independent of T,

Co (R V)| < Crru(XV)VT5(X1),  (4.5)
which is vanishing in the limit I — 0 with Z, u fixed. Since
itis the coarse-grained entropy production which appears in
this bound, we need only to assume that o(x, t) — o, (X, )
as a measure [Eq. (2.36)] and not pointwise in X or in any
stronger sense [e.g., Eq. (2.38)].

The conclusion of this argument is that for any fixed
scales 7, u, then for sufficiently large (but finite) Dorland
numbers, the fields f, s = 1, ..., S, and E, B will satisfy, to
any desired degree of accuracy, the coarse-grained Vlasov-
Maxwell equations:

s=1,....,8,
Vs -E _4ﬂ2q5ﬁs,
V. xB-Llok =5
C
1. _
V.xE+-9B=0, V.- B=0 (4.6)
C

fsfglv—v]

|
The validity of the coarse-grained Maxwell equations is
immediate, of course, because of the linearity of the
Maxwell equations in f,, s=1,...,5, and E, B. For
any fixed value of the Dorland number Do > 1, the range
of scales Z, u where collisions have no direct effect and
where the above “coarse-grained VM equations™ are well
satisfied shall be called the collisionless range of kinetic
turbulence. This concept is completely analogous to the
inertial range of hydrodynamic turbulence, where likewise,
viscosity has no direct effect and “coarse-grained Euler
equations” are valid. This is essentially the same analogy
suggested in Refs. [24,25] but now derived and interpreted
in a precise fashion.

Explicit estimates of the cutoff scales £., u. where
collisions become important can be obtained from our
analysis. Since the derivation involves material in later
sections of the paper and is somewhat out of logical order,
we present the details in Appendix C. Here we just remark
briefly that estimate (4.5) can be improved to

- - - N . Uth,ss’'
C‘\'A\"(Xv v, t) < C”\/l/xs’gsf,u (X’ v, t)fs (X’ v, t) X TH ’

(4.7)

where &, » (X, V. 1) is a coarse-grained collisional entropy-
production rate of particle species s per phase-space
volume, vy, ;v = max{vy, s, vy v}, and vy is the Spitzer-
Harm collision rate (2.35) for particles of species s, s'. By
making the stronger hypothesis (2.38) on nonvanishing
entropy production, one can infer that &, , ,(X, v, #) remains
finite in the limit Do — oo, so that estimate (4.7) also
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implies that collisions can be neglected at fixed £, u in the
limit. Furthermore, from Eq. (4.7) one can infer the
following condition to determine cutoff scales 7., u,.,

eddy |2
(ws.f,u) ~ Uth,ss' 2
diss =Vl ’

a)s,f,u u

(4.8)

where wifj;li(i, Vv,1) is a suitably defined “eddy turnover
rate” and where @% (X,V,17) is a coarse-grained colli-

sional “dissipation rate” at scales Z, u in phase space (see
Appendix C). When o % ~ @ . the condition (4.8)

s,0,u°
essentially coincides with the heuristic criterion proposed
in the gyrokinetic literature [see Ref. [25], Sec. II and
Ref. [24], Eq. (251)] but now derived locally in phase space
and thus consistent with possible intermittency.

Since Eq. (4.8) imposes only a single condition on two
parameters £, u, an additional relation is required to
completely determine 7., u.. In gyrokinetic turbulence
theory, this is taken to be a relation u/vy, , ~ ¢/p, that
connects scaling in position space and velocity space, with
p, the gyroradius for species s (see Eq. (17) in Ref. [25] and
Eq. (252) in Ref. [24]). From the renormalization-group
point of view, however, 7, u are two independent regu-
larization scales determined by completely arbitrary reso-
lutions of observations [14]. One can thus impose any
additional constraint whatsoever, such as

¢~ p(ufvg,)f. >0 (4.9)

so long as 7, u vanish together. The scales fﬁﬁ ), ugﬁ ) where

collisions first become non-negligible in the coarse-grained
VM equations (4.6) will necessarily be f# dependent, but no
objective physical statement can depend upon which value
of fis adopted in Eq. (4.9). On the other hand, there may be
a “natural choice” which makes the description simpler
(just as any curvilinear coordinate system may be adopted
to describe a given physics problem, but some coordinate
choices are far more convenient). In particular, for the case
of kinetic turbulence, there may be a physical relation
between the scales of phase-space “eddies” in position
space £ and velocity space u, which determines a natural
choice of f and which removes this freedom in the
definition of 7, u,.

If suitable (strong) limits of the VML solutions exist
[69], ., E.B — f,,, E,, B, as Do — o0, then the coarse-
grained VM equations (4.6) will hold for those limit fields
with any choice of #, u. This is equivalent to the statement
that the limit fields f,,, E,, B, are weak or distributional
solutions of the Vlasov-Maxwell equations (Propositions 1
and 2 in Ref. [62]). In other words, the limit fields will
satisfy

atf*s + VX : (Vf*s> + Vp : (qs(E*)*f*s) =0,
s=1,....8,

V- E, =41) gn.,.

1 4
Vx XB*__arE* = ﬂjw
C c

1
V,xE, +-9,B,=0, V._-B,=0 (4.10)
C

in the sense of distributions. Here we may note that there is
rigorous mathematical theory on the global existence of
weak solutions of the VM equations, the state of the art of
which is represented essentially by the work of DiPerna and
Lions [71]. Those authors prove that for any initial data f,,
s=1,....8, and Ej, By which satisfy the conditions

/ P / P14 VP fos < o, / P / Pof}, <o,
Sa

s=1,...,

Vx'EOZqu/d%fop V.- By =0,

/d3x[|Eo|2+|Boy2] < . (4.11)

then weak or distributional solutions of the VM equations
with these initial conditions exist globally in time (but may
not be unique). We discuss some properties of these known
weak solutions further below. We note here only that the
weak solutions in the DiPerna-Lions theory [71] are not
obtained as collisionless limits of solutions of the VML
equations or other Boltzmann-type equations and that such
limits have not to date been mathematically proved (or
disproved) to exist [72]. Better mathematical understanding
of the collisionless limit would provide important new
concepts and tools for the theory of kinetic plasma
turbulence. We emphasize, however, that we do not need
to assume in this work that limits f, E, B - f,,, E,, B,
must exist for Do — co. Our principal conclusions are
independent of this hypothesis.

B. Eddy drift and effective fields

Although the coarse-grained VM equations hold to any
desired accuracy for fixed #, u when Do > 1, this does not
mean that the VM equations in the naive sense hold for the
coarse-grained fields f,, s = 1, ..., 5, and E, B. To explain
this point clearly, we write Egs. (4.6) in a form as close as
possible to the ordinary VM equations. This can be done in
a simple way by using the concept of the phase-space Favre
average introduced in Sec. III B to write vf, = ¥,f, and
E.f, = l::*s]_‘s so that the “coarse-grained Vlasov equa-
tion” becomes
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O+ Vs (W) + V- (0. Ef) =0 (4.12)
If the effective fields ¥,, K., introduced in this fashion were
the same as v and E + (V/c) x B, then the coarse-grained
quantities f,, s = 1,..., S, and E, B would satisfy the VM
equations in the conventional sense. In the example of
hydrodynamic turbulence, however, Vv =VV+47 # V¥V,
because of the additional “subscale” or “turbulent” stress
7 that was introduced by integrating out small eddies. In the
same manner, we show now that ¥, ., do not coincide
with v, E + (v/¢) x B but contain additional contributions
because of the elimination of “small eddies” in the
phase space.

We note first directly from the definition of Favre
average that

V, =V + W, (X,7,1) (4.13)
with an eddy-drift velocity given by
. 1 - _
W, == <WfS(X +r,V+w, t)>f.,u
1 = e =
-7 <W5wfs,f(x7 V)>u' (414)

fs

The second expression is obtained by performing first the
(-), average over r and then using the property (w), = 0.
This expression is useful in making estimates of the
magnitude of w,. The physical meaning of this “eddy
drift” is that the local mean velocity of the population of
particles within distances Z, u of the phase point (X, ¥) does
not coincide with v, and Wy is the average drift velocity of
this population relative to v itself.

One can likewise derive for the effective fields in
Eq. (4.12) the expressions

N . 1 N 1
E*S:ES+E‘_’XBS +—(wx B), (4.15)
with
. _ I _
E,(x,v,1) = E(X,1) +J—TT(E7][S)
_ 1 -
= E()_(, t) +7%K(E7fs,u)’ (416)
also
N _ I _
B,(X,V,1) = B(X,1) -l—J—TT(B,fs)
_ 1 -
= B(x, 1) +]—T%K(B’fs,u) (4.17)
and

—_—

(wx B) (%,V,1)

:%(w XBXA4r10)f(X+1r.V+wW,1)),,

N

= % (WX B(X 41, 1)0f (X +1.9)),-

s

(4.18)

These results are again direct consequences of the defi-
nition of Favre coarse graining. The derivation of Eq. (4.18)
is quite similar to that of Eq. (4.14). The first lines in
Egs. (4.16) and (4.17) follow by the general relation (3.15)
between Favre and unweighted coarse graining, and the
second lines in Eqs. (4.16) and (4.17) follow from the v
independence of E, B, which allows the (-), average over
w to be performed first.

Notice that the Favre-averaged fields I:IS, IASS become
velocity dependent due to the terms 7,(E,fy,),
7,(B, f,.), which account for the fine-scale correlations
of particles and fields. This dependence is similar to the
velocity dependence of conditionally averaged fields in
the derivation of the Vlasov-Maxwell system from the
Bogoliubov-Born-Green-Kirkwood-Yvon hierarchy, except
that the latter dependence arises from multiparticle statistical
correlations and disappears when molecular chaos holds (e.g.,
Ref. [40], Sec. III. 1. 1). In the collisionless range of kinetic
turbulence, on the other hand, the correlations arise from
turbulent fluctuations in the phase space, and they do not
vanish under any physically plausible assumptions. As we
see, these correlations are a major contributor to kinetic
turbulent cascades. Similar correlations arise microscopically
at the next order in the expansion in the plasma parameter,
leading to the collision integral expressed in the form
Cs(f) = —4q,V, - (E.6f ), where the average here is over
the statistics of the individual ions [e.g., see Ref. [41],
Eq. (26.13)]. Thus, the contributions in Eq. (4.12), which
arise from the correlation terms 7,(E, f, ), 7,(B, f,,) in

A

E,,, represent “collisions” of turbulent eddies. It is interesting
that in the exact theory presented here at the level of the VML
description, these nonlinear wave-particle interaction terms
can explicitly drive a cascade in velocity space. In the
gyrokinetic approximation, there is no corresponding term
which can create phase-space fine-scale structure by direct
“advection” in velocity space, and the necessary fine structure
for persistent entropy dissipation arises instead from the
velocity dependence of ring averages (Ref. [24], p. 345).
Using the second lines of each of the formulas (4.14) and
(4.16)—(4.18), we can estimate the magnitudes of all of the

contributions to w, and I:Z*S in Egs. (4.13) and (4.15):

W (X, V. 1) = O(ud, f/f5). (4.19)
E(X,9,1) = E(X,1) + O(8,ES.f/f,),  (4.20)
Vx By(R,V.1) =V x B(X,1) + O(88,B8,f,/f,). (4.21)
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—

(wx B)((X,V,1) = O(uBd,f,/f;).  (422)
Here we use the shorthand notations
5ffs = sup ‘5rfs|v éufs = sup |5wfs|’ (423)

[r|<? |w|<u

and likewise for all other quantities. The estimates (4.19)—
(4.22) are all exact upper bounds, but they can also be taken
as order-of-magnitude estimates of the terms (4.14) and
(4.16)—(4.18) if one assumes that there are no significant
cancellations in the local phase-space averages defining
those terms. (As we discuss later, this is probably a dubious
assumption.) We see explicitly from Eqs. (4.19)—(4.22) that
the quantities V,, E*S appearing in the coarse-grained
Vlasov equations are different from v, E + (v/c) x B
and, thus, f,, s =1,....S, and E, B do not satisfy the
VM equations in the conventional sense.

From a conceptual point of view, the quantities ¥,, E,,
are scale-dependent “renormalizations” of the “bare” quan-
tities v, E, that appear in the “fine-grained” VML equa-
tions (2.1)-(2.3). The particle distribution functions
measured in any real experiment will always have some
finite resolutions #, u in position and velocity space and
thus correspond to the coarse-grained distributions
fs(X,v,t) and not to the fine-grained distributions
fs(x,v,1) that exactly satisfy the Vlasov-Landau equa-
tion (2.1). At sufficiently large but finite Do and with fixed
resolutions #, u, these measured distributions £ satisfy to
any desired degree the renormalized equation (4.12), which
is only equivalent to a Vlasov equation in the “coarse-
grained sense” [Eq. (4.6)]. By contrast, any fine-grained
distributions f,(x, v, t) obtained in the strong limit Do —
oo exactly satisfy the collisionless Vlasov equation (4.10)
but only in a distributional sense. The limits f, are singular
Vlasov solutions with nondifferentiable dependence on
position and velocity, which can never be strictly observed
in nature. They are idealized mathematical objects, which
are approached better and better by the smooth VML
solutions as Do increases and as the fine-grained distribu-
tions f, become more and more nearly singular.

V. ENTROPY CASCADE IN PHASE SPACE

The results in the previous section resolve the paradox
that the Vlasov-Maxwell equations are valid at fixed scales
Z, u as I' = 0, in the sense of Eq. (4.6), and yet entropy
Swi(f) increases at those scales even without any direct
contribution from collisions. As we now show, the entropy
production in the coarse-grained description at fixed
resolutions #, u is due to a nonlinear entropy cascade
through phase-space scales, in exact analogy to the kinetic
energy cascade in incompressible fluid turbulence.

A. Coarse-grained entropy balance

The first important observation is that the coarse-grained
Vlasov equation in Egs. (4.6) or (4.12) satisfies no
Liouville theorem so that f, is not conserved along
characteristic curves of ¥, ﬁ‘,s. Instead, direct calculation
yields along characteristics that

at?s + i\’s : Vifs + qu*s ' Vf).?s

= _(Vi Vg + QSV[) : E*s)fs (51)
with generally Vg -V, + ¢,V - E,, # 0. Below, we give
explicit expressions for this phase-space divergence which
show clearly that it need not vanish. As a simple conse-
quence of Eq. (5.1), one obtains the following phase-space
balance equation satisfied by the entropy density of the
coarse-grained distribution for species s:

0[] ] + Vi (Vea[F.]) + V(4B T,])

5.2
Qﬂ:ms(xvt) (5.2)
where
(R, 9,1) = (Vg -9, + ¢,V - BL)F,. (5.3)
flux,s

The quantity ¢,* (X, ¥, t) represents the rate of transfer of
entropy of species s from unresolved scales < 7, u in the
phase space, where it is created by collisions, up to the
resolved scales > ¢, u locally for each phase-space point
(X,¥) [75]. It is exactly analogous to the local energy flux
I,(x,?) for incompressible fluid turbulence [Ref. [16],
Eq. (3.8)], except for a change in sign. Because of the sign

difference, ggulf ** is better regarded as a flux of negentropy,

or negative entropy, to small scales in phase space,
which is there dissipated by collisions. We recall here that
the “generalized energy” in gyrokinetics is the electromag-
netic field energy minus the entropy of particles (see
Refs. [24,25] and the discussion in Sec. VIIA).
Negentropy also plays a central role in the ideal turbulence
theory for compressible fluids [20,21,62].

The sign of gﬂ“x *(X, ¥, t) will vary from point to point in
phase space and also with scales #, u. However, its integral
over velocity and summation over s,

o1 (%, 1) Z / P (%, 9, 1)

must be positive on average. Indeed, velocity integration of
Eq. (5.2) and summation over s yields

(5.4)

atstot(]) + V)_( rSeiﬂu - Gguux (55)

with space density of total resolved entropy
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stor(f) = / &*v 4(f ) (5.6)
and with resolved entropy current density
Shi= Y [ a9

s (5.7)

—-3 [#vvEu?,

Averaging Eq. (2.25) over space, we first choose Do
sufficiently large so that

d

— (St0e(f))

M = (o) = (0.) > 0

(5.8)
with (-) representing the space average. We then sub-

sequently choose 7, u sufficiently small so that the average
of Eq. (5.5) over space gives

- d

(01 = L (5o = L (s(F))-

5.9
dt dt (59)

Comparing the two expressions for (d/dt){s(f)) in
Egs. (5.8) and (5.9), one concludes that for Do > 1 there
is a range of sufficiently small £, u such that

(o) = () > 0. (5.10)
Thus, there is a range of nearly constant negentropy flux
which, furthermore, is positive, corresponding to a forward
cascade of negentropy or an inverse cascade of the standard
entropy [77].

We can derive a more general result if we assume that
(strong) limits exist f; — f,, as Do — oo. In that case, one
has the limiting entropy balance

8l‘stot(fw)"'vx Js. =0, (511)
in the sense of distributions directly from Eq. (2.25).
Furthermore, one has in the limit #, u — 0 that s, (f,) —

Siot(f) in the sense of distributions for the total entropy
defined in Eq. (2.24) and likewise as 7, u — 0,

rSe:,fu = _Z/d?’ﬁvf*s ln.?*s
- —Z/d%vf” Inf,, =Js. (5.12)

in the sense of distributions for the entropy current density
defined in Eq. (2.26). Because Eq. (5.5) follows for f,,
s=1,...,8 as a consequence of Eq. (4.10), one can also
conclude that

Jim o122, = Jim [0,5(7.) + Vs 5]
= Oysio(fs) + V- Jss

o, >0

(5.13)

in the sense of distributions, where Eq. (5.11) is used in the
last step. Equation (5.13) is equivalent to the statement that
for any smooth, compactly supported function on space-
time, ¢(x,7) > 0 with [ d®x [dtp = 1, then, for the local
space-time average defined by ¢,

lim d3x/dt(p(x,t)af“;u(x,t)
¢,u—0 e

_ /d3x/dt¢(x,t)a*(x,t) >0, (5.14)

This equality is obviously a stronger statement than
Eq. (5.10), which requires a global space average. The
result (5.13) or (5.14) is analogous to the local relation (in
the sense of distributions) between kinetic energy flux and
viscous energy dissipation derived for incompressible fluid
turbulence by Duchon and Robert [78].

The balance for total entropy obtained in Eq. (5.11) as
Do — oo with f,,, s =1,...,5 a set of weak or distribu-
tional solutions of the Vlasov-Maxwell equations (4.10) is
an example of what is called an “anomalous balance” in
quantum-field theory and condensed-matter physics
[16,31,32]. A positive source term o, > 0 implies increas-
ing total entropy for the weak solutions, whereas total
entropy is conserved for smooth solutions of the Vlasov-
Maxwell equations. The nonvanishing entropy production
o, > 0 is an example of a dissipative anomaly like that
predicted by Onsager [12,16] for incompressible Euler
solutions describing hydrodynamic turbulence as Re — oo.
As in the fluid case, such anomalies are possible only if the
solutions are sufficiently “singular” or “rough.” We next
derive the analogue of 4/5th laws which express the
entropy flux (5.3) in terms of increments of particle
distributions and fields and which allow us to establish
exact constraints on the degree of singularity or rugosity
required for the turbulent solutions to sustain a nonvanish-
ing negentropy flux to small scales in phase space.

B. 4/5th laws for entropy flux

The formula (5.3) for the entropy flux through scales in
phase space can be further evaluated with the expressions
for ¥, E, given in Egs. (4.13)—(4.18). The net contribution
of v and E + (v/c) x B to the divergence in Eq. (5.3) is
clearly zero, and the nonvanishing contributions arise from
the subscale correlation terms. From Eqgs. (4.14)—(4.18),
these quantities all have the general form A/, where A is
an expression for the subscale correlation. Since
V-(A/f)fs=V-A—A-Vlogf,, the contributions to

flux,s

the entropy flux ¢, = consist generally of a total
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divergence term V- A and a second term proportional to
Vf,. More precisely,

q;(Vp - E)f = -V5 ki + ki - Vylogf,  (5.16)

1 —  _
+;<WXB)sfs .

(5.17)

— 7 ]— = p
qus =g Tf(Evfx.u) +EVX TK(B’fS.M)

We now make an important observation that “flux terms” in
coarse-grained balance equations are generally defined
pointwise in phase space only up to total divergences,
which may be considered as contributions to transport in
phase space rather than as transfer between scales. In this
spirit, the quantity ki* defined in Eq. (5.17) may be taken to
represent a turbulent transport of entropy in momentum
space. Likewise, the quantity

_<Wfs>f,u (518)

j;‘s = _st s =
may be considered to be turbulent transport of entropy in
position space. Using these definitions, we may now
rewrite the coarse-grained entropy balance (5.2) as

a7, ] (‘7_ AT +38) + Vo (asBuss[f] +k5)

(5.19)

where the source term on the right-hand side

«flux,s

Sow (X, ) =58 - Vg log f, + k3 -V log f (5.20)
is another possible representation of entropy flux across
scales Z, u in phase space, alternative to Eq. (5.3) [79].

This expression for entropy flux has an intuitive physical
interpretation when expressed in terms of

l[ s] = 5S[f]/5fs(X,V) = (521)

—(log fs + 1),
the potential “entropical conjugate” to f,. Turbulent
entropy production is obviously positive whenever the
turbulent transport vectors ji', k§* are antialigned with
the corresponding gradients V3A[f,], VsA[f,]. The sign
need not be positive everywhere in phase space of course,
but it may often be negative. However, the considerations in
Sec. VA on the sign of oﬂ“" all carry over to the
corresponding quantity

x.v.0). (522

*ﬂux X t) _Z/d3ﬁg;ﬂuxs
u

This fact is obvious for the space average because the two
quantities differ only by a divergence term and thus
(677%) = (07*). Furthermore, the pointwise distributional
limits of these two quantities must also coincide, taking

first Do — oo and then

lim ajﬂ;’; =0, >0,

2
,u—0 (5 3)

where o, is the same quantity that appears in Eq. (5.13) as

the distributional limit of &% . More generally, the

distributional limits of ¢, “uxs and gﬂ“” must coincide.

This result follows again because of the fact that these
quantities differ only by terms of the form V- A. The
gradient V can always be shifted after smearing in phase
space to the test function ¢(x,p,?) via an integration by
parts, whereas estimates (4.19)—(4.22) of the correlation
terms A show that each of these vanishes as Z, u — 0 under
very mild assumptions, e.g., continuity of the limiting
solutions E,, B,, f,,, s=1,...,5 [81].

The most compelling reason to prefer the modified
*flux,s

quantity ¢, ,
flux” is that the original definition gﬂux * in Eq. (5.3) suffers

large cancellations when integrated over phase space, and
the net contribution to the entropy cascade, in fact, arises

in Eq. (5.20) as a measure of “entropy

from the much smaller quantity g;f];x"‘. Indeed, the con-
tributions to ggf‘;"s from the V- A terms are quadratic in
increments, like typical turbulent transport terms in space,
whereas all of the contributions to g*ﬂ“” are cubic in
increments, like typical turbulent fluxes, and thus generally
smaller in magnitude. Specifically, the entropy flux defined
in Eq. (5.20) consists of four contributions

(qs/ms)%f(E?}s,u) : vas/j‘s
+ (qu/msc)%t«B’]_cs,u) ' ({’ 2 V\_/).]_CS/]_CS
- (qs/msc)(w/X\B)s ' VV.]_CA‘-

These four quantities can all be expressed in terms of
phase-space increments of the VML solutions f,
s=1,....,5, and E, B by means of the general relation
(3.7) for the correlation terms 7,(E, £ ), 7,(B, f,.), the

identities (4.14) and (4.18) for w,, (w x B),, and Egs. (3.8)
and (3.9) for the gradients Vg f,, Vyf,. These expressions
provide exact 4/5th laws for entropy cascade in kinetic
turbulence (see Appendix D for explicit formulas and
further discussion), which have previously been obtained
only in 2D gyrokinetic turbulence [82,83]. Exploiting
them, we can make order-of-magnitude estimates of each
of the four terms contributing to the phase-space entropy
flux in Eq. (5.24):

«flux,s __ ~ 7
gf,u = —W: V)'(fs -

(5.24)
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~ r u(éufs><5ffs)
—W, - Vifs = O<f—ﬂ>’ (5.25)
qs 7 VV_S o QS((SKE) (5ffs)(5ufs)
)T o (MRS ),
(5.26)
qs - y, (VX V\?)]_Cs _ T}q‘v (51,’3) (5ufs)(5ffs>
m—sCTf(B7fs,u)' ‘]—(‘S _0< Cmsufs )7
(5.27)
qs T . QsB(éufs)z

These estimates all hold as exact upper bounds. One
can already see from these estimates the possibility to
have a nonvanishing entropy flux as #, u — 0, because the
diverging factors 1/£, 1/u in Egs. (5.25)—(5.27) that arose
from gradients in space and velocity may compensate for
the vanishing increment factors. Note that there is an exact
cancellation #/u = 1 in the estimate (5.28), which implies
that there can be no such compensation for this particular
term, which vanishes whenever the particle distributions f,
s =1,..., S remain continuous as Do — oo. A persistent
entropy flux in that limit is therefore expected to arise only
from the first three contributions (5.25)—-(5.27) to the
modified entropy flux g}fllfx’s in Eq. (5.20).

Each of the three contributions to entropy flux has a clear
physical significance. The two terms (5.26) and (5.27) are
entropy transfer due to nonlinear wave-particle interactions
arising from turbulent fluctuations of electric and magnetic
fields, respectively. The term (5.25) represents instead
entropy transfer due to phase mixing arising from linear
advection. In the theory of Landau damping [56], linear
phase mixing is well recognized as a mechanism that can
transfer entropy to small scales in velocity space, both in
the physics [22,23,84,85] and mathematics (Ref. [86],
Sec. II. 7) literatures. To be clear, there is no Onsager-
type “entropy dissipation anomaly” in traditional Landau
damping with an initially smooth, decaying perturbation
of a Vlasov-Maxwell equilibrium, which is an entropy-
conserving process. Because the particle distribution
remains smooth (but with linearly growing velocity gra-
dients), the flux of entropy vanishes at sufficiently small
scales in velocity space. In a forced, steady state, on the other
hand, the phase-mixing mechanism can produce an entropy
cascade to arbitrarily small scales [22,23,84,85], but this
requires an extremely singular particle distribution. In fact, if
we impose the gyrokinetic relation £/p; ~ u/vy, 5, we see
from our Eq. (5.25) that the linear-advection contribution to
entropy flux is bounded by (5,f,)*/f, and hence vanishes
as u — 0 whenever the distribution function f; remains
continuous or even square integrable (see Ref. [82]) in the

collisionless limit. This general result agrees with the linear
kinetic model calculation in Ref. [85], Eq. (4.25) showing
that total “free energy” diverges in the limit of vanishing
collisional damping [87]. Our Eq. (5.25) implies that in
nonlinear kinetic turbulence, where particle distributions are
expected to remain even Holder continuous, the linear
advection contribution to entropy flux will generally be
subdominant compared to the wave-particle interaction
contributions (5.26) and (5.27), although this conclusion
obviously can depend upon the arbitrary relation (4.9) which
is adopted between scales Z, u.

As cautioned earlier, the phase-space coarse-graining
averages involved in the definitions of the four terms in
Eq. (5.24) may involve substantial cancellations.
Furthermore, the four individual terms are all quantities
of indefinite sign—although non-negative when summed
together and averaged—so that additional cancellations
will certainly occur in integrating these over phase space.
The bounds (5.25)—(5.28) on the entropy flux contributions
derived above may therefore be considerable overestimates.
As we see in our discussion of the gyrokinetic predictions
in Secs. VII A and VII B, there are reasons to expect that
extensive cancellations will indeed occur, which are missed
by the above rather crude upper bounds. Despite their
giving only upper bounds, the estimates (5.25)—(5.28)
nevertheless suffice to derive nontrivial exact constraints
on scaling properties of turbulent solutions in order to be
consistent with a nonvanishing entropy flux to small scales
in phase space.

C. Scaling exponent constraints

The scaling exponents that we discuss are those which
appear in the structure functions of (absolute) increments of
phase-space variables a(x, v), which are defined similarly
as for the hydrodynamic case [Ref. [16], Eq. (4.5)] by

Sa(r) = (Galr).  Ra(w) = {ldyalr).  (5.29)
Here the notation (-) stands for a local average over some
bounded open region O in phase space, that is,

(a) ::ﬁ//o dxd?va(x,v),

where |O| is the phase volume of the region O. The average
depends, of course, on the particular region which is
selected. This region may be the entire part of phase space
where entropy cascade occurs if that has finite phase
volume [89] or any bounded, open subregion. Our results
give local conditions for entropy cascade to occur within
any such chosen domain of phase space. Note that the
structure functions defined by Eq. (5.29) are directly related
to local L, norms in phase space:

(5.30)

Sp(r) = lIdeallp.  RG(W) = [|owallp (5.31)
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(see, e.g., Ref. [70]). Basic properties of such L, norms are
our main analytical tools, in particular. the well-known
Holder inequality and also the nesting property of the
norms, or ||al|, < [|al[,; for p’ > p. Note that we may
consider the above structure functions as well for variables
b that are functions of x only, or variables ¢ that are
functions of v only. If the region considered has product
form O = O, x O, for bounded open subsets O, and O, of
position space and velocity space, respectively, then the
local phase-space structure functions reduce to the corre-
sponding (local) structure functions in position space or
velocity space.

We seek conditions that must hold in order for there to be
constant entropy flux as in Eq. (5.10), that is, for space
average (o}"*)={(0,) in a range of scales ¢, u, which
extends down to Z, u = 0 for Do — 0. In light of Eq. (5.4),
this situation can occur only if for some region O and some s,

lim (c;™*) # 0. (5.32)

£.u—0

As we show now, this condition imposes constraints on the
structure-function scaling exponents {5, (5, Lo e s =
1,..., S of the solution variablesa = E, B, f,,s =1, ..., S.
For any such variable a, we can define the exponents by

assuming that scaling laws hold of the form

I &5
§4(r) ~ Cpats (Lﬂ) " R4(W) ~ D ,abns (|V1|> !

a a

(5.33)

for |r| ~ £, |W| ~ u in the range of £, u where nonvanishing
flux condition (5.32) holds. Equivalently, and somewhat

more conveniently, we may discuss exponents af s ag, o{,“,

p{,", s =1,..., S defined by the scaling laws

1 r|\ | [w|\ 7
HéraHpNCP/parms <%>7 H‘SwaHpNDP/parms (V_
a a

(5.34)

with o = {4 /p and pj, = &5/ p. Although it is natural to

assume that scaling laws such as Eqgs. (5.33) or (5.34) will

hold, this assumption is not necessary. If the infinite-Do

limit, variable a, exists and its pth-order moments (|a, ")

are finite, then we can instead take

log [|6;a.|l, log [|6wa. |,
log |w|

(5.35)

6 = lim inf

¢ =lim inf
b -0 log|r| P

P [w]—0

where the limit infimum is guaranteed to exist. The
exponents defined by Eq. (5.35) coincide with those given
by the scaling laws (5.33) or (5.34), whenever the latter laws

hold. Otherwise, 6%, and p{, give the (fractional) smoothness
in position and velocity, respectively, of the phase-space
variable a in L,-mean sense, or the maximal “Besov
exponents” (see Refs. [90-92]).

We now show that nonsmoothness or “roughness” of the
solutions E, B, f,, s=1,...,S is required in order to
permit a nonvanishing flux as in Eq. (5.32). For this, it is
enough to obtain bounds on the norms

*flux,s Hl < Hg*ﬂux,s

(9% v p3s p=3

(5.36)

that vanish if the solutions are too smooth. By the triangle
inequality, we need bounds on the L, ;3 norms of the three
contributions to entropy flux in Egs. (5.16)—(5.19) [noting
that the fourth contribution (5.20) to flux will always vanish
as 7, u - 0 when pth moments of B and f, are finite].
Simple applications of the nesting property and the Holder
inequality give

I ul|8.f sl 182
||Ws : V)‘(fs”p/3 = 0( fl’nlI[;{f } 2. (537)
o 7y Vel
“q;rf(E’fs,u) ’ —f
e Is lpss

sIOCEN102f 51l p10uf s
B CELL L7 LA R

qs - 7 (‘_7 X VV)]_[S
S B, o) ———
H mscff( f ) fs p/3

_ 0<maX{D}QS|5fB|p|5ffs||p||5ufs|p

cmgumin{f}

). (5.39)
Here we define

16efsllp = supllefsll, N6ufsll, = sup [|5wfll,-

r|<Z |w|<u

(5.40)

We also assume strict positivity of the distribution, or
min{f,} = miny y)eofs(X,V,?) > 0, which means that
there are no “perfect holes” in the distribution function
of species s where f; = 0. This assumption does not, of
course, rule out conventional phase-space holes where the
density f; becomes much smaller than the density in
surrounding regions but remains nonzero [94].

We now try to get the tightest bound on the entropy flux
by minimizing the sum of the bound (5.37) on the advective
phase-mixing contribution and the bound on the total field-
particle-interaction contribution
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- 1 -
H:’]TSS [%K(Evfs,u)+Zinf(vis,u):| }{Y

0 qsmaX{HfoEIIp,5fB||p}||5ufs||p||5ffs\|p
mgumin{f}

(5.41)

obtained by combining estimates (5.38) and (5.39) and by
noting that max{?} < c¢. As we emphasize throughout this
work, there is complete freedom in choosing the two scales
Z, u, as long as they are sufficiently small. They represent
an arbitrary choice of resolution of the turbulent cascade
process. Hence, we can exploit this arbitrariness and choose
u to be the value which minimizes the sum of the bounds
(5.37) and (5.41) with 7 fixed. Elementary calculus gives

]1/2 O(I/ﬂ zrp-'rl /2)

u=| (5.42)
which also coincides with the choice of u for which the two
bounds (5.37) and (5.41) are “balanced” or have compa-
rable magnitudes. In Eq. (5.42), we introduce the exponent
oh = min{o}, 65} which gives the minimal pth-order
smoothness of the electromagnetic field. Putting together
all of the previous estimates, then for the choice of u
determined by Eq. (5.42), we have

ux.s u
ggu ||p/3 = 0<_||5ffs||p||5ufs||p)

:O(L”("P 1)/2 . poly . po) (oh+1) /2)

(5.43)

Clearly, the upper bound (5.43) for p > 3 will vanish as 7,
u—0if

1 1
S(oh—1)+ o) +5op(oh +1)> 0. (544)
We thus arrive at the exponent inequality
of +20) +pp(ah+1) <1, p=3 (545

as a necessary condition for nonvanishing entropy cascade
to small scales in phase space.

If we assume for simplicity that 65, = of; = p{,“ = o), for
all fields, with some single ¢, (“uniscaling”), then the
above inequality (5.45) requires that 45, + af, <loro, <
6., =5 —2=0.2361 as the condition for nonvanishing
entropy cascade. This result must not be interpreted as a
prediction that the “mean field value” o, = 0.2361 will be
the scaling that physically occurs. Our result (5.45) should
be compared with the inequality for velocity scaling
exponents {j, < p/3 or o, <1/3 when p >3, which
was first derived by Constantin et al. [95] (see also
Refs. [16,96]) as a necessary condition for kinetic energy
cascade in incompressible fluid turbulence. Empirical

results from experiments and simulations in that case
indicate that o5 = 1/3 (just slightly smaller) but that o,
for p > 3 is considerably smaller than the Kolmogorov
value 1/3. This is due to the effect of “intermittency” in
which the energy-cascade rate becomes strongly fluctuat-
ing in space and time [16,27]. For very large p values, the
scaling of velocity structure functions is determined by
more singular structures with ¢}, much less than 1/3.
However, these singular structures are also more sporadic
and thus contribute relatively little to energy cascade. There
are presumably similar phase-space intermittency effects in
the entropy cascade of kinetic plasma turbulence, e.g.,
associated to sheets of strong electric current density [97].
Thus, our exponent inequality (5.45) is probably far from
equality for p > 3.

In gyrokinetic turbulence, we expect that even for p near

3 the physically observed exponents 65, o5, ohLpl s =

., S will satisfy the bound (5.45) as an inequality, with a
sizable gap, rather than as an equality. As we see in
Sec. VII' A, the gyrokinetic predictions for scaling expo-
nents in various entropy cascade ranges satisfy our bound
(5.45) easily with a considerable gap. This should be
expected because our estimates take into account no
physical effects of plasma wave oscillations or fast particle
gyrations which can lead to strong depletion of non-
linearity. For example, in weak wave turbulence, rapid
wave oscillations are known to cancel completely all
nonlinear wave interactions except those with resonant
wave frequencies [98,99]. In general, the effects of wave
oscillations or particle gyrations will lead to large cancel-
lations in the exact expression (5.24) for entropy flux so
that the upper bounds (5.25)—(5.28) will be large over-
estimates. Because of the depletion of nonlinearity, more
singular structures must develop to support the entropy
cascade, and the physically occurring exponents will not
yield an equality in our condition (5.45). For the same
reason, Eq. (5.42) cannot be regarded as a physical relation
between position and velocity scales £, u in a gyrokinetic
entropy cascade range [100]. As we discuss in Sec. VII A,
further analytical progress on gyrokinetic turbulence will
require the control of delicate cancellations in Eq. (5.24),
our exact 4/5th-law expressions for entropy flux.

In summary, our analysis shows that the solutions E, B,
fs» s=1,...,S of the VML equations cannot remain
smooth if there is persistent entropy production in the
limit Do — oo. In fact, the solutions cannot have even a
fractional smoothness which remains too high or else
entropy cascade is not possible. It is important to emphasize
that the singularities that are required by our analysis need
not develop in finite time from smooth Vlasov-Maxwell
solutions with regular initial data. This is obvious for the
collisionless limit of long-time steady states as first
considered by Krommes and Hu [22,23], which corre-
sponds to the limit first # — oo and then Do — 0. In this
limit, phase-space mixing by ballistic streaming or other
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mechanisms has an infinite time to create fine structure
down to collisional scales, and only subsequently are the
collisional scales taken to zero. In freely decaying turbu-
lence without external forcing, singularities may be input as
initial data, e.g., the solar wind originating in the super-
heated corona might have preexisting turbulent fluctuations
at all scales down to the Debye length. If smooth solutions
of the collisionless Vlasov-Maxwell equations can indeed
blow up in finite time, then this would provide an additional
source of singularities. It is still unknown whether initially
smooth solutions of the (semirelativistic) system (2.1)—
(2.3) at vanishing collisionality will remain smooth,
although it is known that any singularity formation requires
particles moving with velocities near light speed (see
Ref. [101], Proposition 9).

More directly relevant for kinetic turbulence are theo-
rems on the regularity of weak solutions of the Vlasov-
Maxwell equations. The current best results seem to be
those of Ref. [102] for the DiPerna-Lions weak solutions of
the (relativistic) Vlasov-Maxwell system, under an
assumption that the particle energy densities E(X, ) are
square-integrable functions. By an application of averaging
lemmas [71] and “nonresonant smoothing” for particles
with velocities bounded away from light speed [103], the
latter paper proves that electromagnetic fields have regu-
larity exponent 64 > 6/(14 4 1/142) = 0.2315. This value
is remarkably close numerically to the critical value o, =
V/5 -2 =0.2361 for the nonvanishing entropy cascade,
which we show to require 6, < 6., for p > 3, under the
additional assumption that all solution fields scale with the
same exponent. Of course, there is no reason that such a
uniscaling must hold, and even if it does, intermittency of
the cascade can allow ¢} > 6. However, the above
numerical coincidence does show that monofractal (non-
intermittent) uniscaling solutions of the Vlasov-Maxwell
equations with nonvanishing entropy production can exist
in a narrow range only (if at all). Further conditional
regularity results along the lines of Refs. [102,103] would
be very valuable, e.g., assuming some regularity exponents
0’;, p{f of particle distributions and deriving corresponding
minimal regularity exponents 05 of the electromagnetic
fields. Such results would cast considerable light on the
range of scaling exponents allowed for the dissipative weak
solutions of Vlasov-Maxwell equations hypothesized in
this work.

VI. BALANCES OF CONSERVED QUANTITIES
IN THE COLLISIONLESS LIMIT

In this section, we discuss the collisionless limit dynam-
ics of quantities conserved for the total system
(particles + fields) governed by the VML equations (2.1)-
(2.3), namely, the mass of each particle species, the total
momentum, and the total energy. Since these quantities are
absolutely conserved for any degree of collisionality, the

weak solutions of the VM equations (4.10) obtained in
the limit Do — oo cannot develop any anomalies in the
balances of these quantities of the same sort as the entropy-
production anomaly (5.13). On the other hand, there are
collisional conversions of one form of these conserved
quantities into other forms, and these conversion terms
may, in principle, remain nonzero and “anomalous” as
Do — 0. Such a situation occurs in the infinite Reynolds-
number limit of compressible fluids, e.g., where total
energy (kinetic + internal) is conserved but energy cascade
leads to anomalous conversion of kinetic energy into
internal energy [19,20]. We show here that such an
anomalous conversion does not occur in kinetic turbulence
of nearly collisionless plasmas and that all collisional
conversion terms vanish in the limit Do — oo under
reasonable assumptions. We establish this both from the
fine-grained point of view and in the coarse-grained
description with finite resolutions £, u in position and
velocity space.

The results of the present section confirm naive expect-
ations on the collisionless limit, while taking into account
nondifferentiability of limiting solutions. Results that are
less expected can emerge, however, when one considers
subsequent limits such as p;/L; < 1 (well satisfied in the
solar wind) and p,/p; < 1 (marginally satisfied in the solar
wind), where p; and p, are ion and electron gyroradii,
respectively. In these secondary limits, anomalies by
energy cascade through scales or anomalous conversion
between different forms of energy may appear which are
described by the scale-resolved energy balance in phase
space that we derive below. Likewise, the coarse-grained
balance of electron momentum that we derive is the
generalized Ohm’s law valid in a turbulent plasma at a
given length scale, which can lead to anomalous break-
down of magnetic flux conservation and of the “frozen-in”
property of field lines [15,104].

The limits p;/L; < 1 and p,/p; < 1 that we mention
above have been discussed for a turbulent plasma generally
within a gyrokinetic description, which becomes valid for
gyrofrequencies much larger than rates of change of
resolved scales [24,25]. In these gyrokinetic analyses,
energy and entropy balances are intertwined, whereas in
the full kinetic description by VML equations, their balance
equations are completely separate in general. Nevertheless,
our coarse graining in phase space provides a regularization
of short-distance divergences that can appear in these
subsidiary limits, and it thus provides a suitable non-
perturbative tool for analysis of gyrokinetic turbulence.
We discuss gyrokinetics briefly in the following section
after we derive the collisionless limit of the basic con-
servation laws here.

A. Mass balances

Since we assume that collisions do not transform one
particle species into another, there is no contribution from
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the collision integral to fine-grained mass balances (2.10).
Assuming that strong limits of VML solutions exist as
Do — oo, the distributional mass balance equations
Opes + V- (posu,s) =0 hold as a direct limit of
Eq. (2.10). This same result may be obtained by integrating
over v the weak Vlasov equation (4.10) for the limiting
particle distribution f,,.

The coarse-grained mass balance at length scale £ for
each particle species s,

atpx +V. (psus) =0 (61)

can be easily derived either by coarse graining the fine-
grained balance (2.10) or by integrating the coarse-grained
Vlasov equation (4.12) over v and using f $vf, =
[ dvvf, =pu,. In terms of spatial Favre averages,
Eq. (6.1) can be written as
This is the same equation which holds for coarse-grained
mass densities in compressible fluid theories [19,20].

B. Momentum balances

We now derive the momentum balances that hold in the
collisionless limit Do — oo. The total momentum density
> s + (1/4z¢)E x B of particles and fields satisfies a
local conservation law for any degree of collisionality so
that it is not possible to have a dissipative anomaly of total
momentum. However, it is possible, in principle, that
collisional momentum transfers between different particle
species might remain nonvanishing due to the divergence of
velocity gradients in the limit. We show that this does not
happen under mild conditions.

1. Fine-grained momentum balances

The drag force on species s from collisions with species
s’ can be estimated for the Landau collision integral (2.9)
by using integration by parts and the Cauchy-Schwarz
inequality in a similar fashion as for the estimation of Cjy
in Egs. (4.2)—(4.5):

Rssr 2:/d3UmSVCSS/

:_rss’/dBU/d3vl Hi_V,/ _Vp’>(fsfs’)
_ o fsfs \V?
—r”/d3 /d3 <|V V)
(Vp = Vo) (/fsf¥) (6.3)

“ Uit |V V2

so that

Ry (x,1)]

o T /dwfsfs
o o

< C\/Tyo(x.1). (6.4)

As shown in Appendix B2, the integral under the first
square-root factor remains finite as Do — co under very
mild assumptions on the particle distribution functions. The
integral under the second square root is ¢(Xx, ) as defined in
Eq. (2.27) and, invoking the hypothesis (2.38) on the
entropy production in two-particle phase space, this quan-
tity remains finite pointwise in (X, f) as Do — oo. Thus, the
collisional drag force Ry vanishes « /Ty for all s, s" in
the collisionless limit. Assuming that a suitable strong limit
exists f,, E, B> f,,, E,, B, as Do — oo, which thus
satisfies the Vlasov-Maxwell equations (4.10), then the
fine-grained momentum balance for species s in that limit
solution becomes

0y(pasties) + Vy (6.5)

: (/)*su*su*s +P*s) =Ny (E*>*s

This is just the result that would be naively expected in the
collisionless limit with all interspecies momentum transfer
due to collisionless wave-particle interactions.

2. Coarse-grained momentum balances

A phase-space momentum balance at fixed resolutions 7,
u can be obtained by multiplying the coarse-grained kinetic
equation (4.1) with Vv to obtain

8t<ms‘_’.]_cs) + Vi : (msesv.]_cs) + Vf) ’ (msqsl}::*svfs)
= QSE*S}‘S + mYVCs(f>

In the limit as Do — oo recall from Eq. (4.5) that C(f) —
0 pointwise in phase space so that one may neglect the final
term in the nearly collisionless limit for fixed Z, u. By
integrating Eq. (6.6) over velocities, it follows that

(6.6)

al(psus) +V- (pusus + Pv) = CIS(nsE*S) (67)

for any fixed #, u and sufficiently large Do. Here we
use the fact that the coarse-grained drag force R, =
[ d*3 ¥ Cy(f) — 0in the limit as Do — oo, assuming some
uniform integrability in velocity of VC,(f). In the idealized
limit Do — oo at fixed #, one therefore obtains

:qun*x(E*)*s’ (6'8)

01(pastisg) + Vi (pusti s +Pyy)
a result consistent with Eq. (6.5) and which can also be

obtained by coarse graining that equation after first taking
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the collisionless limit. The previous two equations can both
be rewritten in terms of spatial Favre averages, with
Eq. (6.7), e.g., expressed equivalently as
af(ﬁsﬁs) +V. (ﬁsﬁsﬁs + P;) = CIsﬁsE*s (69)
using the definitions (3.11) and (3.23). These equations for
s=1,...,8 fully specify the coarse-grained momentum
balances of the particles in the collisionless limit.
On the other hand, the momentum balance for the
electromagnetic fields resolved to a spatial scale £ follows
from the coarse-grained Maxwell equations (4.6):

Voo 1 V(e 1o
+V [E<BB 5 /Bl I>+E<EE 5|E| 1)}
(6.10)

where the Lorentz reaction force on the right-hand side acts
as a source or sink of electromagnetic field momentum. It
contains the coarse-grained charge and electric current
densities, which are obtained from

0= ZQsﬁs’ J= quﬁsﬁs'
s

s

(6.11)

An opposing Lorentz force is obtained by summing the
right-hand sides of Eq. (6.9) over s = 1, ..., S, so that the
coarse-grained balance of total momentum from Egs. (6.9)
and (6.10) becomes

where we use the rather obvious notation for the
cross-product vector with kth component [7(jx B)], :=
€uam?(js» Byy) and ey, the 3D completely antisymmetric
Levi-Civita tensor. Note, however, that the Lorentz force
and its reaction force calculated from the coarse-grained
Vlasov-Maxwell system (4.6) do not exactly cancel, and
the total momentum at scales greater than £ is not exactly
conserved. The right-hand side of Eq. (6.12) represents a
flux of momentum from unresolved scales < # to resolved
scales > 7. Since total momentum is exactly conserved for
the Vlasov-Maxwell-Landau system (2.1)—(2.3) at any
degree of collisionality, this “momentum cascade” must
vanish as £ — 0 for a physical solution obtained in the

limit Do — oo. The estimates 7,(¢, E)~ (6,0)(6/E),
7,(jxB) ~ (64j)(6,B) following from Eq. (3.7) show
that this flux of momentum will vanish as Z — 0
whenever limits ¢,, j,, E,, B, remain spatially con-
tinuous or even when the limits satisfy weaker conditions
that imply vanishing of the increments in a spatial-mean
sense [105].

C. Energy balances

We finally derive the energy balances that hold in the
collisionless limit Do — oo. Since total energy density
S Eg+ [1/(87)](|E|> + |B|?) of particles and fields is
locally conserved by solutions of the VML system (2.1)—
(2.3) for any degree of collisionality, there can be no
anomaly in the conservation of total energy as Do — oo.
Just as for momentum conservation, however, there are
collisional conversions of energy from one type to
another which might remain nonzero in the collisionless
limit. We show here that such an anomalous energy
conversion does not occur in the limit Do — oo, even if
large velocity gradients develop in the particle distribu-
tion functions. We show this both in the fine-grained
description and for the coarse-grained equations at fixed
position and velocity resolutions ¢, u in the collisionless
limit. Our energy balance equations describe the trans-
fers of energy simultaneously in phase space and across
scales 7, u in phase space. We thus recover and
generalize previous work of Howes [7] and Klein et al.
[106] on fine-grained kinetic energy balance in phase
space and of Yang et al. [51,107] on coarse-grained
kinetic energy balance of bulk plasma flows in physical
space and in length scale 7.

1. Fine-grained energy balances

A phase-space density of kinetic energy for particle
species s was defined in Refs. [7,106] as wg(x,v,7) =
(1/2)mg|v|fs(x,v,1). The evolution of this density is
easily obtained from the Vlasov-Landau kinetic equa-
tion (2.1) to be

atws + Vx : (VWS) =+ Vp : (qu*Ws)
=45V Efs + (I/Z)mS|V|2CS(f)

The second term on the right arising from collision integral
C, = > 4 C,y can be rewritten using the identity

(6.13)

1
EmS|V|2Cm/
—V.. lr /|V|2/d3U/HV—V/.(V -V /)(ff/)
v ) 5§ |V—V/| P P sJ s
+ Ry (X, v, 1) (6.14)

with the divergence term representing a flux of kinetic
energy in velocity space produced by collisions and with

041020-21



GREGORY L. EYINK

PHYS. REV. X 8, 041020 (2018)

the second term representing the (signed) conversion of
kinetic energy of species s by collisions at phase point
(x,v) into kinetic energy of species s’ given by

3 v-II,_y
Ffs’/d U/ﬁ’ (Vp _Vp')(fsfs’)

Q\/(ﬁy/ <V + V,) 'Hv—v’
2 [v— V|

: <Vp - Vp’)(fsfs’)'

The expression in the second line is obtained by writing

=1(v+V)+1(v-v)andusing w-II, = 0. A simple
estlmate of thls conversion term may be obtained by
grouping the integrand into factors as

1 Fofe \1/2
s =——T.. 3,/ / sJ s
Ry 3 Ss/dv(v+v><|v—v’|>

G |H = (%o = o)

and applying the Cauchy-Schwarz inequality to obtain

/d3v|R”/(x,v, )|

1 v+ v/
SFSS’\/Z/dBU/dSD/ V—V/ fsfs’

Vo) (fsf )P

II
d3 /d’%/| v—v
\// st|v V|

< Cy/Tyo(x,1),

Ry (x,v,1) = —

(6.15)

(6.16)

(6.17)

where the integral under the first square root is shown
in Appendix B3 to be finite under mild assumptions.
It follows that R,y — O in the sense of distributions as
Do — . Note that the divergence term in Eq. (6.14) can
also be shown to vanish in the sense of distributions by
using an argument very similar to that for the term C,y in
Eq. (4.2). We therefore conclude that in the limit Do — oo,
the phase-space energy density satisfies

8tW*s + Vx

: (VW*S) + Vp ’ [qS(E*)*W*S] =q,V-E, [,

(6.18)

This is formally identical with the equation for w,, argued
to hold in the collisionless limit by Ref. [7] Eq. (2) or
Ref. [106] Eq. (2.6) but rewritten in a form that is
meaningful and valid (in the distributional sense) even
when, as expected, the particle distribution f,; becomes
nondifferentiable in position and velocity.

Since the physical-space energy density of particle
species s is given by E, = [d’vw, we obtain from
Eq. (6.18) by integrating over velocities and by using
definitions (2.12) and (2.17) that

OE,;+Vy-(E,u, +P,u, +4q,)=j.,-E,. (6.19)
This same equation can be obtained from the Do — oo limit

of Eq. (2.15) for E,, noting that its collisional contribution
3,1 2
st' + Rsx’ Uy = d Uims|v| Css’ (620)

vanishes as Do — oo by an estimate identical to Eq. (6.17).
Similarly, since R; - u; — 0 as Do — o0, one obtains from
Eq. (2.20) the limiting equation for the bulk kinetic energy:

1 1
9, (ap*sm”f) Ve (ywlwu*s TP ““)

=P.,:Vou, +j.,-E,. (6.21)

From the vanishing of Eq. (6.20), we infer also that O, — 0
as Do — 0 and thus obtain from Eq. (2.21) the limiting
balance equation for the internal or fluctuational energy:

al‘€*S + Vx ' (etsu*s + q*s) = _P*A':qu*s‘ (622)
The results (6.19), (6.21), and (6.22) coincide formally with
the results naively expected in the collisionless regime but
are derived without assuming space differentiability of
solutions.

Notice that the pressure-strain term on the right-hand
sides of Egs. (6.21) and (6.22) must be carefully defined as
a distributional limit P, :V u,, = D-limp,_P,:V,u,.
For the similar situation with compressible fluid turbulence,
see Ref. [20]. If the limiting fields P, and V,u, exist as
ordinary functions, then this distributional product will
coincide with the ordinary pointwise product of functions.
If u,, is not classically differentiable, however, then this
notion of product differs from the naive one. The degree of
smoothness of u,, is a priori not entirely obvious. The
inequality (5.45) on scaling exponents of E,, B,, f,,
shows that these fields cannot be space differentiable if
there is a nonvanishing entropy-production anomaly for
species s. The velocity field u,, on the other hand, is
obtained from zeroth and first velocity moments of f,, by
the Egs. (2.5) and (2.6), and such moments are generally
smoother than the particle distribution function appearing
in the integrand (e.g., see Sec. 3 of Ref. [71]). It is thus
possible that V, f, . exists only as a distribution or gener-
alized function, while V u, exists as an ordinary function
[108]. Further detailed investigation, both analytical and
empirical, is required to settle this issue.

2. Coarse-grained energy balances

We now consider the energy balances for solutions of the
coarse-grained VM equations (4.6) that are obtained in the
nearly collisionless limit.

Total energy.—We may define a coarse-grained version
of the phase-space kinetic energy density of particle species
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s as Wy(X, V,1) = (1/2)m,|v]>f,(X, ¥, t). It follows directly
from the coarse-grained Vlasov-Landau equation (4.1) that
this energy density satisfies

8t"_Vs =+ Vi ' (Q’SWS) + Vf) ’ (q‘vﬁ*sws)

= q,¥- B f, + (1/2)m 7P C,(f).  (6.23)
The “renormalized” quantities V,, l:l*s are those given in
Egs. (4.13)—(4.15). Because of the vanishing of the coarse-
grained collision integral from estimate (4.5), we see that
for fixed ¢, u and for sufficiently large (but finite) Do, the
collisionless equation

at"_Vs + Vs (Q’SWS) +V}') : (‘IsE*s"_Vs) =q,V: E*s]?s (624)

is satisfied to any specified accuracy. In the idealized limit
Do — o0, Eq. (6.4) becomes

1 - 1 S
at <2ms|v|2f*s> +Vi . <2ms|v|zvf*s>

1
+Vfb' <§ms|‘_’|ZQS(E*>*f*s> :v'qv(E*)*f*S’ (625)

which further reduces to Eq. (6.18) proposed in
Refs. [7,106] in the limit as Z, u — 0. It must be stressed,
however, that in dealing with real experimental data at fixed
resolutions 7, u, it is Eq. (6.24) which will be satisfied by
the measured energy density w, and not Eq. (6.18) sug-
gested in Refs. [7,106]. The unresolved plasma turbulence
at scales below 7, u may lead to significant renormalization
effects in the quantities V,, E*S appearing in Eq. (6.24).

The spatial energy distribution of solutions to the coarse-
grained Vlasov-Maxwell system (4.6) is governed for
kinetic energy of particles by the equation that comes
from integrating Eq. (6.24) over v and using definitions
(2.12) and (2.17):

8tEs + Vi ’ (Esus + Ps S+ qi‘) = js -E. (626)
The same result is also obtained by coarse graining
Eq. (2.15) and using R -u; + O, = [ 03 |v*C,(f) -
0 as Do — o0. On the other hand, the evolution of the
energy density of the resolved electromagnetic field is
obtained from the coarse-grained Maxwell equations by the
Poynting theorem:

T2 RI2 E x B
9, (M) v, (CE x B) —j-E. (627)

8 A

Summing Eq. (6.26) over s and adding Eq. (6.27) gives the
balance equation for total energy density of coarse-grained
solutions as

., [EP+|BP
a, <ZE; +T

cExB
+ Vi ' (Z ESuS + Ps s U + qs +

ir ) =7,(J;E).

(6.28)

Just as for the coarse-grained momentum balance
(6.12), there is a source term on the right-hand side of
Eq. (6.28) which represents a flux of energy from unre-
solved scales < ¢ to resolved scales > £. Since total energy
(particles + fields) is conserved for the VML system (2.1)-
(2.3), this flux of energy must vanish for any collisi-
onless limit of such solutions. Because of the estimate
7,(j,E) ~ (6,j)(6,E) from Eq. (3.7), the energy flux
indeed vanishes as £ — 0 whenever limits ¢,, j,, E,,
B, are spatially continuous or satisfy even weaker regu-
larity conditions [109].

As an aside, we note that current mathematical theory for
global solutions of the Vlasov-Maxwell system does not
provide weak solutions that conserve energy but instead
guarantees only that total energy for solutions is non-
increasing in time (cf. Ref. [71], p. 740, remark 4). The
arguments for energy conservation which we make above
may not apply because the DiPerna-Lions theory guaran-
tees only that f, E, and B are square integrable and that
second moments of f; with respect to v exist. Such
regularity properties are not enough to allow Eq. (6.28)
to be even written down because they do not guarantee that
heat fluxes q, (third moments) are finite. Even if energy
density integrated over all space is considered, which
eliminates the undefined q, term, the DiPerna-Lions
solutions are not guaranteed to satisfy the weak regularity
conditions of the type discussed in Ref. [106] that imply
that 7,(j; E) — 0 as £ — 0. While solutions with decreas-
ing total energy are physically unrealistic as collisionless
limits of VML solutions, one cannot rule out that weak
Vlasov-Maxwell solutions with decreasing total energy
might occur in other physical contexts (e.g., see discussion
in Sec. VIII).

Kinetic energy of bulk velocities.—The balance equa-
tion (6.26) describes the dynamics of the total kinetic
energy of species s calculated from the particle distribution
resolved to scales #, u. However, one may furthermore
divide the energy density E; into separate contributions
from the resolved bulk velocity 1 as defined in Eq. (3.20)
and from the (intrinsic) resolved internal energy €, defined
in Eq. (3.24). In particular, the contributions from the bulk
velocity i, and from the coarse-grained fields E, B are
often considered to be the only turbulent energy contribu-
tions at length scale £ because these low-frequency fields
are described by “fluidlike” equations and experience a
continual, reversible energy exchange due to Alfvénic wave
oscillations [e.g., Ref. [110], Sec. 2(c)]. In this view, &
represents a quasithermal energy or energy of Kkinetic
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fluctuations not directly participating in the “turbulence” at
scale Z. We do not subscribe to this view, but it is
nevertheless interesting to consider separately the kinetic
energy dynamics of bulk flow and of the fluctuations.
The balance equation for the bulk kinetic energy
(1/2)p,|0,|* in the nearly collisionless limit is easily
obtained from coarse-grained mass conservation (6.2)
and coarse-grained momentum conservation (6.9) yielding

1 1 _

=PV, +¢g,i,E, - ;. (6.29)
This same equation has been derived earlier in Ref. [107]
for kinetic plasma turbulence, and it is very similar to the
analogous equations for resolved kinetic energy in com-
pressible fluid turbulence [19,20]. Obviously, the term
g, E, - i, represents resolved wave-particle interactions.
Based on the fluid turbulence analogy, the term
—p,7(u,, uy): Vg, may be taken to represent energy flux
arising from turbulent cascade, while —P, : Vi, represents
resolved pressure work. It should be remembered, however,
that only the intrinsic resolved pressure tensor P* is
calculable from the distribution function f, resolved to
scales 7, u, and it is impossible from such coarse mea-
surements of the particle distributions to compute the
separate contributions of p,#(u, u,) and P;.

The limit in Eq. (6.29) with first Do — oo and then
£ — 0 must recover Eq. (6.21) for (1/2)p,,|u,,|? if the
strong limits E - E,, B - B,, f, - f,, existas Do — 0.
Indeed, since all of the other terms in Eq. (6.29) then
converge distributionally to the corresponding terms in
Eq. (6.21), one must have

D-limP},:V,d,, = P,,:V,u,,. (6.30)

where the product on the right-hand side is the same
quantity that appears in Eq. (6.21). The result (6.30), if
correct, means that there is no “pressure-work defect” of
the type that appears in compressible fluid shocks [20].
This result would be expected, in particular, if the gradient
V,u,, exists as an ordinary function. In that case,

D-1imp, 7 (U, u,) : Vsl = 0 (6.31)

as well. This last relation can be interpreted as the statement
that there is a vanishing energy flux in the order of limits,
first Do — oo and then # — 0. This is a quite reasonable
conclusion, since the collisional transfer of energy from
species s to other species, R - u,, vanishes as Do — o

according to Eq. (6.4). Thus, there is physically no “sink”
for an energy cascade to small scales.

This tentative conclusion that there is “no energy cascade
to small scales in a collisionless plasma” must be carefully
interpreted. The solar wind is a nearly collisionless plasma
with Kolmogorov-type spectra observed at scales above the
(thermal) ion gyroradius p; that are generally interpreted as
an energy-cascade inertial range of primarily incompress-
ible shear Alfvén waves. In fact, there is direct evidence of
nonzero energy flux in this range from empirical studies of
third-order structure functions (e.g., Refs. [39,111]). This
cascade is described by the balance equation of the resolved
mechanical energy in the bulk velocities of the particles
(mostly from protons or H' ions) and electromagnetic
fields obtained by combining the Egs. (6.27) and (6.29),

Zl- _ [E|> + B[
8t< Eps|us|2+ 87
1_ - I ¢cExB
+V)'(' |:§ <§ps|us| us+Ps'us>+ Ax :|

s

=) (Py:Vgii, +J; - &)
N

(6.32)

with & an “electromotive force” generated by unresolved
turbulent fluctuations of bulk velocity and density for
particles of species s,

1 1
&:=—7(u;xB)+—|7(n,,E)+—u,x7(n,,B) (6.33)
' c

1

c g
so that Q, p :=>_ J, - & represents a flux of electromag-
netic energy to the unresolved scales. Thus, for length
scales 7 in the range L;> ¢ > p;, one would expect
nonvanishing values of the ion kinetic energy flux Q,; :=
—p;7(u;,u;): Vg, and of Q. This does not contradict
the conclusion (6.31), which involves the limit # — 0 with
p; fixed or, equivalently, length scales £ < p;. In order to
develop an Onsager-type theoretical description of the
energy-cascade inertial range of the solar wind at scales
¢ > p;, one would need to consider after the limit Do — oo
a subsequent limit p;/L; — 0 corresponding to a long
energy inertial range of scales. It is quite plausible that
limits exist E, - E., B, - B., f,., = f., s=1, e as
pi/L; — 0, leading to a kinetic description with a turbulent
cascade of ion kinetic energy:

Q.,’ = D{; liom[).ﬁ'(u.,-, ll.,') :Vgﬁ.i # 0. (634)

More precisely, one expects that this limit lies within the
regime of validity [112] of a gyrokinetic description
[24,25]. A full treatment of the p;/L; — O limit is beyond
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the scope of the current paper, but we discuss briefly the
relationship of our analysis with gyrokinetic theory in
Sec. VII A. We likewise do not consider in detail the limit
p./pi = 0 (heavy-ion limit) which idealizes the ‘“ion
dissipation range” of the solar wind over the interval of
length scales ¢ satisfying p; > ¢ > p, [113], where a
gyrokinetic description is expected to be valid at least for
the electrons (see Sec. VII A for brief remarks).

Kinetic energy of fluctuations.—The balance equation
for & = & +1p,#(u,; u,) can be obtained by subtracting
Eq. (6.26) for E, and Eq. (6.29) for (1/2)p,|ii,|?, giving

8@; —+ V)’( : <€sus + (_15 + %(Ps; us)

_ 1
- Ps : %(ps’ us)/ﬁx + Eﬁs%(us; ug, us))

= _l_y; (Vza + q‘vﬁs%(E*s; us)' (635)
Note that the term —P% : Vi, on the right-hand side differs
only in sign from the corresponding term on the right-hand
side of Eq. (6.29) so that this quantity acts to exchange
kinetic energy between bulk flow and fluctuations. Even
|

atzs + V’ ! (q‘YE*SZS)

mg (esvfs -

[z, + Py - (0, = V) /] + V5
=pyE(ug uy)  Ve[(i, —9)f, /i) —
+ P Vg[(d, - V) f, /7

— 7w, uy) f,]: Vsl (

work by mean velocity gradient) —

+ qS(V —i,) - (E,, — E,,)f,[energy input and redistribution by the electromagnetic (EM) field].

Equation (6.38) for z, gives more insight into the flow of
kinetic energy through phase space than does the corre-
sponding Eq. (6.24) for w, because it describes locally in
phase space the turbulent interactions of the kinetic velocity
fluctuations with the bulk velocity for particle species s.
The five terms on the right-hand side are arranged so that
the first two vanish after integration over v, and the last
three terms yield after integration the expressions

_Ps:viﬁsa LIsns%(E*s;us)’

(6.39)

_ps%(uy us) : V)‘(ﬁw

which appear as sources of €; in Eq. (6.35). The physical
meaning of these five terms is briefly indicated in paren-
theses beneath each. As we discuss below Eq. (6.29), it
might be argued to be more appropriate to combine the first

+](energy redistribution by resolved pressure) —

after taking the limit Do — oo, Eq. (6.35) is quite distinct
from the equation obtained by coarse graining Eq. (6.22)
for the fine-grained limit field €, or

atév(s + VX : (m + (_l*s) - _P*S:VXu*S’ (636)
In particular, note that Eq. (6.35) contains a nonvanishing
wave-particle interaction term ¢,n,7(E, ;u;) which is
entirely absent from Eq. (6.36). These two equations must
agree in the limit £ — 0, on the other hand, and in that limit
the term ¢,7,,7(E,,,; u,,) — 0 under plausible regularity
assumptions, as in Ref. [106].

It is interesting to refine the spatial-balance equa-
tion (6.35) for kinetic energy of fluctuations in order to
follow the transfer through phase space. For that purpose,
we define a phase-space density of fluctuation energy at
scales 7, u by

s e - | A

Z,(X, V,1) = Ems|v—us|2fs(x,v, n  (6.37)
so that & = f d*vzZ,. A tedious calculation (see
Appendix A) yields the following balance equation for Z:

¥V f,,): Vgi,(turbulent redistribution of energy)

mg [vvfs,zf’ - ﬁs‘_’fs - i\’Sﬁsfs + ﬁsﬁsfs

m7(ug,uy): Vg, f(energy input from turbulent cascade)

(6.38)

I
two energy redistribution terms. This would yield an
expression proportional to the intrinsic stress tensor P
rather than separate contributions proportional to
p,t(uy, uy) and P,. Likewise, it might be more appropriate
to combine the third and fourth terms, since both represent
work performed by the resolved strain, acting against the
stress of fluctuating velocities, on the one hand, and against
the mean stress, on the other hand.

Nothing very exciting emerges from Eq. (6.38) in the
limit Do — oo alone [114], but more interesting possibil-
ities emerge if one considers the secondary limit
pi/L; = 0, which permits an asymptotic energy cascade
to small scales. If one assumes that strong limits exist
E,->E.,B, > B..f,, > f.s=ieasp;/L; — 0,then
taking this limit in Eq. (6.38) (after first taking Do — o)
and only then taking £, u — 0 gives
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fus

°s

a,Z.S + V- (VZ°S + P.SO(I.I.S - V)

N

= R.,(x, v, 1)(turbulent redistribution of energy) + P.

) Y, (g (B

Vx Ku-s - V)f-s/n's]

x (energy redistribution by resolved pressure) — m (v — u.;)(v — u.,) 8 V u.,(work by mean velocity gradient)

+ Q. (X, t)of.s(energy input from turbulent cascade).

The four terms on the right-hand side of Eq. (6.40) are
taken to be distributional limits of the corresponding first
four terms on the right-hand side of Eq. (6.38). As one can
see, there is a possible anomalous redistribution of energy
R.s, which vanishes upon integration over velocities and a
possible anomalous input of energy Q., from turbulent
cascade. These conclusions must be considered tentative,
since they require a rigorous study of the limit p;/L; — 0,
which we do not attempt here. In the next section, we
discuss the problem very briefly.

VII. RELATION TO PRIOR WORKS

A. GyroKinetic turbulence

All prior work on entropy cascade in plasma turbulence
is developed essentially within the framework of gyroki-
netics. We therefore must briefly review gyrokinetic theory
and its physical basis in order to make comparisons with
our own work.

1. Concise review of gyrokinetic theory

Nonlinear gyrokinetic equations capable of describing
turbulent cascades were first derived in the seminal paper
of Frieman and Chen [115] and subsequently extensively
investigated theoretically and numerically by the plasma
fusion community. Modern approaches to nonlinear
gyrokinetics exploit powerful Hamiltonian and geometric
methods [116,117]. The application of gyrokinetics to
astrophysical and space plasmas was pioneered in papers
of Schekochihin et al. [24,25] and Howes et al. [118],
which also first proposed and developed the theory of
entropy cascades in plasma turbulence. Our review of
gyrokinetic theory and especially the role of entropy in
gyrokinetic turbulence follow closely the discussions in
Refs. [24,25,118]. More general gyrokinetic theories of
entropy cascade are possible (e.g., Ref. [33]), but the
scaling predictions are less developed in those general-
izations, and the original theoretical work therefore
provides a more adequate basis of comparison with
our results.

Although not necessary to achieve a gyrokinetic
reduction [116,117], many treatments, including that of
Refs. [24,25,118], start from a decomposition of fields into
“background” and “fluctuation” contributions

(6.40)

fs:Fs'f'(st» B:B()"_(SB»

with the further assumption of (i) fluctuation amplitudes
small relative to backgrounds:
6fS/FS~5BJ_/B0NCsBH/BONC(SEJ_/Uth‘SBONG', (72)
where € < 1 is a dimensionless parameter that quantifies
this smallness, and the subscripts || and L denote vector
components parallel and perpendicular to B, respectively.
With u, ~ c¢SE | /B, giving the E x B drift velocity, the
fourth condition in Eq. (7.1) can be restated as u | /vy, ; ~ €.
For applications to astrophysical and space plasmas (e.g.,
the solar wind), the condition (i) is perhaps the most
dubious of the various assumptions discussed here. A
second assumption very essential for the validity of
gyrokinetics is (ii) frequency of fluctuations small relative
to the gyrofrequency:

®/Q ~ €. (7.3)
This condition is often found to be satisfied over very broad
ranges of scales in a turbulent plasma. It imposes no direct
restriction on the perpendicular length scale ¢, or
perpendicular wave number k; ~1/Z, relative to the
thermal gyroradius p,, which may be taken to satisfy
kips ~ 1. However, if one takes w ~ vy, ¢k in order to
admit Landau resonances, then (iii) scale anisotropy of
fluctuations is required:

kH/kL ~ €. (74)
This condition is also often observed to be satisfied
over wide ranges of scales. If electric fields are assumed
electrostatic, 6E = —V¢, to leading order, then scale
anisotropy implies OE|/SE, ~e. Whenever the above
conditions hold initially, then gyrokinetic theory implies
that they are dynamically maintained with a slow evo-
lution of the background fields on approximately 1/€e3Q;
timescales.

Gyrokinetic theory obtains closed evolutionary

equations by seeking approximations to solutions of the
Vlasov-Maxwell-Landau equations as asymptotic series
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da~35 6aWe for all fluctuation fields a, as e — 0.
Following Refs. [24,25,118], we consider here the simple
case where all background distributions are isotropic
Maxwellian F, = n,(m,/2xT,)*? exp(—=m,v*>/2T,) with
temperature 7', of species s (in energy units) and where the
background magnetic field is uniform, By = ByZ. Then we
find in Refs. [24,25,118] that

_4s9(X, 1)
T

A

sl = Fy(v,0) + hy(Xyo0,00,1), (7.5)

where the first term gives the adiabatic Boltzmann
response, and the second term /i is the ring distribution
function which describes for each species s the distribution
of the gyrocenters

X, =X 4V, X2/Q,. (7.6)

The time evolution of the ring distribution functions A, is
obtained from the gyrokinetic equations:

Oh oh, ¢
5 T e + B—O{<Z>x,» hg}

_ q‘st 80(>X,. + <8hs> i
ot ),

T, Ot
where the gyrokinetic electromagnetic potential is defined
by y:=¢—v-A/c in terms of the usual scalar ¢ and
vector A potentials where

(7.7)

1

<a>xs Y

2r
= dfa[X; — v, (0) x 2/Q;, v, v, (0),1]
27 0

(7.8)

is the ring average over cyclotron motions with velocities
v, () = v, [(sin@)X + (cosO)y], the spatial Poisson
bracket is defined by {a,b}:=1%-(Vx axVxb), and
(Oh,/0r).. is the collisional contribution from the linearized
and gyroaveraged Landau operator. The evolution of the
electromagnetic fields ¢, A, 5B is likewise obtained from
the Maxwell equations in a reduced gyroaveraged form [see
Ref. [118], Egs. (26)—(28)]. Together with the kinetic
equations for the ring distribution functions #,, these
equations completely specify the dynamics. One has the
freedom in these equations to take [ d*xp = [ d*xh, =0,
and, in fact, to any order in the expansion in €, one can
impose [ d®x5f, = 0. The nonlinear Poisson bracket term
arises, of course, from the wave-particle interaction term
(qs/my)(E, - V,)f, in the Vlasov-Landau equation (2.1).

The v gradient of § fgl) contributes an X, gradient of &
because of the v, dependence of the gyrocenter X; in
Eq. (7.6). Although there is no direct advection in velocity

space for the gyrokinetic equation, the Poisson bracket term
represents this effect, which creates fine-scale velocity
structure.

2. Gyrokinetic H theorems

The gyrokinetic H theorem for entropy is discussed
in Refs. [24,25,118], whose results we briefly sum-
marize. Assuming the smallness of fluctuations (7.1)
the phase-space entropy density (2.22) can be Taylor
expanded as

(0fs)

I(fs) =s(Fs) — (1+InF)dfs — ———.

f.
> (7.9)

With [ d®x8f; = 0, the entropy of species s becomes

S(f,) = S(Fy) —/d%/d%(if;f). (7.10)

The second law of Eqgs. (2.25)—(2.27) can be written as

G800 ==3 [dx [ @vmsculrsi) 20

N

(7.11)
with the logarithm on the rhs expanded as
1)
Inf,=InF, + fs. (7.12)
Fs
For a Maxwellian F; with temperature 7',
mvvz 3/2
InFy =———+1log(cn,/T5'") (7.13)
2T,

for a constant ¢, and thus the contribution from In F; on the
rhs of Eq. (7.11) vanishes because of the equations
Jd*vCiy =0 and Y. [d*v(1/2)m|v|*C;y = 0. The
contribution from éf,/F in Eq. (7.11) then gives the final
quadratic-order H theorem

Sl [os [ o5
- _Z/d%/d%i{: (agf“) >0, (7.14)

where

051\
( ot )C - Z{Css’(Fsvéfs’) + Css’((sfmFs’)]

s

(7.15)

is the linearized collision integral, and the condition
J d*x5f; = 0 is used again to eliminate the contribution
from C,y(F,, Fy) on the rhs of Eq. (7.14).
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In Refs. [24,25,118], this H theorem has been further
reformulated as an equation for the dissipation of a
generalized energy or free energy. Noting that the entropy
per volume for the Maxwellian F; is

3
S(F,)/V = n,In(T*/cn,) + sns (116)
then Ref. [118] Appendix B 1 shows that to leading order
dng/dt = 0 [their Eq. (B3)]. Thus, the entropy balance for a
single species s reduces per volume to

Pl e
/d3 /d3 5f, (85fs>c+TLSQS (7.17)

with Ey, = (3/2)n,T, the kinetic energy density for the
Maxwellian F, and Q, the collisional heat exchange
defined in Eq. (2.18). Equation (7.17) is the “heating
equation” derived as Eq. (B15) of Ref. [118]
Appendix B 2. As already discussed there, this heating
equation implies that the temperatures 7, evolve on a
timescale of approximately 1/¢*Q,, an order O(e~2) longer
than the evolution timescale 1/eQ; of the ring distribution
functions /. Because of the condition f d*x8f; = 0, one

has also
dPx 1
_ 3, = 2
_/ v /d vzms|v| fss

which shows that E, is just the volume average of the
particle energy density E, defined in Eq. (2.16). Using this
equation and the slow time evolution of 7', Eq. (7.17) is
rewritten to leading order as [24,25,118]

d*x 1 T, (5f,)*
—— | Povl- 20 _ZS\EJS)
o[ eolgmaer =T
/ d*x / Tsof (%f

which is equivalent to Eq. (B11) in Ref. [118]
Appendix B 1 or Eq. (9) in Ref. [25]. Summing over s
gives a valid formulation of the H theorem for gyroki-
netics, but the quantity in the square brackets is sign
indefinite. Using conservation of total energy with space
density E =3 E +g(|[E[>+[BJ?), one can instead

introduce a free energy or generalized energy with
volume-average density

dx s T(6f,)%  |E+|BJ?
W‘/T[Z:/d” AT }

(7.18)

(7.19)

(7.20)

which is non-negative and also dissipated according to
the balance equation

Z/d%/ T;fs<85fs>cso. (7.21)

This coincides with Eq. (B19) derived in Ref. [118]
Appendix B3 or Eq. (11) in Ref. [25] for the case of
no external forcing. Here we emphasize how Eq. (7.21)
arises from the more general Vlasov-Maxwell-Landau
model, but it can also be derived directly within the
gyrokinetic description for the first-order fluctua-
tions df\" in Eq. (7.5) [see Eqgs. (73) and (74) in
Ref. [24]].

Unfortunately, there is no obvious analogue of this free
energy for the full VLM model in general. The analogous
quantity would seem to be

(7.22)

d*x |E?> + |BJ?
W= THf|F) + / v &

where F is a global Maxwellian distribution with density
no, and temperature 7', and the relative entropy is

HUlR) = [ 45 [ dolrosts/r) -1+ R 20
(7.23)

Indeed, for a single-species plasma and for time-
independent equilibrium parameters ng, 7, the quantity
W/T is well known to be both non-negative, convex, and
dissipated [46]. A simple calculation gives

HIF IR == (817 - SIF ) v

P (kS - [

(7.24)
If the parameters ng,, T, of the reference Maxwellian
distribution are chosen so that

1
/d3x/d3125fs :/d3x/d31j§|v|25fs =0, (7.25)

for f, = F, + 0f, then the last two terms in Eq. (7.24)
vanish, N, = No, and H[f,|F,] = (SIF,] = SIf,])/V 2 0.
The densities n, are time independent, but the temperatures
T, specified by Eq. (7.25) generally vary in time. By means
of Eq. (7.24), one can write
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W= TSR - SIF)/Y

d*x |E|> + |B|? 3
— E+——F—7—-— —nT, .
[ (e PR B S,

N s

(7.26)

Using the conservation of total energy and dS[F,|/dt =
3 (Nos/T)dT/dt, it then follows that

dw dr, d
== Z - (SIF) = SIAD/V = XS:T%SUS]/V-

(7.27)

The first term on the right is positive if, as seems plausible,
dT/dt > 0. The second term on the left also cannot be
shown to be negative because the symmetrization argument
using s <> s’ and p <> p’ with the Landau collision
integral giving Eq. (2.27) also takes T, <> Ty. Only for
T,=T and dT/dt=0 does one obtain dW/dt=
=T f d*x 6/V <0 exactly. The gyrokinetic result (6.21)
holds to leading order because in that case similarly 7'y —
Ty =0(e?) for s#s and dT,/dt= O(e’Q,) (see
Ref. [118], footnote 8, p. 595).

3. Scaling exponent predictions

Gyrokinetics is expected to provide an asymptotic
description as ¢ — 0 of a class of exact solutions of the
VML equations, including solutions that describe turbulent
cascades of energy and entropy. A theory of these cascades
may therefore be developed either within the reduced
gyrokinetic description or within the more comprehensive
VML model. Although energy and entropy are separate
quantities with their own distinct balances for VML
solutions, these quantities are intertwined into the single
invariant W in Refs. [24,25] on astrophysical gyrokinetic
turbulence. The cascades of W discussed in those works are
partially associated to energy cascade in the full VML
description and partially to entropy cascade. However, the
flux of W at the smallest collisionless scales, which
matches onto the anomalous entropy production by colli-
sions (see Secs. 7.9.3 and 7.12 in Ref. [24], Sec. V in
Ref. [25], and Sec. II. 5 in Ref. [118]) must be entirely due
to entropy cascade in the VML description, since no energy
dissipation anomalies are possible in the Do — oo limit.

Anomalous entropy production, both in the gyrokinetic
and in the full VML description, requires short-distance
divergences of solutions in phase space, which must be
regularized to allow for a dynamical description in the
collisionless limit. One may study this limit Do — oo either
before or after the limit ¢ — 0. Taking the limit ¢ — O first,
then Do — oo can be achieved with a suitable distributional
or weak formulation of the gyrokinetic model equations,
which we do not attempt to develop here [119].

Alternatively, one takes the limit Do — oo of regularized
VML solutions first and then takes ¢ — 0 as a subsidiary
limit. This second order of limits is required if the colli-
sional phase-space cutoff scales 7., u. (see Secs. 7.9.3 and
7.12 in Ref. [24], Sec. V in Ref. [25], Sec. II.5 in
Ref. [118], and Appendix C) are too small for the
gyrokinetic approximation to be valid at those scales. In
this order of limits, the coarse-graining regularization of
VML solutions employed in the present work applies, and
all of our rigorous estimates of entropy flux carry over to
gyrokinetics. Note that # in our estimates should be
understood to represent #; when the scale anisotropy £ >
¢ | implied by Eq. (7.4) holds in the limit ¢ — 0. All fields
are then smoother along the B direction, and for fixed
displacement length r, the increments are smaller for r|| B
than for r L B,,. Thus, the averages over an isotropic kernel
G = G(r) are dominated by the increments with displace-
ments r1 B, [120]. Similar statements apply to u, as dy,
increments are likewise dominated by the most singular
direction in velocity space.

Based on these remarks, we may directly compare our
exact inequalities (5.45) on the scaling exponents
of = min{6%, 68}, o), and p) of orders p > 3 required
for entropy cascade with the scaling predictions for
gyrokinetic turbulence in Refs. [24,25]. Those papers
derive predictions for spectral exponents, or orders
p = 2, but their results may be assumed to apply to all
orders p if intermittency effects can be ignored. Since the
scaling exponents in question are nonincreasing in p, this
“mean field” approximation necessarily overestimates the
true exponent values for p > 3. Gyrokinetic theory assumes
that background fields are smoother than fluctuations so
that o8 = 628, o)y = o>, and pj;~py/*. The first-order
gyrokinetic result (7.5) for &f, also implies that
af,f S = min{aZ’,oZ“}. Another general prediction of gyro-
kinetics is the physical relation u/ vy, ; ~ ¢/ p, that connects
scaling in position and velocity space. This relation is a
consequence of the nonlinear perpendicular phase-mixing
mechanism for entropy cascade in gyrokinetics in which
velocity-space structure arises from position-space struc-
ture due to the dependence of ring gyroradii on
perpendicular velocity (Fig. 10 in Ref. [24] and Fig. 1

in Ref. [25]). An immediate consequence is that velocity-

space and position-space exponents are equal, or p; = 6;"',

in gyrokinetic turbulence.

Specific predictions for scaling exponents in possible
entropy cascade ranges of gyrokinetic turbulence have been
developed phenomenologically in Refs. [24,25] for the
particular case of a Maxwellian two-species (electron-ion)
plasma. Reference [24] considered three different situa-
tions, which we briefly summarize here.

(a) Joint kinetic Alfvén wave and ion entropy cascade
(p. <€ < p;).—Section VII. 9 of Ref. [24] consid-
ered an entropy cascade passively driven by a kinetic
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(b)

(©)

Alfvén wave (KAW) cascade assuming p;/L; <1,
m,/m; < 1. Their predictions expressed in terms of
scaling of increments are

“SoEN~ TV 5B~ (7.28)
Sefim Ve, S, fi~ull® (7.29)
so that
1 1
_ _ £
oh=-3. =g =g (130

[333)

Quotation marks ‘’ appear around the electric field
term in Eq. (7.28) because increments no longer
suffice to define scaling exponents in the same manner
as in Eq. (5.35) when the exponents become negative.
Instead, one must use some sort of smooth low-pass
or band-pass filter, e.g., wavelet coefficients as in
Refs. [90,121,122].

Pure ion entropy cascade (p, << <K p;)—
Section VII. 10 of Ref. [24] under the same limit
conditions p;/L; <1, m,/m; < 1 but assuming now
no KAW cascade and assuming also 4, = O predicted

S,E~C', S;B(or 83B) ~£'3/5,  (7.31)
Syf; ~ V0, S,fi~u'l® (7.32)
so that
1 1 1
o =c p=g ph == (7.33)

In this case, magnetic fluctuations are very small over
the range considered so that the entropy cascade is
self-driven by the electrostatic fields arising from
fluctuations in the ion distribution. Note that the high
smoothness of the magnetic field (scaling exponent
> 2) implies that its first-order increments scale as
0B, ~¢. Thus, the scaling exponent as defined in
Eq. (5.35) is 65 = 1. To obtain instead 65 = 13/6,
one must replace the first-order increments in
Eq. (5.35) with third-order increments so that the
O(?), O(¢?) terms in the Taylor expansion are
canceled (see Refs. [90,121] for a general discussion).
Electron entropy cascade (¢ < p,).—Section VII. 12
of Ref. [24], assuming p, < p; S L;, considered a pure
electron entropy cascade with contributions of ion
distribution /; neglected (e.g., because the gyroaver-
aging makes its contributions subdominant in powers
of me/ m; )

S,E ~ 10,

8;B(or §3B) ~ '3/, (7.34)

Spf, ~ V0, 8yfo~ ul/® (7.35)

so that

-t -

(7.36)

1 1

S 6’
The scaling exponents are identical to those for the
pure ion entropy cascade, and, indeed, the physics is
very similar with electrostatic fields created by fluc-
tuations in the electron distribution driving the cascade
of electron entropy.

Comparing these various predictions with our inequal-
ities (5.45), the first observation is that our exact constraints
required for an entropy cascade to exist are well satisfied by
the predictions of Ref. [24] for all three cases. Second, the
inequalities are not satisfied as near equalities but instead
with the predicted exponents yielding a value considerably
below the upper bound in Eq. (5.45). A somewhat similar
situation occurs also in incompressible fluid turbulence,
where the corresponding inequality o), < 1/3 is satisfied
with values of ¢}, much smaller than 1/3 for p > 3. For
incompressible turbulence, this smallness is a consequence
of space-time intermittency (see, e.g., Ref. [96]), but, as
there, a mean field approximation which neglects the
effects of intermittency should be approximately valid
for exponents of order p ~3. We believe that the large
gap is due instead to the strong depletion of nonlinearity in
gyrokinetics arising from substantial cancellations in the
ring averages (7.8) and which is not taken into account in
our upper bounds (5.36)—(5.39) on entropy flux. In order to
compensate for the reduced nonlinearity, more singular
scaling behavior than what follows from Eq. (5.45) is thus
required in gyrokinetic turbulence in order to sustain the
cascade of entropy.

B. Empirical studies

Here we briefly review the available evidence for kinetic
entropy cascades from empirical studies and also discuss
some promising situations in space plasmas where they are
likely to exist.

Numerical simulations of gyrokinetic turbulence
have provided, so far, the best direct evidence for non-
linear entropy cascades in turbulent plasmas [123].
References [125,126] have considered decaying electro-
static turbulence in a spatially 2D setting with no variations
parallel to B, in order to eliminate damping by the Landau
resonance. The spatial domain size was 2zp X 2zp, with p
the gyroradius. A smooth, unstable initial condition was
chosen for 6f perturbed by small-amplitude white noise
together with the corresponding electrostatic potential ¢.
This initial configuration was evolved under the gyroki-
netic dynamics for three cases with decreasing collision-
ality (Do = 48, 118, 440) and correspondingly increased
numerical resolution. The collisional entropy production
was found to be weakly dependent only on Do and
spectrally local, nonlinear fluxes of entropy were observed
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to small scales in position space and velocity space. The
scaling behavior found in this study was quite close to that
predicted in cases (b),(c) above, with Fourier spectra
Ey(k,), Eg (ki) ~ k14/3 and identical scaling in the
Hankel-transform velocity spectrum of 4. A similar study
[127] also considered electrostatic gyrokinetic turbulence
but now in 3D and ion temperature gradient driven. A
statistical steady state was reached with artificial hyper-
diffusion added in position and velocity space. Despite the
fact that such a dissipation acted effectively at all scales,
this study observed scale-local, nonlinear entropy cascade
and obtained spectra similar to those in Refs. [125,126].
In a different direction, Ref. [128] performed a 3D, fully
electromagnetic, gyrokinetic simulation of an ion-electron
plasma designed to reproduce the joint turbulent KAW and
ion entropy cascade of Ref. [24] [case (a) above]. The size
of the spatial domain was L | = 2zp; and L > L, with a

1283 spatial grid able to resolve the electron gyroradius
pe = p;/42.8. The simulation was driven by an “antenna
current” set up to mimic energy input from a critically
balanced cascade of Alfvén waves, and collisions were
incorporated by a fully conservative, linearized collision
operator. The field spectra observed were close to

Eg, (ki) ~k;"* and Ep (k.), Ep (k;)~k>®, with the

latter somewhat steeper than the kf/ 3 spectrum predicted
in Ref. [24]. This steepening was plausibly explained by
the finiteness of the mass ratio m,/m; and the damping of
KAW modes by Landau resonance with electrons, which
peaks in the simulation at k,p, ~1 but is increasing
roughly as a power law over the entire k, range. The
important point here is that the collisionless input into #;
by the Landau resonance with ions peaked at k p; ~ 1
but the collisional ion heating peaked at higher wave
number k| p; ~20. This wave-number shift is consistent
with the presence of an ion entropy cascade (see also
Refs. [129,130]).

Entropy cascade should occur not only within numerical
simulations but quite ubiquitously at small scales in turbu-
lent plasmas of very weak collisionality with the solar wind
and the terrestrial magnetosheath as likely examples. We
know of no direct evidence of nonvanishing entropy flux in
such environments, although high-resolution measurements
of ion distribution functions in the magnetosheath do reveal
complex velocity-space structure [131]. Furthermore, in situ
observations of magnetic field spectra broadly agree with
gyrosimulations exhibiting entropy cascade. As recently
reviewed [132], solar-wind spectra are well fit as power laws
Ep (k)~k* for 1/p; <k, S 1/p, and Eg (ki) ~ ki
for 1/p, < k, with a distribution of exponents x € [2.5,3.1]
peakedatx = 2.8andy € [3.5, =5.5] peaked aty = 4.Inthe
terrestrial magnetosheath, Ref. [133] reports similar scaling
but with x € [2.4,3.5] peaked at x = 2.9 and y € [4,7.5]
peaked at y = 5.2. Clearly, the magnetic spectra observed in
the range 1/p; <k, < 1/p, for both the solar wind and

heliosheath agree reasonably well with the simulation of the
joint KAW and ion entropy cascade in Ref. [128].
Reference [134] reported in the solar wind an electric
spectrum  Ep (k) ~k7%? fitted over the decade
k,p; € [0.43,4.3], roughly consistent with the prediction

Eg (ki) ~ kll/ 3 of Ref. [24] for the KAW or ion entropy
cascade (see as well Ref. [135]). At subelectron scales
1/p. < k|, the magnetic spectra reported for both the solar
wind and magnetosheath in these references appear also to

be roughly in agreement with the prediction Ep (k) ~

kllG/ 3 of Ref. [24] for the electron entropy cascade.
Agreement is clearly best for the magnetosheath, where,
as pointed outin Refs. [132,133], the signal-to-noise ratio of
measurements is higher than for the solar wind and where,
therefore, the spectral slopes are more reliable.

Although reasonably identified as entropy cascades,
these turbulent space plasmas are likely not accurately
described by gyrokinetics all the way down to collisional
scales. The gyrokinetic approximation is estimated to break
down in the solar wind at a length scale between p; and p,
[118], but the collisional cutoffs for both ion and electron
entropy cascades should lie at much smaller scales. The
cutoff scale for the ion entropy cascade is £, ~ p,-Doi_3/ >
within gyrokinetic theory [24], where the ion-scale Dorland
number is given by Do; = 1/v;;7,, for the ion-ion Coulomb
collision rate v;; and the eddy turnover rate 7, at the ion

gyroradius. In the solar wind at 1 A.U., v; ~3 x 1077 Hz
and p; ~ 100 km. From z, ~ 1323 and using &~
10* m?/sec® from third-moment measurements [39], one
can estimate 7, ~ 10 sec. Thus, Do; ~ 10° and the colli-
sional-cutoff scale for ion entropy cascade calculated
within gyrokinetics is #, ~ 1073p; or smaller. Similar

estimates apply to the cutoff £, ~ peDoe_3/ > for the electron
entropy cascade with electron-scale Dorland number
Do, =1/ V,T,,. Note that the electron-ion collision rate
v,; is larger than v; by a factor of (m;/m,)"/? but the
electron-scale turnover rate 7, is smaller than 7, by a
comparable factor. If these various estimates are accurate,
entropy cascades in the solar wind and terrestrial magneto-
sheath must extend down to scales well below those where
gyrokinetics is valid.

The description of such kinetic cascades is one of the
principal motivations for the theory developed in the
present work. Measured magnetic and electric spectra in
the solar wind [132,135] and in the magnetosheath
[136,137] indicate that the turbulence at subelectron scales
in those environments is probably “electrostatic,” with
electric fluctuations much larger than magnetic fluctua-
tions. Therefore, the dominant contribution to the entropy
flux is presumably the electric field contribution (5.26)
from the wave-particle interaction. Future work will exploit
this formalism to elucidate further the physics of this phase-
space cascade.
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C. Turbulent magnetic reconnection

The results on the coarse-grained momentum balance in
Sec. VIB of this paper also make connection with prior
work on turbulent magnetic reconnection and provide it
with a deeper theoretical foundation. As is well known,
the momentum balance equations for an electron-ion
plasma yield a generalized Ohm’s law for the electric field
[138-140]. For a turbulent plasma, the coarse-grained
momentum balance equations (6.7) or (6.9) for the two
species s = i, e can be combined using the formula j =
e(nu; —n,u,) for the electric current and assuming
quasineutrality (n, = n; = n) to give

1 —
E+-u;, xB
c
:_LR_I_ m; j_XB—_iV <m,-l_)e—mepi>
ne m; +m, nec ne m; +m,
m,m; _ - . e
+ 03+ V- (Ju; +wuj - jj/ne)l.

ne(m; +m,)
(7.37)

Here we retain the collisional drag forces £R on the
electrons and ions, respectively. Unresolved turbulent
eddies can be considered to contribute two new terms to
this coarse-grained Ohm’s law. One is the velocity-fluc-
tuation-induced electric field defined by

g, = %%(u,. xB) := % u;xB—d; xB].  (7.38)
This effect was already considered in the theory of
turbulent reconnection for an incompressible fluid by
Matthaeus and Lamkin ([141], Sec. X.D) and in the
density-weighted Favre formulation by Ref. [15],
Sec. VI. For a compressible flow, however, there is another
turbulence effect. Because it is E, B that appear in the
coarse-grained Maxwell equations (4.6) and not E, B, one
should write

S _ 1 _
E+-ti;xB=E+-10,xB+§, (7.39)
c c
with density-fluctuation-induced electric field
- 1. .
€,:=—[t(n,E)+10; x7(n,B)/c|. (7.40)
n

Here we use the general relation b= b +7(n,b)/f
between unweighted and Favre-weighted spatial coarse
graining, analogous to Eq. (3.15). This second electric field
contribution from turbulent density fluctuations was
pointed out in Ref. [15], Eq. (6.11). The sum of these
two electric fields & = g, + €, coincides with the “turbu-
lent electromotive force” defined in Eq. (6.33) for s = i.

Magnetic reconnection at length scale # in a turbulent
plasma is thus governed by the generalized Ohm’s law
_ . = - 1 = 1 —— 1 _
E+ uiXB:—8[+_—R+_—JXB—_—V‘Pe
ne nec ne

S

me - 0 ) . .
=3 03+ V- (ju; +u;j— jj/ne)l,
(7.41)

assuming for simplicity a small mass ratio m,/m; < 1,
which recovers Egs. (6.2) and (6.10) of Ref. [15]. In
Ref. [15], Eq. (6.2), the collisional drag force was repre-
sented by an Ohmic field R/en = nj with Spitzer resis-
tivity #, and it was argued from this representation that the
drag term is negligible in a weakly collisional plasma such
as the solar wind. Strictly speaking, such an argument is
only valid for coarse-graining length £ > 4.5, ., the mean
free path of the electrons, since it is only at such scales that
the drag force is correctly represented by Ohmic resistivity
[28]. On the other hand, the estimate (6.4) in the present
work shows more generally that the collisional drag term
vanishes as Do — 0 at any fixed length scale £ in the
coarse-grained momentum balance equations (6.7) or (6.9).

It was further shown in Ref. [15] that all of the micro-
scopic nonideal electric fields terms on the right-hand side
of the generalized Ohm’s law (7.37) are negligible in the
inertial range of the solar wind. Assuming the scaling of
increments that are observed at length scales p; < £ < L;
in the solar wind and that are expected generally for
magnetohydrodynamics (MHD)-like turbulence, the analy-
sis showed that the nonideal terms are all suppressed by
powers of §;/¢ or (8;/£)* at length scale # with §; the ion
skin depth. The nonideal terms are thus like (infrared)
irrelevant variables in the technical RG sense. Here we note
that the plasma dynamics in the inertial range of the solar
wind for p; < £ < L; has been previously argued to be
governed by “kinetic reduced MHD (RMHD)” in Ref. [24]
Sec. V and Ref. [33] by means of gyrokinetic theory. In
particular, the dominant component of incompressible,
shear Alfvén waves in that range was argued to be
described by RMHD and the magnetic field to be governed
by the ideal induction equation. Our analysis here and in
Ref. [15] agrees with the latter conclusion. However,
Refs. [24,33] both go on to argue that as a consequence,
the magnetic field at inertial-range scales is frozen into the
ion flow, e.g., “At k| p; < 1, ions (as well as the electrons)
are magnetized and the magnetic field is frozen into the ion
flow” [24]. This statement is incorrect. Insofar as the ideal
induction equation holds in the inertial range of the solar
wind, it does not imply magnetic flux freezing at those
scales, and insofar as the ideal induction equation implies
magnetic flux freezing, it is not valid in the inertial range of
the solar wind.

As pointed out in Ref. [15], an “ideal Ohm’s law” holds
in the inertial range of the solar wind only in the sense that
the equality
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.1 —
E+-u;xB=0 (7.42)
c

is well satisfied for length scales £ > p;. The validity of the
ideal Ohm’s law in this weak or coarse-grained sense,
however, does not imply that the magnetic field at those
scales is frozen into the velocity ;. This fact becomes
obvious if one rewrites the ideal Ohm’s law (7.42)
equivalently as

ﬁi X B = _éi’

E+ (7.43)

o=

which makes apparent that the turbulent electromotive
force €; breaks flux freezing at those scales. Keeping the
contribution J; - € to energy cascade in Eq. (6.32) while
discarding &, spuriously from the Ohm’s law equation (7.43)
in order to infer “flux freezing” at scales £ > p; is a
fundamental inconsistency. As recognized in the work of
Lazarian and Vishniac [142], reconnection must occur for
eddies at all scales £ in a turbulent plasma. In fact, due to
the turbulent contributions, magnetic flux conservation
may be anomalous and violated in the limit first
max{p;,8;}/L; = 0, then £/L; — 0 [104,143]. Magnetic
flux structures with dimensions much larger than p; or §;
which are embedded in a turbulent inertial range may
therefore undergo reconnection at rates which are inde-
pendent of microscopic physics and determined solely by
the inertial-range turbulence. A concrete example of this
type has been studied numerically in Ref. [36] using a
database of incompressible MHD turbulence, where it was
shown the electric field €, induced by turbulent velocity
fluctuations accounts for the reconnection at inertial-range
scales. An empirical study in Ref. [15] using spacecraft
data suggests that in the solar wind, the compressible
contribution €, plays a relatively small role and that
inertial-range reconnection there is also due primarily to
the “ideal” electric field €,, induced by velocity fluctuations
of unresolved eddies.

Similar remarks hold for reconnection of magnetic
structures at subion scales, which is generally treated by
rewriting the generalized Ohm’s law to refer to the electron
fluid. Turbulent reconnection at subion scales £ < p; may
likewise be treated by rewriting the coarse-grained Ohm’s
law (7.37) in terms of the electron bulk velocity yielding

. 1 —
E+-u,xB
c
:_LR— m, j_XB__iV'<miPe—mePi>
ne m; +m, nec ne m; +m,
meml

[atj +V. (jue + uej + jj/ne)}
(7.44)

For weak collisionality and m,/m; < 1,

_ 1 _
E+-ii, x B
C
1 _
=8, -—V-P,
ne

m
+ =303+ V- (ju, +uj+ jj/ne)]  (7.45)
with €, given by Eq. (6.33) for s = e. The estimates in
Ref. [15] show that the contributions from the electron
pressure tensor and electron inertia are suppressed by
powers of §,/¢ [144]. Therefore, when £ > §,, then the
Ohm’s law referred to the electron fluid is ideal, but
magnetic fields are nevertheless not frozen into the velocity
U, because of the turbulent contribution €, =g, + &,.
When ¢ ~p; ~6; (assuming f; ~ 1), then the nonideal
electric fields are suppressed by a factor of only approx-
imately 1/43 relative to the turbulent contributions and
need not be entirely negligible. When £ ~ 6, ~ p,, then the
nonideal contributions will begin to dominate. Price et al.
[145,146] have suggested based upon 3D particle-in-cell
simulations that the 7(n, E)/7i contribution in €, plays an
important (but not dominant) role in dayside magnetopause
reconnection observed by MMS with turbulence self-driven
by the reconnection itself. Magnetic reconnection of ion-
and electron-scale structures is also observed in the
terrestrial magnetosheath [147,148]. There is strong pre-
existing turbulence in this environment which should
contribute significantly to reconnection of magnetic struc-
tures at length scales £ ~ p; ~ 0;.

VIII. CONCLUSIONS AND OUTLOOK

This paper systematically explores the hypothesis [22,23]
that entropy production in a weakly coupled, multispecies
plasma may remain nonzero in the limit of vanishing
collisionality. This hypothesis implies that there will be
thermalization of the plasma or a tendency of velocity
distribution functions to evolve toward Maxwellian, even
as the dimensionless collision rate tends to zero. This
tendency is consistent with particle distribution functions
for driven systems remaining very far from Maxwellian and
with large mean entropy production in long-time steady
states. The earlier conjecture of Refs. [24,25] that such a
nonvanishing dissipation may occur by a turbulent cascade of
entropy through phase space based on gyrokinetic theory is
shown here to be the necessary consequence of an entropy-
production anomaly. In close analogy with Onsager’s ideal
turbulence theory for incompressible fluids, we show that the
dynamics of the plasma at fixed length and velocity scales in
the collisionless limit is governed by a weak or coarse-grained
solution of the Vlasov-Maxwell equations. Although smooth
solutions of the Vlasov-Maxwell system conserve entropy,
the solutions suggested by our analysis violate that conser-
vation law by a nonlinear cascade of entropy. We obtain an
explicit formula for the entropy flux through phase space,
which we use to predict specific correlations (down-gradient
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transport) and specific types of singularities or scaling
exponents required to sustain a nonvanishing entropy cas-
cade. Our results are consistent with gyrokinetics, but they are
more general because they do not require any of the specific
conditions assumed for validity of gyrokinetic theory (evo-
lution rates small compared with gyrofrequencies, scale
anisotropy, etc.). Our sole assumption is weak collisionality.
Our conclusions are thus widely applicable, holding, e.g., at
all scales in the solar wind smaller than the Coulomb mean-
free-path length and larger than the Debye screening length.
The collisionless entropy cascade discussed in this work
should occur and be observable at subion and subelectron
scales in the solar wind and the terrestrial magnetosheath.

We also consider in this paper the balances of the standard
collisional invariants: mass, momentum, and energy.
Although conserved overall, these quantities can be con-
verted from one form to another by Coulomb collisions of
the particles (e.g., momentum may be transferred from one
particle species to another). We show that such collisional
transfers cannot be anomalous, but instead they must vanish
in the collisionless limit. Anomalies may appear in sub-
sidiary limits, however, such as gyroradii small compared
with turbulence injection scales (p,/L, < 1). For example,
the electron momentum equation reduces in that limit to an
ideal Ohm’s law but only in a weak or coarse-grained sense
that does not imply the frozen-in property of magnetic flux
and that predicts instead reconnection of “magnetic eddies”
at all inertial-range scales. Likewise, energy transfers
through length scales and velocity space may be anomalous
in such a small gyroradius limit, including a novel phase-
space redistribution effect. The energy balance equations
that we derive in this work, resolved simultaneously in phase
space and in scale, generalize and unify previous results in
the literature [7,51,106,107]. They provide a basis for the
study of both turbulent energy cascade and nonlinear
Landau damping in a turbulent setting.

Because energy is not dissipated by collisions in the
Vlasov-Maxwell-Landau theory, it is useful to address
briefly the question of the ultimate sink of energy cascaded
to small length scales. The answer to this question is clearly
situation dependent. In some cases, there may be no sink at
all, with energy simply accumulating in kinetic velocity
fluctuations after cascading to small length scales. This
seems to be the case in the solar wind, where turbulent
cascade appears to provide the energy required to offset the
“cooling” due to adiabatic expansion [149]. Of course, this
energy input does not necessarily correspond to a temper-
ature increase of a Maxwellian velocity distribution, but it
may correspond instead to non-Maxwellian tails and supra-
thermal particle production. In other cases, e.g., the solar
corona, the particle kinetic energy cascaded to small scales
may be carried off by electromagnetic radiation. This process
is not described within Maxwell-Vlasov-Landau theory,
which assumes elastic Coulomb collisions that conserve
the total kinetic energy of charged particles. Radiative

processes such as bremsstrahlung involve inelastic particle
collisions with emission of photons, and their treatment
requires separate consideration of plasma emissivity [150].
Likewise, thermal radiation which carries off both energy and
entropy requires a kinetic model of the photon gas that is
coupled with the kinetic equations for the charged particles
[151,152]. A theory of plasma turbulence based upon the
Vlasov-Maxwell-Landau equations alone cannot directly
answer the question of the ultimate fate of cascaded energy,
but it should provide the inputs (e.g., particle distribution
functions at small scales) necessary to address that question.

The present paper is intended to provide an exact,
systematic framework for describing plasma turbulence at
collisionless scales and should serve as a useful starting point
for further investigations, not only theoretical but also
numerical and experimental. Our analysis provides the
foundation for numerical modeling of kinetic plasma turbu-
lence by a “large-eddy simulation” methodology in phase
space [153,154]. For experimentalists, our results provide a
concrete model of “resolution effects.” Our results show that
finite-resolution measurements in a turbulent plasma can
lead to substantial renormalizations of bare quantities that
must be taken into account in interpreting observational data.
These are all important directions to pursue in future work.
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APPENDIX A: DERIVATION OF EQ. (6.38)
IN THE MAIN TEXT

We define a phase-space density of fluctuation energy at
scales Z, u as in Eq. (6.37) of the main text by

1 .
(R V. 1) 1= S mlV = 8, 1R 9.0) (A1)

so that € = [d®vZ,. A phase-space balance equation for
this quantity can be obtained by decomposing it as

1 s
Ems|v_us|2fs

1 - - 1 -
— (3P, ) = 7w (gl )7 (a2

and then a lengthy but straightforward calculation using
Egs. (6.24) and (6.6), the equations
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D, (mu,) + (1/

) 1
s\ 7

ﬁs)vi : I_):: = qSES*1

ms|ﬁ5|2) + (ﬁs/ﬁs) 'V)'( : P; = qsﬁs . Es*

(A3)

(A4)

following from Egs. (6.2) and (6.9) with l~),,s = 0, + U, - Vg, and finally Eq. (4.12) gives in the nearly collisionless limit

8tzs + V)‘( ' [Q’SZS + P}F ' (ﬁs - V)J_Cs/ﬁs] +
+q,(v—

Noting that (1/2)Vg|v —@i,> =
subtracting a term proportional to VV f; », giving

(us _Vs> . VX (%'v_ﬁs|2> '}s = (i\’sv]_cs _{"—’]_cs,f)zv’

Vfl : (qSE*SZS) = P;

Volla, = 97/ 0, =3 Vs (gl - w ) -7,

(AS)

—Vgi, - (V—1,), we may then rewrite the second term on the right by adding and

Here the first contribution has a vanishing v integral and thus represents a redistribution of fluctuational energy in velocity
space, whereas the V integral of the second term (and of the sum of the terms) is easily checked to give P*:Vii,.
Substituting Eq. (A6) into Eq. (AS), we finally obtain the desired balance equation for Z;:

8;25 + Vg [Gszs + P; : (ﬁs - V)J}s/ﬁ ]
:/_75~( s).v'[(ﬁ _‘_’)]‘s/ﬁ ] (V st v‘_’}s.
(turbulent redistribution of energy) + P, : Vg[(,

—¥)f,/n,](energy redistribution by resolved pressure)

myVV f o — UV, — Vi, f, + 0,0, f, — 7(uy, u,)f,]: Vgii,(work by mean velocity gradient)
my#(u,, u,): Vi, f,(energy input from turbulent cascade)
+ q,(v— us) - (E,; — E,,)f,(energy input and redistribution by EM field). (A7)
|
APPENDIX B: BOUNDS ON PHASE-SPACE / 3 0
d°vfi(x,v,1) < © B3
INTEGRALS B i ) (B3)

1. The integral in estimate (4.4)

In the upper bound (4.4) on the coarse-grained collision
integral, there appears the following integral over two-
particle phase space:

I:/d3r/d3v/d3v/Gf(r)|(VH)u(v—

We show that this integral remains finite as I’ — 0 under
reasonable assumptions. First, we assume that

= fsfs’
P
(B1)

ny(x,t) = /d%fs(x,v, t) < (B2)

for all s uniformly in I so that no infinite spatial densities
appear in the collisionless limit. Second, we assume that the
distributions f are locally square integrable for all species
so that

for all bounded open sets of velocities B and for all s
uniformly in I". Note that the square integrability of the
distribution functions is generally assumed in theories of
gyrokinetic turbulence so that second-order structure func-
tions and spectra are well defined [24,25]. Square integra-
bility is also a natural assumption guaranteeing that the
wave-particle term E, £ in the Vlasov-Maxwell equation is
pointwise well defined [71].

Divide the integral / into two contributions as [ = I, +
I_ corresponding to the conditions |v—V/|>1 and
|[v— V| <1, respectively. Then

:/d3r/d3v / d3v’Gf(r)|(VH)u(v—V)|2|‘]js_fi,|

[v=v'|>1
< [ar [ [ @06,w(m, 6= 1.
<max|(VH),|* -7,y (X,1), (B4)
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and it is bounded uniformly in I'. On the other hand,
applying Cauchy-Schwarz inequality to /_ gives

I<:=/d3r/d3v B/G(v)|(VH), (v—)

[v—v'|<1

/d3r/d3v / d31/Gf

[v—v'|<1

/d%/d% / &*v'G,(r)|(VH

[v—v'|<1

f .\'f s

[v=v'|

(0)|(VH), (v=¥)]?
/|2

|v—v

)u (V=Y £33

(BS)

The integral inside the first square root is finite in 3D and
defines a constant depending only upon Z, u. The integral
inside the second square root has the upper bound

/d3r/d3v / dv'Gy(r

[v—v|<1

I(VH), (v =V)P£3f

< max |(VH), |2 / d*rG(r)

X (/ dSUfE) </ d%’f%)
B,(¥) By1(¥) ‘

since the support of |(VH), (v — ¥)|? is contained inside the
ball B, (V) of radius « around V¥ in velocity space with our
assumptions on H. We thus conclude that /_ is also
bounded uniformly in I.

(B6)

2. The integral in estimate (6.4)

In the upper bound (6.4) on the drag force Ry, there
appears the following integral:

1= [ae [ v i

We show that this integral remains finite as [’ — 0 under
reasonable assumptions, which include Eq. (B2) and a
strengthening of Eq. (B3), according to which

(B7)

/d%fs(x,v, z)/ PVF(x. V1) <o (BS)
By(v)

The proof again proceeds by dividing the integral J into
two contributions J_, J. corresponding to the conditions
[v—v|>1and |[v—V/| < 1. Clearly,

Lo [ [ e

[v=v'|>1

ny(x. ng(x.1).  (BY)

On the other hand,

o [ [ iy

[v—v'|<1

/d%fs/ &1
|v—V|
< \/47/[13@]0”/ o' f? (B10)

by applying the Cauchy-Schwarz inequality to the inner
integral and by using [, (,,d*v'/[v—V'|*=4z in 3D. Now
apply the Cauchy-Schwarz inequality to the outer integral,
giving

S\/47z/d3vfsx/d3vfs/ V' f? < oo (B11)
By(v)

together with Eqgs. (B2) and (BS).

3. The integral in estimate (6.17)

In the upper bound (6.17) on the conversion term Ry
there appears the following integral:

1 ap
K:—/a%/d%’ |V+V,| fofo
4 [v—v|

We show that this integral remains finite as Do — oo under
the conditions (B2) and (B8) and with also the further
reasonable conditions

(B12)

K (x,1):=E(x,1)/m :%/d3v|v|2fs(x,v,t)<oo (B13)

and

/d3v|v|2fx(x,v, t)/ BV f(x, V1) < o
B, (v)

As with the preceding integrals, we divide the integral K
into two contributions K_, K. corresponding to the
conditions [v—V/|>1 and |v—V/| <1 and bound these
two integrals separately.

Using v+ V/|? < 2(|v]* + [V']?), we get

+v/|?
d3 dS /|V
g [ e

[v—v'|>1

1
<t / £ / P (VP + VP s

= Ksl’ls/ + Ks/ns < 00.

(B14)

(B15)
On the other hand, for [v—V/| <1,

V+VP=2v+ (V= V)P < 2v[+ 1)* <2(4]v]* + 1)

(B16)
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so that

1 /12
K. ::_/d37j / v |V+V/| fsfs
4 |v—V|

[v—v'|<1

1 /12
—_/d%fs/ B |V+V,| fo
4 By (v) |V_V|

1 fo
<~ [ &v(1+4v]? S/ v .
= / L

In the same manner as for J_ in Egs. (B10) and (B11), we
apply the Cauchy-Schwarz inequality to the inner integral
and then apply the Cauchy-Schwarz inequality to the outer
integral, giving

(B17)

Ko<y [@onrappisy| [ avr

By (v)
< \/ﬂ/d3v(1 + 4|V £,

« \//d%(l +4|v|2)fs/ L Afy < (B19
B(v

using Egs. (B2), (B8), (B13), and (B14).

APPENDIX C: ESTIMATING THE
COLLISIONAL-CUTOFF OR
DISSIPATION SCALES

The estimate (4.5) on the coarse-grained collision
integral derived in the main text provides a means to
estimate the “cutoff scales” ¢, u,. in phase space where
particle collisions begin to compete with the turbulent
renormalization effects due to ideal Vlasov-Maxwell
dynamics. Here we follow this approach to make more
explicit determinations of such collisional-cutoff or dis-
sipation scales. First, however, we review the derivation of
similar viscous cutoffs in incompressible fluid turbulence,
which suggests the approach to be followed also within
kinetic turbulence. As we see, an improvement of the
estimate (4.5) is required and also an additional phenom-
enological assumption analogous to Kolmogorov’s “refined
similarity hypothesis” in incompressible fluid turbulence.

1. Viscous-cutoff scale in incompressible
fluid turbulence

In incompressible fluid turbulence, the role of the
coarse-grained collision integral is played by the viscous
diffusion term vAu in the coarse-grained Navier-Stokes
equation [see Ref. [27] Eqs. (IIl.1) and (IIL.2) or Ref. [91]
Chap. II(D)]. The Cauchy-Schwarz estimate analogous to
Eq. (4.4) for the collision integral is Eq. (II. 3) in Ref. [16]
or, in detail,

1
lvAu(x,1)] < 7 vvol[supp(G,)]

x \// Br|(VG),(r)Pe(x +1.1),  (Cl)

where vol[supp(G,)| is the volume of the compact support
of the scaled kernel G,. This volume is C#> for some ¢-
independent constant C, so that we may rewrite Eq. (C1)
instead as

AR, 1)] < % \/ e, / Pro (e 41,0, (C2)

with ®:=|VG|?/ [|VG|* another C* compactly supported,
unit-normalized test function ®,(r) = (1/£°)®(r/¢), and
C'=C [|VG|]* is a new Z-independent constant. The
integral inside the square root in Eq. (C2) thus represents
viscous dissipation (smoothly) averaged over a volume of
order approximately #> and therefore can be estimated by
an appeal to the Kolmogorov refined similarity hypothesis
as of order

B)(%, 1) = / Prd,(re(X +1.1) ~ [Su(O)f /£ (C3)

with  6u(?) := supy¢|6u(x,7)|. This hypothesis is
unproved but has enjoyed considerable empirical success;
see Ref. [27], Sec. VIIL. 6. 2. We therefore obtain

V[ou(£)

pou(R.0)| < O [

(C4)

with C” a constant of order unity. The bound (C4) is, in
general, a large overestimate of vAl. A better estimate is
provided by

su(?)

|1/Al_l<)_(, t)l ~ 1/7,

(C5)
which is established as a rigorous upper bound in Ref. [16]
footnote 16 or Ref. [91] Chap. II(D) but which should also
be a good order-of-magnitude estimate.

Interestingly, however, the estimates (C4) and (C5)
coincide when local Reynolds number Re,:=¢6u(¢)/v=~1,
which is also the standard criterion used to identify the
local viscous-cutoff scale £, in incompressible fluid turbu-
lence (see, e.g., Ref. [27], Sec. VIIL 5.5). This criterion
can be rationalized by estimating the “Reynolds-stress’ term
V-7,(u,u) that arises in the coarse-grained Navier-Stokes
equation as a turbulent renormalization effect of unresolved
eddies [see Eq. (III. 6) in Ref. [16] ]. A rigorous bound can be
derived of the form

[6u(2)]?

V- 7(u, <C
V- 2(uw) < €

(Co)
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using cumulant methods [e.g., see Ref. [15] Appendix B or
the detailed derivation in Ref. [91] Chap. II(D)]. The exact
upper bound (C6) should also be a good order-of-magnitude
estimate of |V-7(u,u)|, unless there is a substantial
depletion of nonlinearity. Equating |V -7(u,u)|~ [vAu]
to determine £ ~ £, and using Eq. (C6) for |V -7Z(u,u)|
and either Eq. (C4) or Eq. (C5) for [vAu], one finds that the
condition Re, = £6u(¢) /v ~ 1 indeed provides the criterion
for appearance of viscous effects locally in the coarse-grained
equations.

If there is a substantial depletion of nonlinearity, one may
instead proceed by defining an eddy turnover rate a)fddy and
a coarse-grained dissipation rate a)d‘“ at each length scale 7

by the equations

oY 6u(¢) = |V - z(u,u)|,

0¥ [su(£))* =&, (CT)

Depletion  of nonlinearity means  that a)efddy ,
¥ < 5u(¢)/¢. Balancing |V - 7(u,u)| with the sharp
estimate (C5) of [vAu| then yields

0~y 2, (C8)
i.e., the turnover rate approximately equals the viscous
diffusion rate, as the criterion to determine £ ~ £,. On the

other hand, balancing |V - 7(u, u)| with the looser estimate
(C2) of |[vAu| gives

eddy\2
M ~u/f?.

d1ss
Wy

(€9)

As long as 05" ~ w3, the two criteria (C8) and (C9) will
select the same Z ~ ¢,. Empirical evidence suggests that
there is not a strong depletion of nonlinearity in incom-

pressible fluid turbulence so that @'Y ~ @ ~ su(#)/¢
and the conditions (C8) and (C9) then coincide with the
naive criterion Re, = £6u(¢)/v ~ 1.

2. Improved estimation of coarse-grained
collision integral

In kinetic theory, on the other hand, there are well-known
effects that may lead to depletion of nonlinearity, such as
rapid wave oscillations, fast gyromotion of particles,
dynamical alignment of vectors, etc. It would be desirable
to have a sharp estimate of the coarse-grained collision
integral analogous to Eq. (C5) in order to obtain a criterion
like Eq. (C8) involving only the ideal small-eddy-turnover
time and consistent with depletion of nonlinearity.
Unfortunately, the Landau collision integral has much
greater complexity than the viscous diffusion term in
hydrodynamic turbulence so that it is not at all obvious
how to derive an estimate of the coarse-grained collision
integral similar to Eq. (C5). An exact analogue of the
hydrodynamic estimate (C4) can be derived, however, by a
modest improvement of the estimate (4.5) in the main text,
and this result can be employed to derive a criterion
analogous to Eq. (C9) for collisional-cutoff scales 7, u,
in kinetic turbulence.

To obtain the desired improvement of Eq. (4.5), we make
a slightly different factorization of the integrand in
Eq. (4.3), now moving the (VH), into the second factor:

Cssf()_( /d’; / d3 /d3U/Gl/2( )< fsfs/,)l/z
|[v—¥|<Cu |V -V |

1”( )(VH), (v -

V)1,

(C10)

(fsfs |V - Vll)l/z

. (Vp - Vp’)(fsfs’)'

We assume here that H,, has compact support contained inside a ball of radius Cu so that the v integration can be restricted
to that ball centered around v. We then apply the Cauchy-Schwarz inequality to obtain

Cov(%.9.1)] \/?\//d3 /vv<cud3 /dsv'G()jS_fsvl

< \[2[ & [ v [ G0 (VH) (v =) Pery (R +1,v.¥.1),

(C11)

where ¢, (X, V,V, 1) is the entropy-production rate in the two-particle phase space due to collisions of particle species s, ',
which is given by the corresponding term in the sum over s, s’ in Eq. (2.37) in the main text that defines ¢(x, v, v, 7). Since
the estimates (B4)—(B6) in fact depend only upon the compact support property of H,, they essentially show for the first
square-root factor that

7% 5.0 (%.0)

Uth,ss'

(C12)

/d3r/ d3v/d31/Gg(r) Sols < o
/
[v—=v|<Cu |V -V |
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with vy, ¢ == max{vg vqe} and with C’' a constant
depending upon (X,V,7) and f,, f; but not upon #, u.
We leave details to the reader and note here only that
f4(X,V,1) and 7y (X, t) represent in fact local rms values in
the averages over r, v, v/, which for simplicity, we replace
with the usual coarse-grained values, assuming that they are
of similar orders of magnitude. For the second square-root
factor in Eq. (C11), we write

1
(VH) (=9 =5 lv =9 [ VHP - (€13)
u
with ¥ = |VH|?*/ [|VH|* another C® compactly sup-
ported, unit-normalized test function. Putting all of these
estimates together, we obtain our final improvement of
Eq. (4.5) for some #, u-independent constant C”,

CSS/(X’ v, t) <c" \/Uss’asf,u(iv v, t)]s (Xv v, t) X _Ut};ss' s

(C14)

where v,y =Ty /mivy . is essentially the Spitzer-
Harm Coulomb collision rate of particle species s with

particle species s’, and we define

Coru(X,V,1) = Z/d3rGf(r)/d3w‘Pu(w)/d3v’

X ¢ (X +T,V+W,V, 1) (C15)
representing total collisional entropy production of species
s per phase-space volume coarse grained at scales ¢, u and
evaluated at point (X, V, 7).

The latter quantity may be used to define a (coarse-
grained) dissipation rate wff}fu(i, v, t) for particle species s
by setting

f (£, w)”

ORI TE T = (& ), (CL6)
where
u 2
(AS)s = 0(fs) —o(fs) ~ M (C17)

S

is a measure of the kinetic entropy of species s residing at
scales 7, u in phase space with &f (¢, u)(X,V,1) =
SUP|r| <z, jw|<ulOr.wf s (X, V, 7)|. For the estimate on the right
side of Eq. (C17), see Ref. [20], footnote 132. In these
terms, the bound (C14) may be rewritten as

Cor(R.9.0) < C"\Jugpalis, "M 57 (¢.u).  (C18)
v u

Another way to represent the estimate (C14) follows from a
natural kinetic analogue of the Kolmogorov refined

similarity hypothesis (RHS), according to which the
coarse-grained entropy-production rate g » , (X, ¥, ) should

scale in the same manner as the phase-space entropy flux
*«flux,s

Sou " (X.¥,1) given by Eq. (5.24) in the main text, so that

u(éufs)((st’fs)
Zfs ’
qs (5fE) (5ffx)(5uf\)
msufs

EQs(éfB)(éufs)(éffs>}

cmS ufs

Coou(X,V, 1) ~ max{

’

(C19)

The three terms on the right side of Eq. (C19) arise from the
estimates (5.25)—(5.27) of entropy-flux contributions in the
main text, and we assume, naturally, that the largest
contribution to flux dominates the scaling [neglecting the
fourth flux term from Eq. (5.28) as always smaller].
Assuming this kinetic RHS implies a corresponding esti-
mate of the entropy cascade rate, as an upper bound:

« g.(3/F) 74.(6.B) }) ,

diss (g © _
w® X,V,t) = O max ,
sl ) ( {f mgu cmgu

(C20)

The true entropy flux rate (and, assuming the kinetic RHS,
the coarse-grained dissipation rate) can be much smaller
than this upper limit if there is substantial depletion of
nonlinearity. We therefore prefer to employ the general
bound (C18) without making use of the more specific
estimate in Eq. (C20).

3. Estimation of turbulence-generated terms
in coarse-grained equations

As we emphasize in the main text, the Vlasov-Maxwell
equations in the coarse-grained sense [Eq. (4.12)] differ
from the naive Vlasov-Maxwell equations because turbulent
renormalization effects from unresolved eddies produce
correction terms to the naive equations at each set of scales
Z, uin phase space. The coarse-grained collision integral can
be neglected at those scales ¢, u where it is much smaller
than (the largest of) these turbulence-induced correction
terms, and this negligibility is the defining characteristic of
the collisionless range of scales. One can easily see from
Egs. (4.15)—(4.18) in the main text that the small-eddy
contributions to the time-evolution of f, have the form

(O )% = Vg - (,F) + 0.V - (f(E,m
LV E(BL L) (w?Bm). (c21)

Simple expressions can be readily obtained for each of the
four contributions, which permit their magnitudes to be
estimated as follows:
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Ve (7)) = = [ @r(V6), 1) w(ebf),
_ u(éuaffs)
~ o H0deL)),

4Vp 7 (fﬁzﬁﬁ@W%w=0<

(C22)

qséfE(éuéffs ))

S mSu
(C23)
l_ s - - <
ATE Al x7(B,f) _msceijkviff(Bj’aikfs.u)
c mu
and
0.V (LwxB).7 :-i/cﬂw(m) (w)
sYp c sts mu u
w
=X <B5wfs>f
C
— o2 s
= uf's (C25)
mgc

with the rightmost terms providing rigorous upper bounds.
Note, as usual, that the fourth term is negligible compared
with the others (in fact, vanishing exactly when H is radially
symmetric) and can be dropped. In these bounds, we
introduce the following notation for the maximum double
increment (both in r and in w):

5f5ufs = sup |5r5wfs| ~ min{éffsv 6ufs}'

[r|<?.|w|<u

(C26)

The estimate in Eq. (C26) for the double increment is also
seen to be an exact upper bound using the identities
Sp0wfs(X,V) = 8. f (X, v+ W) —5.f(x,v) and likewise
Se0wfs = 0w fs(X +1,V) — 84 f (X, V), where the first iden-
tity is used if f; is smoother in x and the second identity if f
is smoother in v.

An eddy turnover rate a)?i%(i,v, t) in phase space is
naturally defined by the equality

WS (XY, 0)3f(€.u) = (9,F )Y (R, V. 1).

One can readily see from the estimates (C22)—(C25) that an
upper bound follows

o (3.9.1) = O(ma {” QS((SKE)’DqS(éfB)}>

¢’ myu cmgu

(C27)

(C28)

of the same form as Eq. (C20) for o, (X, ¥, ). When there
is large depletion of nonlinearity, however, one can expect

that weddy " (X,V, 1) is much smaller in magnitude than the

bound (C28). Therefore, we do not use the latter bound
in our determination of collisional-cutoff scales. Even
when there is strong nonlinearity depletion, however, it
is plausible to expect that %> (%, ¥,1) ~ @l (X,,1),
with similar magnitudes and identical scaling in 7, u.
Despite the physical plausibility of these expectations, it is
far from clear how to prove their validity.

4. Criterion for collisional-cutoff scales

The collisionless range of scales for particle species s is
characterized by the condition that |(9,f,)%%| > |C,|
and, likewise, cutoff scales Z., u,. where collisions with
particles of species s’ become important for species s are
specified by

(D f ) ¥ (® V. 1) = |Co (R V1) (C29)
Note that Eq. (C29) is a pointwise condition in phase space,
and thus the cutoff scales #.(X,V,1), u.(X,V,t) are local
quantities with fluctuating values reflecting phase-
space intermittency of the entropy cascade. Employing

the upper bound (C18) as an estimate of |C, (X, ¥, 7)| and
recalling the definition (C27) of a)eddy " (X,V,1) in terms of

(0,f5)%% (%, ¥, 1), the condition (C29) can be approxi-
mately rewritten as

eddy 2
( g l, u) ~u (Mhss’)
diss ss' :
g, ‘u u

Because Eq. (C18) is only an upper bound on the coarse-
grained collision integral, the true values of Z.(X,V,1),
u.(X,v,1) defined by Eq. (C29) could be smaller than those
specified by Eq. (C30). On the other hand, under the

reasonable scaling hypothesis @$%" (%,,7) ~ ol (X.9,1),
the condition (C30) reduces to

eddy Vth,ss' 2
ws [/ =V u ’

and thus essentially coincides with the heuristic criterion
employed by Schekochihin et al. [24] Eq. (251) and
[25] Sec. II.

Clearly the condition |(9,f,)%%| > |C,| is satisfied for
any fixed 7, u in the formal limit v;¢ — O (or Dogy — ©0).
To determine how large Do,y must be in order to neglect

collisions at specific values of Z, u requires concrete scaling

eddy  diss ;
laws for @, .3, @f'7, in terms of , u, which depend upon

the circumstances (specific plasma parameters) and also,
presumably, will fluctuate from point to point in phase
space. One important general point is already clear, how-
ever, from the fact that Egs. (C29) or (C30) provide a single
condition to determine two free parameters ¢, u. There is
obviously an undetermined degree of freedom, which may

(C30)

(C31)

041020-40



CASCADES AND DISSIPATIVE ANOMALIES IN NEARLY ...

PHYS. REV. X 8, 041020 (2018)

be taken to be the slope f in the log(1/¢) — log(1/u) plane
along which log(1/¢),1og(1/u) — oo. In other words, one
can impose as an a priori relation with any choice of f > 0,

£~ 5x(u/vlh.s,s')ﬁ’ (C32)
where, e.g., d, is the skin depth for particle species s so that

¢, u vanish together. Substituting the relation (C32) into

Egs. (C29) or (C30) then uniquely determines fﬁ’”, ugﬂ ) for

that choice of > 0. One should expect there to be a
nontrivial # dependence, since different choices of that free
parameter will weight differently the linear advection

contribution and the wave-particle interaction contribution

eddy diss
to the rates @ ,;, @,

APPENDIX D: THE 4/5th LAW FOR ENTROPY
CASCADE IN KINETIC TURBULENCE

In the main text, we derive an explicit expression
Eq. (5.24) for the entropy flux rate in phase space, or

*tlux,s ~ 7 qs - 7 V‘]_Cs
gft.lu = =W Vifs - ;Tf(E’fs,u) -—

S N

(D1)

As we remark there, the four quantities that appear in this
entropy flux can all be expressed in terms of phase-space
increments of the VML solutions f, s = 1,..., S, and E,
B, and these formulas provide the kinetic theory analogues
of 4/5th laws for entropy cascade. The concrete connection
with turbulent 4 /5th laws is not needed to derive the scaling
exponent constraints Eq. (5.45) in the main text, but we
discuss such relations here for their general interest.

We explain in the main text how to write the entropy flux
in terms of increments by means of the general relation
Eq. (3.7) for the correlation terms 7,(E, f, ), 7.(B, f,.),

—

the identities Eqgs. (4.14) and (4.18) for w,, (w x B),, and
Egs. (3.8) and (3.9) for the gradients V¢ £, V;f,. We now
write down the explicit expressions in terms of increments,
adopting notations that are purposely chosen to make the
connection with traditional 4/5th laws more obvious.
Taking z = (r, w) to denote a displacement in six-dimen-
sional phase space, we use the notation

(as)s = / 152G /(1) H,,(W)a, (D2)

to indicate the average over z with respect to the kernels
G,(r)H,(w). Here, a, is any quantity depending upon z,
possibly through r or w alone. One can then easily check
using the aforementioned equations in the main text that

N

fs fs :
) <w | {(arm(aris)(aw//fs)} >
(D4)
~#8 7,0 T
) <V , [v 5 <arB)<5r£;><aw”fs>] > 3)
(wx B), - Vi,
- <vw,, : {w x B(X +r1) M} > (D6)

with multiple averages over z = (r,w), z' = (r', w'), etc.,
indicated by corresponding multiple subscripts. These
formulas may be compared with standard expressions
for (anisotropic) 4/5th laws both in incompressible fluid
turbulence, such as Ref. [27] Eq. (6.8), and in gyrokinetic
turbulence, such as Ref. [82] Eq. (4.52) or Ref. [83]
Eq. (6.9). The resemblance is quite clear for the two
middle contributions (D4) and (D5) from nonlinear
wave-particle interactions, which are cubic in terms of
solutions fields. The other two, Eq. (D3) from linear
advection and the last term (D6) have a similar form but
are only quadratic in solution fields. In the main text, we in
fact sketch the derivation of two different versions of the
“kinetic 4/5th law” based upon the above formulas:
Eq. (5.10), which is an “ensemble version” (or globally
spatially averaged version) analogous to that of
Kolmogorov, and Eq. (5.14), which is a “deterministic,
local version” like that of Duchon and Robert [78]. We
further elaborate on both of these here.

The derivation of the ensemble version Eq. (5.10) mostly
follows standard arguments for the fluid case, except for the
one important difference that there is no “statistical
homogeneity” in velocity space for kinetic turbulence.
On the other hand, the total integrals over velocity space
can be presumed to exist so that one can instead integrate
over Vv rather than average. Integrating the phase-space
entropy balance Eq. (5.19) over velocity then gives a
physical-space entropy balance

Ol + ¥ I = g (07)
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with a*ﬂ"x ¥ the term corresponding to species s in the sum

of Eq. (5.22). Whereas the four terms in Eq. (D1) all
represent the entropy-production rate per unit phase-space

volume and per unit time, the corresponding terms in

a}ﬂ;” give entropy-production rates per unit physical-

space volume and per unit time. We may now average over
space or, assuming statistical homogeneity, average over an
ensemble of solutions and obtain Eq. (4.13) by the argu-
ments in the main text. The resulting 4/5th law for kinetic
entropy cascade written out in full detail is

oo ),
+ 2 (v, [GRNGLIEL)
.u

mg 7 :

q_ <V .- |:(6rE)(5r’fs)(5W”fs):| >

mg fs ‘.
+ qs <Vw” . |:V (6:B)( rfs W' :| >

mgc .u

qs <Vw”' |:‘—7 (5 B)5 fs 6”fs:|>

mgc ‘.u
+£<vw,,. [wa(x+ r) 5W”f‘)]>

mgc ‘.

valid in the collisionless range L > ¢ > €., U > u > u,,
where (-),, means that all increments z, z', etc., which
appear inside the brackets are independently averaged with
respect to G,H,,, V is integrated over all of velocity space,
and X is averaged over all of physical space.

The local deterministic form of this 4/5th law in
Eq. (5.14) can be likewise derived following the arguments
of Ref. [78], which are briefly sketched in the main text. The
result has exactly the same form as Eq. (D8) except that, on
both sides of the equation, averages of X over all of space are
replaced with averages of (X, 7) over (X, ) for a smooth,
compactly supported, normalized function ¢. The condition
on u for validity of this local relation is unchanged, but the
condition on # becomes L, (t) > £ > ., where L,(t) is
the spatial dimension of the support of ¢ (-, ¢), which must be
held fixed as first Do — oo and then Z, u — 0. Although this
relation is “space-time local in the sense of distributions,” the
spatial average here is over many increment lengths ¢
(which, in turn, must be much larger than 7). In particular,
the result does not help to justify a refined similarity
hypothesis of the type (C19), which involves on the left-
hand side an average of ¢ over a region of extent £ in space
and u in velocity.

A discontented reader might wonder why the kinetic 4/5th
law that we present does not make use of the simple point-
splitting argument employed in standard derivations for
incompressible fluids [27] or for gyrokinetics [82,83]. The

difficulty is that there is no obvious point splitting of the
phase-space entropy density s[fs] = — f, for which one can
show as Do — oo that (i) all terms in the point-split relation
remain finite even as V, gradients and V, gradients diverge,
and (ii) the contribution of the Landau collision integral can
furthermore be neglected. Standard verifications of (i) use
essentially the fact that kinetic energy per volume (1/2)|u?
for incompressible fluids, and free energy per phase volume
g*/2F, for gyrokinetics [see Ref. [82], Eq. (4.16)] are
quadratic in the solution fields. Careful derivations of the
analogue of (ii) for incompressible fluids [e.g., Ref. [27]
Eq. (6.47) or Ref. [91] Chap. II. B, p. 5] use the simple form
v/Au of viscous diffusion. None of these standard arguments
obviously carries over to the entropy density and the Vlasov-
Maxwell-Landau kinetic equations, whereas our coarse-
graining regularization (3.1) in the main text trivially guar-
antees (i) and it has been shown in this paper also to yield (ii).
It is worth remarking that the standard point-splitting argu-
ment does guarantee (i) for the quadratic quantity (1/2)f?
which is an ideal invariant for smooth Vlasov-Maxwell
solutions. On the other hand, this quadratic quantity satisfies
no H theorem for the VML equations, and it is also not
obvious how to justify (ii) for a point splitting of this quantity.
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