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Recent work on a family of boson-fermion mappings has emphasized the interplay of symmetry and
duality: Phases related by a particle-vortex duality of bosons (fermions) are related by time-reversal
symmetry in their fermionic (bosonic) formulation. We present exact mappings for a number of concrete
models that make this property explicit on the operator level. We illustrate the approach with one- and
two-dimensional quantum Ising models and then similarly explore the duality web of complex bosons and
Dirac fermions in (2þ 1) dimensions. We generalize the latter to systems with long-range interactions and
discover a continuous family of dualities embedding the previously studied cases.
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I. INTRODUCTION

Mapping models of spins or bosons to fermions has a
long history in condensed-matter physics. In (1þ 1)-
dimensional systems, such mappings are based on the
Jordan-Wigner transformation, which introduces nonlocal
string operators that ensure a change of statistics between
objects at arbitrary spatial separation. Despite this non-
locality, many local (1þ 1)-dimensional spin or boson
models map exactly onto local fermion models. For exam-
ple, the one-dimensional (1D) transverse-field Ising model
maps to a chain of free Majorana fermions that become
massless at the phase transition [1–3]. Chern-Simons
flux attachment [4] generalizes this technique to two-
dimensional (2D) systems; here, a “statistical” gauge field
fulfills the same role as the Jordan-Wigner string in 1D.
An illuminating application of the latter approach is
the description of electronic fractional quantum-Hall states
as superfluids of Chern-Simons bosons [5–8]. Another
important early application directly related to the topics
here is the study of phase transitions involving topological
states [9–11].
Dualities provide alternative reformulations complemen-

tary to those obtained by statistical transmutation. Classic
examples include Kramers-Wannier duality for Ising spins
and particle-vortex duality for bosons [12,13]. More
recently, a fermionic counterpart has been discovered that
maps free 2D Dirac fermions to dual Dirac fermions

coupled to a gauge field [14–23]. In all these cases, the
dual quasiparticles are highly nonlocal objects in terms of
the original microscopic degrees of freedom (d.o.f.), but
they exhibit the same statistics.
The presence of symmetries can yield interesting con-

sequences for systems that are amenable to both duality and
statistical transmutation. Because of the nonlocal relation
between various representations, symmetries that act
locally in one set of variables can act highly nontrivially
in another. In 1D, for instance, translation symmetry in a
free Majorana chain implements duality for the Ising model
that arises upon transmuting back to spins. Two important
recentworks by Seiberg, Senthil,Wang, andWitten [19] and
by Karch and Tong [20] have extended this symmetry-
duality correspondence to 2D systems. These groups estab-
lished that phases for a free 2DDirac fermion that are related
by time-reversal symmetry are related by particle-vortex
duality when expressed in terms of bosons coupled to a
Chern-Simons field. Similarly, time-reversal symmetry for
microscopic bosons corresponds to particle-vortex duality
for Dirac fermions with Chern-Simons coupling.
This paper aims to elevate the symmetry-duality inter-

play from the level of quantum phases to explicit properties
of operators describing physical d.o.f. in various represen-
tations. To illustrate the basic principles in a simplified
setting, we first review the correspondence noted above
between duality for the transverse-field Ising chain and
translation symmetry in the Majorana-fermion representa-
tion, and then generalize this correspondence to a class
of 2D spin Hamiltonians. The main body of the paper then
analyzes (2þ 1)-dimensional models of bosons, vortices,
Dirac fermions, and dual Dirac fermions that can be
explicitly mapped between one another via dualities
and an analogue of Chern-Simons flux attachment. We
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specifically formulate these models as coupled-wire arrays,
which makes operator-based mappings possible.
The coupled-wire approach paints an intuitive physical

picture for the underlying transformations as well as the
connection between symmetry and duality. Representing
Dirac fermions by bosons does not only require statistical
transmutation; one must also augment the latter with an
internal degree of freedom that encodes spin. Fermionic
statistics can be achieved by forming bound states of
bosons and vortices. Importantly, in our discrete wire
setups, vortices live on the dual lattice and are thus
naturally displaced from the bosons—similar to the “dipole
picture” of composite fermions [24–29], which was
recently revisited in Ref. [30]. The Dirac-fermion spin
correlates with the relative orientation of the boson-vortex
bound state: for spin up, the vortex sits just below the
boson, while for spin down, the orientation is reversed.
Fermionic time reversal swaps up and down spins, and
correspondingly swaps bosons and vortices, i.e., imple-
ments bosonic duality as sketched in Fig. 1. Dual Dirac
fermions, meanwhile, arise simply by attaching the oppo-
site vorticity to each boson. (As a result, the dual fermions
also have opposite chirality in the wire formulation and
opposite sign of their velocity in the continuum 2D
description compared to the “direct” fermions.) Bosonic

time-reversal symmetry reverses vorticity and thus likewise
implements duality for the Dirac fermions.
We flesh out the above picture in the framework of

several explicit sets of wire models. The first set of models
is schematically described by

ijboson · A ↔ ijDirac · c − i
cdc
8π

þ i
Adc
2π

− i
AdA
4π

↕ ↕

ijvortex · ~aþ i
Ad ~a
2π

↔ ijdual Dirac · ~cþ i
~cd~c
8π

þ i
Ad~c
2π

þ i
AdA
4π

:

ð1Þ

Here, j denotes space-time currents in a given representation indicated by the subscript, A is the external vector potential,
and all other variables are dynamical gauge fields. Vertical and horizontal arrows connect theories related by duality and
statistical transmutation, respectively. The left side sketches the familiar duality between bosons and vortices coupled to a
gauge field that mediates long-range vortex interactions. As indicated on the right, these systems in turn map to self-dual
(in a sense that will be made precise later on) Dirac fermions coupled to a level-1=2 Chern-Simons gauge field. We show
explicitly that time-reversal symmetry for the bosons imposes exact self-duality for the fermions.
We can similarly summarize the second set of models by

ijDirac · A ↔ ijboson · cþ i
cdc
4π

− i
Adc
2π

þ i
AdA
8π

↕ ↕

ijdual Dirac · ~aþ i
Ad ~a
4π

↔ ijvortex · ~c − i
~cd~c
4π

þ i
Ad~c
2π

− i
AdA
8π

:

ð2Þ

The left side now represents the recently discovered duality
between free Dirac fermions and dual Dirac fermions
coupled to a gauge field [14–23].
These theories map to self-dual Chern-Simons bosons,

with time reversal in the fermionic representation imple-
menting duality in the bosonic representation. Note that

on the level of continuum theories, the models in Eqs. (1)
and (2) can be related by the conventional flux attach-
ment technique, where the conventional fermion features
two Dirac nodes, one of which is very massive and
“integrated out.” However, the action of symmetries on
the statistically transmuted variables becomes obscured

FIG. 1. In our formulation, the fermion spin is interpreted as the
relative orientation of the boson and vortex. Under fermionic time
reversal, the spin is flipped, corresponding to replacing bosons↔
vortices, i.e., duality. This schematic picture will be made precise
in the course of this paper.

MROSS, ALICEA, and MOTRUNICH PHYS. REV. X 7, 041016 (2017)

041016-2



during this process yet remains precise in our wire
scheme.
We explore a third set of models that exhibit time-

reversal symmetry both in the bosonic and fermionic
representations—thus prohibiting Chern-Simons terms
for any of the dynamical gauge fields. We propose that
these wire models yield the relations

ijboson · aþ L½a� ↔ ijDirac · cþ 1
2
L½c�

↕ ↕

ijvortex · ~aþ L½ ~a� ↔ ijdual Dirac · ~cþ 1
2
L½~c�;

ð3Þ

where, in momentum space,

L½a� ¼ 1

4πjkj jk × aj2:

For brevity, we suppressed the external gauge field A
(which can be introduced as in the previous theories).
It is known that bosons with such kinds of marginally long-
range interactions mediated byL½a� can be exactly self-dual
[31,32]. Furthermore, this interaction does not break time-
reversal symmetry, and consequently, the fermionized
description is also both time-reversal symmetric and
self-dual.
We show that all of the equivalences encapsulated by

Eqs. (1)–(3) may be viewed as special cases of generalized
mappings connecting theories,

ijboson · aþ λbosonL½a� − iγboson
ada
4π

;

ijvortex · ~aþ λvortexL½ ~a� − iγvortex
~ad ~a
4π

;

ijDirac · cþ
λDirac
2

L½c� − iγDirac
cdc
8π

;

ijdual Dirac · ~cþ
λdual Dirac

2
L½~c� − iγdual Dirac

~cd~c
8π

:

These theories are equivalent for a specific relationship
between the parameters λj, γj that can be expressed suc-
cinctly by adopting the notation zj ¼ γj þ iλj. From duality,
one finds the relations zvortex¼−z−1boson and zdualDirac¼−z−1Dirac.
This “modular structure” has been previously analyzed for
the case of bosons inRef. [31] (see alsoRef. [33]).Moreover,
we show that the fermionic and bosonic theories are related
via

zDirac ¼
zboson − 1

zboson þ 1
: ð4Þ

Equation (4) describes a conformal map illustrated in Fig. 2.
Figure 3 presents an overview of the various field theories
related by this general duality and of the corresponding
phases; for a discussion, see the caption.

The generalized models described here—featuring non-
quantized Chern-Simons terms and singular gauge-field
propagators—do not arise naturally in purely (2þ 1)-
dimensional continuum field theories. Such models may,
however, be viewed as describing situations where (2þ 1)-
dimensional matter fields couple to a (3þ 1)-dimensional
gauge field. This scenario was very recently considered in
Ref. [19] and used to lend additional support to the (2þ 1)-
dimensional duality web. In condensed-matter physics,
mixed dimensions of this kind are of course a common
experimental reality, e.g., in the quantum-Hall context.
Here, an important work by Nayak and Wilczek considered
singular gauge-field propagators of this kind to study non-
Fermi liquid properties of the half-filled Landau level
[34,35]. Finally, models with both marginally long-range
interactions and nonquantized Chern-Simons terms can be
realized in concrete lattice models [31] and studied numeri-
cally [32,36]. Such simulations may provide much-desired
numerical support for various dualities in the future.

2 1 0 1 2 boson

1

2
boson

2 1 0 1 2 Dirac

1

2
Dirac

FIG. 2. Equation (4) describes a conformal map from the
complex half-plane onto itself. The upper figure depicts (orthogo-
nal) lines of fixed radius or angle. The lower figure shows the
same lines in the transformed coordinate system. A number of
important special cases are as follows: (i) Purely imaginary zboson,
corresponding to time-reversal-invariant boson systems, map
onto the unit circle jzDiracj ¼ 1 for fermions, i.e., self-dual
models. The limits zboson → i∞ and zboson ¼ i0þ correspond to
zDirac ¼ þ1 and zDirac ¼ −1, i.e., the fermion models with half-
integer Chern-Simons described in Eq. (1). (ii) Self-dual boson
models, jzbosonj¼1, map onto purely imaginary zDirac ¼
i tan½argðzbosonÞ=2�, i.e., time-reversal invariant fermions. (iii) The
special point zboson ¼ zDirac ¼ i is invariant under the conformal
map and corresponds to a model that is simultaneously self-dual
and time-reversal invariant for both bosons and fermions.
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We organize the remainder of the paper as follows.
Section II discusses the interplay between symmetry and
duality for 1D and 2D quantum Ising models. In Sec. III, we
review boson-vortex duality from the viewpoint of coupled
wires, while in Sec. IV, we similarly discuss duality for Dirac
fermions. Section V relates the boson and fermion formula-
tions through an analogue of flux attachment, which is where
the symmetry-duality correspondence becomesmanifest. The
“mother” equivalences summarized above are derived in
Sec. VI. Section VII briefly discusses applications of our
methods to gapped phases, and Sec. VIII pursues extensions
to systems hosting two Dirac fermion flavors. A brief
conclusion and outlook appear in Sec. IX. Supplementary
details can be found in several appendixes.

II. SYMMETRY-DUALITY RELATION
IN ISING MODELS

A. Transverse-field Ising chain

As an instructive warm-up exercise, we examine the 1D
transverse-field Ising model,

Hσ ¼ −J
X
r

σzrσ
z
rþ1 − h

X
r

σxr; ð5Þ

with r integers that label sites. This system provides a
simple (and well-known) example where symmetry in one
representation corresponds to duality in another. Moreover,
the changes of variables that link these representations
loosely parallel those that we exploit in later sections for 2D
systems.
First, we define dual variables on half-integer sites via

τzrþ1=2 ¼
Y

r0<rþ1=2

σxr0 ; ð6aÞ

τxrþ1=2 ¼ σzrσ
z
rþ1: ð6bÞ

Under this duality transformation, the Hamiltonian
becomes

FIG. 3. Left panel: Phase diagram of bosonswith Chern-Simons term (γboson), marginally long-range interactions (λboson), and additional
nonuniversal short-range interactions (ushort-range). Time-reversal symmetry is present at γboson ¼ 0. When additionally λboson ¼ 0, the
bosons interact via a gauge field that obeys Maxwell dynamics. This corresponds to vortices with purely short-range interactions, which
may either condense or become gapped. The transition between the two phases is governed by the Wilson-Fisher fixed point. In contrast,
γboson ¼ 0 and λboson ¼ ∞ formally corresponds to bosons with purely short-range interactions. These two limits are related by the
standard boson-vortex duality of Eq. (1). Finite, nonzero λboson interpolates between the two with self-duality realized at λboson ¼ 1,
corresponding to Eq. (3). This point describes a quantum phase transition between the same phases as theWilson-Fisher fixed point (either
bosons or vortices condense) but is of a different universality class because of the marginally long-range interactions (strictly speaking,
long-distance properties of the two phases also change qualitatively for finite nonzero λbos). For nonzero γbosons, this point extends into a
self-dual line of phase transitions at λ2bosons þ γ2bosons ¼ 1; this includes the case of bosons with purely statistical interactions described by
Eq. (2). In the figure, we assumed that this line of self-dual phase transitions lies in the ushort-range ¼ 0 plane, which is something we can
realize in explicit wire models. Right panel: The same models can be transcribed into Dirac fermions with statistical (γDirac), marginally
long-range (λDirac), and additional short-range interactions (vshort-range). The self-dual line of bosons maps onto time-reversal-invariant
fermions γDirac ¼ 0, which are critical. It separates gapped phases with opposite sign of the Dirac massmDirac, which corresponds to either
bosons or vortices condensing. The γDirac ¼ 0 line includes the special cases ofN ¼ 1QED3 (λDirac ¼ 0), Dirac fermions with short-range
interactions (λDirac ¼ ∞), and self-dual Dirac fermions (λDirac ¼ 1). As for the case of bosons, the self-dual point extends to a self-dual line
for γDirac ≠ 0. It includes the case of Dirac fermions with purely statistical interactions, λDirac ¼ 0 and γDirac ¼ 1, which is self-dual and for
which short-range interactions vshort-range can drive a phase transition in the Wilson-Fisher universality class.
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Hτ ¼ −J
X
r

τxrþ1=2 − h
X
r

τzr−1=2τ
z
rþ1=2; ð7Þ

which is self-dual at the critical point J ¼ h. Note that we
have assumed an infinite chain above so that boundary
terms can be ignored (see below, however). From the
viewpoint of the original spins, one can view σz as an order
parameter and τz as a “disorder parameter”: τz creates a
domain-wall defect in the original language and thus
condenses in the disordered phase with h > J.
By combining order and disorder operators, one can

alternatively describe the model in terms of Majorana
fermions Γ [1–3],

Γðr − 1=4Þ ¼
�Y

r0<r

σxr0

�
σzr ¼ τzr−1=2σ

z
r; ð8aÞ

Γðrþ 1=4Þ ¼ −
�Y

r0<r

σxr0

�
σyr ¼ iσzrτ

z
rþ1=2: ð8bÞ

In particular, the two inequivalent fermions defined above
arise by appending a τz operator to the left or right of an
original spin σz. These Majorana operators thus naturally
reside on “quarter-integer” (i.e., odd integers divided by
four) sites r� 1=4 located midway between direct and dual
lattice sites. (See Fig. 4 for a summary of the representa-
tions.) It is often convenient to instead enumerate fermion
sites by integers j with

γj ≡ Γðj=2þ 1=4Þ: ð9Þ

Using γj Majorana operators, the Hamiltonian takes
the form

Hγ ¼
X
j

1

2
½J þ hþ ð−1ÞjðJ − hÞ�ðiγjγjþ1Þ: ð10Þ

In this representation, J and h favor competing dimeriza-
tion patterns for the Majorana fermions.

At the self-dual point of the Ising model, J ¼ h, the two
dimerization terms compete to a draw, and the Majorana
chain is therefore gapless. Here, the chain preserves a
formal unitary symmetry

T∶ γj → γjþ1; i → i; ð11Þ

as well as an antiunitary symmetry

T 0∶ γj → ð−1Þjγjþ1; i → −i: ð12Þ

The latter can be viewed as T composed with time reversal
K in the Ising chain, which acts as simple complex
conjugation in the σz basis; in the Majorana representation,
we have K∶γj → ð−1Þjþ1γj, i → −i. Requiring either T or
T 0 protects gaplessness of the Majorana chain, while K by
itself of course does not. We stress, however, that for any
strictly 1D fermionic system, bothT andT 0 are anomalous in
the sense that neither commutes with the total-fermion-
parity operator P ¼ Q

jðiγ2j−1γ2jÞ (which in Ising language
translates toP ¼ Q

rσ
x
r). These symmetries can nevertheless

arise microscopically at the edge of a weak 2D topological
superconductor composed of an array of 1D Kitaev chains;
for example,T would then correspond to a simple translation
by one wire that preserves the total electron parity.
Deducing the action of T and T 0 on the spin variables

requires some care, specifically regarding the origin of
strings that appear under duality and in the definition of the
fermions. A careful treatment (see Appendix A for details)
yields

T or T 0∶ σxr → τxrþ1=2;

σzr → iσz0τ
z
rþ1=2: ð13Þ

Thus, the anomalous fermionic symmetries T and T 0
implement duality for the original spin variables, modulo
the additional factor iσz0 that arises because of the nonlocal
strings involved in our definitions of the dual operators.
Note that σz0 anticommutes with all τzrþ1=2 operators, which
ensures, e.g., that σzrσ

z
rþ1 → τzrþ1=2τ

z
rþ3=2, as appropriate for

duality.

B. 2D generalization

The symmetry-duality correspondence for the 1D quan-
tum Ising chain can be generalized to higher-dimensional
models. As an illustration, we examine the following 2D
square-lattice Hamiltonian,

Hσ ¼ −Jz
X
r

σzrσ
z
rþx̂ − h

X
r

σxr

− K
X
r

σzrσ
z
rþx̂σ

z
rþŷσ

z
rþx̂þŷ − Jx

X
r

σxrσ
x
rþŷ: ð14Þ

Here, r¼ðx;yÞ labels square-lattice sites delineated by
integers x, y. Importantly, the above Hamiltonian commutes

FIG. 4. Different sets of variables for representing the transverse-
field Ising model. Microscopic Ising spins reside on sites labeled
by integers. Dual Ising spins reside on the dual lattice sites denoted
by half-integers. Majorana fermions are obtained by combining
direct Ising spins with dual Ising spins and are thus most naturally
associated with sites labeled by quarter-integers.
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with
Q

r∈rowσ
x
r , where the product runs over all r in any row

of the 2D lattice.
Equation (14) admits a number of noteworthy special

cases: (i) For K ¼ Jx ¼ 0, Hσ describes an array of
decoupled transverse-field Ising chains, which we dis-
cussed in the previous subsection. (ii) The Jx ¼ Jz ¼ 0
limit was studied by Xu and Moore in Ref. [37] and shown
to be self-dual when h ¼ K. (iii) Finally, at h ¼ K ¼ 0, Hσ

reduces to the quantum compass model (see Ref. [38] for a
recent review). Reference [39] formulated this limit of the
model in terms of Jordan-Wigner fermions. Moreover,
special cases (ii) and (iii) were shown to be related by a
duality mapping in Ref. [40].
We adopt a straightforward extension of 1D Ising duality

and define dual operators as

τzrþx̂=2 ¼
Y

r0<rþx̂=2

σxr0 ; ð15aÞ

τxrþx̂=2 ¼ σzrσ
z
rþx̂: ð15bÞ

In the first equation, the string of σx ’s begins at the bottom-
left site and runs rightward through each row until the
termination at σxr in “typewriter” fashion. The correspond-
ing dual Hamiltonian reads

Hτ ¼ −Jz
X
r

τxrþx̂=2 − h
X
r

τzr−x̂=2τ
z
rþx̂=2

− K
X
r

τxrþx̂=2τ
x
rþx̂=2þŷ

− Jx
X
r

τzr−x̂=2τ
z
rþx̂=2τ

z
r−x̂=2þŷτ

z
rþx̂=2þŷ; ð16Þ

and, similar to the 1D Ising model, is self-dual when h ¼ Jz
and K ¼ Jx. (Appendix B discusses the relationship
between self-duality of Hσ and self-duality of the Xu-
Moore model from Ref. [37].) Note that the spin con-
servation for each row ensures that the Hamiltonian
remains local in terms of τx;z variables. Pairwise exchanges
between different rows, e.g., σzrσ

z
rþŷ , spoil these conserved

quantities and would yield nonlocal terms in the dual
Hamiltonian.
Combining order and disorder operators once again

allows the model to be recast in terms of Majorana
fermions:

Γðr − x̂=4Þ ¼ τzr−x̂=2σ
z
r; ð17aÞ

Γðrþ x̂=4Þ ¼ iσzrτ
z
rþx̂=2: ð17bÞ

In terms of relabeled Majorana operators

γj;y ≡ Γðj=2þ 1=4; yÞ; ð18Þ

we obtain the fermionized Hamiltonian

Hγ¼
X
j;y

1

2
½Jzþhþð−1ÞjðJz−hÞ�ðiγj;yγjþ1;yÞ

þ
X
j;y

1

2
½KþJxþð−1ÞjðK−JxÞ�γj;yγjþ1;yγj;yþ1γjþ1;yþ1:

ð19Þ

At h ¼ Jz and K ¼ Jx, corresponding to the self-dual
point in the spin representation, Hγ preserves the sym-
metries T, T 0 defined in Eqs. (11) and (12) (with subscripts
y appended trivially). If one views the fermionic
Hamiltonian as describing an array of strictly 1D Kitaev
chains coupled through Jx, K, then both T and T 0 are
anomalous in the same sense as in the previous subsection.
Both symmetries can, nevertheless, arise microscopically
as simple, global-parity-preserving translations at the
surface of a 3D weak topological superconductor. One
can readily check that these anomalous symmetries imple-
ment duality for the 2D Ising variables, up to boundary
operators—providing a higher-dimensional generalization
of the well-known 1D result reviewed earlier.
We remark, as an aside, that the fermionic Hamiltonian

also preserves analogues of T, T 0 that implement trans-
lations by one Majorana site along y instead of x. These
symmetries are not anomalous (in the wire-array realization
noted above), and they persist even away from the h ¼ Jz,
K ¼ Jx limit. In general, one can construct strictly 2D
Majorana systems that preserve simple translations along
one—and only one—direction of the lattice.
To our knowledge, critical properties of the model (14)

near self-duality have not been explored. (The quantum
compass model arising when K ¼ h ¼ 0 is known to
exhibit a first-order phase transition [41], but here we are
interested in a different critical point that requires non-
zero K ¼ Jx.) The fermionic formulation, Eq. (19),
suggests the possibility of interesting 2D phases analo-
gous to the “exciton Bose liquid” [42–47] that may arise
in boson models with ring exchange but no direct
hopping. There, interactions spontaneously generate
coherence between different rows or columns, yielding
a 2D phase with emergent gapless fields (see Ref. [47] for
this viewpoint). Likewise, Hγ for h ¼ Jz ¼ 0 exclusively
features ring-exchange terms that may give rise to new
2D phases. (At nonzero h ¼ Jz, Majorana fermions can
only hop in the x direction, though propagation along y
may be generated spontaneously by the ring-exchange
interaction.) Simulations of the spin model (14) could
provide direct evidence of such an exotic phase. The
fermionic representation opens a window for comple-
mentary field-theoretic studies and may be particularly
enlightening in the limit of weakly coupled critical Ising
chains. Moreover, the latter perspective suggests a natural
interpretation of the putative critical theory in terms of
gapless Majorana fermions, likely coupled to an emergent
gauge field.
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III. PARTICLE-VORTEX DUALITY FOR BOSONS

We turn now to particle-vortex duality for bosons. This
section first reviews the familiar Mott transition of bosons
in 2þ 1 dimensions from a viewpoint that facilitates an
explicit mapping to fermions (see Sec. V). In particular, we
formulate the theory as an array of quantum wires hosting
charge-e bosons that can enter various 2D phases depend-
ing on the strength of interactions and interwire couplings.
We then introduce a nonlocal mapping from bosons to
vortices and review two dualities in this framework:
(i) duality between short-range-interacting bosons and
vortices coupled to a gauge field and (ii) duality between
bosons coupled to a Chern-Simons gauge field with
coefficient �1 and vortices coupled to a Chern-Simons
gauge field with coefficient ∓1.

A. Coupled-wire formulation

Consider a 2D array of quantum wires enumerated by
integers y, each hosting bosons Φy ∼ eiφy with density
ρy ¼ ∂xθy=π. The φ; θ fields obey the commutator

½∂xθyðxÞ;φy0 ðx0Þ� ¼ iπδy;y0δðx − x0Þ; ð20Þ

which implies that Φ†
y creates a boson with unit charge as

desired while e2iθy creates a 2π phase slip in wire y. We
write the Euclidean action as

S¼
Z
x;τ

X
y

�
i
π
∂xθy∂τφyþLLLþLphase slipþLhop

�
: ð21Þ

Here,

LLL ¼ v
2π

ð∂xφyÞ2 þ
u
2π

ð∂xθyÞ2 ð22Þ

describes independent Luttinger liquids of bosons in each
wire, with short-range density-density interactions encoded
by the u coupling. Interwire boson hoppings generate

Lhop ¼ −g1 cosðφyþ1 − φyÞ: ð23Þ

Finally, when the boson density is commensurate with the
underlying lattice, considering specifically integer density
per site, each wire contains an additional term

Lphase slip ¼ −g2 cosð2θyÞ: ð24Þ

Nonzero g1, g2 generically destabilize the decoupled
boson Luttinger liquids. When g1 is relevant and flows to
strong coupling, bosons can hop coherently between the
wires and form a superfluid. Conversely, when g2 is
relevant and flows to strong coupling, 2π phase slips
proliferate and drive a transition to a Mott-insulator phase.

The boson density-density interaction u in LLL deter-
mines which of these competing couplings dominates. At
weak coupling (small g1, g2), the renormalization group
(RG) flow equations are

dg1
dl

¼
�
2 −

1

2

ffiffiffi
u
v

r �
g1; ð25aÞ

dg2
dl

¼
�
2 −

ffiffiffi
v
u

r �
g2; ð25bÞ

with l a logarithmic rescaling factor. For strong repulsion,
u ≫ v, g1 rapidly flows to zero while g2 grows, resulting in
theMott insulator. In the opposite limit u ≪ v, g1 is strongly
relevant, and hence fluctuations in the phase difference
φy − φyþ1 become massive, yielding the superfluid. The
twophases are dividedby a separatrix that starts atu ¼ 2v for
infinitesimal coupling. Generically, higher-order terms in
the RG such as renormalization of u=v and generation of
additional couplings will drive the system away from the
u ¼ 2v condition and into one of the two phases; the
separatrix is then a more complicated surface in parameter
space. When tuned to criticality, the RG flow along the
separatrix terminates in the Wilson-Fisher fixed point (see
Fig. 5). [Strictly speaking, the specific model (21) is not
assured to exhibit criticality, but it could alternatively feature
a first-order transition. In the latter scenario, we expect that a
nearby model with additional couplings (e.g., longer-range
interwire hopping terms) will indeed flow to the Wilson-
Fisher fixed point.]

B. Duality mapping

To implement duality, we introduce canonically con-
jugate variables that are nonlocally related to the original
bosonic fields and can be interpreted as dual vortex d.o.f.
These new variables naturally live on wires labeled by half-
integers (forming the dual lattice to the boson wires as
shown in Fig. 6) and are given by

~φyþ1=2 ¼
X
y0
sgn

�
y0 − y −

1

2

�
θy0 ; ð26aÞ

~θyþ1=2 ¼ ðφyþ1 − φyÞ=2: ð26bÞ

Using Eq. (20), one finds that the dual fields satisfy
commutation relations identical to the original bosons,

FIG. 5. Schematic RG flow of the bosonic wire model defined
in Eq. (21).
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½∂x
~θyþ1=2ðxÞ; ~φy0þ1=2ðx0Þ� ¼ iπδy;y0δðx − x0Þ: ð27Þ

The inverse transformation,

φy ¼ −
X
y0
sgn

�
y0 þ 1

2
− y

�
~θy0þ1=2; ð28aÞ

θy ¼ −ð ~φyþ1=2 − ~φy−1=2Þ=2; ð28bÞ

is essentially the same as the duality mapping in Eqs. (26a)
and (26b) applied to the variables ~φ, ~θ, up to an overall
minus sign; schematically,

~~φ ¼ −φ; ~~θ ¼ −θ: ð29Þ

The operator ~Φyþ1=2 ∼ ei ~φyþ1=2 creates a phase slip of π
ð−πÞ on all boson wires below (above) yþ 1=2. A 2π phase
slip on any given wire may be viewed as tunneling of a 2π
vortex across that wire. Consequently, ~Φyþ1=2 creates a −2π
vortex at yþ 1=2 by symmetrically pulling in two π
vortices, one from y ¼ −∞ and one from y ¼ ∞. The
corresponding vortex density and current are

ρvortex ¼
1

π
∂x

~θ; jvortex ¼
vvortex
π

∂x ~φ; ð30Þ

which directly parallel their boson counterparts,

ρboson ¼
1

π
∂xθ; jboson ¼

vboson
π

∂xφ: ð31Þ

It is instructive to analyze symmetry transformations for
the bosons and vortices. Time-reversal symmetry acts
on the bosonic variables as T ∶i → −i, φ → −φ, θ → θ.
Using the definitions in Eqs. (26a) and (26b), one finds

T ∶ Φ → Φ; ðboson time reversalÞ
ρboson → ρboson;

jboson → −jboson; ð32aÞ

T ∶ ~Φ → ~Φ†; ðvortex particle-holeÞ
ρvortex → −ρvortex;

jvortex → jvortex: ð32bÞ

Similarly, one may define an antiunitary particle-hole
transformation of bosons as C∶i → −i, φ → φ, θ → −θ.
Under this transformation, one finds

C∶ Φ → Φ†; ðboson particle-holeÞ
ρboson → −ρboson;

jboson → jboson; ð33aÞ

C∶ ~Φ → ~Φ; ðvortex time reversalÞ
ρvortex → ρvortex;

jvortex → −jvortex: ð33bÞ

Both T and C act locally on bosons as well as on vortices,
despite the nonlocal relation between the two fields. We
see above, however, that their role is effectively swapped:
Boson time reversal acts as a particle-hole transformation
for the vortex d.o.f. and vice versa.

C. Bosons with short-range interactions

The vortex variables introduced above allow us to rewrite
the boson model reviewed in Sec. III A, thus obtaining
a coupled-wire derivation of the familiar boson-vortex
duality in 2þ 1 dimensions. We take the action to be

S ¼
Z
x;τ

X
y

�
i
π
∂xθy∂τφy þ Lboson

�
ð34Þ

with

Lboson ¼ v
2π

ð∂xφyÞ2 þ
u
2π

ð∂xθyÞ2 þ
~u
8π

ð∂xΔφyÞ2

− g1 cosðΔφyÞ − g2 cosð2θyÞ; ð35Þ

where Δφy ≡ φyþ1 − φy. Compared to Sec. III A, we have
added the ~u term, which describes specific interaction

FIG. 6. Bosons eiφ reside on the direct lattice labeled by
integers. Vortices ei ~φ live on the dual lattice labeled by half-
integers. Vortex hopping across wire y is implemented by a phase
slip e−2iθy on that wire. Creating an isolated vortex requires a
string of such operators emanating from infinity. Here, we define
the vortex creation operator by running “half” of the string from
−∞ and the other half from þ∞.
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between neighboring wires; this is convenient for exposing
the structure of the vortex theory but is inessential for
qualitative physics.
Since the boson and vortex fields exhibit identical

commutation relations, the Berry phase part of the action
has an identical expression in terms of the vortex variables,

Z
x;τ

X
y

i
π
∂xθy∂τφy ¼

Z
x;τ

X
~y

i
π
∂x

~θ ~y∂τ ~φ~y: ð36Þ

Here and below, ~y ¼ yþ 1=2 labels dual wires. Expressing
Lboson in terms of the vortex variables yields

Lboson ¼ v
2π

ð2Δ−1∂x
~θ ~yÞ2 þ

u
8π

ð∂xΔ ~φ~yÞ2 þ
~u
2π

ð∂x
~θ ~yÞ2

− g1 cosð2~θ ~yÞ − g2 cosðΔ ~φ~yÞ: ð37Þ

When writing the v term, it is convenient to recast Eq. (26b)
as ~θyþ1=2¼1

2

P
y0Δy;y0φy0 with a matrix Δy;y0 ≡δyþ1;y0 −δy;y0 ;

Δ−1 in Eq. (37) is the inverse of this matrix and can also be
read off from Eq. (28a). The v term is clearly nonlocal in
vortex variables and represents long-range interactions of
vortices.
The nonlocal term can be replaced by

X
~y

v
2π

ð2Δ−1∂x
~θ ~yÞ2 →

X
~y

�
−
i
π
∂x

~θ ~y ~a0;~y þ
ðΔ ~a0;~yÞ2
8πv

�
;

where ~a0 is a real-valued auxiliary field. Performing
the Gaussian integral over ~a0 and using ΔTΔ ¼ ΔΔT

indeed yields precisely the first term of Eq. (37). The
new field ~a0 can be viewed as the temporal component of a
dynamical gauge field that mediates the long-range vortex
interactions.
To bring out the gauge structure more clearly with an eye

towards a ð2þ 1Þd continuum theory, it is convenient to
additionally replace the u term by

X
~y

u
8π

ð∂xΔ ~φ~yÞ2 →
X
~y

u
8π

½ð∂x ~φ~y − ~a1;~yÞ2 þ ðΔ ~a1;~yÞ2�

þ
X
~y;~y0

u
8π

V ~y;~y0∂xðΔ ~φ~yÞ∂xðΔ ~φ~y0 Þ;

where, in matrix notation, V≡ΔT ½1þΔTΔ�−1Δ. Integrating
over the real-valued ~a1 (using ΔTΔ ¼ ΔΔT) recovers
precisely the u term of Eq. (37). Note that V ~y;~y0 decays
exponentially with distance j~y − ~y0j.
Putting everything together, we have mapped the boson

path integral onto a theory of vortices minimally coupled to
a gauge field a in the specific gauge ~a2 ¼ 0. Upon restoring
~a2, the dual theory can be organized as

Ldual¼Lvortex
wire þLvortex

gauge þLvortex
int þLvortex

hopþphase slip;

Lvortex
wire ¼ u

8π
ð∂x ~φ~y− ~a1;~yÞ2þ

~u
2π

ð∂x
~θ ~yÞ2−

i
π
∂x

~θ ~y ~a0;~y;

Lvortex
gauge ¼

1

8πv
ðΔ ~a0;~y−∂τ ~a2;~yÞ2þ

u
8π

ðΔ ~a1;~y−∂x ~a2;~yÞ2;

Lvortex
int ¼ u

8π

X
~y0
V ~y;~y0∂xðΔ ~φ~y− ~a2;~yÞ∂xðΔ ~φ~y0 − ~a2;~y0 Þ;

Lvortex
hopþphase slip¼−g1cosð2~θ ~yÞ−g2cosðΔ ~φ~y− ~a2;~yÞ; ð38Þ

whereLvortex
wire is the intrawire vortex kinetic energy,Lvortex

gauge is
the Maxwell term for the dynamical gauge field, Lvortex

int
encodes short-ranged vortex interaction, and Lvortex

hopþphase slip

contains both the interwire vortex hopping (g2) and
vortex phase-slip (g1) terms. Observing that the last term
in Lvortex

wire naturally combines with the Berry phase term
ði=πÞ∂x

~θ ~y∂τ ~φ~y, we see that the complete theory is gauge
invariant. Note that in our specificmicroscopicmodel,we do
not obtain a bare Maxwell term ∼ð∂τ ~a1 − ∂x ~a0Þ2; however,
such terms will be generated under coarse-graining, with
their form dictated by gauge invariance.
We have thus established duality of the bosonic theory

and the Higgs model in terms of vortices. In particular, a
Mott insulator of bosons where cosð2θÞ flows to strong
coupling corresponds to a vortex condensate governed by
cosðΔ ~φÞ and vice versa. Such correspondences between the
two theories are of course well understood, and our main
goal in this section was to show how the dynamical dual
gauge field appears in the coupled-wire approach as a way
to encode nonlocal interactions of vortices.

D. Bosons with Chern-Simons coupling

The particle-vortex duality we have just reviewed maps
bosons with short-range interactions onto vortices with long-
range interactions. More generally, when the interactions
between bosons are mediated by a field with propagator
ΠðkÞ, then the interactions between vortices are mediated
by another field with a propagator ~ΠðkÞ ∼ 1=½k2ΠðkÞ�. This
suggests that an intermediate-range interaction ΠðkÞ ∼ k−1

may result in a self-dual model. Such scaling is exhibited
by a gauge field governed by the Chern-Simons action
ϵμνκaμ∂νaκ.
In the wire construction, bosons coupled to a Chern-

Simons gauge field (in the a2 ¼ 0 gauge) are described by

Lboson-CS ¼ L0 þ LCS þ Lhop þ Lphase slip: ð39Þ

The first two terms read
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L0 ¼
v
2π

ð∂xφy − a1;yÞ2 þ
u
2π

ð∂xθyÞ2

þ ~u − v
8π

ð∂xΔφyÞ2 −
i
π
∂xθy

a0;yþ1=2 þ a0;y−1=2
2

;

LCS ¼ s
i
2π

a1;yðΔa0Þy;

where ðΔa0Þy ¼ a0;yþ1=2 − a0;y−1=2 and s ¼ �1; the last
two terms are once again given by Eqs. (23) and (24). We
will see that this model, for specific choices of parameters
already anticipated in the above expressions, can realize
self-duality and hence criticality exactly on the wire scale.
As discussed below, the Chern-Simons term LCS attaches

one flux quantum to each boson, with an orientation set by
the sign s. Note that the a0 field here resides between the
boson wires. This merely represents a convenient choice for
enforcing a constraint on the flux—which also lives between
wires (see below)—and makes subsequent manipulations
particularly transparent. In principle, one can further add a
Maxwell term to the theory. However, since the Maxwell
term scales as k2 while the Chern-Simons term scales as k,
one expects it not to have a qualitative effect. Appendix E
studies a generalized model featuring a Maxwell term
together with a gauge field a0 residing on the wires. Upon
integrating out the gauge field in either model, Eq. (39) or
Eq. (E1), we indeed recover the same (nonlocal) Lagrangian.
To dualize Eq. (39), we first rewrite the coupling of the

gauge field to the boson density usingX
y

∂xθyða0;yþ1=2 þ a0;y−1=2Þ

¼
X
y

ðΔa0Þy
X
y0≠y

sgnðy0 − yÞ∂xθy0 : ð40Þ

Integrating out the gauge field a0 then yields the constraint

a1;y ¼ s
X
y0≠y

sgnðy0 − yÞ∂xθy0 : ð41Þ

Since we are in the a2 ¼ 0 gauge, Eq. (41) implies
that the flux obeys a1;y−a1;yþ1¼2πsðρyþρyþ1Þ=2 with
ρy¼∂xθy=π. In other words, the flux of the gauge field
between two neighboring wires is 2πs times the average
boson density. In the spirit of the formal flux-attachment
approach [4], we could equally well consider the model
with dynamical fields φ, θ and a1 fixed by Eq. (41) as
defining bosons with Chern-Simons interactions. We adopt
this viewpoint and hereafter discard terms involving a0 but
retain the constraint in Eq. (41).
It is convenient now to organize the remaining terms in

L0 þ LCS by their φ and θ content:

Lφ ¼ v
2π

ð∂xφyÞ2 þ
~u − v
8π

½∂xðφyþ1 − φyÞ�2

¼ v
8π

½∂xðφyþ1 þ φyÞ�2 þ
~u
8π

½∂xðφyþ1 − φyÞ�2; ð42aÞ

Lθ ¼
v
2π

a21;y þ
u
2π

ð∂xθyÞ2; ð42bÞ

Lφ;θ ¼ −
v
π
∂xφya1;y: ð42cÞ

In the first line, we implicitly used summation over y to
regroup the v terms. The above writing is convenient for the
duality transformation [Eqs. (28a) and (28b)] since the ~u and
u terms interchange under thismap, just like the g1 (hopping)
and g2 (phase slip) terms. It is also easy to check that a1;y in
Eq. (41) can be expressed in terms of the dual phase variables
as a1;y ¼ s∂xð ~φyþ1=2 þ ~φy−1=2Þ=2. Introducing

~a1;yþ1=2 ≡ −s
X
y0≠y

sgnðy0 − yÞ∂x
~θy0þ1=2

¼ s
∂xðφyþ1 þ φyÞ

2
; ð43Þ

we can express the model entirely in terms of the dual
variables as

Lφ ¼ v
2π

ð ~a1;yþ1=2Þ2 þ
~u
2π

ð∂x
~θyþ1=2Þ2; ð44aÞ

Lθ ¼
v
8π

½∂xð ~φyþ1=2 þ ~φy−1=2Þ�2

þ u
8π

½∂xð ~φyþ1=2 − ~φy−1=2Þ�2; ð44bÞ

Lφ;θ ¼ −
v
π
∂x ~φyþ1=2 ~a1;yþ1=2; ð44cÞ

where in the last line, we again implicitly used summation
over y to regroup the terms.
We see that under the duality, the total Lagrangian

expressed in terms of vortices coupled to a (new) Chern-
Simons gauge field takes the same form as before. Upon
restoring the temporal component ~a0 to enforce the flux-
attachment constraint, the theory is described by Eq. (39)
with u ↔ ~u, g1 ↔ g2; moreover, because of the sign
difference between Eqs. (41) and (43), the Chern-Simons
term in the vortex theory has opposite sign compared to
the original bosons. The second vertical arrow in Eq. (2)
sketches this duality in the continuum language.
For the specific parameters g1 ¼ g2 and ~u ¼ u, the model

is exactly self-dual in the following precise sense: The

Euclidean actionsSboson-CS½φ; θ; a⃗� andSvortex-CS½ ~φ; ~θ; ~⃗a� for
bosons and vortices satisfy

Svortex-CS½ ~φ; ~θ; ~⃗a� ¼ ðSboson-CS½φ → ~φ; θ → −~θ; a⃗ → ~⃗a�Þ�;
ð45Þ

i.e., the vortex action in terms of the dual fields has identical
form to that of the original action in terms of the original
fields (up to complex conjugation of c-numbers and a sign
change of one of the conjugate fields).
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We note that the complex conjugation on the rhs does not
affect the location of the critical point in terms of micro-
scopic parameters. The sign −~θ can be absorbed by a trivial
redefinition of the integration variable in the path integral.
This is essentially a statement that two systems related by
an antiunitary transformation have spectra and partition
sums related by complex conjugation. Moreover, the
complex conjugation will be reflected in the interpretation
of duality as an antiunitary symmetry in Sec. VA.
This self-dual point corresponds to one of three pos-

sibilities: (i) a quantum critical point describing a continu-
ous phase transition, (ii) a first-order phase transition, or
(iii) an intermediate self-dual phase. In Sec. V, we describe
a second nonlocal mapping to Dirac fermions, which makes
the fate of this model apparent. There, we see that scenario
(i) occurs and that the critical theory is equivalent to a
single massless Dirac fermion.

IV. PARTICLE-VORTEX DUALITY FOR
DIRAC FERMIONS

Next, we review particle-vortex duality for Dirac fer-
mions in (2þ 1) dimensions [14–18,30]. As for the bosons,
we formulate the theory of a free Dirac cone as an array of
quantum wires with (weak) interwire coupling. We then
exploit a nonlocal mapping from fermions to dual fermions
to establish (i) duality between free Dirac fermions and
QED3, and (ii) duality between Dirac fermions coupled to a
Chern-Simons gauge field with coefficient �1=2 and dual
fermions coupled to a Chern-Simons gauge field with
coefficient ∓1=2.

A. Coupled-wire formulation

Our starting point is an array of quantum wires, which
we label by integers j to distinguish from the bosonic case
discussed previously. Each wire contains a single chiral
fermion ψ j with alternating chirality from one wire to the
next. Such a setup can arise, e.g., from a network of ν ¼ 1
integer-quantum-Hall edge states or magnetic domain walls
on a 3D-topological-insulator surface. We write the action
as S ¼ R

x;τ

P
j½ψ†

j∂τψ j þ Lchiral fermion þ Ltunnel�. Here,

Lchiral fermion ¼ ð−1Þjvψ†
jð−i∂xÞψ j ð46Þ

encodes intrawire kinetic energy, where the factor ð−1Þj
accounts for the staggered chirality. The last term,

Ltunnel ¼ gjðiψ†
jψ jþ1 þ H:c:Þ; ð47Þ

with gj ¼ g1 or g2 for odd or even j, describes interwire
tunneling in our model. (This model is slightly different
from the one we used in Ref. [18], but it is more convenient
here because of the different choice of Klein factors
naturally arising in the present setting; see below).

To expose the Dirac physics, it is convenient to combine
the counterpropagating modes on adjacent even and odd
wires into a two-component spinor:

Ψ ¼
�
ψ even

ψodd

�
: ð48Þ

Fourier transforming yields an action for frequency and
momentum modes S¼R

kx;ω

P
ky ½−iωΨ†

kΨkþΨ†
khkΨk� with

hk ¼ vkxσz − gþ sinðkyÞσx þ g− cosðkyÞσy; ð49Þ

where g� ¼ g1 � g2. We assume that g1 and g2 have the
same sign, so gþ is always finite while g− can be tuned to
zero. The above Hamiltonian describes a single Dirac cone
centered at kx ¼ 0, ky ¼ 0 with mass g−. The mass term is
odd under the time-reversal-like antiunitary transformation,

T 0ψ jT 0−1 ¼ ð−1Þjψ jþ1; ð50aÞ

T 0ΨT 0−1 ¼ iσyΨ: ð50bÞ

The presence of T 0 symmetry thus precludes a mass,
yielding a gapless Dirac cone that is protected against weak
perturbations. This symmetry can be realized microscopi-
cally at the surface of a 3D topological insulator, but it
requires fine-tuning in strict 2D setups.
It will also be useful to consider the following antiunitary

particle-hole transformation:

C0ψ jC0−1 ¼ ð−1Þjψ†
jþ1; ð51aÞ

C0ΨC0−1 ¼ iσyΨ†: ð51bÞ

The mass term is odd under this transformation as well.
Both T 0 and C0 are symmetries of the above model when
g1 ¼ g2, but it is easy to consider modifications that have
only one or the other present.
For the purpose of this paper, we mainly use the

following bosonized (“phase”) representation of the model.
We write ψ j ∼ eiϕj , where ϕj is a chiral field satisfying

½ϕjðxÞ;ϕj0 ðx0Þ� ¼ δjj0 ð−1Þjiπsgnðx − x0Þ
þð1 − δjj0 Þiπsgnðj0 − jÞ: ð52Þ

The first and second lines, respectively, encode proper
fermion anticommutation relations within and between
wires (the specific choices are made to coincide with the
“flux attachment” procedure on bosons introduced later in
Sec. V). The action becomes

S ¼
Z
x;τ

X
j

�
ið−1Þj
4π

∂xϕj∂τϕj þ Lchiral fermion þ Ltunnel

�
;

ð53Þ
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with

Lchiral fermions ¼
v
4π

ð∂xϕjÞ2; ð54Þ

Ltunnel ¼ −gj cosðϕj − ϕjþ1Þ: ð55Þ

In the last line, we used expð½ϕj;ϕjþ1�=2Þ ¼ i, which
follows from Eq. (52).
In the phasevariables, the theory does not readily permit an

exact solution because of the cosine terms. We can never-
theless performaRGanalysis as for theWilson-Fishermodel:
Both g1 and g2 have scaling dimension one and grow under
RG. When g1 ≫ g2, Ltunnel opens a gap by hybridizing each
odd jwirewith its neighbor at jþ 1. For g2 ≫ g1, each odd j
wire hybridizes instead with its neighbor at j − 1. These
gapped phases correspond to insulators whose Hall conduc-
tances differ by e2=h (which can be seen by introducing a
boundary between the two phases at some y and examining
edge states). When g1 ¼ g2, the two competing cosines
prevent each other from opening a gap, and the system is
critical. In this case, the time-reversal symmetry T 0 ensures
that the system remains on the separatrix and flows to the
fixed point of a free Dirac fermion. Figure 7 summarizes the
flows for this model.

B. Duality mapping

Reference [18] leveraged the coupled-wire description
reviewed above to derive an explicit duality transformation
for the single Dirac fermion. The duality proceeds by
defining a new chiral field

~ϕj ¼
X
j0≠j

sgnðj − j0Þð−1Þj0ϕj0 : ð56Þ

Starting with the commutator of the original field,
Eq. (52), and using properties of a matrix Djj0≡
ð1−δjj0 Þsgnðj−j0Þð−1Þj0 reviewed in Appendix G, it is
straightforward to verify that the new field satisfies

½ ~ϕjðxÞ; ~ϕj0 ðx0Þ� ¼ −½ϕjðxÞ;ϕj0 ðx0Þ�: ð57Þ

Dual fermions are then given by ~ψ j ∼ ei ~ϕj and have
opposite chiralities from the original fermions. An important
property of the dual field is ~ϕjþ1− ~ϕj ¼ð−1Þjþ1ðϕjþ1−ϕjÞ,
so the interwire hopping of the original fermions is also local
in the dual fermions. The specific tunneling Hamiltonian
Eq. (47) expressed in phase variables in Eq. (55) becomes, in
the dual variables,

Ltunnel ¼ −gj cosð ~ϕj − ~ϕjþ1Þ ¼ gjð−i ~ψ†
j ~ψ jþ1 þ H:c:Þ:

ð58Þ
As in Eq. (48), it is useful to organize the fields on even

and odd wires into a two-component spinor,

~Ψ ¼
�

~ψeven

~ψodd

�
: ð59Þ

The density and current (in the x direction) for Dirac
fermions and dual Dirac fermions are given by

ρDirac ¼ Ψ†Ψ; jDirac ¼ vDiracΨ†σzΨ; ð60aÞ

ρdual Dirac ¼ ~Ψ† ~Ψ; jdual Dirac ¼ vdual Dirac ~Ψ
†σz ~Ψ: ð60bÞ

Note that with these choices, the continuum dual Dirac
fermions have opposite chirality compared to the direct
Dirac fermions, i.e., sgnðvdual DiracÞ ¼ −sgnðvDiracÞ.
A proper treatment of the time-reversal and particle-hole

transformations in terms of the phase fields used in the
duality map requires some care and is described in
Appendix C. Here, we can take a shortcut by considering
more general interwire hopping, allowing us to discuss T 0
and C0 separately:X

j

ðeiαjψ†
jψ jþ1 þ H:c:Þ ¼

X
j

ðei ~αj ~ψ†
j ~ψ jþ1 þ H:c:Þ;

where easy calculation gives ei ~αeven¼e−iαeven , ei ~αodd¼−eiαodd .
The presence of T 0 would require eiαodd¼−e−iαeven , while the
presence of C0 would require eiαodd¼eiαeven ; these conditions
get swapped for ~α. It is therefore natural to conclude that the
action of the two symmetries also gets swapped under
duality, T 0∶ ~ψ j→ð−1Þj ~ψ†

j , C
0∶ ~ψ j → ð−1Þj ~ψ j.

Summarizing in terms of the continuum fields, we have

T 0∶ Ψ → iσyΨ ðfermion time reversalÞ; ð61aÞ
T 0∶ ~Ψ → iσy ~Ψ† ðdual-fermion particle-holeÞ; ð61bÞ

and

C0∶ Ψ → iσyΨ† ðfermion particle-holeÞ; ð62aÞ
C0∶ ~Ψ→ iσy ~Ψ ðdual-fermion time reversalÞ: ð62bÞ

Both symmetries are preserved by the wire model defined
in Sec. IVA at the special point g1 ¼ g2. As for the case of
bosons, time-reversal and particle-hole transformations

FIG. 7. Schematic RG flow for the array of counterpropagating
chiral wires, viewed as arising on the surface of a 3D topological
insulator. Systems that preserve the time-reversal symmetry
defined in Eq. (50) are confined to the separatrix and flow to
the free-Dirac-fermion fixed point.
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effectively swap roles for the original and dual Dirac
fermions.Moreover, both of these transformations act locally
on each field despite the nonlocality of the duality mapping.

C. Free Dirac fermions and QED3

Dualizing the free-Dirac-cone action in Eq. (53) using
Eq. (56) yields a nonlocal theory (in particular, because of the
v term). The nonlocality reflects long-range interactions
among the dual fermions, as encountered for the bosonic case
in Sec. III C. One can similarly restore locality here at the
expense of introducing a gauge field ~a that mediates the
interactions. Reference [18] carried out this calculation and
showed that the free Dirac cone can be mapped to a coupled-
wire realization of QED3. In the ~a2 ¼ 0 gauge, the action is
S ¼ R

x;τ

P
jf½−ið−1Þj=4π�∂x

~ϕj∂τ
~ϕj þ LQED3

g with

LQED3
¼ L0 þ Lstaggered-CS þ LMW þ Ltunnel;

L0 ¼
ið−1Þj
2π

∂x
~ϕj ~a0;j þ

u
4π

ð∂x
~ϕj − ~a1;jÞ2;

Lstaggered-CS ¼ ið−1Þj
8π

ðΔ ~a0;jÞð ~a1;jþ1 þ ~a1;jÞ;

LMW ¼ 1

16π

�
1

v
ðΔ ~a0;jÞ2 þ vðΔ ~a1;jÞ2

�
; ð63Þ

where Δ ~a0;j ≡ ~a0;jþ1 − ~a0;j, and similarly for Δ ~a1;j.
The Lstaggered-CS contribution is required to ensure gauge

invariance of the coupled-wire formulation, but it drops out
in the long-wavelength limit. We have included a “bare
velocity” u for the dual fermions into the wire model whose
precise value is immaterial—it drops out once the integral
over the gauge field is performed. The dual-fermionvelocity
in the long-wavelength limit is instead determined by v (see
the Supplementary Material of Ref. [18] for a discussion of
this point). Crucially, interwire tunneling in the last term
of Eq. (53) takes the same form when written in terms of
dual fermions, i.e., Ltunnel½ϕ� ¼ Ltunnel½ ~ϕ�, cf. Eq. (58).
Reference [18] used identifications provided by this map-
ping to deduce some nontrivial properties of the strongly
coupled QED3 theory.

D. Dirac fermions with Chern-Simons coupling

As a new application of the coupled-wire duality
approach, we now wish to dualize a variation of Eq. (53)
that includes a level-1=2Chern-Simons term for the original
Dirac fermions:

Lferm-CS ¼ L0 þ Lstaggered-CS þ LMW þ LCS þ Ltunnel;

L0 ¼ −
ið−1Þj
2π

∂xϕja0;j þ
u
4π

ð∂xϕj − a1;jÞ2;

Lstaggered-CS ¼ −
ið−1Þj
8π

ðΔa0;jÞða1;jþ1 þ a1;jÞ;

LMW ¼ 1

8π

�
1

v
ðΔa0;jÞ2 þ vðΔa1;jÞ2

�
;

LCS ¼ s
i
8π

ðΔa0;jÞða1;jþ1 þ a1;jÞ; ð64Þ

with s ¼ �1. Note the similarity to the dual-fermion theory
obtained in the previous subsection, the main difference
being the addition of LCS and the different signs in L0 and
Lstaggered-CS due to opposite fermion chirality. One canverify
[18] that the above action can be obtained from a gauge-
invariant model in terms of a ¼ ða0; a1; a2Þ in the gauge
with a2 ¼ 0, and that the Chern-Simons term in the long-
wavelength limit corresponds to s½i=ð8πÞ�a · ∇ × a. For
convenience, we have also chosen a Maxwell term with a
specific relation between couplings of the exhibited parts
and zero coupling for the ð∂τa1 − ∂xa0Þ2 part.
The Lagrangian Lferm-CS turns out to be self-dual under

the fermion duality defined in Eq. (56). Upon integrating
out the gauge field (see Appendix F for details), one finds

Lferm-CS →
vB
16π

ð∂xϕj þ s∂x
~ϕjÞ2

þ uB
16π

ð1þ sð−1ÞjÞðΔ∂xϕjÞ2 þ Ltunnel; ð65Þ

with

vB ¼ vð2uþ vÞ
uþ v

; uB ¼ vðuþ vÞ
uþ 2v

: ð66Þ

Note that ½Δ∂xϕj�2 ¼ ½Δ∂x
~ϕj�2. Recalling also Eq. (58),

one sees that Lferm-CS is manifestly self-dual for arbitrary u
and v. In the next section, we argue that such an exactly
self-dual model generically lands in a gapped phase of the
fermions; thus, self-duality of the Dirac fermion system
with Chern-Simons coupling does not imply criticality.
This result immediately addresses the irrelevance of adding
more general Maxwell terms in the above action.
To interpret the precise statement of this duality, consider

dual fermions coupled to a dual gauge field [the analogue
of Eq. (64)], i.e.,

Ld:ferm-CS ¼ L0 þ Lstaggered-CS þ LMW þ LCS þ Ltunnel;

L0 ¼
ið−1Þj
2π

∂x
~ϕj ~a0;j þ

u
4π

ð∂x
~ϕj − ~a1;jÞ2;

Lstaggered-CS ¼
ið−1Þj
8π

ðΔ ~a0;jÞð ~a1;jþ1 þ ~a1;jÞ;

LMW ¼ 1

8π

�
1

v
ðΔ ~a0;jÞ2 þ vðΔ ~a1;jÞ2

�
;

LCS ¼ −s
i
8π

ðΔ ~a0;jÞð ~a1;jþ1 þ ~a1;jÞ:

Note, in particular, the signs in L0 and Lstaggered-CS—which
are opposite from their counterparts in Eq. (64) and reflect
the different chiralities of fermions and dual fermions.
In addition, the uniform Chern-Simons term LCS also
has opposite sign. The corresponding Euclidean actions
Sferm-CS ¼ R

x;τ

P
jf½ið−1Þj=4π�∂xϕj∂τϕj þ Lferm-CSg and

Sd:ferm-CS ¼ R
x;τ

P
jf½−ið−1Þj=4π�∂x

~ϕj∂τ
~ϕj þ Ld:ferm-CSg

therefore obey
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Sd:ferm-CS½ ~ϕ; ~⃗a� ¼ ðSferm-CS½ϕ → ~ϕ; a⃗ → ~⃗a�Þ�: ð67Þ

Complex conjugation on the right side likewise suggests
that fermionic duality is associated with an antiunitary
symmetry, which we demonstrate in Sec. V C. The second
vertical arrow in Eq. (1) sketches this duality in the
continuum language.

V. BOSON AND VORTEX FORMULATIONS
OF DIRAC FERMIONS

In Sec. III, we introduced a mapping between bosons
Φ ∼ eiφ and vortices ~Φ ∼ ei ~φ as

~φyþ1=2 ¼
X
y0
sgn

�
y0 − y −

1

2

�
θy0 ;

~θyþ1=2 ¼ ðφyþ1 − φyÞ=2: ð68Þ

Section IV reviewed an analogous mapping between Dirac

fermions ψ ∼ eiϕ and dual Dirac fermions ~ψ ∼ ei ~ϕ:

~ϕj ¼
X
j0≠j

sgnðj − j0Þð−1Þj0ϕj0 : ð69Þ

We now relate these bosonic and fermionic fields using a
coupled-wire analogue of flux attachment.
As a starting point, we combine the boson and vortex

fields to form

ϕRðy − 1=4Þ ¼ φy þ ~φy−1=2; ð70aÞ

ϕLðyþ 1=4Þ ¼ φy þ ~φyþ1=2: ð70bÞ

Note that ϕR and ϕL naturally reside at different positions
(“wires”) of the form y − 1=4 and yþ 1=4, respectively,
which lie halfway between the original boson and dual-
vortex wires. At this point, we need to fix commutation of
the boson phase field φ with θ (and not just with ∂xθ),
which we choose as follows:

½θyðxÞ;φy0 ðx0Þ� ¼ δyy0 iπΘðx − x0Þ; ð71Þ

where Θðx − x0Þ is the Heaviside step function. The new
fields then satisfy commutation relations

½ϕP;y−P=4ðxÞ;ϕP;y0−P=4ðx0Þ� ¼ δyy0Piπsgnðx − x0Þ
þ ð1 − δyy0 Þiπsgnðy0 − yÞ;

½ϕR;y−1=4ðxÞ;ϕL;y0þ1=4ðx0Þ� ¼ iπsgnðy0 − yþ 1=2Þ;

where, in the first equation, P ¼ R=L ¼ �1. The intrawire
commutator implies that ψR=L ∼ eiϕR=L is a right- or left-
moving fermion—as we have already suggested by the
field labels. Furthermore, the interwire commutator of the

phase fields implies that such ψ operators anticommute on
different wires; i.e., they are indeed fermion fields on the
full array of quarter-integer wires without requiring any
supplemental Klein factors.
Using Eqs. (70a) and (70b), we see that ψR=L arise from

attaching a single 2π vortex to a boson; bosons are thus
transmuted to fermions à la flux attachment. Note that
when the attached vortex is below the boson, we obtain a
right-moving chiral fermion, while when the vortex is
above the boson, we obtain a left-moving fermion. For
an illustration, see Fig. 8. From an equivalent dual
perspective, we may also view ψR=L as a fermion created
by attaching a “dual flux quantum” (i.e., a boson) to each
vortex. We remark that in the continuum implementation,
these two approaches appear to give different theories
expressed in terms of different sets of variables that cannot
be connected to each other by any simple field-theory
manipulations. Our coupled-wire approach, by contrast,
reveals that they are actually identical. We discuss this point
in detail in Appendix D.
Recall that in Sec. IV, we constructed a single Dirac cone

from staggered right-moving (eiϕj∈even ) and left-moving
(eiϕj∈odd ) chiral fermions. It is thus natural to identify

ϕj ¼ ϕPðj=2 − 1=4Þ;

where P ¼ R if j is even (j ¼ 2ywith y integer) and P ¼ L
if j is odd (j ¼ 2yþ 1). With this identification, the field
commutation relations are given succinctly by Eq. (52) (the
present treatment in fact motivated this earlier specification
of the fermion phase fields).
Importantly for applications, we can match the boson

phase-slip and hopping terms with the fermion interwire
tunneling terms:

cosð2θyÞ ¼ cosðϕ2y − ϕ2yþ1Þ;
cosðφy − φyþ1Þ ¼ cosðϕ2yþ1 − ϕ2yþ2Þ

FIG. 8. Composite fermions are constructed by combing a
boson with a vortex. With bosons residing on the direct lattice and
vortices on the dual lattice, composite fermions are most naturally
associated with new quarter-integer lattice. The fermion chirality
depends on the relative position of the boson and vortex.
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[see Eq. (55)]. In particular, when the boson phase-slip and
hopping terms have equal amplitudes as required for the
bosonic self-dualities studied here, the fermion tunneling
terms are invariant under T 0 and C0 symmetries.
When defining the fields ϕR=L in Eqs. (70a) and (70b),

we chose the same signs for the boson and vortex fields,
which corresponds to binding a vortex (or flux) with a
specific orientation. One can similarly define

~ϕLðy − 1=4Þ≡ φy − ~φy−1=2; ð72aÞ
~ϕRðyþ 1=4Þ≡ φy − ~φyþ1=2; ð72bÞ

to reverse the orientation of the vortex (flux) attachment.

As before, ~ψR=L ∼ ei ~ϕR=L are right- or left-moving fermions
that obey proper anticommutation relations over the full
wire array without requiring additional Klein factors. Upon
defining ~ϕj ¼ ~ϕPðj=2 − 1=4Þ with P ¼ L if j is even and
P ¼ R if j is odd, one can verify that

~ϕj ¼
X
j0≠j

sgnðj − j0Þð−1Þj0ϕj0 ; ð73Þ

i.e., these are precisely the fields introduced in Eq. (56) that

define dual Dirac fermions via ~ψ j ∼ ei ~ϕj .

A. Symmetries

We previously discussed the action of time-reversal T
and particle-hole C on bosons and vortices, as well as
analogous symmetries T 0 and C0 on fermions and dual
fermions. The explicit mapping derived above precisely
relates these two sets of d.o.f. Consequently, we can now
further deduce the action of T , C on fermions and dual
fermions and T 0, C0 on bosons and vortices. The actions of
these transformations on the various phase field are listed in
Table I. We caution that while expressions for T and C are
exact, the expressions for T 0 and C0 are only schematic and
do not show pieces that come from proper treatment of the
built-in Klein factors in the fermion phase fields. Such
technical details and the precise meaning of the action of T 0
and C0 are discussed in Appendix C.
It is instructive to also express these in terms of boson

Φ ∼ eiφ and vortex ~Φ ∼ ei ~φ operators and the Dirac and
dual-Dirac spinors defined in Eqs. (48) and (59). We have

T ∶ Φ → Φ ðboson time reversalÞ; ð74aÞ

T ∶ ~Φ → ~Φ† ðvortex particlet-holeÞ; ð74bÞ

T ∶ Ψ → ~Ψ ðfermion dualityÞ ð74cÞ

and

C∶ Φ → Φ† ðboson particle-holeÞ; ð75aÞ

C∶ ~Φ → ~Φ ðvortex time reversalÞ; ð75bÞ

C∶ Ψ → ~Ψ† ðfermion duality’Þ: ð75cÞ

For clarity, we repeated the transformations given earlier for
Φ, ~Φ. The new transformations forΨ are quite natural given
the flux-attachment picture developed in the previous
subsection: Fermions and dual fermions arise from attaching
opposite vorticity to the bosons. Thus, a transformation that
either reverses the vorticity or conjugates the bosons must
translate into fermion duality (up to a local symmetry).
Similarly, T 0, C0 send

T 0∶ Ψ → iσyΨ ðfermion time reversalÞ; ð76aÞ
T 0∶ ~Ψ→ iσy ~Ψ† ðdual-fermion particle-holeÞ; ð76bÞ

T 0∶ Φ → ~Φ ðboson dualityÞ; ð76cÞ

and

C0∶ Ψ → iσyΨ† ðfermion particle-holeÞ; ð77aÞ

C0∶ ~Ψ→ iσy ~Ψ ðdual-fermion time reversalÞ; ð77bÞ

C0∶ Φ → ~Φ† ðboson duality’Þ: ð77cÞ

Note that on the wire scale, T 0 and C0 also shift by one
fermion wire, which corresponds precisely to moving from
one boson wire to the dual vortex wire (see Fig. 8).
The following two statements summarize all of these

cases:
(i) Each duality (boson-vortex or fermion-dual

fermion) interchanges time reversal and charge
conjugation.

(ii) Time-reversal and particle-hole symmetry in the
bosonic theory implement (two kinds of) duality
in the fermionized theory and vice versa.

We conclude our discussion of symmetries by noting that

T C−1 ¼ T 0C0−1 ð78Þ
is local in any set of variables. Both in terms of bosons
and in terms of fermions, this is a unitary particle-hole
transformation Φy → Φ†

y, ψ j → ψ†
j , i → i.

TABLE I. Operation of the antiunitary symmetries on the phase
variables. All constant shifts are understood to be given modulo
2π.

Symmetry φy ~φyþ1=2 ϕj ~ϕj

T −φy ~φyþ1=2 − ~ϕj
−ϕj

C φy − ~φyþ1=2 ~ϕj
ϕj

T 0 − ~φyþ1=2 −φyþ1 −ϕjþ1 þ πj ~ϕjþ1 − πj
C0 ~φyþ1=2 φyþ1 ϕjþ1 − πj − ~ϕjþ1 þ πj

SYMMETRY AND DUALITY IN BOSONIZATION OF … PHYS. REV. X 7, 041016 (2017)

041016-15



B. Bosons with Chern-Simons coupling revisited

In Sec. III, we encountered a coupled-wire model,
Eq. (39), that features bosons coupled to a Chern-
Simons field and is exactly self-dual for a specific param-
eter choice. The discussion of symmetries in the previous
section implies that this model must map to a time-reversal-
symmetric theory of fermions such as a free Dirac cone or
QED3. To show this correspondence, let us first use the
dictionary in Eqs. (70a) and (70b) to rewrite

∂xφy − a1;y ¼ ∂x½ϕRðy − 1=4Þ þ ϕLðyþ 1=4Þ�=2;
θy ¼ ½ϕRðy − 1=4Þ − ϕLðyþ 1=4Þ�=2;

φyþ1 − φy ¼ ϕRðyþ 3=4Þ − ϕLðyþ 1=4Þ;

where we specialized to s ¼ −1. In the first line, a1;y is
defined by Eq. (41), which is the constraint obtained upon
integrating out the temporal component a0 of the Chern-
Simons field. Then, the remaining pieces in L0 in Eq. (39)
when summed over all boson wires y give

X
j

�
uþ ~u
8π

ð∂xϕjÞ2 þ
v − u0j
4π

∂xϕj∂xϕjþ1

�

with u0j ¼ u if j is even and u0j ¼ ~u if j is odd, whileP
y½Lphase slip þ Lhop� in Eq. (39) becomes

−
X
j

g0j cosðϕj − ϕjþ1Þ ð79Þ

with g0j ¼ g1 if j is odd and g0j ¼ g2 if j is even.
For u ¼ ~u ¼ v and g1 ¼ g2, we thus obtain precisely the

wire description of a single free Dirac cone with T 0 and C0
symmetries defined in Eqs. (50) and (51). This provides an
explicit realization of the duality schematically described
by the first line of Eq. (2) [48]. In the present model, either
symmetry actually requires only the self-duality conditions
u ¼ ~u, g1 ¼ g2, while general v ≠ u adds short-range
interactions to the Dirac fermion. Phrased another way,
either T 0 or C0 interchanges u ↔ ~u and g1 ↔ g2; i.e., as
expected, these symmetries of the fermions implement
duality on the bosonic side. We now understand that these
are two independent boson dualities that just happen to act
identically when applied to the terms in the present model,
but we can write simple modifications of the model that
maintain only one or the other self-duality (e.g., by taking
the interwire fermion hopping terms that have only T 0 or C0
symmetry and rewriting them in terms of the bosonic
fields). We require both self-dualities if we want the Dirac
fermion to have both T 0 and C0 (time-reversal invariant at
zero chemical potential)—in which case, weak short-range
interactions added to the Dirac cone are irrelevant and
hence do not destabilize the Dirac theory for small u − v. If
we have only one, then the fermion can be either doped or

be in a magnetic field—in which case, generic allowed
perturbations are not easily controlled. Fortunately,
T 0C0−1 ¼ T C−1 is a simple unitary particle-hole trans-
formation on the bosons, so if we have such an additional
symmetry microscopically, then we can reach the T 0- and
C0-self-dual point by tuning just one parameter.
The explicit mapping of the boson-CS model to weakly

interacting fermions thus guarantees that the self-dualmodel
is described by a stable critical point; i.e., a continuous
quantum phase transition occurs when the parameters of
the boson-CS model are tuned across the self-dual point.
Alternatively, we could express the same model in terms of
the dual-fermion variables. In that case, one finds QED3,
with the character of the two antiunitary symmetries
interchanged (cf. Sec. IV).

C. Dirac fermions with Chern-Simons
coupling revisited

In Sec. IV, we presented a model of Dirac fermions
coupled to a level-1=2 Chern-Simons gauge field that is
exactly self-dual. It is then natural to expect that the
corresponding boson or vortex models have time-reversal-
like symmetry and either features short-range interactions
(the Wilson-Fisher model) or long-range interactions medi-
ated by a Maxwell photon (the Higgs model).
Based on the nonlocal expression of Lferm-CS in Eq. (65),

one can readily obtain the corresponding model in terms of
boson or vortex variables. For s ¼ 1, i.e., the positive sign
of the CS term in LCS, one finds, upon summation over all
fermion wires j,

Lferm-CS →
X
y

�
vB
2π

ð∂xφyÞ2 þ
uB
2π

ð∂xθyÞ2
�

−
X
y

g½cosð2θyÞ þ cosðφyþ1 − φyÞ�; ð80Þ

which is the Wilson-Fisher model in terms of the boson
variables (and Higgs model in the dual variables). This
realizes the duality schematically described by the first line
of Eq. (1) [48]. On the other hand, for the negative sign of
the CS term in LCS,

Lferm-CS →
X
~y

�
vB
2π

ð∂x ~φ~yÞ2 þ
uB
2π

ð∂x
~θ ~yÞ2

�

−
X
~y

g½cosð2~θ ~yÞ þ cosð ~φ~yþ1 − ~φ~yÞ�; ð81Þ

i.e., the Wilson-Fisher model in the vortex variables
(and the Higgs model in the boson variables).
Focusing on one case, e.g., s ¼ 1, depending on the ratio

uB=vB, the boson model ends in a phase where bosons
condense (uB=vB small) or are gapped (uB=vB large). From
Eq. (66), one finds (assuming v, u > 0)
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uB
vB

¼ ðuþ vÞ2
2ðuþ vÞ2 þ uv

≤
1

2
; ð82Þ

which, for small g, places the boson system in its
condensed phase (the same holds for vortices in the case
s ¼ −1). A transition can still be reached by tuning
additional short-range interactions, e.g., by adding a uB-
like term (which is self-dual) directly to the fermion model.
Thus, a generic self-dual model of fermions coupled to a
CS gauge field at level-1=2 is noncritical. In the low-energy
limit, the Dirac fermions develop a mass whose sign
changes at the critical point.
To conclude, the self-dual fermion (level-1=2) CS model

maps to bosons with time-reversal symmetry T (and
antiunitary particle-hole symmetry C), which we already
anticipated from the precise formulation of the self-duality
at the end of Sec. IV D. Similar to our discussion of the
boson-CS model in the preceding subsection, our fermion-
CS model here has T 0C0−1 unitary symmetry ðϕj → −ϕjÞ,
which is why the self-duality can be viewed as either T or C
bosonic symmetry (while, in general, these duality imple-
mentations are different). Unlike bosons, even when one is
thinking about only two natural phases, the self-duality of
fermions does not imply criticality.

VI. MARGINAL INTERACTIONS AND
MODULAR INVARIANCE

In the previous sections, we encountered two examples
where symmetry and duality are interchanged upon map-
ping from bosons to fermions: (i) We saw that self-dual
bosons coupled to a Chern-Simons gauge field are equiv-
alent to a single species of time-reversal-symmetric (and
hence gapless) Dirac fermions, and (ii) self-dual fermions
coupled to a level-1=2 Chern-Simons gauge field map onto
time-reversal-symmetric bosons. This suggests that a self-
dual model of time-reversal-symmetric bosons (or fer-
mions) is simultaneously both self-dual and time-reversal
symmetric in both its bosonic and fermionic formulations.
Throughout this paper, we assume the presence of T C−1

bosonic symmetry (equivalently, T 0C0−1 fermionic sym-
metry), so we only need to mention time-reversal symmetry
separately.
Self-dual models of bosons with time-reversal symmetry

are indeed known [31,32]. Thus, marginally long-range
interactions mediated by a photon a described by

Lmarg½λ; a� ¼ λ
jk × aj2
4πjkj ð83Þ

correspond to similar marginally long-range interactions
for vortices mediated by a gauge field ~a that is governed by
Lmarg½λ−1; ~a�. For λ ¼ 1, the long-range part of the inter-
actions between vortices is identical to the one between
bosons, as required for self-duality. (For the system to be

exactly self-dual and hence critical, we need to tune
the short-range part of the interactions; see below and
Ref. [32]). Unlike the Chern-Simons terms discussed
before, such a marginally long-range interaction does not
break time-reversal symmetry.
We can also consider situations when both Lmarg and

CS terms are present, which will also be the case in the
dual theory:

ijboson · aþ λboson
jk × aj2
4πjkj − iγboson

ada
4π

ð84aÞ

↔ ijvortex · ~aþ λvortex
jk × ~aj2
4πjkj − iγvortex

~ad ~a
4π

; ð84bÞ

where we have abused the notation somewhat by using
momentum-space and real-space expressions for different
terms. The convenience of the specific parametrization will
become clear below. The relevant functional integral for
performing the duality is

Z
Da exp

�
−λboson

jk × aj2
4πjkj þ iγboson

ada
4π

− i
ad ~a
2π

�

∼ exp

�
−λvortex

jk × ~aj2
4πjkj þ iγvortex

~ad ~a
4π

�
; ð85Þ

which gives [31]

λvortex ¼
λboson

λ2boson þ γ2boson
; ð86aÞ

γvortex ¼ −
γboson

λ2boson þ γ2boson
: ð86bÞ

Writing z ¼ γ þ iλ, one finds the “modular” relationship
zvortex ¼ −1=zboson. In particular, the unit (semi)circle
λ2 þ γ2 ¼ 1 maps back to itself; only the sign of γ is
changed. It can be called a “self-dual” line as far as
these long-ranged interactions are concerned. The points
ðλ; γÞ ¼ ð0; 1Þ and ð0;−1Þ correspond precisely to the
bosonþ CS self-duality discussed in Sec. III D. There,
we found a wire model where all short-ranged interactions
are also exactly self-dual; hence, the model is critical, with
an exact relation to a free Dirac cone with time-reversal
symmetry described in Sec. V B. Section VI B, we also find
a larger class of exactly self-dual (and hence critical) wire
models of bosons covering the λ2 þ γ2 ¼ 1 curve, and we
establish a precise relation to fermions with time-reversal
symmetry.
Before proceeding with the wire models, let us apply

the formal fermionization, Eq. (1), to the bosonic theory,
Eq. (84a), obtaining
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ijDirac · c − i
cdc
8π

þ i
adc
2π

− ið1þ γbosonÞ
ada
4π

þ λboson
jk × aj2
4πjkj : ð87Þ

Integrating over a, we obtain the final version of the
fermionized theory:

ijDirac · cþ λDirac
jk × cj2
8πjkj − iγDirac

cdc
8π

;

with

λDirac ¼
2λboson

λ2boson þ ð1þ γbosonÞ2
; ð88aÞ

γDirac ¼
λ2boson þ γ2boson − 1

λ2boson þ ð1þ γbosonÞ2
: ð88bÞ

In terms of z ¼ γ þ iλ, this can be written as

zDirac ¼
zboson − 1

zboson þ 1
:

Note that we have chosen a different parametrization of the
marginally long-range interaction and CS term for Dirac
fermions compared to bosons, whose convenience will
become clear shortly.
In the special case λboson ¼ 1 and γboson ¼ 0, one finds

λDirac ¼ 1 and γDirac ¼ 0. In particular, the half-integer
Chern-Simons term for the gauge field c in Eq. (87) exactly
cancels, and the resulting theory is time-reversal symmetric
both in boson and in fermion variables. Furthermore, since
time-reversal symmetry of the boson model implies self-
duality of the fermion model and vice versa, the theory
must also be simultaneously self-dual in either formulation.
Indeed, now performing the fermionic duality on the

above theory, we find, for dual Dirac fermions,

ijdual Dirac · ~cþ λdual Dirac
jk × ~cj2
8πjkj − iγdual Dirac

~cd~c
8π

;

with

λdual Dirac ¼
λDirac

λ2Dirac þ γ2Dirac
; ð89aÞ

γdual Dirac ¼ −
γDirac

λ2Dirac þ γ2Dirac
: ð89bÞ

In the above parametrization, the Dirac fermions under
duality thus exhibit precisely the same modular relationship
as bosons [cf. Eqs. (86a) and (86b)], and λDirac¼1, γDirac¼0
is indeed self-dual.

A. Self-dual and time-reversal-symmetric model

We have in fact already encountered an explicit wire
mode that is time-reversal symmetric and exactly self-dual
in Sec. III D. The model LSD ¼ Lφ þ Lθ that includes only
terms Eqs. (42a) and (42b) (but without Lθ;φ) is exactly
self-dual for ~u ¼ u, as can be seen from its rewriting in
terms of the dual variables in Eqs. (44a) and (44b).
We can also easily bring it to the manifestly self-dual

form using both direct and dual variables,

LSD ¼ v
2π

½ð∂xφyÞ2 þ ð∂x ~φ~yÞ2�

þ u − v
2π

½ð∂xθyÞ2 þ ð∂x
~θ ~yÞ2�; ð90Þ

with implicit summation over boson wires y or vortex wires
~y. Expressed in the fermion variables, this becomes

LSD ¼ v
8π

½ð∂xϕjÞ2 þ ð∂x
~ϕjÞ2�

þ u − v
16π

½ð∂xϕjþ1 − ∂xϕjÞ2 þ ð∂x
~ϕjþ1 − ∂x

~ϕjÞ2�;
ð91Þ

with implicit summation over fermion wires j, where we
also used ϕjþ1 − ϕj ¼ �ð ~ϕjþ1 − ~ϕjÞ. The fermionic model
ismanifestly self-dual and invariant underT 0 (i.e., fermionic
time reversal). As expected (and easy to check explicitly),
the bosonic T corresponds to the fermionic self-duality,
while the bosonic self-duality corresponds to the fermionic
T 0. Though we do not know how the singular gauge-field
propagator, Eq. (84a), would be represented in the coupled-
wire framework, it is natural to conjecture that the above
bosonmodelLSD (supplemented by equal-amplitude phase-
slip and interwire hopping terms) and Eq. (84a) with
λboson ¼ 1 and γboson ¼ 0 describe the same fixed point,
which also corresponds to λDirac ¼ 1 and γDirac ¼ 0.
We note that Ref. [32] numerically studied a different

realization of such exactly self-dual time-reversal-invariant
bosons using a loop model on a 2þ 1-dimensional lattice.
The critical properties that were determined there should
then also apply to the exactly self-dual time-reversal-
invariant fermions discovered above. For example, the
scaling dimension of the fermion mass term is directly
related to the correlation length exponent found at the
exactly self-dual transition.

B. Wire model with general modular relationship

In the presence of the marginally long-range interactions,
the (self-dual) short-range interactions∼ðu − vÞ in Eqs. (90)
and (91) can be neglected. In addition, we now generalize
the model to allow terms ð∂xϕjÞ2 − ð∂x

~ϕjÞ2 (violating the

fermionic self-duality) and ∂xϕj∂x
~ϕj (breaking the fer-

mionic time-reversal symmetry). In the bosonic variables,
these correspond to ∂xφ∂x ~φ and ð∂xφÞ2 − ð∂x ~φÞ2,
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respectively. A convenient parametrization of the three
relevant terms is given by

L¼ ~v
4π

½ð∂x
~ϕjþγDirac∂xϕjÞ2þλ2Diracð∂xϕjÞ2� ð92aÞ

¼ v
4π

½ð∂xϕj−γd:Dirac∂x
~ϕjÞ2þλ2d:Diracð∂x

~ϕjÞ2�; ð92bÞ

with λd:Dirac, γd:Dirac given in Eqs. (89a) and (89b) and
~v ¼ vðλ2d:Dirac þ γ2d:DiracÞ. Equation (92b) with λDirac ¼
λd:Dirac ¼ 0 is precisely what one obtains upon integrating
out a Chern-Simons gauge field with a generic coefficient
−γDirac ¼ γd:Dirac; see Appendix F. [The opposite sign in
front of γd:Dirac compared to γDirac in Eq. (92b) arises since

the fermions eiϕj and dual fermions ei ~ϕj on the same wire j
have opposite chiralities.]
In terms of the boson and vortex variables, the

Lagrangian Eq. (92b) becomes

L ¼ ~v0

2π
½ð∂x ~φyþ1=2Þ2 þ ðγ2boson þ λ2bosonÞð∂xφyÞ2

− γbosonð∂x ~φyþ1=2Þð∂xφyþ1 þ ∂xφyÞ� ð93aÞ

¼ v0

2π
½ð∂xφyÞ2 þ ðγ2vortex þ λ2vortexÞð∂x ~φyþ1=2Þ2

þ γvortexð∂xφyÞð∂x ~φyþ1=2 þ ∂x ~φy−1=2Þ�; ð93bÞ

where

v0 ¼ v
λ2Dirac þ ð1þ γDiracÞ2

λ2Dirac þ γ2Dirac
; ð94aÞ

λboson ¼
2λDirac

λ2Dirac þ ð1 − γDiracÞ2
; ð94bÞ

γboson ¼
1 − λ2Dirac − γ2Dirac

λ2Dirac þ ð1 − γDiracÞ2
: ð94cÞ

The last two equations give exactly the inverse trans-
formation to Eqs. (88a) and (88b). In the vortex variables,
λvortex and γvortex are given by Eqs. (86a) and (86b), while

~v0 ¼ v0½λ2vortex þ γ2vortex�: ð95Þ

Note that in the above Lagrangian, we implicitly used
summation over j for fermions and dual fermions and
summation over y for bosons and vortices.
Equation (93b) with λboson ¼ 0 is precisely what one

obtains upon integrating out a Chern-Simons gauge field
with a generic coefficient; see Appendix E. Given the
similarity in the behavior of the couplings λ, γ under
dualities and fermionization or bosonization to those for the
continuum theories with both marginally long-range and
CS interactions, we conjecture that the above Lagrangians
provide precise wire realizations of these field theories.

VII. GAPPED PHASES AND PARENT
HAMILTONIANS

While in this paper we are primarily concerned with
gapless field theories, our approach is well suited for
studying interesting gapped phases in this context. A handy
property of the explicit wire-model dualities presented here
is that they readily generate parent Hamiltonians for a wide
range of topologically ordered phases. Numerous wire
models for such phases have been constructed in recent
years (see, e.g., Refs. [49–58]), mostly on a case-by-case
basis. The duality transformations described here provide a
straightforward algorithm to construct parent Hamiltonians
for any phase that has a simple “Hartree-Fock” description in
at least one of its composite-fermion or boson formulations:
Wire models for conventional phases (such as superfluids
and integer-quantum-Hall states) can be readily written
down. Equations (26a) and (26b) (boson duality), (56)
(fermion duality), and (70a) and (70b) (boson-fermion
mapping) then instantly yield the corresponding
Hamiltonian in the variables of choice, which may describe
a more exotic, topologically ordered phase. A concrete
example is the “T-Pfaffian” topological order whose parent
Hamiltonian is related to the one of a Fu-Kane super-
conductor [59] by the fermionic dualitymapping of Eq. (56).
This mapping was carried out explicitly in Ref. [18].
It is useful to characterize gapped phases according to

the response of the matter field only to a minimally coupled
probing field. Some natural possibilities are given in Table II.
We note that, depending on symmetries, there may be

multiple distinct phases corresponding to each entry in this
table. For example, a superfluid of fermions can be of the
Fu-Kane [59] type, which is compatible with T 0, or it may

TABLE II. Gapped fermion phases and their bosonic duals can
be characterized by their bulk electromagnetic response (to the
respective total gauge fields seen by the fermions or bosons).
Gapped fermions with a quantized Hall response σfermion

xy ¼
�e2=ð2hÞ correspond to boson superfluids and Mott insulators
(with σbosonxy ¼ 0). Conversely, bosons with a quantized Hall
response σbosonxy ¼ �e2=h correspond to fermion superfluids and
Mott insulators (with σfermion

xy ¼ 0). “Mott insulator” of Dirac
fermions here refers to any phase that is dual to a (gauged)
superfluid of fermions. This includes, e.g., the T-Pfaffian (dual to
a Fu-Kane superconductor [59]), which exhibits vanishing
σfermion
xy ¼ 0 and conserves particle number. Note, however, that

this relationship between response properties of gapped phases
does not presume the presence of time-reversal or particle-hole
symmetries.

Fermions Bosons

σxy ¼ þ½e2=ð2hÞ� Superfluid
σxy ¼ −½e2=ð2hÞ� Mott insulator
“Mott insulator” σxy ¼ þðe2=hÞ
Superfluid σxy ¼ −ðe2=hÞ
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feature general odd-angular-momentum pairing that breaks
T 0. Each of these possibilities corresponds to a specific
Mott-insulating phase of dual fermions as well as a specific
ν ¼ −1 quantum-Hall state of bosons or vortices. Such
bosonic quantum-Hall states are characterized by identical
charge-carrying chiral edge modes but distinct neutral
modes (a well-known example being the bosonic Moore-
Read state). Among this class of bosonic quantum-Hall
states, there is thus a subset that is compatible with self-
duality (T 0 in its fermionic formulation). Since this is a
gapped phase, its properties (i.e., its quasiparticle content)
should reflect this compatibility regardless of whether this
self-duality is microscopically present. (This is analogous
to the PH-Pfaffian, which, as a phase of matter, need not be
PH symmetric [60].) It might be interesting to explore more
generally how the requirement of self-duality in this sense
constrains possible phases and their properties.

VIII. EXTENSIONS TO N = 2 DIRAC FERMIONS

Before concluding, we discuss some additional applica-
tions of the duality mappings described above. We sketch
how some useful relations for systems with multiple
fermion species can be inferred by applying the various
mappings separately to each fermion species.

A. Self-dual QED3 with two fermion flavors

Consider two flavors of Dirac fermions coupled to a
single propagating gauge field a, schematically described by

iðjDirac;1 þ jDirac;2Þ · a: ð96Þ

We take the model to have the fermionic antiunitary
symmetries

T 0
N¼2∶ Ψα → iσyΨα; α ¼ 1; 2; ð97aÞ

C0N¼2∶ Ψα → iσyΨ†
α; α ¼ 1; 2; ð97bÞ

i.e., the same time-reversal and particle-hole transformations
as in Sec. IV but now acting on each flavor α ¼ 1, 2.We also
consider a unitaryZ2 symmetryR that interchanges the two
fermion flavors,

R∶ Ψ1 ↔ Ψ2: ð98Þ

Applying the Dirac-QED3 duality of Eq. (2) separately to
each species yields

ijdual Dirac;1 · ~a1 þ ijdual Dirac;2 · ~a2 þ i
adð ~a1 þ ~a2Þ

4π
;

whereupon integrating out a yields

iðjdual Dirac;1 − jdual Dirac;2Þ · ~a: ð99Þ

At this point, redefining particle and hole for one of the two
flavors, e.g., jdual Dirac;2 → −jdual Dirac;2 in the path integral,
returns the dual action to the same form as in Eq. (96). In this
sense,N ¼ 2QED3 is self-dual as discussed in Ref. [61].We
willmake this statement rigorous in the followingparagraphs.
An explicit self-dual wire model of N ¼ 2 QED3 (with

flavors again labeled by α ¼ 1, 2) can be readily written
down asS¼R

x;τ

P
jf
P

α½ið−1Þj=4π�∂xϕj;α∂τϕj;αþLQED3

N¼2g,
with

LN¼2
QED3

¼L0þLstaggered-CSþLMWþLtunnel;

L0¼
X
α

−ið−1Þj
2π

∂xϕj;αa0;jþ
v
8π

ð∂xϕj;1−∂xϕj;2Þ2;

Lstaggered-CS¼2
−ið−1Þj

8π
ðΔa0;jÞða1;jþ1þa1;jÞ;

LMW¼ 2

16π

�
1

~v
ðΔa0;jÞ2þ ~vðΔa1;jÞ2

�
: ð100Þ

The structure parallels that for N ¼ 1 QED3 in Eq. (63),
except that here we start with opposite fermion chiralities
[62]. The first term in L0 couples the two fermion flavors to
the gauge field with the same charge, while the v term
introduces an energy cost for the gauge-neutral combination
of fermion fields whose role will become clear below. The
extra factor of 2 inLstaggered-CS is required for gauge invariance
with two flavors; we have also added an extra factor of 2 in
LMW and parametrized theMaxwell termby ~v—both for later
convenience. Finally, Ltunnel contains the same tunneling
terms for each species as before and will not be written out
explicitly.
Integrating out the gauge field as in the coupled-wire

derivation of the Dirac-QED3 duality [18] yields

LN¼2
QED3

¼ v
8π

ð∂xϕj;1 − ∂xϕj;2Þ2 þ
~v
8π

ð∂x
~ϕj;1 þ ∂x

~ϕj;2Þ2;

where ~ϕj;α are dual-fermion variables with opposite chi-
rality relative to ϕj;α. By reversing the treatment that
produced the ~v term in the last equation, but instead for
the v term, we can rewrite this theory entirely in terms of
dual fermions coupled to a new gauge field ~a. The key
difference is that ~ϕ1 and ~ϕ2 will carry opposite gauge
charges with respect to ~a, in agreement with Eq. (100).
When ~v ¼ v, the model is exactly self-dual in the

following precise sense: The coupled-wire action is explic-
itly invariant under ϕ1 ↔ − ~ϕ1, ϕ2 ↔ ~ϕ2 together with
overall complex conjugation (due to the opposite chiralities
for dual and original fermions). In terms of continuumDirac
fields, this duality corresponds to the antiunitary operation

SN¼2∶ Ψ1 → ~Ψ1; Ψ2 → ~Ψ†
2: ð101Þ

As in previous sections, we expect that such a self-duality
condition corresponds to a local symmetry in an equivalent
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bosonic formulation where fermions Ψα are traded for
bosons Φα ∼ eiφα . Using a straightforward extension of
the dictionary from Sec. VA, Eq. (101) indeed yields the
local antiunitary transformation

SN¼2∶ Φ1 → Φ1; Φ2 → Φ†
2: ð102Þ

We can further rewrite the self-dual wire model LN¼2
QED3

in
terms of bosonic variables as

LN¼2
QED3

¼ v
2π

X
α

½ð∂xφy;αÞ2þð∂x ~φyþ1=2;αÞ2�

−
v
2π

X
α

∂xφy;αð∂x ~φyþ1=2;−αþ∂x ~φy−1=2;−αÞ: ð103Þ

Here, ~φα are dual vortex fields, and in the last line, −α
denotes the “opposite” flavor relative to α. We readily see
that Eq. (103) satisfies SN¼2, which “time reverses” the first
species of bosons and “particle-hole conjugates” the second.
(Explicitly, we have SN¼2∶φ1 → −φ1, φ2 → φ2 and hence
~φ1 → ~φ1, ~φ2 → − ~φ2.) Moreover, both the original fermion
theory and boson reformulation are invariant under the
flavor interchange R∶Φ1 ↔ Φ2.
It is instructive to observe that LN¼2

QED3
is not invariant

under time-reversal or particle-hole conjugation of both
species, corresponding to the transformations

T N¼2∶ Φα →Φα; α¼ 1;2 ðnot presentÞ;
CN¼2∶ Φα →Φ†

α; α¼ 1;2 ðnot presentÞ: ð104Þ

The absence of these symmetries reflects the fact that
N ¼ 2 QED3 is self-dual only in the above sense, where
duality is followed by particle-hole conjugation of one dual
fermion flavor. (Of course, bosonic models satisfying T N¼2

and/or CN¼2 are also possible but are not of interest here.)
Let us develop a better understanding of the bosonic

reformulation ofLN¼2
QED3

. The nonlocal action for the bosonic
variables that couples φα and ~φ−α can alternatively be
viewed as a theory of bosons with a mutual Chern-
Simons term. This can be inferred from the formal boso-
nization of the schematic continuum theory in Eq. (96) to

ijboson;1 · c1 þ ijboson;2 · c2 − i
c1dc2
2π

; ð105Þ

which describes two particles with mutual statistics 2π.
Under the bosonic duality sketched in the left side of Eq. (1),
the theory of vortices also has a mutual Chern-Simons term
but with opposite sign:

ijvortex;1 · ~c1 þ ijvortex;2 · ~c2 þ i
~c1d~c2
2π

: ð106Þ

Given the exhibited long-wavelength structure, such a
bosonic theory can be self-dual in the sense that upon

additional complex conjugation (and also changing the signs
of either currents or gauge fields), the path integral in terms
of the dual fields has identical structure to that in terms of the
original fields. Self-duality for the bosonic theory can be
readily related to the local fermionic symmetries T 0

N¼2

and C0N¼2, both of which implement boson-vortex duality
in a slightly different manner: The former operates as
φy;α → − ~φyþ1=2;α, while the latter sends φy;α → ~φyþ1=2;α.
Since both T 0

N¼2 and C0N¼2 are present in the original
fermion formulation of the wire model LN¼2

QED3
, the bosonic

version in Eq. (103) is exactly self-dual in either sense.

1. Connection to self-dual EP-NCCP1 model

It is interesting to consider one more form of the model
obtained by dualizing only one of the boson species, yielding

iðjboson;1 þ jvortex;2Þ · c≡ iðl1 þ l2Þ · c; ð107Þ

where, for later convenience, we introduced l1 ≡ jboson;1
and l2 ≡ jvortex;2. This model (with an implicit Maxwell
term on c) is otherwise known as the easy-plane noncompact
CP1 (EP-NCCP1) model [63,64] and was first mapped to
QED3 in Ref. [65]. (This connectionwas recently revisited in
greater detail in Ref. [66].)
We first verify that this reformulation has the required

properties of the EP-NCCP1 model in terms of l1 and l2.
The EP-NCCP1 model as defined in Refs. [63,64] has a
unitary symmetry l1=2 → −l1=2, c → −c and an antiunitary
symmetry l1=2 → l1=2, c → −c. The first is enforced here by
T 0

N¼2ðC0Þ−1 (Φα → Φ†
α, ~Φα → ~Φ†

α specialized to operators
Φ1 and ~Φ2, which annihilate l1 and l2 particles), while the
second symmetry is SN¼2 (Φ1 → Φ1, ~Φ2 → ~Φ2). Next, of
main interest is the EP-NCCP1 model with species inter-
change symmetry l1 ↔ l2. This property is in fact present
here as well and is nontrivially related to the above-
mentioned exact self-duality of the bosonic reformulation,
Eq. (105), as realized by individual T 0

N¼2 or C
0. Specifically,

combining T 0
N¼2 with R and SN¼2 gives the unitary

symmetry interchanging l1 and l2:

SN¼2RT 0
N¼2∶ Φ1 → ~Φ2; ~Φ2 → Φ1: ð108Þ

The EP-NCCP1 model enjoys the possibility of self-
duality [63,64]: Dualizing both fields gives a model of two
species coupled to a new gauge field with opposite charges:

ið~l1 − ~l2Þ · ~c ¼ iðjvortex;1 þ jboson;2Þ · ~c; ð109Þ

where, on the lhs, tildes mark the dual currents. Upon an
additional particle-hole transformation on ~l2, the corre-
sponding path integral has identical long-wavelength
structure as Eq. (107), and the model can be self-dual in
this sense. The expression on the rhs is obtained by
recalling that ~jboson;1 ¼ jvortex;1 and ~jvortex;2 ¼ −jboson;2,
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which follows from Eq. (29); thus, using these variables,
we have effectively performed a particle-hole transforma-
tion on ~l2. Comparing the content of Eqs. (107) and (109),
we can infer that the present EP-NCCP1 model is in fact
exactly self-dual because of the symmetryR in the original
N ¼ 2 QED3 model. More formally,R acts on the relevant
operators as

R∶ Φ1 → Φ2 ¼ ð ~~Φ2Þ†; ~Φ2 → ~Φ1;

where we used Eq. (29). We can view this as implementing
l1 → −~l2, l2 → ~l1, which is equivalent to the above-
mentioned self-duality of the EP-NCCP1 (different defini-
tions of the self-duality are possible but become equivalent in
the presence of the l1 and l2 interchange symmetry).
To summarize, the original fermionic symmetries T 0

N¼2,
C0N¼2, and R, together with the requirement of the self-
duality SN¼2, lead to the EP-NCCP1 model with its own
species-interchange symmetry and tuned exactly to self-
duality. Such a theory was studied in Ref. [67] and was
found to reside, over some parameter range, at a phase
boundary between phases where l1;2 are both gapped and
where they are both condensed. In the specific model in that
study, the phase boundary turned out to be first order. It is
an interesting open problem whether such a phase boun-
dary can be second order, which would then correspond to
critical self-dual N ¼ 2 QED3.

B. Dualities for generalized two-flavor models

We can consider a more general class of N ¼ 2 models
with both marginally long-range and Chern-Simons inter-
actions of the form

ijDirac;1 · ðacþ anÞþ ijDirac;2 · ðac− anÞ

− iγc
acdac
4π

þ λcL½ac�− iγn
andan
4π

þ λnL½an�; ð110Þ

where, as in Sec. VI,

L½a� ¼ jk × aj2
4πjkj ;

and it is convenient to introduce “charge” ac and “neutral”
an “flavors” of the gauge fields. In general, there is no
antiunitary T 0

N¼2 or C
0
N¼2 symmetry, but we assume that the

unitary particle-hole symmetry T 0
N¼2ðC0N¼2Þ−1 still holds.

In addition, we focus on cases with the species-interchange
symmetry R. For λc ¼ λn and γc ¼ γn, the two species of
fermions decouple and are described by the N ¼ 1 case
discussed before.

Performing duality in the general case yields

ijdualDirac;1 ·ð~acþ ~anÞþijdualDirac;2 ·ð~ac− ~anÞ

−iγc;dual
~acd ~ac
4π

þλc;dualL½ ~ac�−iγn;dual
~and ~an
4π

þλn;dualL½ ~an�;
ð111Þ

for the chosen conventions on the couplings and in terms of
zc=n ≡ γc=n þ iλc=n, we obtain the modular relationship

zdual ¼ −
1

z

for both c and n flavors of the gauge field. A coupled-wire
representation of this model and its duality is given in
Appendix F. For the rest of this section, we use schematic
continuum expressions rather than explicit wire models to
emphasize the long-wavelength structure. The duality-
symmetry relations can often be deduced by examining the
action for the dynamical gauge fields in each formulation.
Using the two-flavormodel ofAppendix Fand the techniques
developed throughout this paper, it is straightforward to
translate the following discussion into concrete wire models
(including operator forms of the duality-symmetry relations).
The above yields three families of potential exact self-

dualities:
(i) zc ¼ −z�c;dual and zn ¼ −z�n;dual (i.e., jzc=nj2 ¼ 1);
(ii) zc ¼ zn;dual and zn ¼ zc;dual (i.e., zczn ¼ −1);
(iii) zc ¼ −z�n;dual and zn ¼ −z�c;dual (i.e., zcz�n ¼ 1).

[Note that family (i) includes the special case zc ¼ zc;dual
and zn ¼ zn;dual.] The previously discussed case of self-dual
N ¼ 2 QED3 formally corresponds to γc ¼ γn ¼ 0 and
λc ¼ 1=λn → 0. It is a special point that is part of both
families (ii) and (iii).
In terms of the bosonic variables, the general model

becomes

ijboson;1 · ðcc þ cnÞ þ ijboson;2 · ðcc − cnÞ

− iγc;boson
ccdcc
2π

þ 2λc;bosonL½cc�

− iγn;boson
cndcn
2π

þ 2λn;bosonL½cn�; ð112Þ

with these conventions, we find

zboson ¼
1þ zDirac
1 − zDirac

ð113Þ

for both c and n flavors. Furthermore, under the bosonic
duality, we again have

zvortex ¼ −1=zboson

for both c and n flavors. Similarly to the fermionic model,
we can consider exact bosonic self-dualities of types (i),
(ii), and (iii).
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We can now discuss the interplay of symmetries and
dualities in this general model. We first note that the
fermionic self-duality of type (ii) implies bosonic self-
duality of type (ii) and vice versa, and by itself is apparently
not related to symmetry in either formulation. In contrast,
fermionic (bosonic) self-duality of type (iii) corresponds to
a bosonic (fermionic) antiunitary symmetry.
Let us consider the case with fermionic self-duality (iii).

This implies zn;boson¼−z�c;boson, i.e., λn;boson ¼ λc;boson≡
λboson, and γn;boson ¼ −γc;boson ≡ −γboson. The bosonic for-
mulation can be rewritten as

ijboson;1 · c1 þ ijboson;2 · c2

þ λbosonðL½c1� þ L½c2�Þ − iγboson
c1dc2
2π

:

Boson models of this type were studied numerically in
Ref. [36]. Specifically, integrating out the gauge fields c1
and c2 yields intraspecies marginally long-range inter-
actions parametrized by g1 ¼ g2 ¼ λboson=ðλ2boson þ γ2bosonÞ
and interspecies statistical interactions parametrized by
η ¼ γboson=ðλ2boson þ γ2bosonÞ in the notation of Ref. [36],
cf. Eqs. (1)-(3) in that work. The fermionic self-duality
(iii) is related to an antiunitary symmetry of the bosonic
model that acts as jboson;1 → jboson;1, jboson;2 → −jboson;2,
c1 → −c1, c2 → c2. This is identical to SN¼2 in
Eq. (103) discussed in the context of self-dual N ¼ 2
QED3; it is precisely this symmetry that enabled a sign-free
reformulation and Monte Carlo study of the model
in Ref. [36].
If we now, in addition, require a bosonic self-duality

condition of the type (ii), i.e., zc;bosonzn;boson ¼ −1, we
obtain jzc;bosonj2 ¼ 1, which is equivalent to g2 þ η2 ¼ 1

studied in that reference and established to represent a
phase transition line in the specific model for jηj < 1=2,
cf. Fig. 2 in that work.
Returning to the fermionic representation, we find

λc=n¼ 2λboson=½λ2bosonþð1� γbosonÞ2� and γc=n ¼ 0. These
fermions have no Chern-Simons interactions but only
marginally long-range interactions, with λc and λn related
by the condition λcλn ¼ 1 [this could be established more
easily by noting that we now have both fermionic self-
dualities (iii) and (ii) present]. Thus, we found an interest-
ing fermionic representation of the phase transitions studied
in Ref. [36].
We conclude by considering simultaneous bosonic self-

dualities of types (ii) and (iii). In this case, γc=n;boson ¼ 0
and λc;bosonλn;boson ¼ 1. This is a special line in a more
general two-parameter space with independent λc;boson and
λn;boson, which can be viewed as a two-species generaliza-
tion of the single-species model with such interactions [this
case also arises when one considers the fermionic self-
duality of type (i)]. It includes the case λc ¼ λn ¼ 1, where
the two species decouple and are known to be critical at

self-duality [32]. We expect that criticality persists over a
finite range of λc ¼ 1=λn ≠ 1 where the two species are
coupled, i.e., that over some range, the special line
represents a phase transition where both species go from
an insulating to a condensed state.

IX. CONCLUSIONS AND OUTLOOK

We have demonstrated a family of duality and statistical-
transmutation mappings between bosonic and fermionic
theories within a coupled-wire framework. This technique
allowed us to implement these mappings as exact, nonlocal
transformations that leave the quantum partition function
invariant. In particular, our transformations show explicitly
how local symmetry operators on one kind of variable
become duality transformations on a different kind. A
particularly interesting application of these mappings is the
special point described in Sec. VI with marginally long-
range interactions, where both bosons and fermions have
respective time-reversal symmetry and consequently are
both self-dual. The bosonic model is amenable to numerical
studies [32] that may be tested against field-theoretic
treatments of the fermionic theory. This last feature is also
shared by the two-species models described in Sec. VIII,
which exhibit an even richer interplay of symmetries and
dualities in various reformulations.
While we focused primarily on relativistic theories with

both particle-hole and time-reversal symmetries, these
properties are not all required for the symmetry-duality
relationship. The external “probing” vector potential, which
we mostly suppressed for clarity, can be carried through
without any assumptions on it smallness. [This property has
been crucial for constructing explicit (wire) models that
realize particle-hole-symmetric composite-Fermi liquids of
fermions as well as bosons [18,68].] One can therefore dope
Dirac fermions to obtain a Fermi surface, thus breaking C0.
The resulting nonrelativistic model with only T 0 symmetry
is still self-dual in its boson or vortex formulation. It could be
interesting to explore such models, e.g., in the context of
quantum critical points with dynamical exponent z ≠ 1.
The coupled-wire formulation provides a direct con-

nection between the duality of the quantum Ising chain and
that of the 2D boson theory via the rough correspondence
σzi ↔ Φy and σxi ↔ e2iθy . In particular, the duality relations
take a very similar form, i.e.,

σziσ
z
iþ1 ¼ τxiþ1=2 ↔ Φ†

yΦyþ1 ¼ e2i~θyþ1=2 ;

τzi−1=2τ
z
iþ1=2 ¼ σxi ↔ ~Φ†

y−1=2
~Φyþ1=2 ¼ e−2iθy :

It is worth noting some further parallels and distinctions
with the symmetry-duality relation in the quantum Ising
chain. Here, we see two natural dualities corresponding to
unitary T and antiunitary T 0 symmetries of the Majorana-
fermion reformulation. These symmetries are, in general,
independent but become related when the Ising model has
an additional antiunitary time-reversal symmetry K. For 2D
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bosons, we similarly have two dualities realized by, in
general, independent antiunitary T 0 and C0 fermionic
symmetries that become related when the bosonic model
has additional unitary particle-hole symmetry T C−1. The
1D self-dual critical theory is more restrictive, however, in
that its critical properties persist even when we break T or
T 0; by contrast, the 2D theory changes its form qualitatively
if we break T 0 or C0.
These tantalizing correspondences with the Ising chain

raise an interesting prospect that, more generally, dualities
of bosons in dþ 1 dimensions can be inferred from
dualities of quantum-Ising-type spin models in d dimen-
sions. Given the wealth of spin models for which analogues
of Ising duality are known, this could be a fruitful avenue to
discover new mappings for bosons or fermions in two or
three dimensions.
We conclude by pointing out two possible generalizations

of the techniques developed here. The first is the dual
formulation (bosonization) of a (2þ 1)-dimensional
Majorana cone, which was introduced in Refs. [69,70].
Here, an extension of our approach (which keeps sym-
metries manifest at all stages) could help us to understand
how time-reversal symmetry of the Majorana fermions is
implemented on the dual variables. A second interesting
direction could be a generalization to non-Abelian sym-
metries. Reference [66] analyzed the relationship between
symmetry and duality for a model with SU(2) symmetry in
the context of exotic quantum critical points (see also
Refs. [71,74]). We hope that combining our approach with
non-Abelian bosonization techniques could lead to such
generalized duality mappings.
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APPENDIX A: TRANSLATION SYMMETRY
IN THE MAJORANA CHAIN

We obtain the action of the unitary transformation T,
Eq. (11), on the spin variables as follows. Let us write out
explicitly T∶Γðr − 1=4Þ → Γðrþ 1=4Þ and Γðrþ 1=4Þ →
Γðrþ 3=4Þ:

T∶
�Yr−1

r0¼0

σxr0

�
σzr → −

�Yr−1
r0¼0

σxr0

�
σyr; ðA1Þ

−
�Yr−1

r0¼0

σxr0

�
σyr →

�Yr
r0¼0

σxr0

�
σzrþ1; ðA2Þ

with carefully specified string operators on the chain
starting at position r0 ¼ 0. Multiplying the two equations,
we find

T∶ σxr → σzrσ
z
rþ1 ¼ τxrþ1=2: ðA3Þ

This gives the transformation of the string T∶
Q

r−1
r0¼0

σxr0 →
σz0σ

z
r; then, from Eqs. (A1) and (A2), we deduce

T∶ σzr → iσz0

�Yr
r0¼0

σxr0

�
¼ iσz0τ

z
rþ1=2; ðA4Þ

σyr → σz0

�Yr
r0¼0

σxr0

�
σzrσ

z
rþ1 ¼ iσz0τ

y
rþ1=2; ðA5Þ

where in the last line we defined τyrþ1=2 ¼ −iτzrþ1=2τ
x
rþ1=2.

Similar reasoning for the antiunitary T 0, Eq. (12), gives

T 0∶ σxr → τxrþ1=2; ðA6Þ

σzr → iσz0τ
z
rþ1=2; ðA7Þ

σyr → −iσz0τ
y
rþ1=2; ðA8Þ

i → −i: ðA9Þ

In the main text, we quoted the action of T and T 0 on σx;zr .
Both T and T 0 implement Ising duality. However, these are
clearly different transformations, and the meaning of self-
duality is different in the two cases.
To better separate aspects associated with T and T 0, we

can consider situations where the Ising time reversal K
defined after Eq. (12) is broken while T or T 0 is preserved
(both cannot be preserved in this case). It is easy to write
down deformations of the Ising model H0 [whose various
representations are written in Eqs. (5), (7), and (10)] that
achieve this:

δH ¼ u
X
r

ðσzrσyrþ1 − σyrσzrþ1Þ ¼ u
X
j

iγjγjþ2

¼ u
X
r

ð−τyrþ1=2τ
z
rþ3=2 þ τzr−1=2τ

y
rþ1=2Þ;

δH0 ¼ u0
X
r

ðσzrσyrþ1 þ σyrσzrþ1Þ ¼ u0
X
j

ð−1Þjiγjγjþ2

¼ u0
X
r

ð−τyrþ1=2τ
z
rþ3=2 − τzr−1=2τ

y
rþ1=2Þ:
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Here, each perturbation δH or δH0 is also expressed in
terms of the Majorana variables and in terms of the dual
spin variables. The corresponding Majorana energy spectra
are plotted in Fig. 9. In the Majorana language, δH is
invariant under the unitary T, while its expression in terms
of the dual spins τ, upon using the translational invariance
of the spin chain, has exactly the same form as in terms of
the original spins σ. On the other hand, δH0 in the Majorana
language is invariant under the antiunitary T 0, while its
expression in terms of the τ variables obtains exactly the
same form as in terms of the σ variables upon additional
action of the complex conjugation K. In both cases, the
expressions in terms of τ variables can be formally obtained
from the expressions in terms of σ variables by applying T
and T 0 acting on σx;y;zr as specified above, remembering that
σz0 anticommutes with τy;zrþ1=2.
In the simplest case with only two competing phases,

such a self-duality condition (with or without K) can

guarantee that the model sits at the critical point separating
the two gapped phases. This is the situation for small u in
the model H0 þ δH and for any u0 in the model H0 þ δH0;
see, respectively, top and bottom panels in Fig. 9. On the
other hand, for large u in the former model, the system is in
a critical phase for any J and h; along the self-dual line
J ¼ h, the system has some additional properties, but the
self-duality itself is not required for criticality.
It is instructive to take an alternative point of view on the

interpretation of duality as a symmetry. One could define
dual spins τ0 through the action of the symmetries T or T 0
on σ, e.g.,

τμ0rþ1=2 ≡ TσμrT−1; μ ¼ x; y; z: ðA10Þ

(For the antiunitary symmetry T 0, one should instead use
τy0rþ1=2 ¼ T 0σyrT−10.) Then, by construction, spins σ and dual
spins τ0 are exactly related by the fermionic symmetry T.
These alternative dual variables differ from the conven-
tional choice τ only by a boundary term, e.g., τx0 ¼ τx and
τz0 ¼ iσz0τ

z. In particular, any local term in the Hamiltonian
that preserves the global Z2 symmetry is identical whether
expressed in terms of τ or τ0.

APPENDIX B: DUALITY OF XU-MOORE
AND QUANTUM-COMPASS MODELS

Consider the Xu-Moore model, given by the Jz¼Jx¼0
limit of Eq. (14), i.e.,

HXM ¼ −h
X
r

σxr − K
X
r

σzrσ
z
rþx̂σ

z
rþŷσ

z
rþx̂þŷ: ðB1Þ

In the main text, we used the duality transformation

τzrþx̂=2 ¼
Y

r0<rþx̂=2

σxr0 ; ðB2aÞ

τxrþx̂=2 ¼ σzrσ
z
rþx̂; ðB2bÞ

to map it onto the quantum compass model

HQC¼−h
X
r

τzr−x̂=2τ
z
rþx̂=2−K

X
r

τxrþx̂=2τ
x
rþx̂=2þŷ: ðB3Þ

(A closely related mapping between these models was
performed in Ref. [40].) We can now subject HQC to a
second duality transformation

μxrþx̂=2þŷ=2 ¼
Y

r0<rþx̂=2þŷ=2

τzr0þx̂=2; ðB4aÞ

μzrþx̂=2þŷ=2 ¼ τxrþx̂=2τ
x
rþx̂=2þŷ: ðB4bÞ

Here, the string in the first line begins at the bottom left and
runs upward through each column until the termination (in
typewriter fashion, but vertical). This results in

FIG. 9. Energy spectra of the perturbed Ising models H0 þ δH
and H0 þ δH0. The former preserves T and is gapless along the
self-dual line J ¼ h. For small u, this line separates gapped
paramagnetic and ferromagnetic phases. In contrast, for large u,
the system enters an extended gapless phase with central charge
1, and self-duality is not required for the gaplessness. The model
H0 þ δH0 preserves T 0 and is gapless only at self-duality.
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H0
XM ¼ −K

X
r

μzrþx̂=2þŷ=2

− h
X
r

μxrþx̂=2þŷ=2μ
x
rþx̂=2−ŷ=2μ

x
r−x̂=2þŷ=2μ

x
r−x̂=2−ŷ=2;

ðB5Þ

which, for h ¼ K, yields the self-duality first observed in
Ref. [37]. The mapping between HXM and H0

XM is sche-
matically given by σ → τ → μ, and the quantum compass
model lies “halfway” between the two. At h ¼ K, it is
symmetric under a 90-degree lattice rotation followed by a
discrete 90-degree spin rotation about the τy axis.
In contrast, the model discussed in the main text is self-

dual under a single mapping σ → τ. In this case, self-duality
corresponds to a symmetry of variables that again lie
halfway between τ and σ. These are the Majorana fermions
γ ∼ τzσz introduced in the main text.

APPENDIX C: DIRAC-FERMION SYMMETRIES
AND KLEIN FACTORS

In this appendix, we discuss some subtleties related to
“Klein factors”—pieces that ensure fermion anticommuta-
tion on different wires—and their transformation under
symmetries.

1. Transformation of fermion variables under T 0 and C0

In Sec. IV, we defined the antiunitary time-reversal and
particle-hole symmetries for fermions as

T 0ψ jT 0−1 ¼ ð−1Þjψ jþ1;

C0ψ jC0−1 ¼ ð−1Þjψ†
jþ1;

and expressed the fermion as ψ j ∼ eiϕj with

½ϕjðxÞ;ϕj0 ðx0Þ� ¼ δjj0 ð−1Þjiπsgnðx − x0Þ
þð1 − δjj0 Þiπsgnðj0 − jÞ; ðC1Þ

where the right-hand side of the first line describes chiral
fermions with alternating wire chirality, and the second line
ensures anticommutation of the fermion fields on different
wires. It is tempting—but incorrect—to infer that the above
transformations act on the phase fields as

T 0ϕjT 0−1 ¼ −ϕjþ1 þ πj ðincorrectÞ; ðC2aÞ

C0ϕjC0−1 ¼ ϕjþ1 − πj ðincorrectÞ: ðC2bÞ

To see the problem, consider applying either transformation
on both sides of Eq. (C1). While the right-hand side of the
first line would transform properly, the second line would
obtain the wrong sign—i.e., the commutation relations
would not be preserved; this indicates that such trans-
formations of the phase variables do not exist.

To correct Eqs. (C2a) and (C2b), we introduce operators

ξj ≡ 2π
X
j0<j

Nj0 ¼
X
j0<j

ð−1Þj0
Z
x
∂xϕj0 ; ðC3Þ

where Nj0 is the fermion number operator on wire j0. We
note that κj ¼ eiξj=2 is similar to a Jordan-Wigner string
between wires and could be one possible representation of a
Klein factor in some settings. Here, ξj will play a slightly
different role, helping to maintain commutation relations of
the phase fields that have Klein factors built into them. It is
easy to check that ξj satisfies the commutation relations

½ξj; ξj0 � ¼ 0;

½ξj;ϕj0 ðx0Þ� ¼
�
2iπ j > j0

0 j ≤ j0;

½ξj;ϕj0 ðx0Þ� þ ½ϕjðxÞ; ξj0 � ¼ 2iπð1 − δjj0 Þsgnðj − j0Þ:

We can now readily provide a faithful implementation of
the two symmetries:

T 0ϕjT 0−1 ¼ −ϕjþ1 − ξjþ1 þ πj; ðC4aÞ

C0ϕjC0−1 ¼ ϕjþ1 þ ξjþ1 − πj: ðC4bÞ

(The signs in front of πj in each line are not essential, as the
phases are defined only modulo 2π. This particular choice
makes treatments of C0 and T 0 essentially identical via
C0ϕjC0−1 ¼ −T 0ϕjT 0−1. Of course, these are different trans-
formations on the physical fermion fieldsψ j, and they can be
independent symmetries.) Since ϕjþ1 commutes with ξjþ1

and eiξjþ1 ¼ 1 (verified by acting on any state in the fermion
Fock space), it follows that ψ j ¼ eiϕj indeed transforms
under T 0 and C0 as stated at the beginning of this appendix.
We remark that care is needed when we use phase

variables and encounter ξj operators under a cosine. While
it may be tempting to drop them, we cannot do so if there
are also parts that do not commute with ξj. As an example,
consider T 0- and C0-invariant interwire hopping expressed
in the phase variables as

iψ†
jψ jþ1 þ H:c: ¼ −2 cosðϕj − ϕjþ1Þ: ðC5Þ

Taking T 0 for concreteness (a similar analysis holds for C0),
the expression under the cosine transforms as

ϕj − ϕjþ1 → −ϕjþ1 þ ϕjþ2 − π þ 2πNjþ1:

When taking the cosine of the last expression, it is important
to remember that ϕjþ1 and Njþ1 do not commute. Thus,
when separating out e�i2πNjþ1 from the other terms (only
after this separation, we can safely replace e�i2πNjþ1 ¼ 1), an
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extra minus sign arises via eπ½ϕjþ1;Njþ1� ¼ −1. Hence,
under T 0,

cosðϕj − ϕjþ1Þ → cosðϕjþ1 − ϕjþ2Þ;

which ensures that the right-hand side of Eq. (C5) transforms
in the same way as expected from the left-hand side.
We finally turn to the transformation properties of dual

fermions. To analyze a given wire model, it is sufficient to
understand how differences of ~ϕj transform. Recalling that

~ϕjþ1 − ~ϕj ¼ ð−1Þjþ1ðϕjþ1 − ϕjÞ;

we can directly read off their transformations from
Eqs. (C4a) and (C4b).
For completeness, we also provide expressions for the

transformation of individual phase variables ~ϕj. Using
Eq. (56), we find

T 0 ~ϕjT 0−1 ¼ ~ϕjþ1 þ ~ξjþ1 − πj; ðC6aÞ

C0 ~ϕjC0−1 ¼ − ~ϕjþ1 − ~ξjþ1 þ πj; ðC6bÞ

with

~ξj ¼
X
j0≠j

sgnðj − j0Þð−1Þj0ξj0 : ðC7Þ

As before, the signs of the πj terms are not essential,
and we used this fact to simplify the equations. In terms of
the dual-fermion numbers ~Nj ≡ ½1=ð2πÞ�ð−1Þjþ1

R
x ∂x

~ϕj,
we find

~ξj ¼ −π
X
j00

½jj − j00j þ sgnðj − j00 þ 0þÞ� ~Nj00 : ðC8Þ

We emphasize that the apparent difference between
Eqs. (C3) and (C8) has no impact on physical operators.
Their given form merely corresponds to a particular choice
of fermionic Klein factors.

2. Transformation of bosonic variables under T 0 and C0

We want to translate the action of T 0 and C0 from the
fermionic to the bosonic variables. Recall the definition of
the fermionic variables in the main text,

ϕ2y ≡ ϕRðy − 1=4Þ≡ φy þ ~φy−1=2; ðC9aÞ

ϕ2yþ1 ≡ ϕLðyþ 1=4Þ≡ φy þ ~φyþ1=2: ðC9bÞ

Inverting these expressions to obtain boson θy and vortex
~θyþ1=2 variables yields

2θy ¼ ~φy−1=2 − ~φyþ1=2 ¼ ϕ2y − ϕ2yþ1;

2~θyþ1=2 ¼ φyþ1 − φy ¼ ϕ2yþ2 − ϕ2yþ1:

We now define new fields,

~φ0
yþ1=2 ≡ −T 0φyT 0−1 ¼ C0φyC0−1; ðC10aÞ

~θ0yþ1=2 ≡ T 0θyT 0−1 ¼ −C0θyC0−1: ðC10bÞ

The key advantage of these new variables over ~φ and ~θ is
their simple transformation property under T 0 and C0.
[Analogous expressions for the Ising model were intro-
duced in Eq. (A10).] The primed and unprimed variables
are related through

~φ0
yþ1=2 − ~φ0

yþ3=2 ¼ ~φyþ1=2 − ~φyþ3=2 þ π − 2πN2yþ2;

2~θ0yþ1=2 ¼ 2~θyþ1=2 − π þ 2πN2yþ1:

Using eπ½ϕj;Nj� ¼ −1, it is easy to see that

exp½ið ~φ0
yþ1=2− ~φ0

yþ3=2Þ�¼ exp½ið ~φyþ1=2− ~φyþ3=2Þ�; ðC11Þ

exp½i2~θ0yþ1=2� ¼ exp½i2~θyþ1=2�: ðC12Þ

Since T 0 is antiunitary, by construction ~φ0, ~θ0 have the same
commutation relations as the original φ, θ, and by using
Eqs. (20) and (27),

½∂x
~θ0yþ1=2ðxÞ; ~φ0

y0þ1=2ðx0Þ� ¼ ½∂x
~θyþ1=2ðxÞ; ~φy0þ1=2ðx0Þ�:

We trivially have ∂x
~θ0yþ1=2 ¼ ∂x

~θyþ1=2, and we also expect
∂x ~φ

0
yþ1=2 ¼ ∂x ~φyþ1=2 (see below). This result, together

with Eqs. (C11) and (C12), covers all terms that can appear
in the Hamiltonian, and consequently, H½ ~φ0; ~θ0� ¼ H½ ~φ; ~θ�.
This provides a precise interpretation of the fermionic time
reversal T 0 as boson-vortex duality.
Let us also consider the transformation of the individual

phase variables φ. We first need to solve Eqs. (C9a)
and (C9b) for φ and ~φ. A convenient choice is

φy ¼
1

2

X
j

sgnð2yþ 1=2 − jÞð−1Þjϕj;

~φyþ1=2 ¼ −
1

2

X
j

sgnð2yþ 3=2 − jÞð−1Þjϕj:

[Note that the solution is not unique since we can add a
j-independent operator βðxÞ in the first line and subtract it
in the second line. Since T 0 and C0 also translate by one
wire, it is natural to require T 0βðxÞT 0−1 ¼ βðxÞ þ const,
C0βðxÞC0−1 ¼ −βðxÞ þ const, and the results below are then
insensitive to the above choice.] We find
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~φ0
yþ1=2¼ ~φyþ1=2þ

1

2

X
j

sgnð2yþ1=2− jÞð−1Þjðξjþ1−πjÞ

¼ ~φyþ1=2þ
X
j∈even

sgnð2yþ1− jÞðπNj−π=2Þ:

The main point for us is that the second part is independent
of the x coordinate; hence, as discussed above, we can
equivalently use primed-tilde or unprimed-tilde variables
in the Hamiltonian. In particular, the primed-tilde field
~Φ0
yþ1=2 ≡ ei ~φyþ1=2

0
satisfies

T 0ΦyT 0−1 ¼ ~Φ0
yþ1=2; ðC13Þ

C0ΦyC0−1 ¼ ~Φ0†
yþ1=2 ðC14Þ

by construction, while the originally defined vortex field
~Φyþ1=2 picks up a sign exp½iπ

P
j∈evenNj� ¼ �1. While this

sign is state dependent, it does not affect the Hamiltonian.
(Note the similarity with the discussion of alternative dual
Ising variables in the last paragraph of Appendix A.) When
describing the action of the fermionic symmetries T 0 and C0

on bosonic variables in Sec. VA, we therefore tacitly use ~Φ0

rather than ~Φ; in all other parts of the paper, the distinction
between the two is immaterial.

APPENDIX D: CONTINUUM TREATMENTS
OF CHERN-SIMONS FERMIONS
AND FERMIONIZED VORTICES

Webriefly review the apparent difference betweenChern-
Simons fermions and fermionized vortices in continuum.
We then explain how the more microscopic wire treatment
allows us to reconcile these differences. Consider bosons
with short-range interactions coupled to a static external
(probe) field A. Attaching 2π or −2π flux to convert bosons
to Chern-Simons fermions gives, schematically,

ijbos · A → ijCSferm · ðαþ AÞ ∓ i
4π

αdα ðD1Þ

¼ ijCSferm · c ∓ i
4π

ðc − AÞdðc − AÞ; ðD2Þ

whereα is a dynamicalChern-Simons gauge field andαdβ is
shorthand for α · ð∇ × βÞ. Here and throughout this section,
we also implicitly understand having some short-range
interactions among original bosons. These interactions
ultimately determine which phase we are in (e.g., gapped
or condensed bosons or some composites), but they are
not important for keeping track of qualitative aspects. As
indicated in the last line, we can alternatively use c ¼ αþ A
as a new dynamical gauge field; this, however, does not
change the fact that there is a Chern-Simons term governing
the gauge field dynamics.
Consider now �2π flux attachment to vortices, starting

with the dual description in terms of (bosonic) vortices
coupled to a dynamical gauge field ~a:

ijbos · A → ijvort · ~aþ
i
2π

Ad ~a

→ ijvort ferm · ðβþ ~aÞ ∓ i
4π

βdβ þ i
2π

Ad ~a

¼ ijvort ferm · ~c ∓ i
4π

ð~c − ~aÞdð~c − ~aÞ þ i
2π

Ad ~a

→ ijvort ferm · ~cþ i
2π

Ad~c� i
4π

AdA:

In the last line, we integrated out the dynamical field ~a,
keeping only leading pieces and assuming short-range
interactions of the original bosons. [Note that generically
we would also generate the higher-order CS-like term
ið∇ × ~cÞ · ð∇ × ∇ × ~cÞ with a nonuniversal coefficient; see
discussion in Ref. [73]]. This is the dual vortex description,
which has no CS term on the dynamical gauge field ~c that
jvort ferm couples to, in contrast to the theory in terms of
jCS ferm. While keeping jCS ferm and jvort ferm intact, there
is no way to relate these two theories. On the other hand,
in the wire construction in the main text, we claim that
attaching −2π flux to the original bosons gives identical
fields to attaching 2π flux to the dual bosons. The resolution
is that they are indeed identical fields when right and left
movers are resolved separately, as we now demonstrate.
There are four natural choices depending on whether we

consider fermions or dual fermions and whether we group
them around boson wires or around vortex wires. We
consider each choice in turn.

1. Grouping fermions ψRðy− 1=4Þ and ψLðy+ 1=4Þ:
2π flux attachment on boson Φy

To connect the definition of the lattice variables to the
familiar continuum treatment, we begin by defining the
“Chern-Simons fermion” phase and density fields,

φfCS
y ≡ ½ϕRðy − 1=4Þ þ ϕLðyþ 1=4Þ�=2 ðD3Þ

¼ φy þ
X
y0≠y

sgnðy0 − yÞθy0 ; ðD4Þ

θfCSy ≡ ½ϕRðy − 1=4Þ − ϕLðyþ 1=4Þ�=2 ¼ θy: ðD5Þ
[These definitions are equivalent to ϕR=L ¼ φfCS � θfCS,
which is familiar in descriptions of 1D electrons; thus, these
are indeed nonchiral fermion fields.] Note that the density
operator of these Chern-Simons fermions is the same as the
one for the microscopic bosons, ∂xθ

fCS
y =π ¼ ∂xθy=π.

Consider the boson intrawire terms (also keeping the
Berry phase term for completeness)

L ¼
X
y

i
π
∂xθyð∂τφy − A0;yÞ ðD6Þ

þ
X
y

�
v
2π

ð∂xφy − A1;yÞ2 þ
u
2π

ð∂xθyÞ2
�
: ðD7Þ
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This can be written as

L ¼
X
y

i
π
∂xθ

fCS
y ð∂τφ

fCS
y − A0;yÞ

þ
X
y

�
v
2π

ð∂xφ
fCS
y − a1;y − A1;yÞ2 þ

u
2π

ð∂xθ
fCS
y Þ2

�
;

where we used
R
τ;x

P
y

P
y0≠y ∂xθysgnðy0 − yÞ∂τθy0 ¼ 0

and introduced a1;y ≡P
y0≠ysgnðy0 − yÞ∂xθy0 . This satisfies

a1;y − a1;yþ1 ¼ ∂xθy þ ∂xθyþ1 ¼ 2πðρy þ ρyþ1Þ=2, which
is naturally interpreted as attaching 2π flux to the bosons.
We implement the definition of a1 via Lagrange multipliers
a0 as

δL ¼
X
y

i
a0;yþ1=2 − a0;y−1=2

2π
a1;y

−
X
y

i
a0;yþ1=2 − a0;y−1=2

2π

X
y0≠y

sgnðy0 − yÞ∂xθy0 ðD8Þ

¼
X
y

i
a1;yðΔa0Þy − a0;yþ1=2ðΔa1Þyþ1=2

4π

−
X
y

i
∂xθy
π

a0;yþ1=2 þ a0;y−1=2
2

: ðD9Þ

Putting everything together, one obtains

L ¼
X
y

i
π
∂xθ

fCS
y

�
∂τφ

fCS
y −

a0;yþ1=2 þ a0;y−1=2
2

− A0;y

�

þ
X
y

�
v
2π

ð∂xφ
fCS
y − a1;y − A1;yÞ2 þ

u
2π

ð∂xθ
fCS
y Þ2

�

þ
X
y

i
a1;yðΔa0Þy − a0;yþ1=2ðΔa1Þyþ1=2

4π
: ðD10Þ

This is the wire model of a system of nonchiral fermions
that are minimally coupled both to the external electro-
magnetic field A and to a dynamical gauge field a with a
Chern-Simons term (expressed in the gauge a2 ¼ 0). The
structure is similar to performing flux attachment in the
continuum, cf. Eq. (D1). Note that slight care is needed
when comparing the sign of the CS term in our wire model
with the continuum writing in Eq. (D1). In the wire model,
our conventions dictate that the density couples to a0 as
−iρa0, which is opposite from the convention used in
Eq. (D1). Thus, the above wire model corresponds to
attaching 2π flux to the boson, even though the sign of the
CS term is opposite from what we called 2π flux attachment
in Eq. (D1).

2. Grouping dual fermions ~ψLðy− 1=4Þ and ~ψRðy+ 1=4Þ:− 2π flux attachment on boson Φy

Let us now consider using dual chiral fermions, Eq. (72a)
and (72b), grouped around boson wires y to define new
nonchiral fermions

φfCS-
y ≡ ½ ~ϕRðyþ 1=4Þ þ ~ϕLðy − 1=4Þ�=2 ðD11Þ

¼ φy −
X
y0≠y

sgnðy0 − yÞθy0 ; ðD12Þ

θfCS-y ≡ ½ ~ϕRðyþ 1=4Þ − ~ϕLðy − 1=4Þ�=2 ¼ θy: ðD13Þ

Comparing with the variables φfCS
y , θfCSy and manipulations

leading to their interpretation as 2π flux attachment to
bosons, we immediately see that φfCS-

y , θfCS-y correspond to
exactly opposite flux attachment on the original bosons,
which we indicated by the minus sign in the label “fCS-.”
Which composite fermion variables we use, fCS or fCS-, of
course depends on the problem at hand. For example, if we
have bosons in an external magnetic field, in typical
fractional quantum-Hall applications, we would strive to
have the average CS flux cancel the external field.
Importantly, we note here that there is no local trans-
formation between the fCS and fCS- variables.

3. Grouping dual fermions ~ψRðy+ 1=4Þ and ~ψLðy+ 3=4Þ:
2π flux attachment on vortex ~Φy + 1=2

Now consider grouping ~ϕRðyþ 1=4Þ and ~ϕLðyþ 3=4Þ,
which gives nonchiral fields residing on half-integer
(vortex) wires:

φfv
yþ1=2 ≡ ½ ~ϕRðyþ 1=4Þ þ ~ϕLðyþ 3=4Þ�=2 ðD14Þ

¼ − ~φyþ1=2 −
X
y0≠y

sgnðy0 − yÞ~θy0þ1=2; ðD15Þ

θfvyþ1=2 ≡ ½ ~ϕRðyþ 1=4Þ − ~ϕLðyþ 3=4Þ�=2 ¼ −~θyþ1=2:

ðD16Þ

Thus, −φfv, −θfv are related to ~φ; ~θ in exactly the same way
asφfCS, θfCS are related toφ, θ. We can then interpretφfv, θfv

as describing 2π “dual flux” attachment to vortices. [An
alternative argument is to note that we can view − ~ϕR=L as

obtained from the vortex variables ~φ, ~θ by applying the
identical procedure (with the same “orientation”) as ϕR=L

fromφ, θ: The procedure Eq. (70) applied to thevortex fields
~φ, ~θ would give, at wire yþ 1=4, a composite ~φyþ1=2 þ ~~φy,

but since ~~φ ¼ −φ, this gives exactly − ~ϕRðyþ 1=4Þ, and
similarly for the left-moving field at yþ 3=4.]
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4. Grouping fermions ψLðy+ 1=4Þ and ψRðy+ 3=4Þ:
− 2π flux attachment on vortex ~Φy + 1=2

Finally, this grouping gives

φfv−
yþ1=2 ≡ ½ϕRðyþ 3=4Þ þ ϕLðyþ 1=4Þ�=2 ðD17Þ

¼ ~φyþ1=2 −
X
y0≠y

sgnðy0 − yÞ~θy0þ1=2; ðD18Þ

θfv−yþ1=2 ≡ ½ϕRðyþ 3=4Þ − ϕLðyþ 1=4Þ�=2 ¼ ~θyþ1=2:

ðD19Þ

This is naturally interpreted as −2π flux attachment on
vortices, which we marked as “fv-.”

5. Equivalence between Chern-Simons fermions
and fermionized vortices and resolution

of the CS term puzzle

Note that the fCS and fv- fields are obtained by different
local groupings of the same chiral fermion fields (and,
similarly, fCS- and fv are different local groupings of the
dual chiral fermions). Focusing on the first pair, this means
that there is a local relation between the fCS and fv- fields,
which is easy to find explicitly:

φfv−
yþ1=2 ¼ ðφfCS

yþ1 þ θfCSyþ1 þ φfCS
y − θfCSy Þ=2; ðD20Þ

θfv−yþ1=2 ¼ ðφfCS
yþ1 þ θfCSyþ1 − φfCS

y þ θfCSy Þ=2: ðD21Þ

In this sense, at the microscopic wire level, Chern-Simons
fermions fCS and fermionized vortices fv- are essentially
the same objects. This appears to pose a puzzle relating to
the continuum treatment in Appendix D, where the fCS
fermions are coupled to a gauge field with the Chern-
Simons term, while the fv- fermions are coupled to a gauge
field with no Chern-Simons term; there is no simple way to
relate these two formulations via continuummanipulations.
The resolution is that microscopic densities and currents
of the Chern-Simons fermions and fermionic vortices are
different. As a consequence, we see that the theory of the
fCS fermions coupled to the dynamical gauge field a with
the Chern-Simons term can be exactly translated to the fv-
fermions coupled to a new gauge field with no Chern-
Simons term.
For simplicity, let us consider a setup where both a0

and a1 reside on the same wires and the Chern-Simons
term is written as iða1;yþ1þa1;yÞða0;yþ1−a0;yÞ=ð4πÞ,
cf. Appendix E. (Treatment where a0 resides between boson
wires as in the earlier presentation of the fCS fermions is
more tedious but leads to the same qualitative conclusion.)
The fCS fermion coupling to the gauge field a can be
rewritten in terms of the fv- fermion coupling to a new gauge
field ~a (residing on the vortex wires) as follows:

−
X
y

�
i
π
∂xθ

fCS
y a0;y þ

v
π
∂xφ

fCS
y a1;y

�

¼ −
X
y

�
i
π
∂xθ

fv−
yþ1=2 ~a0;yþ1=2 þ

v
π
∂xφ

fv−
yþ1=2 ~a1;yþ1=2

�

ðD22Þ

with

a0;y ¼
1

2
ðS ~a0Þy þ

iv
2
ðΔ ~a1Þy;

a1;y ¼
1

2
ðS ~a1Þy −

i
2v

ðΔ ~a0Þy;
wherewe introduced shorthand notation ðS ~a0Þy ¼ ~a0;yþ1=2þ
~a0;y−1=2, ðΔ ~a0Þy ¼ ~a0;yþ1=2 − ~a0;y−1=2, and similarly for
ðS ~a1Þ and ðΔ ~a1Þ. We can now plug these expressions into
terms in the Lagrangian that are quadratic in the gauge field
a, which consist of the “diamagnetic” and Chern-Simons
pieces:

X
y

�
v
2π

a21;y þ
i
4π

ða1;yþ1 þ a1;yÞða0;yþ1 − a0;yÞ
�
:

It is easy to see that the diamagnetic piece gives a cross
term −i=ð4πÞðS ~a1ÞðΔ ~a0Þ, which cancels the leading long-
wavelength cross term from the Chern-Simons piece. When
all contributions are written out microscopically, we find a
diamagnetic piece for the ~a1 field as well as Maxwell-like
pieces for the ~a1 and ~a0 fields. The leading cross term,

i
16π

X
y

½ðΔ ~a0Þyþ1 þ ðΔ ~a0Þy�½ðΔ ~a1Þyþ1 − ðΔ ~a1Þy�;

effectively contains three derivatives in y.
To conclude, the regrouping of the chiral constituents

at the wire level indeed allows us to connect the Chern-
Simons fermion theory with the CS term to the fermionized
vortex theory with no CS term. The key point is that
this regrouping mixes densities ρ ¼ ∂xθ=π and currents
j ¼ v∂xϕ=π when going between the fCS and fv- fermions:
At long wavelengths,

ρfv− ¼ ρfCS þ 1

2v
∂yjfCS; ðD23Þ

jfv− ¼ jfCS þ v
2
∂yρ

fCS; ðD24Þ

which corresponds to the long-wavelength version a0 ¼
~a0 þ iðv=2Þ∂y ~a1, a1 ¼ ~a1 − i=ð2vÞ∂y ~a0 of the above
transformation between the gauge fields. Such a possibility
is lost when one is working with continuum complex
fermion fields for the Chern-Simons fermions and the
fermionized vortices, and this resolves the above-mentioned
puzzle that microscopically they are essentially the same
objects.
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APPENDIX E: ALTERNATE MODEL FOR
BOSONS WITH CHERN-SIMONS COUPLING

In this section, we demonstrate that the same nonlocal
boson action, Lφ þ Lθ þ Lφ;θ in Eqs. (44a) and (44b), can
be obtained when starting with a gauge field whose
temporal component lives on the wires. Specifically, we
consider the following model:

L ¼ L0 þ LCS þ LMW ðE1Þ

with

L0¼
v
2π

ð∂xφ−a1Þ2þ
u
2π

ð∂xθÞ2−
i
π
∂xθa0þ

λ

8π
ðΔ∂xφÞ2;

LCS¼
i

4πn
ðSa1ÞðΔa0Þ;

LMW¼ 1

8π

�
α

v
ðΔa0Þ2þβvðΔa1Þ2

�
:

Here, a0;y and a1;y reside on the same wires as the boson
fields; ðΔa0Þy ≡ a0;yþ1 − a0;y and similarly for ðΔa1Þy; and
ðSa1Þy ≡ a1;yþ1 þ a1;y. We also used schematic vector
notation with implicit indices running over the wire labels
y. Matrix representation of operators Δ and S and some
useful identities are reviewed in Appendix G. We note that
the above model can be turned into a gauge-invariant
Lagrangian in terms of ða0; a1; a2Þ written in the gauge
a2 ¼ 0; we maintain this gauge throughout.
Integrating out a0 yields

L ¼ v
2π

ð∂xφ − a1Þ2 þ
u
2π

ð∂xθÞ2 þ
λ

8π
ðΔ∂xφÞ2

þ 2v
πα

ð∂xΔ−1;TθÞ2 − v
παn

ðSa1Þð∂xΔ−1;TθÞ

þ βv
8π

ðΔa1Þ2 þ
v

8παn2
ðSa1Þ2:

Using Eq. (G6), the quadratic terms in a1 combine as
follows:

v
2π

ða1Þ
�
1þ 1

αn2
þ β − 1

αn2

4
ΔTΔ

�
ða1Þ≡ v

2π
ða1ÞMða1Þ:

We need the inverse of the matrix M, and for reasons that
will become clear momentarily, we write it as

M−1 ¼ αn2

1þ αn2
þ ΔTWΔ;

W ¼ ð1 − βαn2Þαn2
4ð1þ αn2Þ2

�
1þ βαn2 − 1

4ð1þ αn2ÞΔ
TΔ

�−1
;

which can be checked by simple algebra, also remembering
thatΔ andΔT commute. It is easy to see that for sufficiently

small jβαn2 − 1j, matrix elements Wy;y0 decay exponen-
tially with jy − y0j. Now integrating out a1, we find

L¼ v
2π

ð∂xφÞ2þ
u
2π

ð∂xθÞ2þ
λ

8π
ðΔ∂xφÞ2þ

2v
πα

ð∂xΔ−1;TθÞ2

−
v
2π

αn2

1þαn2

�
∂xφþ

1

αn
∂xSTΔ−1;Tθ

�
2

−
v
2π

�
∂xΔφ−

1

αn
∂xSθ

�
W

�
∂xΔφ−

1

αn
∂xSθ

�
;

where we used ΔST ¼ −SΔT to explicitly show that the
combinations of fields multiplying W are local.
Defining vB ¼ ½v=ð1þ αn2Þ�, we finally get

L ¼ vB
2π

ð∂xφÞ2 þ
uþ vB=α

2π
ð∂xθÞ2 þ

λ

8π
ðΔ∂xφÞ2

þ vBn2

2π
ð2∂xΔ−1;TθÞ2 − vBn

π
ð∂xφÞð∂xSTΔ−1;TθÞ

−
v
2π

�
∂xΔφ −

1

αn
∂xSθ

�
W

�
∂xΔφ −

1

αn
∂xSθ

�
;

where we again used Eq. (G6) for terms quadratic in θ. The
last term describes exponentially decaying interwire inter-
actions, which are expected to be present in generic models
but do not affect any universal properties. In the special
case β ¼ 1=ðαn2Þ, we have W ¼ 0, and such interactions
are absent.
Focusing on the second and third lines in the above

equation, it is straightforward to check that 2ðΔ−1;TθÞy ¼
~φyþ1=2 and 2ðSTΔ−1;TθÞy ¼ ~φyþ1=2 þ ~φy−1=2. We can
then see that for W ¼ 0, the above Lagrangian coincides
with the model described by Eqs. (42a)–(42c) for n ¼ 1
and an appropriate choice of the parameters u, v, λ, α:
Namely, vB here corresponds to v in Eqs. (42a)–(42c),
uþ vB=α corresponds to u − v, and λ corresponds to
~u − v. All discussions at the end of Sec. III D now apply.
Since Δφ ¼ 2~θ, the Lagrangian is clearly self-dual
when uþ vB=α ¼ λ.
We conclude by reiterating that the above special choice

of the coupling β in the Maxwell terms leads to a model that
is identical to the one in Eqs. (42a)–(42c). The latter was
obtained in Sec. III D from the theory that had a0 residing
between wires and had only the Chern-Simons term. Thus,
a special finite Maxwell term for a0 on the wires corre-
sponds to zero Maxwell term for a0 between wires.
As remarked earlier, generic Maxwell terms will not

change the universal properties of the critical point, while
our choices allow us to find exact parameters for the self-
duality on the microscopic wire scale and hence criticality.
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APPENDIX F: INTEGRATING OUT THE CHERN-
SIMONS FIELD IN A FERMION WIRE MODEL

Here, we provide details of the treatment of the model in
Sec. IV D. We adopt the matrix notation of Appendix G to
write the action Lferm-CS concisely as

Lferm-CS ¼ L0 þ Lstaggered-CS þ LMW þ LCS;

L0 ¼ −
iP∂xϕa0

2π
þ u
4π

ð∂xϕ − a1Þ2;

Lstaggered-CS ¼ −i
P
8π

ðΔa0ÞðSa1Þ;

LMW ¼ β

16π

�
1

v
ðΔa0Þ2 þ vðΔa1Þ2

�
;

LCS ¼
i

8πfF
ðΔa0ÞðSa1Þ: ðF1Þ

Here, the matrix indices refer to the fermionic wire labels j
rather than the bosonic labels y, but all matrix identities in
Appendix G hold (and we only use fermionic wires in this
section). In the above model, we also allowed for a more
general coefficient of the CS term and a more general
Maxwell term parametrized by parameters β and v.
The coupling between ∂xϕ and a0 can be written as

−
ia0P∂xϕ

2π
¼ iðΔa0ÞðDþ PÞ∂xϕ

4π
; ðF2Þ

where we used matrix identity Eq. (G13). Integrating out a0
then yields

Lferm-CS→
u
4π

ð∂xϕ−a1Þ2þ
βv
16π

ðΔa1Þ2

þ v
16πβ

a1

�
4þ 4

f2F
−
�
1þ 1

f2F

�
ΔTΔþ 2

fF
ΔTPΔ

�
a1

þ v
4πβ

∂xϕðDTDþ1Þ∂xϕþ
v

2πβ
a1

�
1

fF
D−1

�
∂xϕ:

In the intermediate steps, we used the matrix identities
Eqs. (G6), (G10), (G14), and (G15). We can now integrate
out a1, which requires inverting a matrix of the form
Aþ BΔTΔþ CΔTPΔ. This inversion can, in principle, be
carried out by using ðΔTΔÞj;j0 ¼ 2δj;j0 − δj;j0þ1 − δj;j0−1,
ðΔTPΔÞj;j0 ¼ ð−1Þjðδj;j0þ1 − δj;j0−1Þ, and using a Fourier
transform in the wire label. One finds two bands of
eigenvalues parametrized by the momentum Q in the y
direction. Assuming A ≫ B > jCj, one finds that the
smallest eigenvalues are near zero momentum and are
given by

EðQÞ ¼ Aþ B2 − C2

4B
Q2: ðF3Þ

It follows that under these conditions,

½Aþ BΔTΔþ CΔTPΔ�−1 ¼ 1

A
þOðΔ2Þ: ðF4Þ

Crucially, only the leading term ∼A−1 enters in the
universal properties, while the derivative terms correspond
to exponentially decaying interactions. Still, in the special
case C ¼ �B, the inverse can be obtained analytically by
virtue of the identity Eq. (G16):

½Aþ BΔTð1� PÞΔ�−1 ¼ 1

A
−

B
AðAþ 4BÞΔ

Tð1� PÞΔ:

The above condition is satisfied for special β ¼ 1þ 1=jfFj,
which gives C ¼ sgnðfFÞB. We will assume this β below.
Integrating out a1 using the above formula, one finds,

after lengthy but straightforward algebra,

LCS-ferm →
vB
16π

ð∂xϕþ fF∂x
~ϕÞ2

þ uB
16π

½1þ sgnðfFÞP�ðΔ∂xϕÞ2; ðF5Þ

with the dual ~ϕ ¼ Dϕ and

vB ¼ 4v
jfFjðuþ vÞ þ u

ðjfFj þ 1Þ½f2Fðuþ vÞ þ jfFjuþ v� ;

uB ¼ v
2f2Fðuþ vÞ2

½jfFjðuþ vÞ þ v�½f2Fðuþ vÞ þ jfFjuþ v� :

1. Generalization to two fermion species

We now sketch the treatment of multiple fermion
species, i.e., the model of Eq. (110). We can write a
coupled-wire model realization as

Lferm-CS
N¼2 ¼ L0 þ Lstaggered-CS þ LMW þ LCS;

L0 ¼ −
iP∂xϕ1ða0;c þ a0;nÞ

2π
−
iP∂xϕ2ða0;c − a0;nÞ

2π

þ u
4π

½ð∂xϕ1 − a1;c − a1;nÞ2

þ ð∂xϕ2 − a1;c þ a1;nÞ2�;

Lstaggered-CS ¼ −i
P
4π

ðΔa0;cÞðSa1;cÞ − i
P
4π

ðΔa0;nÞðSa1;nÞ;

LMW ¼ βc
8π

�
1

vc
ðΔa0;cÞ2 þ vcðΔa1;cÞ2

�

þ βn
8π

�
1

vn
ðΔa0;nÞ2 þ vnðΔa1;nÞ2

�
;

LCS ¼
i

4πfc
ðΔa0;cÞðSa1;cÞ þ

i
4πfn

ðΔa0;nÞðSa1;nÞ:

ðF6Þ
To model marginally long-range interactions, λc=n ≠ 0, we
can simply include additional terms ∼ð∂x

~ϕc=nÞ2, similar to
the single-flavor case described in Sec. VI.
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We can integrate out the gauge fields and obtain the
model in terms of the ϕ1=2 and ~ϕ1=2 fields as follows. We
rescale the gauge fields ac=n → ac=n=

ffiffiffi
2

p
and define ϕc=n¼

ðϕ1�ϕ2Þ=
ffiffiffi
2

p
to get Lferm-CS

N¼2 ¼P
i¼c;n½L0;iþLstaggered-CS;iþ

LMW;iþLCS;i� with

L0;i ¼ −
iP∂xϕia0;i

2π
þ u
4π

ð∂xϕi − a1;iÞ2;

Lstaggered-CS;i ¼ −i
P
8π

ðΔa0;iÞðSa1;iÞ;

LMW;i ¼
βi
16π

�
1

vi
ðΔa0;iÞ2 þ viðΔa1;iÞ2

�
;

LCS;i ¼
i

8πfi
ðΔa0;iÞðSa1;iÞ:

This coincides with two copies of the model described at the
start of this appendix; hence, integrating out the ai gauge
field for special βi ¼ 1þ 1=jfij yields Eq. (F5) separately
for ϕc and ϕn. Note that theϕc and ϕn terms remain coupled
in the presence of interwire tunneling terms. The (nonlocal)
linear transformation between fermionic and bosonic phase
fields can be performed directly in the “spin” and “charge”
variables, leading to a coupled-wire model with two boson
species corresponding to the schematic model in Eq. (112).
One can then establish precise relations among various
self-dualities and symmetries similar to other coupled-wire
examples.

APPENDIX G: MATRIX NOTATION AND
IDENTITIES FOR COUPLED WIRES

The analysis of coupled-wire models, especially those
with nonlocal terms, is greatly facilitated by adopting the
matrix notation introduced in Ref. [18]. In the main text, we
already introduced the lattice derivative Δ and its inverse
Δ−1 as

Δy;y0 ¼ δyþ1;y0 − δy;y0 ; ðG1Þ

Δ−1
y;y0 ¼

1

2
sgnðy − y0 − 0þÞ; ðG2Þ

X
y00

Δy;y00Δ−1
y00;y0 ¼ δy;y0 : ðG3Þ

We further define

Sy;y0 ¼ δyþ1;y0 þ δy;y0 ; ðG4Þ

which commutes with the derivative, SΔ ¼ ΔS, and further
satisfies

STΔ ¼ −ΔTS; SΔT ¼ −ΔST; ðG5Þ
STSþ ΔTΔ ¼ 4: ðG6Þ

It is also easy to check that ΔTΔ ¼ ΔΔT and STS ¼ SST .

We note that these relations hold both for bosonic wires
(labeled by integers y) and for fermionic wires (labeled by
integers j). In the present work, we use matrix notation
exclusively within either bosonic or fermionic formula-
tions, so there is no need to distinguish between sets of
matrices used in either case. For fermionic wire models, it is
further useful to define

Pj;j0 ¼ ð−1Þjδj;j0 ; ðG7Þ

Dj;j0 ¼ ð1 − δj;j0 Þsgnðj − j0Þð−1Þj0 : ðG8Þ

These matrices satisfy a number of useful relations, such as

D2 ¼ P2 ¼ 1; ðG9Þ

DPDT ¼ −P; ðG10Þ
ΔD ¼ −PΔ; ðG11Þ
PSP ¼ −Δ; ðG12Þ

ΔTðDþ PÞ ¼ −2P; ðG13Þ

STðDþ PÞ ¼ 2D; ðG14Þ

ΔTPΔ ¼ −STPS; ðG15Þ

ð1� PÞΔTΔð1� PÞ ¼ 4ð1� PÞ: ðG16Þ
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