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The physics of nematic liquid crystals has been the subject of intensive research since the late
19th century. However, the focus of this pursuit has been centered around uniaxial and biaxial nematics
associated with constituents bearing a D∞h or D2h symmetry, respectively. In view of general symmetries,
however, these are singularly special since nematic order can in principle involve any point-group
symmetry. Given the progress in tailoring nanoparticles with particular shapes and interactions, this vast
family of “generalized nematics” might become accessible in the laboratory. Little is known because the
order parameter theories associated with the highly symmetric point groups are remarkably complicated,
involving tensor order parameters of high rank. Here, we show that the generic features of the statistical
physics of such systems can be studied in a highly flexible and efficient fashion using a mathematical tool
borrowed from high-energy physics: discrete non-Abelian gauge theory. Explicitly, we construct a family
of lattice gauge models encapsulating nematic ordering of general three-dimensional point-group
symmetries. We find that the most symmetrical generalized nematics are subjected to thermal fluctuations
of unprecedented severity. As a result, novel forms of fluctuation phenomena become possible. In
particular, we demonstrate that a vestigial phase carrying no more than chiral order becomes ubiquitous
departing from high point-group symmetry chiral building blocks, such as I, O, and T symmetric matter.
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I. INTRODUCTION

The subject of “vestigial” or “mesophase” (intermediate
temperature) order was born in the theater of classical
molecular matter in the form of nematic, cholesteric, and
smectic liquid crystals [1,2]. Although this is a very mature
field, it has been suffering from the limitation that meso-
phases are experimentally only easily formed departing
from “rodlike” degrees of freedom, giving rise to uniaxial
nematics [2–5]. In addition, a substantial amount of
literature is devoted to biaxial nematics withD2h symmetry,
associated with platelike constituents or “mesogens”
[6–15]. However, departing from the Landau–de Gennes
symmetry paradigm, these represent only two examples of
a vast family of potential phases: in principle, matter can
break the O(3) rotational symmetry of three-dimensional
space down to any of its subgroups, i.e., 3D point groups;
for our conventions, see Refs. [16,17]. Furthermore, the
hierarchy of O(3) subgroups leaves room for rich sequences
of vestigial phases. We show an example of this hierarchy

by a selection of 3D point groups in Fig. 1. Dealing with,
say, C2 degrees of freedom or mesogens, a cascade of
phases like Oh → D4h → C4v → C2v → C2 could be real-
ized in principle upon lowering temperature, pending the
right microscopic interactions between the constituents.
Chemistry has been proven to be an intricate affair in
this regard, but new opportunities open up with the
advances in the manufacturing of nanoparticles and col-
loids [18–21] that can be given particular shapes, while
there is potentially quite a bit of control over their mutual
interactions [21–25].
As a further impetus for this pursuit, we construct a

general framework in terms of a lattice model that can
incorporate all three-dimensional point-group symmetries
and, therefore, is ideal to study generalized nematics.
Concretely, we achieve this by a generic lattice formulation
of discrete non-Abelian gauge theory. The model allows us
to expose some spectacular, generic traits of the statistical
physics arising for the most symmetric point groups. We
demonstrate that their order parameters are subjected to
thermal fluctuations of unprecedented intensity. This is
illustrated in Fig. 3, where we show the transition temper-
atures (Tc’s) of the various nematics relative to a common
reference—their mean-field temperatures would be identi-
cal. The actual Tc’s of the highly symmetric I,O, and T are,
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nonetheless, extremely reduced by thermal fluctuations, as
compared to the transition temperatures of less symmetric
nematics. In addition, we uncover that chiral symmetry
plays a very special role. This associates to the breaking of
O(3) to its subgroup of proper rotations SO(3) and refers
to the familiar property that molecules can be left or right
handed, as in, e.g., sugar water formed exclusively from
left-handed glucose molecules, leading to well-known
optical activity. However, we now depart from chiral point
groups describing mixtures of equal number of left- and
right-handed species which are subjected to spontaneous
symmetry breaking, resulting in the formation of chiral
nematics and chiral liquids, reminiscent of the recently
pointed out domains of well-defined broken chirality in
liquid phases of systems of C2v symmetric “bent-core”
mesogens [26] and chiral liquids melted from cubic
crystalline phases [27]. Moreover, we show that, even
under the most adverse conditions for vestigial order to
occur, a chiral liquid still splits the isotropic liquid from the
full nematic order for the most symmetric I,O, and T chiral
point groups, as a consequence of the extreme thermal
fluctuations of the full orientational order.
Why was this spectacular statistical physics not discov-

ered a long time ago? After all, constructing the theory of
three-dimensional orientational order should be a well-
defined exercise in the Landau paradigm of spontaneous
symmetry breaking. However, the Landau–de Gennes order
parameter theory of more symmetric nematics generically

involves a complicated high-rank tensor order parameter
theory [28–37], making the physical ramifications basically
unexplored, in spite of the identification of the general
structure of point-group invariants [17,38]. In this sense,
the problem represents one of the remaining frontiers of the
Landau paradigm. Indeed, dealing with more complicated
point groups, one has to generalize the familiar uniaxial
order parameter: Qab ¼ 3

2
nanb − 1

2
δab, in terms of a vector

~n ¼ ðnx; ny; nzÞ, to complicated higher-rank tensors (up to
rank 6 for Ih, the symmetry of a regular icosahedron);
cf. Appendix A. Notwithstanding, we find that a math-
ematical edifice borrowed from high-energy physics is
remarkably efficient in computing universal and generic
features of the associated statistical physics: 3D Oð3Þ=G
lattice gauge theory, where the gauge groupG describes the
discrete point groups associated with the nematic ordering.
Although such gauge theoretical setups have also been
considered in the context of spin liquids with unaxial
and biaxial symmetries [39–41], these ideas in the present
context are rooted in the seminal observation of
Refs. [42,43] that a particularly simple O(3)-vector Z2

gauge incarnation encodes for the uniaxial nematic order
parameter in 3D. Accordingly, this has already led to a
recent extension encapsulating the full family of 2D
nematic orders in terms of the (Abelian) 2D point groups
[SOð2Þ=Zp] [44]. From a theoretical perspective, the
surprises of the statistical physics of generalized nematics
are, thus, a manifestation of the richness of discrete gauge
theories involving the, in general, non-Abelian three-
dimensional point groups.
The rest of this paper is organized as follows. In Sec. II,

we review the O(3)-vector Z2 lattice gauge theoretical
formulation of uniaxial nematics and introduce a generalized
non-Abelian lattice gauge theory formulation that is able to
cope with nematics of arbitrary point-group symmetries,
including the familiar D∞h-uniaxial and D2h-biaxial cases.
In Sec. III, we discuss various nematic transitions in three
dimensions and expose the severity of the orientational
fluctuations in the case of highly symmetric nematic phases,
highlighting the practical advantages of our gauge formu-
lation with regards to numerical simulations. Moreover,
we address the emergence of a fluctuation-induced chiral
liquid. Finally, in Sec. IV, we conclude with an outlook of
associated experimental realizations and further applications
of our gauge theory.

II. GENERALIZED NEMATIC PHASES AND
GAUGE THEORETICAL FORMULATION

The symmetry-breaking framework of orientational
order is straightforward to address in the context of the
subgroup structure in Fig. 1. The associated physics of the
nematic phases can then be studied in terms of Landau–de
Gennes theory, where an order parameter tensor is needed
for each subgroup of O(3) [28–32,34–37,45]. Instead of the

FIG. 1. A selection of the rich hierarchy of three-dimensional
point groups [subgroups of O(3)]. In the context of generalized
nematics, each point group can correspond to a liquid crystalline
phase, giving rise to many more nematics besides the conven-
tional uniaxial (D∞h) and biaxial (D2h) cases. The lines indicate
subgroup relations (not unique), and spontaneous symmetry
breaking may occur between any two groups connected by them.
Here, the Oh case is highlighted as an example, showing that
one can descend down all the way to C1 corresponding to full
symmetry breaking; all nematic phases related to the symmetries
connected by the thick lines are allowed.
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Landau–de Gennes free energy, we can consider a lattice
model for the coarse-grained order parameter tensors.
The lattice model should offer a realization of the phase
transition(s) associated with the Landau classification
[4–6,10–14,45–47]. However, the construction of the order
parameters is a nontrivial problem in itself, and there is the
additional task of enumerating the parameters in the free-
energy or lattice model that classify the phases. In most
cases, these goals have been achieved only to a degree by
improvising in specific simplified cases, and the resulting
generic classification of three-dimensional nematic phases
remains therefore quite unexplored.
Therefore, it goes without mentioning that a uniform

framework to explore this rich landscape of generalized
nematics in a systemic fashion would be a valuable asset to
the active research fields concerned with generalized nematic
order. This should also have direct bearing on the exper-
imental side in the long term. Indeed, although it was pointed
out a long time ago that nematics phases formed out of
“platelets,” i.e., mesogens having D2h symmetry, can in
principle give rise to generalized biaxial nematics [11], only
recently the stabilization has been quantified in terms of
anisotropy in the constituents and interactions [7,8,48]; see
also Ref. [49] for a review. Furthermore, the C6ðN þ 6Þ
phase of DNA comprises an experimentally observed
example of a nematic phase having a symmetry other than
the familiar uniaxial one [50,51]. Finally, to the best of our
knowledge, the only other specific mesogenic systems that
have received considerable attention are those carrying C2v
symmetry. These “banana-shaped” constituents have most
importantly also been studied in the context of experiment
[52] as well as in theoretical setups [35]. We do point out that
in these instances the mesogens appear to organize into more
complicated aggregates in the observed liquid crystal,
columnar, and smectic phases. Nonetheless, they motivate
the relevance of the pursuit of generalized nematics that
are captured within our comprehensive gauge theoretical
description.
As already observed in Refs. [42,43] (see also Ref. [36]),

the uniaxial nematic point-group symmetry can be incor-
porated as gauge symmetry on coarse-grained local degrees
of freedom of a lattice model, instead of the director order
parameter tensor Qab. Moreover, the gauge symmetries
give rise to an explicit way of incorporating the topological
defects into the model and an effective way to generate the
order parameters [45]. Here, we generalize this approach to
all three-dimensional point groups. However, before turn-
ing to the problem of nematics with general point-group
symmetries that highlight the intricacies of the non-Abelian
nature, let us first review the gauge theoretical description
for uniaxial nematics.

A. Uniaxial nematics and Z2 gauge theory

The D∞h-uniaxial order can be captured by an O(3)-
vector model coupled to a Z2 gauge theory, turning the

order parameter vector ~n into a director (the rod) with a
head-to-tail symmetry. The simplicity in the gauge formu-
lation is rooted in the Abelian Z2 nature of the uniaxial
D∞h symmetry acting on ~n. More specifically, to describe
the coarse-grained order parameter theory, one departs from
an auxiliary cubic lattice regulating the short-distance
cutoff of the theory. The theory has variables σzij ¼ �1

living on the bonds hiji of the lattice that interact by a
plaquette term −K

P
l
i
□

k
j
σzijσ

z
jkσ

z
klσ

z
li, thereby defining

Wegner’s Ising gauge theory [53]. To describe nematics,
the gauge fields are minimally coupled to nearest-neighbor
O(3) vectors ~ni on the sites of the lattice via a Higgs term
−J

P
hijiσ

z
ij~ni · ~nj.

Despite its simplicity, the Ising lattice gauge theory is
actually enough to elucidate the nature of nonperturbative
discrete gauge theories in general [54]. For large J,
the matter and gauge fields are ordered via the Higgs
mechanism. The coupling K controls the gauge fields and
for small K, J the gauge fields are confined, effectively
“gluing” the matter fields to gauge-invariant singlets not
unlike quark confinement in hadrons. For largeK and small
J, matter is disordered while the gauge fields are “ordered,”
forming a deconfining phase with topological gauge fluxes
as excitations. Although realizations of such “topological
nematic phases” [43] have been identified in strongly
interacting electron systems [55–58], deconfinement seems
unphysical dealing with “molecular” matter. Therefore,
the regime of interest is strong gauge coupling K → 0,
where one finds the fully ordered “Higgs phase” and a fully
disordered confining phase. These encode for the uniaxial
nematic phase and the isotropic liquid, respectively. The
gauge symmetry identifies ~ni ≃ −~ni, and as a result, the
physical gauge-invariant observables correspond with
the directors Qab. Consequently, upon integrating out the
fluctuating gauge fields at K → 0, one obtains an effective
theory of the de Gennes kind [5]: H ∼

P
hi;jiTrQi ·Qj,

with Qi being the uniaxial tensor order parameter [2].

B. Generalized nematics and non-Abelian gauge theory

For the uniaxial case, only a single nematic vector
along the D∞h axis is required and the Z2 gauge symmetry
then simply turns the vector into the director. However, in
the case of a general 3D nematic mesogen, one has to
introduce a discrete lattice gauge theory that can cope with
any of the non-Abelian point-group symmetries G ⊂ Oð3Þ.
Accordingly, one should depart from 3D matrix rotor fields
Ri defined in terms of an orthonormal triad as

Ri ¼ ð~li ~mi ~ni ÞT ∈ Oð3Þ; ð1Þ

instead of a single vector. The O(3) constraints make the

vectors ~nαi ¼ f~li; ~mi; ~nigα¼1;2;3 to an orthonormal triad that
is right or left handed pending on
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σi ¼ detðRiÞ ¼ ~li · ð ~mi × ~nÞi ¼ �1: ð2Þ

These chiral degrees of freedom are discussed in detail
in Sec. III B. The generalized nematic symmetry implies
identifications of the triad as

Ri ≃ ΛiRi; ~nαi ≃ Λαβ
i ~nβ; ∀ Λi ∈ G; ð3Þ

generalizing the Z2 director symmetry of the single vector
~ni. In very concrete terms, the gauge symmetries on the
O(3) triad Ri thus encode for the physical degrees of
freedoms of mesogens with the symmetryG in their “body-
fixed” frame. See Fig. 2 for an illustration. On the other
hand, global rotations Ω ∈ Oð3Þ defined by a space-fixed
frame and distinguished from the local body-fixed rotations
of the mesogens act on the triads as

Ri → RiΩT; ~nαi → Ω · ~nαi ; Ω ∈ Oð3Þ; ð4Þ

where the centered dot (·) denotes ordinary matrix multi-
plication of the vector ~nαi .
The so-called Oð3Þ=G lattice gauge theory can be

formulated by introducing such degrees on an auxiliary
cubic lattice with O(3) triads Ri defined on sites and gauge
fields Uij ∈ G defined on links,

βH ¼ −
X
hiji

Tr½RT
i JUijRj� −

X
□

X
Cμ

KCμδCμðU□ÞTr½U□�;

ð5Þ

where the invariance of a point-group-symmetric mesogen,
which leads to the identification Ri ≃ ΛiRi, is realized by
the gauge transformation

Ri → ΛiRi; Uij → ΛiUijΛT
j ; ∀ Λi ∈ G: ð6Þ

In addition, the model has the global O(3)-rotation sym-
metry Eq. (4).
The first term in Eq. (5) models the orientational

interaction between G-symmetric mesogens, where J is
a symmetric coupling matrix encoding the nematic
“exchange” terms, which is invariant under G: ΛJΛT ¼J,
∀ Λ ∈ G. In standard gauge theory language, this term is
nothing but a Higgs term [54] for the matter fields Ri. In the
current context, however, the central importance lies in the
fact that it favors alignment of G-symmetric mesogens and,
thus, can realize spontaneous symmetry breaking from
an isotropic O(3) liquid phase to a nematic phase having
point-group symmetry.
The second term in Eq. (5) is a defect suppression term,

generalizing the K term of the Z2 case. It involves oriented
products of gauge fields U□ ¼ Q

hiji∈□Uij around pla-
quettes □ of the lattice. Plaquettes with nonzero gauge
flux or field strength,U□ ≠ 1, represent topological defects
in the nematic. Under a gauge transformation Λi,
U□ → ΛiU□Λ−1

i , and therefore is defined only up to
conjugation. Correspondingly, KCμ denotes the core energy
of the defects with the flux U□ ∈ G and is a function of the
conjugacy classes Cμ of the group G since defects in the
same conjugacy class are physically equivalent. These
gauge defects do not directly classify topological defects
in nematics, but they are closely related via the so-called
Volterra construction [60,61]. The nematic defects are
usually classified by homotopy groups of the manifold
Oð3Þ=G [62,63], which is the order parameter space of the
G nematic and, as well, the low-energy manifold of the
model Eq. (5) in the Higgs phase. Disordered configura-
tions in the Higgs term can be suppressed by assigning a
finite core energy to the gauge defects. Thus, KCμ can
effectively be regarded as tuning the fugacity of the nematic
defects. As we are, however, interested in the ordinary
nematic to isotropic transitions, we do not consider the
gauge field dynamics associated with finite KCμ and set
these parameters to zero in the remainder.

C. Gauge theory and nematic phases

All physics in the model Eq. (5) follows from gauge-
invariant quantities, as by Elitzur’s theorem [64] correlation
functions of gauge noninvariant quantities vanish. This is in
direct analogy to the Z2 or D∞h case, where one describes

FIG. 2. The correspondence between the shapes of “mesogens”
and the gauge symmetries acting on the rotors (triads). Here, O-
symmetric mesogens (cubes) are considered as an example [59].
Top: The orientations of the mesogen correspond to triads Ri.
Acting with O gauge transformations on the triads shows
orientations that leave the mesogens invariant, and are realized
as gauge symmetries in the model Eq. (5). Bottom: When the
symmetry group of the mesogen is a proper point group, there are
two mesogens that have the same symmetry but opposite
chirality. Chirality is indicated by the black-white “propeller”
scheme of the cube or left- and right-handed triads. Imposing the
chirality σ → −σ as a symmetry leads to Oh symmetry.
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the physics in terms of gauge-invariant tensor, which is
director order parameter Qab. In the general case, the
relevant order parameters are high-rank tensors that are
linear combinations of a tensor constructed from the rotors
ðRiÞαa ¼ ð~nαi Þa. Formally, they can be expressed as the
following linear combinations

OðGÞ
i ¼

X
fλg

cλOλ
i ;

ðOλ¼α;β;…;γ
i Þab���c ¼ ðRiÞαaðRiÞβb � � � ðRiÞγc; ð7Þ

where λ ¼ ðα; β;…; γÞ is a multi-index. The above tensors
transform under the gauge group G on the indices α and as
vectors under global O(3) rotations on the indices a. The
order parameters are obtained as the averages of hOðGÞi,
and these tensors are specified by their rank and tensor
symmetries. We note that the tensors Oλ

i are not all
independent due to the O(3) constraints on the Ri.
The gauge theory realizes G-nematic ordering by guar-

anteeing that when the O(3) symmetry spontaneously
breaks, hOG

i i ≠ 0, but all non-gauge-invariant combina-
tions of ðRiÞαa vanish. One observes that the theory Eq. (10)
can, in fact, act as an order parameter generator, since
gauge-invariant quantities can be constructed via, e.g.,
integrating out gauge fields. This is one of the advantages
of the gauge theoretical description over traditional meth-
ods such as Landau–de Gennes theories and lattice models
for nematic ordering, as these methods rely on the relevant
order parameter tensors as input [4,5,10–13,46,47,65].
Moreover, though these traditional methods have been
proven to be very fruitful for nematics with relatively
simple symmetries such as D∞h and D2h, they are quite
involved for general point groups. In this regard, one may
consider the Ih-icosahedral nematic, whose order parameter
is a rank-6 traceless tensor of the form (Appendix A 1):

ðOIh
i Þabcdef
¼ 112

5

X
cyclic

�
~l⊗6
i þ

X
fþ;−g

�
1

2
~li �

τ

2
~mi �

1

2τ
~ni

�
⊗6
�
abcdef

−
16

5

X
permutations

δabδcdδef; ð8Þ

where superscript⊗ n denotes the nth tensor power, “cyclic”

refers to all cyclic permutations of f~l; ~m; ~ng, P
fþ;−g

sums over all four combinations of the two � signs,
τ ¼ ð1þ ffiffiffi

5
p

=2Þ is the golden ratio, and “permutations”
runs over all nonequivalent combinations of indices.
An order parameter lattice model of the form H ∼
−
P

hijiTrO
Ih
i ·OIh

j can be obtained from the gauge theory
Eq. (5) by integrating out the gauge fields in a high- or low-
temperature expansion, generalizing the lattice models of

the uniaxial and biaxial nematics [45]. However, needless
to say, OIh

i contains an abundant number of terms making
the corresponding order parameter theory inevitably
complicated.
On the other hand, the gauge theory Eq. (5) is convenient

for nematics of arbitrary point-group symmetries. It
requires the symmetry of nematics only as input for
fixing degrees of freedom of the gauge fields Uij and fits
all point groups in a universal framework. Therefore, it is a
remarkably efficient device to study generalized nematic
ordering.
Finally, returning to the subgroup structure in Fig. 1, we

remark that, within the gauge model, a subset of inter-
mediate phases in Fig. 1 can be realized by simply tuning
the temperature and the coupling matrix J. These involve
generalized biaxial-uniaxial-liquid transitions for axial
groups fCn;Cnv; Sn; Cnh;Dn;Dnh;Dndg, where an aniso-
tropic J is possible. We will discuss in a separate work
the anisotropic couplings in Eq. (5) in order to bring the
anisotropy-induced intermediate phases of the O(3) sub-
group hierarchy into play [66].

III. RESULTS AND SIMULATIONS

As outlined in the previous section, the gauge theory
Eq. (5) is an efficient and flexible framework for gener-
alized nematics, and it is straightforward to simulate
numerically using the standard Metropolis Monte Carlo
algorithm. As previously mentioned, in order to focus on
nematic-isotropic liquid (Higgs-confinement) transitions,
we have setKCμ ¼ 0; i.e., the defects do not have an explicit
core energy. Phase transitions can then be easily detected
by monitoring the strength of the generalized nematic

ordering, q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tr½hOλ

ab���ci�2
q

, and the specific heat

(Appendix A 2). We accordingly simulate all three-
dimensional crystallographic point groups, the icosahedral
groups fI; Ihg, and the five infinite axial point groups
fC∞; C∞v; C∞h; D∞; D∞hg.

A. Giant thermal fluctuations of highly
symmetric nematics

The results for a large number of representatives are
collected in Fig. 3, where the vertical axis is the reduced
temperature and the horizontal axes arbitrarily accommo-
date point groups in increasing order of symmetry. In
Fig. 3, the isotropic coupling J ¼ J1 has been chosen for
simplicity. A remarkable observation here is the huge
thermal fluctuations for nematics of highly symmetric
point groups, as evidenced by the extremely low transition
temperatures. The trivial C1 nematic sitting in the bottom of
Fig. 1 has the highest transition temperature Tc, which
consistently decreases towards T ¼ 0 as one ascends the
subgroup hierarchy towards O(3). This is surprising
because with the isotropic coupling matrix J ¼ J1, a naive
mean-field theory would predict all nematics to have the
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same Tc, whereas thermal fluctuations in three-dimensional
systems typically reduce Tc by a modest ∼20% [67].
However, dealing with the most symmetric icosahedral
fI; Ihg nematics, this reduction is more than an order of
magnitude. One thus immediately notices the symmetry
hierarchy in Fig. 1.
To understand the physics better, let us first zoom in on

the C1 nematic having the highest transition temperature.
This incarnates triads having no symmetry and describes a
nonlinear O(3) matrix model maximally breaking the
rotational symmetry [28]. Moving to the fC∞; C∞vg,
fD2; D2hg, and fD∞; D∞hg cases, the geometric interpre-
tation of the mesogens become cones, cuboids, and
cylinders, respectively. Climbing further up the hierarchy
of Fig. 1, the triads turn into tetrahedrons fT; Td; Thg,
cubes fO;Ohg, and icosahedra fI; Ihg. It is intuitively clear
that towards spheres fSOð3Þ;Oð3Þg sitting in the top of the

symmetry hierarchy, the differences between the ordered
state and isotropic space are increasingly harder to discern
and the thermal fluctuations associated with the order will
increase in severity.
We emphasize that in Fig. 3 the isotropic coupling J is

taken, so that thermal fluctuations are roughly equal for all
three axes defined by the triads. This is important for the
axial point groups fCn; Cnv; Sn; Cnh; Dn;Dnh;Dndg, whose
geometric interpretation as mesogens is in terms of (col-
ored) n-gonal prisms [59]. These nematics are character-
ized by a primary order parameter for the main axis and a
secondary order parameter in the perpendicular plane [45].
When n increases, the n-gonal prisms become more
conelike or cylinderlike, and the in-plane fluctuations,
hence, are more severe and tend to restore the in-plane
O(2) symmetry, while ordering is easy along the main axis,
just as in the n ¼ ∞ case. Thus, we cannot simply

FIG. 3. Phase diagram of different point-group-symmetric nematics. The vertical axis is the temperature in units of J, the bottom and
top axes label proper and improper point groups, respectively, in the order of increasing symmetry. The nematic transition temperature,
shown by stars for point groups and squares for improper point groups, is decreasing with increasing symmetry due to thermal
fluctuations in the orientational order. These fluctuations become huge for highly symmetric groups, and lead to the emergence of a
vestigial chiral liquid phase for the I,O, and T nematics. The transition temperature, shown by filled circles, of the chiral liquid phase to
the fully disordered isotropic liquid phase is identical in the gauge theory Eq. (5) because of a common orientationally disordered
background. The results presented here are studied on a cubic lattice (a), where the triad matter fields reside on sites and the gauge fields
are defined on links (black), and with isotropic coupling J ¼ J1. The long-range ordering associated with the three phases is shown in
the insets by using the O nematic as an example [Fig. 2]: (b) nematic, which is full ordered; (c) chiral liquid, which has no orientational
order but has a preferred chirality; and (d) isotropic liquid, which is fully disordered. Note that cubes in (c) have a preferred black-and-
white color scheme, while in (d) the two color schemes appear randomly. For details of the simulations, see Appendix A.
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incorporate these cases into Fig. 3, since to properly
quantify the influence of these in-plane fluctuations we
need coupling matrices J with anisotropic entries.
However, we can already conclude that the same trend
is also true for in-plane fluctuations of the axial nematics.
Consequently, the remarkable power of the gauge theory
Eq. (5) allows for a common microscopic reference for all
different point groups, making it always possible to
compare the orientational fluctuations in absolute terms.
Finally, although in Fig. 3 the gauge theory Eq. (5) has

been studied in the KCμ ¼ 0 limit, we have preliminarily
checked by our simulations that until sufficiently large KCμ ,
the results remain qualitatively similar to those in the
KCμ ¼ 0 limit. Therefore, the features that have been
discussed are stable against finite KCμ . A large KCμ will
suppress the defects and therefore the disordering, leading
to the phase transitions moving to higher temperatures. For
large enough KCμ and small enough Higgs couplings, the
theory will feature a confinement-deconfinement phase
transition of the gauge fields [53]. With deconfined gauge
fields and disordered rotors, the physics is quite different
and entails a regime of (non-Abelian) topological excita-
tions and topological order. Although such deconfinement
phenomena have been identified in strongly correlated
electron systems [55–58], there are no identified analogues
in thermal liquid crystal systems.

B. Chiral liquid as a fluctuation-driven vestigial phase

Another remarkable result of the gauge theory Eq. (5)
at the KCμ ¼ 0 (and small but finite KCμ) limit is the
emergence of a chiral liquid phase (the light blue region in
Fig. 3) for T, O, and I nematics. This phase spontaneously
breaks the O(3) symmetry of the isotropic liquid to SO(3)
and is characterized by chiral order and the absence of
any orientational order. From the symmetry point of view,
this phase is, in principle, possible for all proper
point groups fCn;Dn; T;O; Ig, i.e., subgroups of SO(3).
However, according to our simulations, it only occurs
as “vestigial” phase for highly symmetric T, O, and I
nematics before the nematic full order sets in. Furthermore,
the chiral transition temperatures are identical within the
accuracy of our simulations.
The mechanism at work for the chiral liquid is an elegant

mixture of intricacies of the point-group symmetries and
fluctuation physics: the chiral phase arises in essence via
order out of disorder, as we now demonstrate.
The chiral symmetry is related to the central (or

commuting) group of inversions Z2 ¼ f1;−1g in
Oð3Þ ¼ SOð3Þ × Z2. Because of the Abelian nature of
the inversions, the pseudoscalar chirality σi ¼ detRi ¼ �1
can always be factored out. The rotors can be parametrized
with composite fields as Ri ¼ σi ~Ri, where ~Ri ∈ SOð3Þ is a
rotation matrix of pseudovectors. In the context of our
gauge model, the fields fσig are well defined and physical

(gauge invariant) for gauge groups composed of only
proper rotations. We note that the chemical potential for
the difference

P
iσi of right- and left-handed mesogens is

formally equivalent to a nonzero “magnetic field” h ≠ 0 for
the Ising variables fσig. In the following, we always set this
chemical potential to zero, meaning that the chirality σi is a
locally fluctuating variable with no bias for the sense of
handedness. The Hamiltonian Eq. (5) at KCμ ¼ 0 thus can
be rewritten as

βHKCμ¼0 ¼ −
X
hiji

σiσjTrð ~RT
i JUij

~RjÞ; ð9Þ

featuring explicit global Oð3Þ ¼ SOð3Þ × Z2 symmetry
that can be broken separately.
One notices that the SO(3) part, ~qij ¼ Tr½ ~RT

i Uij
~Rj�, in

the Hamiltonian Eq. (9) provides an effective coupling
for the chiral Ising fields and vice versa. ~qij measures the
short-range correlations of the orientational order. As
discussed in Sec. III A, depending on the underlying
symmetry, fluctuations in the orientational order can be
relatively mild or extremely severe. In contrast, the Ising
order σi in three dimensions is subjected to rather benign
fluctuations. Hence, when fluctuations in the orientational
order are severe, the effective short-range coupling for the
chiral Ising fields induced by ~qij can be very strong before
the full nematic order sets in, and cause the chiral Ising
fields to order.
To verify the validity of the above scenario, we can take a

mean-field approximation by defining an average Ising
coupling J̄eff of short-range correlations as

J̄eff ¼
1

Nbonds

X
hiji

hTrð ~RT
i JUij

~RjÞi ð10Þ

and measure it in our simulation. In Fig. 4, we show J̄eff for
various point-group symmetries. As expected, in the case of
highly symmetric T, O, I nematics, J̄eff builds up smoothly
and becomes strong enough for the chiral Ising order well
above the nematic transition temperature, whereas for the
less symmetric cases (e.g.,D2,D∞), J̄eff is small before the
chiral order sets in, then changes abruptly when a direct
isotropic-nematic transition takes place (see Appendix B
for more details).
Figure 4 also reveals a peculiarity of the “microscopic

physics” hard wired in the gauge model, which should
surely not be taken literally dealing with physical nematic
systems. One observes that at temperatures well above the
nematic transitions, the J̄eff’s for the various point groups
coincide. This includes the “baseline” of the SO(3) point
group featuring only the chiral phase. However, rather than
just having a temperature-independent chiral coupling,
there is still quite some action going on in the orientational
sector. The remaining orientational fields ~qij are then
described by SOð3Þ=SOð3Þ gauge theory, albeit coupled
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to the chiral degrees of freedom. The temperature depend-
ence is set by a famous gauge theory contraption [54]:
when the matter fields are in the fundamental representation
of the gauge group, for small KCμ the theory is described by
weakly interacting fields on the links and the Higgs phase
(at large J) becomes indistinguishable from confinement
(small J). The details are of interest to gauge theorists,
and what matters in the present context is that it adds a
temperature dependence of independent SO(3) bond fields
to the effective chiral coupling that has no relationship to
the microscopic physics of the condensed matter system.
For a mean-field calculation of the chiral transition for the
Ising SOð3Þ=SOð3Þ theory, see Appendix B.
Nevertheless, again the benefit of the gauge formulation

is a common reference frame to compare the fluctuations
in absolute terms. One infers from Fig. 4 that only rather
close to the nematic transitions, when the ordering sets in,
the J̄eff’s “peel off” the SOð3Þ=SOð3Þ reference line. The
tendency towards chiral order is hard wired in the gauge
model to be the same for all chiral point groups but is
controlled by the orientational fluctuations. The extra
correlations associated with the full point-group symmetry
are of importance only close to the full ordering. In the I,O,
and T cases this happens at much lower temperatures than
the chiral transition and, therefore, their chiral transition
temperatures are very nearly identical (within the accuracy
of our simulations). However, referring to the same
“common gauge,” the intrinsic fluctuations of the less
symmetric nematics (e.g., D∞, D2) are just too weak to

disorder the orientational fields and leave room for the
chiral vestigial phase.
The mechanism we discuss above has actually quite a

history in the context of the magnetism of iron-based
superconductors [68,69], featuring “stripe antiferromag-
nets” breaking not only internal spin symmetry but also
spatial rotational symmetry. Departing from a square lattice
(C4 symmetry) in two dimensions, the x and y directions
become inequivalent (“nematic” C2 symmetry) in the
striped antiferromagnet, involving an Ising-type symmetry
breaking. Generically, one finds that either first the nematic
order sets in followed by the full magnetic order at a
somewhat lower temperature, or both occur in a single
merged first-order transition [68]. A qualitatively similar
mechanism is invoked to explain these observations (see,
e.g., Refs. [68,69]), with the lattice symmetry taking the
role of chiral symmetry and the antiferromagnet replacing
the O(3)-rotations breaking phase. However, in terms of a
classical unfrustrated spin model featuring the symmetries
of the striped antiferromaget, it is impossible to stabilize the
vestigial “C2-nematic” phase in three dimensions [69]. This
is because the thermal fluctuations of the classical O(3)
spins are falling short in this regard as compared to highly
symmetric nematics and one has to resort to microscopic
frustration physics of the iron-based materials to boost the
thermal fluctuations. We note that despite these symmetry
considerations, the precise quantum-mechanical mecha-
nism of the C2 nematic phase in this complicated system
with itinerant and localized physics is still the subject of
considerable debate [68,70–72].

IV. CONCLUSIONS AND OUTLOOK

There is a rich landscape of “generalized nematics,”
formed and fully classified in terms of the 3D point-group
symmetries. Still waiting to be fully explored, they re-
present a remaining frontier of the Ginzburg-Landau order
parameter paradigm involving order parameters of unprec-
edented complexity.
In this paper, we introduce a lattice gauge theory model

that realizes generalized nematic ordering in three dimen-
sions and incorporates all point groups. We further mobi-
lize the machinery of discrete non-Abelian gauge theory,
discovering that it is remarkably powerful in addressing
generic features of the statistical physics of such systems.
In addition to the generalized nematics phases, we identify
a vestigial chiral liquid phase that arises for nematics
systems with high point-group symmetries. This chiral
liquid phase is associated with a locally fluctuating handed-
ness of the mesogens and emerges via spontaneous
symmetry breaking at intermediate temperatures between
the nematic phase and a normal liquid phase, possessing
only short-range orientational order but long-range chiral
order. Based on a mean-field calculation and the transition
temperature observed in our simulations, we find that the
isotropic-chiral transition is in the Ising universality class
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FIG. 4. The mean-field coupling, J̄eff defined by Eq. (10),
measuring the short-range nematic correlations, as a function of
the temperature (in units of J). Transition temperatures of the
chiral and nematic transitions are indicated by stars and the group
SO(3) (black) is shown as a reference. The dashed blue line
shows a critical mean-field coupling J̄eff;c ≃ 0.95, where the
chiral order sets in. Because of huge fluctuations in the nematic
order, J̄eff exceeds the critical value at the chiral transition at
Tchi ≃ 0.82 for the highly symmetric groups I,O, and T, which is
well above the transition to the nematic phase. In contrast, for the
less symmetric D∞ and D2 groups, J̄eff only exceeds the critical
value at the nematic transition by a sudden jump.
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with an in principle diverging correlation length at the
transition. Nevertheless, beyond the mean-field treatment,
fluctuations in the orientational order may cause the
transition to become (weakly) first order, even though
the short-range orientational order develops smoothly
during this transition. Accordingly, finite-size scaling
analysis needs to be performed in order to verify the nature
of the chiral-isotropic phase transition and the associated
physical quantities in our model.
Interestingly, in a recent experimental work by Dressel

et al. [27] studying phenyl-thiophene-based polycatenar
compounds, a chiral liquid phase melting from a cubic
crystalline phase was in fact observed before a transition to
an isotropic liquid. This intermediate liquid phase exhibited
domains of opposite chirality when analyzed under a
polarizer, whereas peaks were observed in differential-
scanning-calorimetry measurements in the transitions to
the cubic crystalline phase and the isotropic liquid. Most
importantly, they identified that the crystalline order was
short ranged in the chiral liquid phase and acted as the
main agent stabilizing the chiral phase. Moreover, the
short-range crystalline order increased continuously in
the isotropic-chiral transition. These observation are con-
sistent with our predictions of the order-out-of-disorder
mechanism with the caveat that in their system the cubic
symmetric phase is crystalline and our orientational model
does not, by construction, include the translational order-
ing. Their experimental methods are suited to our context as
well, where the orientational anisotropy of the generalized
nematic phase is in principle observable in x-ray diffraction
or bifringence experiments [50].
In general, the gauge model has somewhat of a status

of a “spherical cow” compared to the intricacies facing
the experimentalists in the soft-matter laboratories.
Nevertheless, when it comes to isolating the physical
principle at work under a single framework, one can also
view it as the limit of Platonic perfection. As stated above,
to realize these in the laboratory, one preferably needs
building blocks with T, O, or I symmetry. As a case in
point of the strange traits of chemistry, such molecules
are extremely rare and we have found only a few examples
for each. An example of a T-symmetric molecule is
the ½Ga4L6�12− tetrahedral metal-ligand cluster [73]. Very
recently nanosized “giant” tetrahedra have been fabricated
by placing different polyhedral oligomeric silsesquioxane
(POSS) molecular nanoparticles at the vertices of a rigid
tetrahedral framework. These tetrahedra have in addition
tunable hydrophilic interactions and have been observed in
self-assembled crystalline and alloyed supramolecular
quasicrystalline phases induced by entropic packing [21].
The even more exuberant O representative is the well-
studied transporting protein ferritin that stores and releases
iron in organisms [74]. Finally, the chiral icosahedral
symmetry is found in the form of viruses [75], including
the common rhinovirus [76]. We note, however, that all

these cases in fact involve very complex molecules in the
nanoscale. Nevertheless, it appears that there is a realistic
potential to overcome the experimental challenges of the
control over the shapes and interactions of nanoparticles
and colloids. We hope that our theoretical insights might act
as a source of inspiration for the experimental community
to build systems with such intricate spatial symmetries
and find out whether, for instance, the vestigial chiral order
can be realized in the laboratory.
Viewed from a fundamental theoretical perspective, the

non-Abelian gauge theories associated with point groups
are highly interesting by themselves, and are arriving at a
timely moment. We explore only a small corner (large
gauge coupling, minimal extra structure) of the full
portfolio of these theories. Dealing with the Higgs (gen-
eralized nematic) phases, there is interesting work to do,
such as further exploring the nature of the topological
defects occurring in the high symmetry point groups [77].
Moreover, upon increasing the gauge coupling KCμ , a
landscape of deconfining phases will appear [53,54] that
remains to be charted. This has its merit in yet a quite
different field of physics. Deconfining states of discrete
gauge theories play a crucial role in the subject of
topological order and topological quantum computation
[41,78–81], often limited to two spatial dimensions or
Abelian symmetries. The point-group symmetries form
natural building blocks to extend this to non-Abelian
realms in three dimensions.
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APPENDIX A: DETAILS OF SIMULATIONS
AND GENERALIZED NEMATIC

ORDER PARAMETERS

The phase diagram in Fig. 3 is determined by simulating
the lattice gauge theoryEq. (5) by theMetropolisMonteCarlo
algorithm on lattices of sizes L3 ¼ 83;…; 243. To ensure the
thermalization of our ensembles, we monitor the results for
both cooling from a random initial state as well as heating
from a uniform ordered initial state.
Using our gauge theory formulation, we calculate the

associated nematic tensor order parameters, as discussed
above, and the pseudoscalar chiral order parameter

σi ¼ ~li · ð ~mi × ~niÞ. Phases in the phase diagram are
defined as
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8>><
>>:

hOG
ab���ci ≠ 0 nematic

hOG
ab���ci ¼ 0; hσi ≠ 0 chiral

hOG
ab���ci ¼ 0; hσi ¼ 0 isotropic;

ðA1Þ

where OG is the order parameter tensor with G rotational
symmetry, h� � �i denotes the thermal average, O ¼
L−3P

iOi, and σ ¼ L−3P
iσi.

1. T, O, I tensor order parameters

Here, we present the order parameters for T, O, and I
nematics, which realize the chiral liquid phase.

a. T-invariant order parameter

The tetrahedral T group contains 12 proper rotations
leaving a tetrahedron invariant. It can be defined by the
following set of generators:

ĉ2ð~nÞ ¼

0
B@

−1 0 0

0 −1 0

0 0 1

1
CA;

ĉ3ð~lþ ~mþ ~nÞ ¼

0
B@

0 1 0

0 0 1

1 0 0

1
CA; ðA2Þ

where ĉ2ð~nÞ is a twofold rotation of the body axis ~n, and

ĉ3ð~lþ ~mþ ~nÞ is a threefold rotation about the axis
~lþ ~mþ ~n, which generates cyclic permutations of the
three-body axis,

ĉ2ð~nÞRi ¼ ½−~l − ~m ~n�Ti ;
ĉ3ð~lþ ~mþ ~nÞRi ¼ ½ ~m ~n~l�Ti : ðA3Þ

Here and in the following, we use the notation ĉpð~aÞ to
denote a p-fold rotation about an axis ~a.
The local order parameter of a T nematic defined by only

“matter” fields needs to be invariant under Eq. (A3) and all
its combinations, which is realized by a rank-3 tensor of the
form

OT
abc;i ¼

X
cyclic

ð~l ⊗ ~m ⊗ ~nÞabc;i; ðA4Þ

where the sum
P

cyclic runs over cyclic permutations of

f~l; ~m; ~ng.

b. O-invariant order parameter

The octahedral O group consists of all 24 proper
rotations leaving a cube invariant. A set of generators

is given by fĉ4ð~nÞ; ĉ3ð~lþ ~mþ ~nÞ; ĉ2ð ~mþ ~nÞg, where

ĉ3ð~lþ ~mþ ~nÞ is the same as in Eq. (A3), and ĉ4ð~nÞ and
ĉ2ð ~mþ ~nÞ are given as

ĉ4ð~nÞ ¼

0
B@

0 −1 0

1 0 0

0 0 1

1
CA;

ĉ2ð ~mþ ~nÞ ¼

0
B@

−1 0 0

0 0 1

0 1 0

1
CA: ðA5Þ

The simplest O-invariant order parameter is given by a
rank-4 tensor OOh

i and the chiral field σi. The O
Oh
abcd;i is an

order parameter for an Oh nematic, with the form

OOh
abcd;i ¼

5

2
ð~l⊗4 þ ~m⊗4 þ ~n⊗4Þabcd;i

−
1

2
ðδabδcd þ δacδbd þ δadδbcÞ; ðA6Þ

where superscript ⊗ n denotes tensor powers, by which
~l⊗4
i ¼ ~li ⊗ ~li ⊗ ~li ⊗ ~li. Equation (A6) is Oh invariant; in
addition to the invariance of Eq. (A5), it is also invariant
under spatial inversion. However, in combination with the
chiral field σi, the set fOOh

i ; σig is only O invariant. In
principle, we can also define a tensor invariant only under
O, but it requires a rank of 5 with more complexity.

c. I-invariant order parameter

The icosahedral group I consists of all 60 proper
rotations that leave a icosahedron invariant. An icosahedron
centered at (0,0,0) is given by its 12 vertices at [82]

�
� 1

2
; 0;� τ

2

�
;

�
� τ

2
;� 1

2
; 0

�
;

�
0;� τ

2
;� 1

2

�
;

ðA7Þ

where τ ¼ ð ffiffiffi
5

p þ 1Þ=2 is the golden ratio. It is invariant
under a fivefold rotation about its six diagonals. The

axis ~lþ τ~n is the diagonal passing trough vertices
ð− 1

2
; 0;−ðτ=2ÞÞ and ð1

2
; 0; ðτ=2ÞÞ. A set of generators is

given by fĉ5ð~lþ τ~nÞ; ĉ3ð~lþ ~mþ ~nÞ; ĉ2ð~nÞg, where

ĉ3ð~lþ ~mþ ~nÞ and ĉ2ð~nÞ are the same as those in Eq. (A3),

and ĉ5ð~lþ τ~nÞ is given by

ĉ5ð~lþ τ~nÞ ¼

0
BB@

1=2 −τ=2 1=ð2τÞ
τ=2 1=ð2τÞ −1=2

1=ð2τÞ 1=2 τ=2

1
CCA: ðA8Þ

Similar to the O-nematic case, an I-invariant order param-
eter consists of an orientational part and a chiral part,
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OI
i ¼ fOIh

abcdef;i; σig. The orientational part OIh
abcdef;i is an

order parameter for the Ih nematic,

OIh
abcdef;i

¼ 112

5

X
cyclic

�
~l⊗6 þ

X
fþ;−g

�
1

2
~l� τ

2
~m� 1

2τ
~n

�
⊗6
�
abcdef;i

−
16

5

X
permutations

δabδcdδef; ðA9Þ

where “cyclic” means all cyclic permutations of f~l; ~m; ~ng,P
fþ;−g sums over all four combinations of the two� signs

and “permutations” runs over all nonequivalent combina-
tions of indices, making 15 δ-function terms in total. A
purely I-invariant single tensor also exists, but it is at least
of rank 7.

2. Strength of the nematic ordering

The nematic interaction in Eq. (5) prefers alignment of
triads so that the components of the nematic order param-
eter with G rotational symmetry OG

abc;…;i develop an
expectation value. This leads to the two-point correlation
function behaving as (repeated indices are summed over)

lim
ji−jj→∞

hOG
ab���c;iO

G
ab���c;ji ¼

� hOG
ab���ci2 > 0 nematic

0 otherwise:

ðA10Þ
The order parameter tensor hasG rotational symmetry. This
allows us to define a strength of the nematic ordering as

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hOG

ab���ci2
q

, by which phases defined in Eq. (A1) can

be equivalently defined as
8<
:

q ≠ 0; σ ≠ 0 nematic

q ¼ 0; σ ≠ 0 chiral

q ¼ 0; σ ¼ 0 isotropic;

ðA11Þ

where σ ¼ hσii measures the strength of the long-range
chiral order.
The phase transitions can be located by the peak of the

susceptibility of the nematic order and the chiral order, χðqÞ
and χðσÞ, defined as

χðqÞ ¼ L3

T
ðhq2i − hqi2Þ; ðA12Þ

χðσÞ ¼ L3

T
ðhσ2i − hσi2Þ: ðA13Þ

As summarized in Fig. 3, for the T, O, and I nematic, χðqÞ
and χðσÞ peak at different temperatures indicating two
phase transitions with respect to the nematic order and the
chiral order, while for others the χðqÞ and χðσÞ peaks
coincide.

To corroborate the strength of the nematic ordering q as a
probe of the phase transition, we also compute the heat
capacity defined as

cv ¼
1

T2L3
ðhE2i − hEi2Þ; ðA14Þ

where E is the internal energy. We find that cv shows two
well separated peaks for the T;O; I nematics that are
consistent with the corresponding peaks of χðσÞ and
χðqÞ at the chiral and nematic transitions respectively,
whereas the other nematics in Fig. 3 cv exhibit only a single
peak at the nematic transition.

APPENDIX B: DETAILED ANALYSIS OF THE
FLUCTUATION-INDUCED CHIRAL PHASE

With the mean-field approximation Eq. (10), the
Hamiltonian Eq. (9) can be rewritten as

βHKCμ¼0 ¼ −
X
hiji

Jeff;ijðβÞσiσj;

Jeff;ij ¼ βJ̄eff þ δJeff;ij: ðB1Þ

Jeff;ijðβÞ can be viewed as an effective coupling for the
Ising fields, and can be computed analytically under a
further mean-field approximation (Appendix B 1) in the
degenerate limit of gauge group G ¼ SOð3Þ. In this case,
the matter-gauge variables are independent fields,
Wij ¼ ~RiUij

~RT
j ∈ SOð3Þ, interacting only via the coupling

to the chiral Ising variables. By performing a partial
integration over the SO(3) fields, we determine Jeff;ijðβÞ
as a power series, and by solving Jeff;ijðβchiÞ ¼ βc;3D Ising to
high order, we obtain the chiral temperature βchi ≃ 1.2064,
in perfect agreement with our Monte Carlo value. Similarly,
J̄effðβÞ can be calculated in a mean-field approximation
for the Ising fields, and the curve J̄eff;MF is shown in Fig. 5

FIG. 5. Comparison of J̄eff for the G ¼ SOð3Þ case computed
by the mean-field approximation Eq. (B3) and by Monte Carlo
simulations (inset). Data in Fig. 4 are reproduced here for
convenience.
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(inset) in comparison to the G ¼ SOð3Þ Monte Carlo data.
As expected, the mean-field result J̄eff;MF is correct in the
high- and low-temperature regions. We clearly see the
correlations of the chiral Ising and orientational degrees of
freedom amplifying the SO(3) ordering very close to the
chiral transition where the curves start to deviate. One also
observes from Fig. 5 that below the chiral transition the
system indeed finally realizes that the orientational sym-
metries are actually different with the effect that the
transition temperatures to the full nematic order are quite
different. This is to be expected based on the different
fluctuations of the nematic order parameters, as we dis-
cuss above.

1. Calculations for G=SOð3Þ
In order to quantify the interdependence of the orienta-

tional and Ising degrees of freedom, we can compute the
coupling JeffðβÞ, as well as J̄eff , in a mean-field approxi-
mation for the Ising fields in the case of gauge group
G ¼ SOð3Þ. There is no phase transition in the orientational
degrees of freedom [54], and the effective action with the
coupling Jeff;ijðβÞ for the Ising fields is always well
defined. Specifically, the partition function takes the form

ZSOð3Þ ¼
X
fσig

Z
Df ~Ri; Uijg

Y
hiji

eβ Tr½ ~RiUij
~Rj�σiσj

¼
X
fσig

Y
hiji

Z
SOð3Þ

dWij eβ Tr½Wij�σiσj

¼
X
fσig

e−
P

hijiJeff;ijðβÞσiσj ;

where in the second line, due to the SO(3) gauge symmetry,
we can always pick a gauge where ~Ri ¼ 1 for all i and a
new SO(3) link variable Wij ¼ ~RiUij

~RT
j and trivially

integrate over the matter fields f ~Rig and Uij ∈ SOð3Þ with
the Haar measure ð1=8π2Þ RSOð3Þ dg ¼ 1; see Ref. [83]. We
determine JeffðβÞ from the odd-power series expansion of
log fðxÞ with

fðxÞ ¼ 1

8π2

Z
SOð3Þ

dWexTr½W�

¼ 1

8π2

Z
S2
dΩ

Z
π

0

dφ 2ð1 − cosφÞexð1þ2 cosφÞ

¼ ex½I0ð2xÞ − I1ð2xÞ�; ðB2Þ

where S2 is the two-sphere with volume element dΩ
and InðxÞ is the modified Bessel function of the first kind.
Here, we use that Tr½Wðn̂;φÞ� ¼ 1þ 2 cosφ, where
φ ∈ ½0; πÞ is the angle of rotation and n̂ the axis of rotation
of the element W ∈ SOð3Þ. The angle φ also determines
the conjugacy classes of SOð3Þ≃RP3. The measure

dΩdφð1 − cosφÞ satisfies dg ¼ dðhgÞ ¼ dðgh0−1Þ for all
h; h0 ∈ SOð3Þ [83]. We evaluate JeffðβÞ to high order,
and equating JeffðβchiÞ ¼ βc;3D Ising ≃ 0.2215 converges
and gives βchi ¼ 1.2064, in excellent agreement with our
Monte Carlo value.
Similarly, we can compute the effective mean-field value

of J̄effðβÞ with the Ising variables σMF ∼ σiσj from

J̄eff;MFðβÞ
¼ hTr½Wij�iðβÞ

¼ 1

ZMF

X
σMF¼�1

Y
hiji

Z
SOð3Þ

dWijTr½Wij�eβ Tr½Wij�σMF

¼ ½β sinhðβÞ þ coshðβÞ�0F1ð2; β2Þ − coshðβÞI0ð2βÞ
coshðβÞI0ð2βÞ − sinhðβÞI1ð2βÞ

;

ðB3Þ

where 0F1ða; xÞ is the regularized confluent hypergeomet-
ric function. The correlator hTr½Wij�i leading to J̄eff;MF is
again independent of i, j since the link variables Wij are
free in the mean-field approximation for the Ising variables.
The theoretical line of Jeff;MFðβÞ for SO(3) is shown in
Fig. 5 for comparison with the Monte Carlo results. We see,
as expected, that the low- and high-temperature correlations
of SO(3) agree with the MF result and this, in fact, applies
to all point groups. For SO(3) and T, I, O realizing the
vestigial chiral phase, closer to the transition temperature
βchi, the fluctuations of the Ising fields reinforce the
orientational short-range order significantly from the
mean-field result. What is surprising is that the fluctuations
continue to be identical to G ¼ SOð3Þ for T, O, and I up
until to the regime of the nematic transition.
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