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The best reported resolution in optical failure analysis of silicon chips is 120-nm half pitch demonstrated
by Semicaps Private Limited, whereas the current and future industry requirement for 10-nm node
technology is 100-nm half pitch. We show the first experimental evidence for resolution of features with
100-nm half pitch buried in silicon (1/10.6), thus fulfilling the industry requirement. These results are
obtained using near-infrared reflection-mode imaging using a solid immersion lens. The key novel feature
of our approach is the choice of an appropriately sized collection pinhole. Although it is usually understood
that, in general, resolution is improved by using the smallest pinhole consistent with an adequate signal
level, it is found that in practice for silicon chips there is an optimum pinhole size, determined by the
generation of induced currents in the sample. In failure analysis of silicon chips, nondestructive imaging is
important to avoid disturbing the functionality of integrated circuits. High-resolution imaging techniques
like SEM or TEM require the transistors to be exposed destructively. Optical microscopy techniques may
be used, but silicon is opaque in the visible spectrum, mandating the use of near-infrared light and thus poor
resolution in conventional optical microscopy. We expect our result to change the way semiconductor

failure analysis is performed.
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I. INTRODUCTION

Imaging silicon integrated circuits (ICs) nondestructively
is important for failure localization and analysis, which in
turn helps in yield enhancement. With miniaturization of
ICs, the resolution demands for nondestructive imaging
techniques of silicon ICs have been consistently increasing,
requiring better and better resolution for failure analysis
(FA) and yield enhancement purposes. International
Technology Roadmap for Semiconductors (ITRS) [1],
the annually generated road map that sets requirements
and expectations for the semiconductor industry, states that
a half-pitch resolution of 100 nm is needed for FA of flash
memory of half-pitch 16—12 nm (currently the state of the
art). It also states that technology solutions that can achieve
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this target are unavailable. This report further indicates
that one of the difficult challenges in the time frames of
2013-2020 and beyond 2020 is the development of an
optical scanning microscopy technique that can help in
localization of physical defects such that the test cycle time
can be reduced significantly. The reason is twofold. Firstly,
physical localization of the defects early in the fabrication
cycle allows for correction or improvement of fabrication
masks and processes before mass fabrication and thus allows
for throughput improvement. Secondly, localization of the
defects reduces the automatic test cycles of the dies since
the complicated functional analysis can be focused on the
problem areas directly and need not either select random
locations for functional analysis or perform testing on the
entire chip with millions of transistors. Thus, a high-reso-
lution optical imaging technique is of critical importance to
the semiconductor industry and the industry anxiously awaits
a good imaging solution that can image large areas quickly
and yet provide node-level high-resolution image.

A silicon chip can be imaged through the top plane (front
side) or the bottom plane (back side). Imaging transistors
through the top plane is difficult because transistors are
buried beneath several metallization and circuital layers
[see Fig. 1(a)]. Although such layers are absent towards
the bottom plane, transistors either need to be exposed
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FIG. 1.

Use of ASIL for imaging integrated circuits. Imaging through the top surface is difficult due to the presence of many

metallization layers, seen in yellow in (a). On the other hand, imaging through the bottom plane is feasible since the transistor structures
are typically in the first layer from the bottom and the silicon substrate is transparent to near-infrared waves (a). As opposed to imaging
using only an objective lens, using an additional aplanatic solid immersion lens increases the effective N.A. inside the SIL, thus
providing better resolution (b). The experimental setup of the ASIL scanning microscope is shown in (c).

destructively for high-resolution imaging techniques like
SEM or TEM, or the light used for imaging should be able
to penetrate the substrate. Near-infrared (NIR) light used in
reflection-mode microscopy meets the criteria because
silicon is transparent to NIR wavelengths (1-2 ym) and
the reflected path does not encounter other circuital layers
when imaging is done through the bottom plane. Other
optical wavelengths cannot be used since silicon is opaque
to visible and ultraviolet radiation. Nevertheless, the
long wavelengths of the NIR range (1-2 ym) make the
Rayleigh resolution limit of approximately half wavelength
impractically large. Yet, NIR still holds promise thanks to
the pioneering research on a solid immersion lens (SIL)
made of silicon [2], which predicts resolution enhancement
by a factor of at least n, the refractive index of silicon, over
the Rayleigh resolution limit of about a half wavelength [3].

In SIL technology, a spherical lens made of silicon and
sliced at an appropriate plane is pressed onto the silicon
substrate such that the resolution of the system can be
enhanced. Notably, two designs of SIL provide an aberra-
tion-free focal spot, namely, the hemispherical SIL and the
aplanatic solid immersion lens (ASIL). An ASIL provides an
additional advantage of increased N.A. [see Fig. 1(b)] and
gives a lateral magnification of n; as compared to the

lateral magnification of ngy in the hemispherical SIL [3]. An
ASIL also avoids introduction of coma in the imaging of
extended objects.

Despite the salient features of NIR and SIL imaging
technology, enhancing the resolution of NIR-SIL
reflection-mode microscopy is an ongoing endeavor.
Initially, Refs. [4,5] measured the FWHM of the intensity
profile when a line feature is scanned as an indicator of
resolution. The FWHM reported by them is 230 nm,
achieved using 4 = 1200 nm. This corresponds to 0.194
or 192 nm for the shortest possible wavelength of 1 um.
Semicaps Pte. Ltd. demonstrated a more practically useful
resolution approach in 2012 [6] by showing that the lines in a
big feature with multiple lines, having a half pitch of 120 nm,
can be resolved using 1064-nm wavelength. The superior
resolution reported in Ref. [6] as compared to previous
observations has been attributed to the enhancement of the
physically available N.A. inside silicon N.A.g; to 3.3.

Ongoing and recent works on theoretical analysis [7—12]
and computational modeling [13—17] of ASIL microscopy
have paved the path for performance improvement of
NIR-ASIL reflection-mode microscopy for silicon FA. It
was shown computationally in Refs. [13,18] that a
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resolution of ~0.0914 (i.e., 96-98 nm for A = 1064 nm)
should be possible using appropriate combinations of
polarization, filter, and radius of pinhole.

Here, we present the first experimental evidence of
resolving features of 100-nm half pitch in a silicon
substrate imaged through the bottom plane using NIR-
SIL reflection-mode microscopy. We use the computational
results and system design of Chen et al. [13,15] to obtain
the presented experimental results. Our resolution of
100 nm for NIR-SIL imaging is 20-nm improved over
the industrially demonstrated best resolution of 120-nm
half pitch [6]. Our result shows that the resolution required for
nondestructive analysis of current and future semiconductor
technologies can be achieved practically. Following this
result, we believe that NIR-ASIL reflection-mode micros-
copy can meet the FA demands of the semiconductor industry
for years to come and satisfy the requirements for 10-nm
node technology, changing the way FA is done.

A major contribution of our work is to break the
conventional and well-accepted notion that a smaller pin-
hole in a scanning system always translates to better image
and better resolution. It is shown in this paper that for the
ASIL scanning mode microscope considered here, a pin-
hole of 17.5 um gives better imaging results in comparison
to 12.5 and 5 ym. We also show that it is mainly due to the
effect of the longitudinal current on the image in a high
N.A. system such as an ASIL microscope. Here, we should
point out that this work is critically different from
Refs. [13,15]. In Ref. [13], cylindrical vector beams were
considered, among which azimuthal and azimuthal vortex
beams are completely devoid of longitudinal focal fields
while a radially polarized beam is known to promote a more
predominant role for longitudinal focal fields. In either
case, longitudinal currents—their complete absence or
predominance—are the defining characteristics, irrespec-
tive of the N.A. of the system. On the contrary, longitudinal
currents gain importance for noncylindrical vector polar-
izations, such as circular polarization, in the case of high
N.A. systems only, and the effect of longitudinal currents
for such situations has seldom been studied. To our
knowledge, no other publication, including Ref. [13],
discusses explicitly how the longitudinal currents affect
high N.A. systems that employ noncylindrical vector
polarizations and how such longitudinal currents should
influence system design such as pinhole dimension selec-
tion. This paper intends to fill this gap. The results in
Ref. [15] did consider 3 pinhole radii, but their dimensions
were not chosen on the basis of longitudinal currents. They
were rather chosen based on confocal, Airy-disk size, and
wide-field setups, and the choice was used to present some
qualitative differences between wide-field, typical scanning
(with pinhole of Airy-disk size) and confocal modes of the
system. It is only in this paper that the design of pinhole
dimension for a circular polarized beam, which does not
require a specialized complicated setup and extensive

alignment procedures, is considered and shown to deliver
aresolution beyond the current state of the art. We note that
while the role of the pinhole size is examined for silicon
chips here, the work also indicates that the pinhole selection
can improve the resolution for other high N.A. imaging
systems, such as is used in bioimaging applications.

II. RESULTS

In our system, we use 1064-nm wavelength and a
NIR-SIL system with N.A.g = 3.3 (determined by the
SIL assembly). The microscopy setup used in our experi-
ment is shown in Fig. 1(c). We use circular polarization and
pinholes of different radii. A SIL assembly [19] is used to
hold the SIL, which also helps to avoid an air gap between
the sample and SIL, and to accurately locate the focal plane
of ASIL. We note that this assembly plays an important
role since the SIL system is quite prone to aberrations
[8,11,20-22]. This assembly allows an effective numerical
aperture N.A.g, of 3.3. TedPella Inc.’s critical dimension
calibration or resolution test target is used as the sample
[23]. It is a silicon chip with features etched upon its top
surface. The central region of the sample has three critical
dimension features with pitches 500, 200, and 100 nm and
corresponding half pitches of 250, 100, and 50 nm, which
are shown in Fig. 2(a). Among them, the second feature is
our feature of interest, since it matches the resolution
requirement set by ITRS.

The image of the sample obtained using our system and
pinhole of radius 17.5 ym is shown in Fig. 2(b) and its
zoom-in around the second feature is shown in Fig. 2(d).
The intensity across the cross-section line shown in
Fig. 2(d) is plotted above it. For convenience of visuali-
zation, a pseudocolored image of the feature is shown in
Fig. 2(c). Itis seen from Figs. 2(c) and 2(d) that all five lines
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FIG. 2. Our result showing a resolution of 100-nm half-pitch
feature. The image obtained using our system for the Tedpella
Inc.’s critical dimension calibration or resolution target (a) is
shown in (b). The zoom-in of the image of the second feature with
100-nm half pitch is shown in (d). An artificially colorized image
is included in (c) for convenient visualization. A simulated image
[15] of the feature is shown in (e). The normalized intensity
(inverted) at the cross-section lines shown in (d) and (e) are
plotted above them.
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FIG. 3. Images using different pinhole radii. This figure shows
the simulated and experimental images obtained using different
pinhole radii. Binary images obtained using Otsu’s thresholding
method as shown in Fig. 4(a) are also shown. The cross-section
curves for simulated, experimental, and thresholded images are
also shown. The cross-section curves for experimental and
thresholded images are obtained using the processing shown
in Fig. 4(a).

can be distinctly identified. Thus, it is evident that we have
achieved an experimental resolution of 100 nm (0.0944)
using a wavelength of 1064 nm and a NIR-ASIL system
with N.A.qp, = 3.3. We also compare this image with the
simulated image of this feature and system configuration,
which is shown in Fig. 2(e). The intensity at the cross
section is also shown. It is seen that the experimental result
matches quite well with the simulated image.

For further assessment, we image the feature using
different practically available pinhole radii and show
qualitative and quantitative comparison in Fig. 3 and
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FIG. 4. Binary thresholded image and cross-section curves, and
their notations. Panel (a) shows the image processing steps done
to obtain the binary thresholded image and the cross-section
curves for the experimental and the thresholded images. Panel (b)
shows the notations used in (a) for deriving quantitative metrics
of image quality of the feature.

Table I, respectively. The quantities used in Table I and
the processing we use for obtaining the cross-section curves
are explained using Fig. 4. Further discussion on the
quantitative formulas is given in Sec. III C. We also show
binary images obtained by gray-level thresholding in Fig. 3,
where Otsu’s method of threshold detection from gray-level

TABLE 1. Quantitative assessment of images with different pinhole radii.

Radius of pinhole In-feature contrast Feature contrast Nonuniformity

(AU) Simulated ®  Experimental ®  Simulated ©  Experimental ®  Maxima ©  Minima ®  widths ©
0.98 0.0581 0.3317 0.9303 0.7157 0.0453 0.0388 1.2857
0.69 0.7560 0.7337 0.6720 0.6675 0.0552 0.0547 0.2910
0.49 1.2398 0.6267 0.5548 0.6527 0.1097 0.0653 0.3185
0.20 1.7860 0.5833 0.4684 0.6717 0.1510 0.1440 0.6758

Formulas (see Fig. 4 for notations)

(@)
(b)[

+ max(((lg)]/Z
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FIG. 5. Point-spread function and candidates for pinhole radii.

The cross section of images (point-spread function) of x,y,z
dipoles at the focal point are plotted here. x-y plane is the lateral
plane and z axis is the longitudinal direction. One Airy unit (AU)
given by r (here, r = 25.4 ym) corresponds to the first zero of the
point-spread function of x dipole. Dimensions r; = 13.7 ym and
r, = 30.6 um correspond to the peak and the first zero after the
peak of the point-spread function of the z dipole, respectively.

histograms is used [24,25]. Further, the point-spread
function (PSF) and the Airy-disk radius (referred to as
one Airy unit AU) used in Fig. 3 are shown in Fig. 5. The
Airy-disk radius corresponding to the first zero of the PSF
of the x dipole is r = 25.4 um. For completeness, we also
note the peak and first zero of the PSF of the z dipole,
ry = 13.7 ym and r, = 30.6 um, respectively.

The pinholes considered in this paper have radii
(25,17.5,12.5,5) um. These values correspond to approx-
imately 0.98, 0.69, 0.49, and 0.2 AU, respectively. We
show in Fig. 3 that pinholes of 0.69 and 0.49 AU provide
the best images. Among these two, the experimental image
of the 0.69 AU has a better contrast and a better match with
the simulated results (see Sec. III B for more details). Also,
the results corresponding to these pinhole radii clearly
demonstrate improvement over the existing benchmark [6].

In Table I, we list the in-feature and the feature contrasts
for the simulated and experimental cross sections. They are
defined in formulas (a)—(d) in Table I. We note that the in-
feature contrast here is the contrast between the details of
the feature itself while the feature contrast is the contrast of
the overall feature with the image background. Ideally, it is
desirable to have a balance of both quantities. This is
because in-feature contrast helps in resolving the details of
the feature while the feature contrast ensures that the signal-
to-noise ratio over the feature is larger than the background,
and thus the image of the feature is less sensitive to the
system noise. Accordingly, we see from the simulated in-
feature and feature contrasts that 0.69 AU provides the best
choice among the four pinhole radii. We note that even the
experimental in-feature and feature contrast for 0.69 AU
provides a good match with the simulated values.

It is interesting to note that the experimental in-feature
and feature contrasts for other pinhole radii are different

from the simulated values. This is because the brightness
and contrast of our system is electronically chosen, with a
very small nonlinearity, to allow for visually best capturing
of the background as well as the feature. This, in fact, helps
in improving the in-feature contrast for the image with
0.98 AU pinhole radius and the feature contrasts for 0.49
and 0.2 AU radii pinholes.

The other quantity that is shown in Table I is the
nonuniformity of the maxima, minima, and the bar widths
computed from the binary image. The feature considered in
the paper has uniform widths of bars and spaces. Thus, it is
expected that the maxima and minima are also uniformly
spaced. To quantify this aspect, we use the formulas (e) and
(f) in Table I. The quantities denote the nonuniformity since
they measure the difference in distances between consecu-
tive maxima (or minima) with respect to the average
distance between them. Thus, the lower the value of these
metrics, the more uniform the feature geometry appears in
the image. It is seen that the image with 0.98 AU pinhole
radius has the minimum nonuniformity, and it is closely
followed by 0.69 AU pinhole radius. Further, in the
thresholded binary image, we find the widths of the bars
and spaces in the cross section (y; to y9) shown in Fig. 4(b).
Then, the nonuniformity of the widths of the bars and
spaces is computed using formula (g) in Table I. For this
measure, the image with 0.98 AU fails miserably, mainly
because the bars in the corresponding image are not clearly
separable and the spaces are very small, as seen in Fig. 3. In
this respect, the image with 0.69 AU performs the best and
gives good uniformity of the bar and space widths. All of
the above results clearly indicate that the best imaging
solution is provided by the pinhole with radius 0.69 AU.

II1. DISCUSSION

A. Focusing through ASIL

We first discuss focusing in ASIL briefly. If a sphere of
radius R with refractive index n (silicon) is placed in a
focusing beam such that the distance between the center of
the sphere and the focal point of the focusing beam is nR,
then the beam focuses inside the sphere at a distance R/n,
as shown in Fig. 6(a). Such focusing has several salient
features, which include (1) an aberration-free focal spot,
(2) an enhanced effective numerical aperture N.A.q =
7N A focus» Where NLA s is the numerical aperture of the
focusing beam and the condition of total internal reflection
is not encountered, and (3) a lateral magnification of n*> and
a longitudinal magnification of n3. The benefits of the
ASIL are slightly traded off because the depth of focus of
the ASIL system is very small [16], and the ASIL system is
prone to aberration [8,11,20-22] in nonideal measurement
conditions. There are two main sources of aberration. The
first source is the inherent geometric aberration of
the ASIL system at planes away from the ASIL’s focal
plane. This aberration can be avoided by precisely imaging
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FIG. 6. Focusing through ASIL and geometry of ASIL and
sample. The geometric configuration of ASIL, location of its
focal point, and refraction at ASIL interface is shown in (a).
Geometric details of ASIL used in our experiment and a sample
prepared for imaging are shown in (b).

at the focal plane of the sample. The second source is
the discontinuity at the ASIL and sample interface. The
refraction of the beam at the air gap destroys the
aberration-free property of ASIL’s focal spot. Both of these
issues are dealt with in our paper using a patented SIL
assembly discussed in Sec. IV.

B. Simulation of images for our system

We highlight that our imaging system is a high N.A.
(N.A.gyr, = 3.3) coherent scanning mode imaging micro-
scope. Thus, low N.A. or paraxial approximations do not
apply to our system, and knowledge of the PSF alone is
not sufficient for simulating or interpreting the images
and optimizing the imaging system. Instead, complete
3D simulation of vectorial electric fields, i.e., solving
Maxwell’s equations, is required for correctly understand-
ing the system. In simulation, we assume that the optical
glue (refractive index same as silica) fills the feature
cavities [see Fig. 6(b), right-hand side)], though practically
some of the cavities may remain empty or only partially
filled. We use the computational model of Ref. [15].
Corresponding to Ref. [15], we consider 200 discrete
Fourier and chirp Z transform components, where the
focal region is a circular disk with radius 1600 nm
(~1.52) and longitudinal width of 20 nm. Each voxel in
the focal region is a cube of size 20 nm. In the imaging
plane, before integrating over the pinhole’s aperture, the
computation grid is the exact analog of the focal region.
After integration of the intensity over the pinhole’s aper-
ture, the intensity for each pixel is obtained. Finally, pixels
in the imaging plane due to scanning also correspond to
20 nm in the focal plane.

C. Resolution for our feature

Since our feature is an extended nonpointlike feature, we
cannot use the conventional two-point resolution criteria,
such as the Sparrow criterion [26], for obtaining the
resolution limit of the system. Yet, it is interesting to
consider how the observed resolution of 100 nm (for our
extended feature) compares with the Sparrow resolution
limit. The Sparrow resolution limit computed for a non-
scanning ASIL system of N.A.q = 3.3 using the PSF of
the collection path is ~4/4, as reported in Ref. [7]. In this
sense, the observed resolution of 100 nm using 1064-nm
wavelength (i.e., 4/10.6) in Fig. 2 is significantly better.
However, we note that the Sparrow resolution limit does
not apply to our system even for the prediction of two-point
resolution since the resolution of our system is influenced
by the focusing PSF and is further improved by the
scanning mode, as noted in Ref. [15].

As a consequence of the above limits, the resolution for
an extended feature and a system such as ours needs to be
defined differently. According to Smith [27], the only
resolution criterion is, “can we discern the lines?,” and
that all the coarser features as well as the number of lines
are discernible. The use of contrast and other such
measures are considered as qualitative and susceptible
to individual interpretation, and thus discouraged.
Nevertheless, quantitative measures that address the criteria
of Smith [27] can be designed, as we have done here. Here,
we define resolution indirectly using the in-feature contrast
(discerning the lines), feature contrast (discerning the
coarser features), and bar and space width nonuniformity
(discerning the lines after automatic threshold), as shown in
Table L. If the in-feature and feature contrast are sufficiently
high, say 0.5, and bar and space width nonuniformity is
sufficiently small, say 0.3, we can consider the feature as
resolved. Then, according to Table I, only a pinhole of
0.69 AU is able to resolve the feature. For a different
feature, a suitable quantitative measure of resolution will
need to consider the geometry of that specific feature.

D. Role of pinhole radius

Now, we discuss the result reported in Fig. 3. We note
that the improvement in resolution as compared to the
previous benchmark [6] results from the suitable choice of
the pinhole radius. As compared to the conventionally used
pinhole with a radius of 1 AU (25.4 um), we also consider
smaller pinholes (0.69, 0.49, 0.2 AU). At the same time, the
pinholes are large enough not to qualify as a true confocal
microscope. The choice of an appropriate pinhole is crucial
since the ASIL microscope with N.A.q; = 3.3 is a high
numerical aperture system.

We note that while longitudinal currents are often small
in low N.A. microscopy systems, they are comparable to
the lateral currents in high N.A. microscopy systems and
play an important role in determining the image quality, as
we discuss next. The image formation of NIR-ASIL
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microscopy can be explained using radiation from currents
induced on the features due to the focal electric
field [14,15].

The different radii of the pinhole allow different pro-
portions of intensities from the lateral and longitudinal
current distributions in the focal region of ASIL. The point-
spread function for infinitesimal x,y, z directed induced
dipoles at the focal point is shown in Fig. 5. Here, the x-y
plane is the lateral or transverse plane and the z axis is
the longitudinal direction. It is seen that the image of a
longitudinal (z) current dipole is shaped like a doughnut, as
opposed to the spotlike image of lateral x and y dipoles.
The field due to the longitudinal current distribution can
constructively or destructively interfere with the field due to
the lateral current distribution and modify the intensity
pattern in the detector region [28]. For example, we show
the lateral and longitudinal currents and their contribution
in the detector intensity for three scanning points (two on
the bars in the feature and one on the space between the two
bars) in Fig. 7. The field due to longitudinal currents
destructively interferes with the field due to lateral currents
for all three points, as seen in the right-hand panel of Fig. 7.
The actual intensity pattern (after the interference) for the
first and third scanning points (both on the bars) is still a

Location of
scanning point I

1@

On 1st bar

Between 1st
and 2nd bars

1'Q

On 2nd bar

X component y component

0.1 0.2

Induced currents in the focal region

z component
(Iongltudlnal)

spot. Interestingly, for the second scanning point (on the
space), though the pattern for each component is spotlike,
the intensity pattern after interference is doughnut shaped.

Large pinhole radii such as 25 pm add the intensity from
the doughnut portion as well. On the other hand, small
pinhole radii such as 12.5 and 5 ym avoid collecting light
from the doughnut-shaped portion for the second scanning
point. Thus, they provide a better contrast between the bars
and the space (i.e., in-feature contrast). Since the smaller
pinholes collect only a small amount of intensity from the
spot when the scanning point is on the bar (the first and
the third scanning points) and almost zero intensity from
the center of the doughnut when the scanning point is in the
space (the second scanning point), their feature contrast
(between the overall feature and the background) is low. On
the other hand, pinhole radius of 17.5 ym collects most
intensity from the spot for the first and the third scanning
point and only a small amount of intensity from the
doughnut for the second scanning point, thus giving good
in-feature contrast as well as feature contrast. As a
consequence of good feature contrast, the image of the
feature is expected to be less sensitive to the system noise as
well, since the signal-to-noise ratio over the feature is larger
in this case.

Electric field intensity in the detector region

Total intensity &
different pinhole
regions

Contribution of
longitudinal
induced currents

| Contribution of
transverse
mduced currents

FIG.7. Effect of longitudinal currents and pinhole size. Analysis of image formation and contribution of longitudinal currents for three
scanning points. Three scanning points, shown in the left-hand panel, are considered. Induced current distributions in the focal plane
(center panel) and electrical intensities at the detector (right-hand panel) corresponding to each scanning point are shown adjacent to it.
The x-y plane is the lateral or transverse plane and the z axis is the longitudinal direction. In the rightmost figures, along with the total
electric intensity at the detector, the integration regions for various pinholes are also shown.
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E. Future of this technology

Since this technology can satisfy the required resolution
limit for the semiconductor industry [1], it will directly help
in yield enhancement in the semiconductor industry
and shorten the automatic test time cycles significantly.
Further, this technology has scope for significant resolution
enhancement so that it can cater to coming technologies as
well. A proof of concept is shown in Ref. [29], where it is
proposed to design filters for ASIL microscopy that are
specifically suitable for imaging features of a known
geometry and material. It is seen that a simple two-layer
binary phase filter can be used in the focusing path to image
three-bar features of half-pitch 1/12.5, about 85 nm for
A= 1064 nm. Indeed, more sophisticated and complex
filters and filter placement strategies can cater to compli-
cated features with smaller half pitch. This approach is
quite suitable for semiconductor technology since the
transistors are standard features repeated throughout the
wafer. Thus, this technology has sufficient scope of
improvement and evolution so that it can cater to the
semiconductor industry’s demands for at least a few more
decades. Further, we note that our study shows the
importance of a suitable pinhole size in high N.A. imaging
systems, such as ASIL microscopy here. We expect that
this work should influence resolution improvement of other
high N.A. imaging systems as well, such as in biotechnol-
ogy and material nanoimaging applications.

IV. METHODS

A. Microscope

The scanning optical microscopy system was assembled
in-house on an optical table. All of the wideband optics are
antireflection coated. In order to use the entire N.A.q, =
3.3 available using the SIL assembly [19], which corre-
sponds to a focusing beam N.A. of 0.27, we use a NIR
objective with N.A. 0.4.

B. SIL assembly

A patented assembly [19] designed specifically for the
purpose of holding and accurately aligning the ASIL,
pressing it onto the sample using a mechanical spring
system to avoid an air gap between ASIL and the sample,
and finding the correct focal plane enables the mitigation of
the occurrence and effect of aberration in imaging using
ASIL. This assembly provides an effective numerical
aperture N.A.qp of 3.3 and requires ASIL of diameter
3 mm. Further, the assembly requires the height of ASIL to
be 1.83 £ 0.005 mm.

C. Sample preparation

The top surface of the sample (containing the features) is
glued onto a glass slide using UV curing optical glue with
the same refractive index as the glass slide. As discussed

above, the assembly requires the height of ASIL to be
1.83 4+ 0.005 mm, whereas the value of R/n for such ASIL
is 0.429 mm. On the other hand, the height of the substrate
of TedPella Inc.’s critical dimension calibration or reso-
lution test target, used as the sample, is 750 ym, with
features etched upon its top surface. Therefore, the sample
is polished such that the height between the features and the
ASIL-sample interface is about 100 um. See Fig. 6(b) for
illustration.
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