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Nonfullerene acceptors have caused a step change in organic optoelectronics research but little is known
about the mechanism and factors limiting charge transport in these molecular materials. Here a joint
computational-experimental investigation is presented to understand the impact of various sources of
disorder on the electron transport in the nonfullerene acceptor O-IDTBR. We find that in single crystals
of this material, electron transport occurs in the transient quantum delocalization regime with the
excess charge delocalized over about three molecules on average, according to quantum-classical
nonadiabatic molecular-dynamics simulations. In this regime, carrier delocalization and charge mobility
(g =7 cm?> V™' s71) are limited by dynamical disorder of off-diagonal and diagonal electron-phonon
coupling. In molecular assemblies representing disordered thin films, the additional static disorder of off-
diagonal electron-phonon coupling is sufficient to fully localize the excess electron on single molecules,
concomitant with a transition of transport mechanism from transient quantum delocalization to small
polaron hopping and a drop in electron mobility by about 1 order of magnitude. Yet, inclusion of
static diagonal disorder resulting from electrostatic interactions arising from the acceptor-donor-acceptor
(A-D-A) structure of O-IDTBR, are found to have the most dramatic impact on carrier mobility, resulting in
a further drop of electron mobility by about 4-5 orders of magnitude to 107> cm? V~'s™!, in good
agreement with thin-film electron mobility estimated from space-charge-limited-current measurements.
Limitations due to diagonal disorder caused by electrostatic interactions are likely to apply to most
nonfullerene acceptors. They imply that while A-D-A or A-DAD-A motifs are beneficial for photo-
absorption and exciton transport, the electrostatic disorder they create can limit carrier transport in thin-film
optoelectronic applications. This work shows the value of computational methods, in particular,
nonadiabatic molecular-dynamics propagation of charge carriers, to distinguish different regimes of
transport for different types of molecular packing.
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The development of nonfullerene acceptor (NFA) mate-
rials marked a milestone in organic photovoltaics (OPV)
research [1-12]. They alleviated the issue of large voltage
losses in traditional fullerene-based junctions resulting
in record power conversion efficiencies of currently
>19% [13]. NFAs are typically composed of alternating
electron-accepting and electron-donating groups (A-D-A
or A-DAD-A), which results in beneficial photophysical
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properties. Several materials have recently been reported that
support exciton diffusion that is longer ranged (20—47 nm)
[14] than in classical organic semiconductors (OSs,
5-20 nm). This makes NFAs attractive for light-emitting
devices, emission-based sensors, and luminescent solar
concentrators because long diffusion lengths are usually
associated with high radiative efficiency.

While optical properties of several NFAs have been
characterized in detail, their charge-transport properties are
less well studied by comparison. In typical applications,
NFAs form disordered thin films that often exhibit poor
electron transport, which may limit the efficiency in (opto)
electronic applications. NFAs with higher charge mobility
could further enhance the dissociation efficiency of exci-
tons and suppress recombination reactions. A better under-
standing of charge transport in these materials is thus
indispensable for rational design of improved NFAs. This
starts with a fundamental understanding of the nature of
charge carriers and their transport mechanism in single-
crystal and thin-film samples. Do they form small polarons
or transiently delocalized states as recently proposed for
high-mobility OSs? What is the role of the various sources
of disorder in thin films? What is the impact of electro-
statics arising from alternating acceptor-donor structure on
carrier mobility?

Transient localization theory (TLT) and quantum-
classical nonadiabatic molecular-dynamics simulations have
now established a new picture of charge transport in high-
mobility organic crystals that are typically composed of
relatively apolar (r)-conjugated molecules [15-31]. Charge
carriers may delocalize in these materials fairly extensively
and move along the crystal by a transient delocalization
mechanism in a scenario that is “between” the two limiting
cases that is often assumed, small polaron hopping of a fully
localized charge carrier and band transport of delocalized
Bloch waves. Yet, TLT and nonadiabatic molecular-dynam-
ics simulations have mostly been carried out on archetypical
apolar and rigid organic molecular crystals, typically acenes,
rubrene, and thiophene-based compounds [32-34]. It is
unclear if the transient delocalization mechanism carries
over to other structures such as NFAs where electrostatic,
torsional, and conformational disorder is expected to be
much stronger than in the above materials.

To address these questions, we investigate here one of
the first successful NFAs, 5,5'-[(4,9-dihydro-4,4,9,9-
tetraoctyl-s-indaceno[ 1,2-b:5,6-b']dithiophene-2,7-diyl)bis
(2,1,3-benzothiadiazole-7,4-diylmethylidyne)]bis[3-ethyl-
2-thioxo-4-Thiazolidinone (O-IDTBR) [35]. This molecule
is composed of a central electron-rich indacenodithiophene
(IDT) group connected to electron-accepting benzothiadia-
zole (BT) and rhodanine (RH) groups forming an acceptor-
donor-acceptor motif (A-D-A); see Fig. 1. The RH-BT and
BT-IDT groups are coplanar, and the molecules arrange in an
interdigitated columnar structure according to single-crystal
x-ray crystallography [36] (a more detailed description of

O-IDTBR

FIG. 1. Chemical structure of O-IDTBR. The RH is presented
in blue, the BT in green, and the IDT in orange; R = octyl.
Dihedral angles connecting the IDT and BT groups are denoted
and y,.

packing structure is given in Sec. II. A). The potential energy
barrier along the dihedral angles connecting the IDT and BT
groups, y; and y, in Fig. 1, is rather shallow (8.6 kcal/mol)
[37,38] compared to some high-performance NFAs, e.g., Y6
and ITIC [39]. We thus expect larger torsional or conforma-
tional disorder than in the latter molecules. Moreover, the
presence of a number of heteroatoms in the three constituent
groups gives rise to local dipole and higher multipole
moments as well as electrostatic disorder, in addition to
the structural disorder present in thin films. O-IDTBR is
therefore an excellent model system to investigate the effect
of different types of disorder on the charge-transport
mechanism.

In previous works, it was shown that O-IDTBR combined
with a variety of donor polymers in bulk heterojunction
blends enables power conversion efficiencies above 10%
[40] and low recombination loss rates with high efficiencies
with small molecule donors [41]. Apart from applications in
OPV devices, O-IDTBR is also suitable as an n-type material
in organic thin-film transistors [36]. Some basic charge-
transport properties of crystalline and disordered O-IDTBR
systems were studied previously. Bristow et al. [36] reported
field-effect-transistor (FET) measurements of electron
mobilities and calculated electronic couplings of molecular
dimers isolated from the crystal structure. Gertsen et al.
parametrized a force field for O-IDTBR, generated model
structures of disordered thin films, and discussed the dom-
inant intermolecular interactions [37,38].

In this study, we carry out quantum-classical nonadiabatic
molecular-dynamics simulations on O-IDTBR, specifically,
fragment-orbital-based fewest-switches surface-hopping
FOB-SH [25,27,42], as well as kinetic Monte Carlo
(KMC) simulations [43] to propagate an excess electron
in single crystals and in molecular-dynamics-generated
amorphous assemblies representing models of thin films.
This is complemented by space-charge-limited-current
(SCLC) measurements of electron mobility in thin films.
Particular attention is paid to the different types of disorder in
the system, structural and electrostatic, diagonal and off-
diagonal, and how they affect the electron delocalization and
propagation through the material. Our results suggest that in
single crystals electronic coupling is sufficiently strong that
excess electrons delocalize, albeit modestly, with electron
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mobilities rivaling those of high-charge-mobility OSs. In
thin-film models, the calculated electron mobility drops by
5-6 orders of magnitude compared to the single crystal. The
static off-diagonal disorder is sufficient to induce complete
localization of carriers, but this explains only a small fraction
of the decrease in mobility. The main loss mechanism is the
strong electrostatic disorder in the thin film.

This paper is organized as follows. In the following
Sec. IT A, we describe the O-IDTBR crystal structure and
present the electronic coupling network. In Sec. 11 B, we
present and discuss the charge-transport mechanism in single
crystals obtained from nonadiabatic molecular-dynamics
simulations. In Sec. I C, simulation results are presented
for structural models of disordered thin films and compared
to experimental SCLC measurements. Particular focus is
placed on the analysis of the various sources of disorder in the
thin film on the transport mechanism and electron mobility.
After conclusion of this work in Sec. III, we explain the
methods and give simulation and experimental details in
Sec. IV. More technical details and further analysis results are
included in the Supplemental Material [44].

II. RESULTS AND DISCUSSION

A. Crystal structure and electronic couplings

The 3D structure of single-crystal O-IDTBR is visual-
ized in Fig. 2 by two projections, one onto the a-b and
another onto the a-c planes. The molecules arrange in an
interdigitated columnar crystal structure with four mole-
cules in a monoclinic unit cell (M 1-M4). The four dimers
with the highest electronic couplings (for excess electron
transfer) are denoted D1-D4 in Fig. 2. They interact via
m-m stacking between their acceptor (BT and RH) units. In
the D2 (M2M3) and D3 (M1M4'), dimers the longest axes
of the monomers are parallel, whereas in the D1 (M1M?2)
and D4 (M2M4' or MI1M3) dimers, the monomers
are rotated in plane with respect to each other. In the
notation used, primed labels refer to molecules in an
adjacent periodic image cell, so M1M4 and M2M4
cross a unit-cell boundary. The D1 and D2 dimers have
the highest-magnitude electronic couplings in the ideal
crystal structure, Hy(D1) = —61 meV and Hy(D2) =
—55.7 meV. D1 dimers form a continuous pathway along
the a direction connecting adjacent unit cells, and they also
contribute to the charge transport along the b direction but
only within a single unit cell. Similarly, the parallel slip-
stacked D2 dimer contributes mainly to the charge transfer
in the a direction and b direction within a single unit cell.
The D3 dimer, a slip-stacked dimer composed of two
neighboring molecules from adjacent unit cells, features
significantly smaller couplings [Hy;(D3) = —12.3 meV]
than D1 and D2 and is the weakest electronic connection
along the b direction. Hence, this dimer is expected to limit
charge mobility in this direction. The D4 dimer is a rotated
slip-stacked dimer composed of molecules which are
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FIG. 2. Crystal structure of O-IDTBR. The unit cell is indicated
in thick lines and is comprised of four molecules denoted
M1-M4. Molecules in neighboring unit cells are annotated by
a prime. Two crystallographic projections are shown, one onto the
a-b plane (left panels) and one onto the a-c plane (right panels).
Dimers with the largest electronic couplings denoted D1-D4 are
shown in color. The lowest unoccupied molecular orbital
(LUMO) for a O-IDTBR molecule is shown in the top panel.
The structure was taken from Ref. [36].

second-nearest neighbors, with rather small and potentially
negligible electronic couplings H;(D4) = —0.5 meV in
the a-c plane. All other dimers have even smaller cou-
plings. Thus, the electronic coupling network is very
anisotropic in O-IDTBR. The highest mobility is expected
along the a direction due to uninterrupted pathways formed
by strongly coupled D1 dimers. Smaller mobility values are
likely along the b direction due to the interruption of the
strongly coupled D1 and D2 pairs by weakly coupled D3
dimers. There are no dimers with significant couplings in
the ¢ direction, implying much smaller mobility values
along this direction than in the a-b plane. Thus, we perform
FOB-SH charge-transport simulations only for the a-b
plane (see Sec. II B below).

The transport dynamics are determined not only by
electronic couplings but, crucially, also by the magnitude
of their thermal fluctuations. We extract the coupling
distributions for the D1-D3 dimers from the FOB-SH
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FIG. 3. Distributions of electronic couplings (Hy; in meV) for

D1-D3 dimers in the O-IDTBR single crystal. Couplings
obtained for the crystal structure [36] shown in Fig. 2 are
indicated in solid vertical lines, and average values obtained
from FOB-SH simulation at 300 K are shown in dashed vertical
lines with root-mean-square fluctuations reported in the figure
legend (in meV).

dynamics at 300 K (Fig. 3) and compute averages ((Hy;)),
root-mean-square averages ((Hz,)'/?), and the correspond-
ing root-mean-square fluctuations. D1 couplings exhibit a
very broad bimodal distribution ranging from —200 to
100 meV giving rise to very large coupling fluctuations
that are almost as large as the average coupling ((Hy;) =
~78.5 £55.0 meV, (H%)'/? = 96 & 84 meV). The broad
distribution and the change in coupling sign from negative to
positive for anumber of D1 configurations is due to a change
in the relative orientations of BT and IDT groups of the
monomers, induced by thermal motions of the correspond-
ing dihedrals. These motions give rise to large off-diagonal
disorder that can be expected to be detrimental to charge
carrier delocalization and mobility. Thermal fluctuations

also broaden the D3 coupling distributions markedly
(Hy) = 0.2 £33.0 meV, (H?)Y? =32.5438.0 meV).
By comparison, the distribution of D2 couplings is
rather narrow with the mean couplings close to the
value in the crystal ((Hy,) =—44+14meV and (H7))!/? =
46 £ 32 meV).

B. Electron transport in single crystals

Electron-transport simulations are carried out with FOB-
SH [25,27,42]. In this method, the valence- or conduction-
band states of an organic semiconductor are described by
an electronic Hamiltonian represented in a molecular
orbital or site basis; Eq. (1) in Sec. IV. The wave function
of an excess electron in the crystal, Eq. (2), is propagated in
time according to the time-dependent Schrodinger equa-
tion, Eq. (3), coupled to the thermal motion of the nuclei.
We refer to Sec. IV for further details of the method. The
carrier wave function is chosen to be initially localized on
one of the O-IDTBR molecules in the center of the box
(index i), ¥(t = 0) = ¢,;(t = 0), and propagated in time
for 1 ps. Within the first 200 fs of dynamics, the mean-
square displacement (MSD) of the wave function averaged
over all trajectories increases sharply and in a nonlinear
fashion [Figs. 4(a) and 4(b)]. This is because the initially
localized wave function is a linear combination of low- and
high-lying conduction-band states that relaxes to low-lying
states close to the bottom of the conduction-band edge.
This relaxation process is accompanied by wave-function
delocalization over about three molecules, (IPR) = 3.3
[Fig. 4(c)]. Thereafter, the MSD increases linearly with
time (R? = 0.96) indicative of Einstein diffusion, and the
average inverse participation ratio (IPR), (IPR), fluctuates
stably around 2.7. Very similar carrier dynamics were
previously reported for molecular crystals of acenes [45].
We note that other choices of wave-function initialization
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FIG. 4. Dynamics of the excess electron wave function in the O-IDTBR crystal. The MSD of the wave function is shown along the
crystallographic direction a as obtained from FOB-SH using a 10 x 3 simulation cell [panel (a), Eq. (4), MSD,; = MSD,,, = MSD,]
and along the b direction as obtained from FOB-SH using a 5 x 5 simulations cell [panel (b), Eq. (4), MSD,; = MSD,,;, = MSD,].
Standard deviations of the MSD due to averaging over FOB-SH trajectories are indicated by error bars. Linear fits of the MSDs are
shown in thick lines and used for the calculation of diffusion constants and electron mobilities according to Eqgs. (5) and (6). The
corresponding trajectory-averaged IPRs [integrand of Eq. (8)] are shown in panel (c). The mean IPR values obtained by averaging over
times ¢ > 200 fs according to Eq. (8) are indicated by dashed horizontal lines.
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will result in different short-time relaxation dynamics in the
first few 100 fs but in the same Einstein diffusion dynamics
at longer times.

The computed MSDs are used to obtain the diffusion and
mobility tensors according to Egs. (5) and (6) in Sec. IV.
The eigenvalues are highly anisotropic; the mobility along
the a direction (approximately parallel to the long molecu-
lar axis) is u, = 7.0 £0.6 cm?> V~!s~!, approximately
20 times larger than the mobility along the b direction,
Up = 0.30 +0.03 cm? V™! s7!. This finding is in line with
the anisotropy of electronic coupling values along a and b
directions, as discussed above. It also supports a previous
finding that the anisotropy of mobility increases with the
crystallinity of disordered O-IDTBR samples with a maxi-
mum ratio of 10 between the two u tensor eigenvalues [46].
For single-crystal systems, this ratio can be even larger,
about 20 according to our FOB-SH simulations.

According to FOB-SH simulations, wave-function delo-
calization in O-IDTBR crystals happens mostly along the a
direction, and this is because the dominant electronic
coupling in this direction [((H%,)!/?) = 96 meV, D1 pair]
exceeds half of the intramolecular reorganization energy as
obtained from the four-point method (4;,,, = 180 meV).
Note that if the coupling was much smaller than the
reorganization energy, FOB-SH would yield a stable small
polaron as the electronic ground state that is stabilized
relative to the undistorted molecule by half of the reorgani-
zation energy. However, this is not the case here; the excess
electron delocalizes, implying that small polaron hopping is
not the physically correct model to describe electron trans-
port in the crystal. Yet, the extent of electron delocalization
in O-IDTBR is fairly small compared to, e.g., rubrene
((IPR) = 13) even though the two materials exhibit similar
electronic coupling strengths in their high-mobility (a)
directions. The difference is that in O-IDTBR the electronic
coupling fluctuations induced by dihedral motion of the BR
and IDT groups are much larger than the thermal fluctua-
tions in rubrene, causing larger off-diagonal disorder that
prevents more extensive electron delocalization.

The electron transport in O-IDTBR crystals proceeds via
transient delocalization events, as exemplified in Fig. S6 in
the Supplemental Material [44]. In the snapshot at 910 fs,
the excess electron is localized over about two molecules,
which is close to the average polaron size. At this point in
time, a thermal excitation to an energetically higher-lying
and more delocalized conduction-band electronic state
occurs via a surface hop, resulting in an expansion of
the polaron along the a direction from two to about six
molecules at 920 fs. This is followed by a surface hop to a
lower-lying conduction-band state concomitant with a
contraction of the polaron to four molecules at 940 fs.
The expansion and contraction events result in a shift of the
center of charge of the polaron and thus to charge transport.
These events occur very frequently, approximately every
40 fs and typically last less than 20 fs. In the presented

trajectory, the polaron is observed to expand transiently
over up to about 12 molecules, extending over seven unit
cells (approximately 20 nm) in the a direction, and only
over one unit cell in the b direction. As noted above, the
delocalization in the a direction is supported by a con-
tinuous network of strongly coupled D1 and D2 dimers. By
contrast, delocalization along the b direction is prevented
by the weakly coupled D3 dimer, thus explaining the strong
mobility anisotropy.

A caveat of our FOB-SH simulation is that the site
energies, which are parametrized to reproduce density
functional theory (DFT) intramolecular reorganization
energy of the molecule in vacuum (see Sec. IV for details),
do not contain intermolecular electrostatic energy contri-
butions. This is because the computation of the full Ewald
electrostatics for each charge state and for each nuclear time
step in nonadiabatic FOB-SH simulations (0.025 fs) is not
computationally feasible. Standard MD simulations of the
O-IDTBR crystal including Ewald electrostatics gives a
time-averaged intermolecular electrostatic energy contri-
bution to the site energy of 84 4 69, 87 4+ 70, 80 + 70, and
86 + 70 meV for the four molecules in the unit cell of
O-IDTBR, M1 to M4. Thus, the time-averaged electrostatic
potential that the excess electron feels when localized on
any one of the four molecules is the same within the
statistical error bar. This means that the static electrostatic
disorder in the O-IDTBR crystal is virtually zero. Hence,
neglecting the electrostatic site energy contribution in
FOB-SH dynamics does not introduce errors in static
electrostatic disorder. However, the dynamic contribution
to electrostatic disorder, which we estimate in Sec. II C
below, corresponds to an estimated intermolecular reor-
ganization energy A = 80 meV (Table II), and this
contribution is neglected in FOB-SH simulations. Here
we note that this contribution is due to all lattice vibrations,
fast and slow. Yet, only the part of the intermolecular
reorganization energy that is due to the fast lattice vibra-
tions occurring on the timescale of transient delocalization
events (< 100 fs) will increase the effective diagonal
disorder and couple to the carrier dynamics in FOB-SH.
While we expect that the fast contribution to the intermo-
lecular reorganization energy is small leading to only a
slight reduction in carrier mobility, electrostatics-embedded
FOB-SH would be required to fully quantify this effect.

C. Electron transport in thin film

An amorphous assembly representing a model of a
disordered thin film was created by nonequilibrium solvent
evaporation MD simulations on an SiO, substrate in
previous work [38]. This structural model includes the
types of disorder likely to be present in a solution-
processed nonequilibrium system. The solvent environ-
ment enabled large-amplitude rotations of dihedral angles
71 and y, connecting BT and IDT units resulting in bimodal
distributions of molecular conformation in the solid state
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FIG. 5. Distribution of dihedral angles in the thin-film model

structure. The bimodal distributions for the dihedrals y; and y,
connecting IDT and BT groups [defined in Fig. 1 and again
indicated in panel (a)] are shown in red and gray, respectively, for
300 K. Mean values are indicated by vertical lines. For com-
parison, the corresponding values for the experimental crystal
structure [36] are shown in black vertical lines. A typical dimer
structure in the thin-film model structure is depicted in panel (b).

(Fig. 5). The more intense peaks of the distributions peak at
180° in contrast to the equilibrium values in the crystal,
close to 0°. The broad distributions indicate that most
molecules are in nonplanar conformations, i.e., have
marked backbone distortions. The most common type of
electronically coupled dimers are interacting through BT-
BT -7 stacking (Fig. 5), not seen in the crystal structure.
Dimers interacting via BT-RH units as in the crystal
structure, in particular D2 and D4 with parallel, and D1
and D3 with rotated longitudinal axes, are very rare.

The bimodal dihedral distributions and the diverse
orientations of neighboring molecules create strong static
off-diagonal and diagonal disorder in the -electronic
Hamiltonian Eq. (1). We first focus on the former disorder.
We find that the dimers are much weaker coupled than in
the crystal. For most dimers, Hy; < i/ 10, some have
larger couplings, Ainra/10 < Hyy < Ainga/2, and no pairs
are sufficiently strongly coupled to induce carrier delocal-
ization (Hy; > Ainga/2)- We characterize electronic cou-
plings in the thin-film model structure in terms of an
electronic coupling network as shown in Fig. 6. The centers
of mass of neighboring molecules with couplings

(b)
— <ls>=2
w5y <Ily>=8
——- <[> =092
€ 1024
S
o}
O
1014
1004

FIG. 6. Electronic coupling map for the thin-film model
structure. (a) Dimers are connected by a red line if the electronic
coupling is large, in the range A;,./10 < Hyy < Ajpea/2. (b) Dis-
tribution of continuous coupling paths of length [ where [ is the
number of molecules with electronic couplings to their adjacent
neighbors in the range Aiya/10 < Hyy < Ainga/2- The lengths of
the shortest, mean, and longest coupling paths in each MD-
generated structure (Ig, /,;, and [; ) are averaged over all 100 MD
structures that are used as initial configurations for FOB-SH
simulation (averages indicated by vertical lines).

exceeding Aiyr,/10 are connected by a red line. These
molecular pairs are expected to contribute most to charge
transport. The coupling network spans in three directions
and is composed of a set of graphs of variable length. Here,
a graph of length / is defined as a continuous path of /
molecules where the electronic coupling between next-
nearest neighbors exceeds Ajy,,/10. To include thermal
effects, we run a 1-ns MD simulation at 300 K, 0.5 ns in the
canonical (NVT) ensemble followed by 0.5 ns in the
microcanonical (NVE) ensemble, starting from the struc-
ture of Ref. [38]. We then extract the graphs for 100
geometries sampled equidistantly from the last 100 ps of
the trajectory. The distribution of the graph lengths, i.e.,
number of molecules forming a graph, is shown in Fig. 6(b).
The minimum and maximum graph lengths averaged over
all 100 structures are (Ig) =2 and (/;) = 92, respectively,
and the mean is (l;) =8 (note, for the crystal
(Igy = (I;) = (Iy) = o0). Our analysis suggests that elec-
tron transport in the thin-film model will occur via small
polaron hopping since Hy; < Aiywa/2, and that transport is
limited by slow hops between weakly coupled molecules
H}; < Ainga/ 10 connecting two different graphs.

FOB-SH simulations of charge transport in the thin-film
model structure may be sensitive to where the excess
electron is initially placed, in a region that is electronically
well connected (i.e., long graph) or poorly connected (i.e.,
short graph). Thus, we carry out FOB-SH dynamics
simulations for three sets of trajectories, where the initial
wave function ¥(z = 0) = ¢;(t = 0) is located on mole-
cules i that are part of short (I =2), medium-sized
(I = 8-10), and long graphs (I = 50-150). For each case,
250-350 FOB-SH trajectories are run for 1 ps. We find that
in all three cases the static off-diagonal disorder in the thin-
film model is sufficient to keep the excess electron
localized on a single molecule, except in hopping events
where the electron transits between molecules, resulting in
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a mean IPR of 1.1-1.2. Thus, the static off-diagonal
disorder is sufficient to change the transport mechanism
from transient delocalization to small polaron hopping.
As the thin-film model structure is grown on a substrate,
it is of interest to quantify the MSD of the carrier wave
function in the directions parallel to the substrate, denoted
in the following MSD,, in the z direction orthogonal to the
x-y plane, MSD_, and in full 3D space, MSD,,.; see Eq. (7)
and Sec. IV for details. Note, we use (x,y,z) to indicate the
directions for the thin-film model structure because the
crystallographic directions (a,b,c) of the single crystal are
no longer meaningful for the disordered thin film. All
MSDs are shown in Fig. 7 for initializations of the wave
function in regions of different electronic coupling
strengths. Initiated from molecules in the middle of long
graphs (denoted as [;), MSD,, and MSD,,  increase
rapidly in the first 200 fs, reaching approximately two-
fold-larger values compared to the MSD from dynamics
initiated from sites in medium and short graphs (I, and [g).
However, at longer simulation times when diffusive
dynamics sets in, the MSD slopes are rather insensitive
to the initialization. The in-plane, out-of-plane, and 3D
mobility of the film are obtained from the corresponding
MSDs using the Einstein relation for 1D, 2D, and 3D

transport, respectively, Eq. (7), and they are summarized in
Table I for all three initial conditions. The mobility values
are all very similar, in the range 0.3-0.4 cm?> V~!s7!,
indicating that the charge transport in the generated thin-
film model is approximately isotropic. These values are 20-
to 30-fold smaller than along the high-mobility direction in
the crystal, and they are very similar to the mobility in the b
direction of the crystal. This agreement is likely to be
accidental since the crystal and thin-film model structures
are very different.

In the following, we examine the transport mechanism in
the thin-film model in more detail by considering a repre-
sentative FOB-SH trajectory; Fig. S7 in the Supplemental
Material [44]. According to the IPR (), the excess electron is
mostly localized on a single molecule and occasionally
expands to two to three molecules for short durations of time
(<10 fs), often in response to a surface hop to a higher-lying
band state. Only a small fraction of these events are
successful, meaning the wave function becomes displaced
to the next molecules after relocalization, contributing to
mobility. More extensive and prolonged wave-function
delocalizations, as frequently seen in the crystal, are very
rare, and this is why the mobility in the thin film is much
smaller than in the crystal. One such rare event is shown in

5004 (c)
400+
300+
200+
100-
0 T T T O T T T 0 T T T
0 250 500 750 1000 0 250 500 750 1000 O 250 500 750 1000
1.4 1.4 1.4
(d) (e) (f)
1.2 1.2 et 12]
e 1.0 1.0- 1.0
8
0.8 0.8- 0.8
0.6 0.6+ 0.61
0 250 500 750 1000 O 250 500 750 1000 O 250 500 750 1000
Time (fs) Time (fs) Time (fs)

FIG. 7. Dynamics of the excess electron wave function in the structural model of an O-IDTBR thin film. MSDs of the wave function
(upper panels) and inverse participation ratios (lower panels) are obtained from FOB-SH simulations where the excess electron is
initially localized on a molecule in the thin-film model that is part of a short [/, panels (a) and (d)], mean [/,,;, panels (b) and (e)], and
long electronic coupling path [/, panels (c) and (f)]. The MSD is shown for the x-y plane parallel to the substrate (MSD,,,, data in blue),
along the z direction orthogonal to the substrate (MSD,, data in green), and in 3D (MSD,., data in black); see Sec. IV for details on the
calculations. Standard deviations of the MSD due to averaging over FOB-SH trajectories are indicated by error bars. Linear fits of the
MSDs are show in thick lines and used for the calculation of diffusion constants and electron mobilities according to Egs. (7) and (6); see
Table I for numerical values. The corresponding trajectory-averaged IPRs [integrand of Eq. (8)] are shown in black lines, and the mean
IPR values obtained by averaging over times ¢ > 200 fs according to Eq. (8) are indicated by horizontal red lines.
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TABLE 1. Charge mobilities and average IPR values for the
structural model of an O-IDTBR thin film from FOB-SH simu-
lations. The mobilities (4, pt,y, and gy, in cm? V='s™!) are
obtained from linear fits of the MSDs shown in Figs. 7(a)-7(c)
according to Egs. (7) and (6). The R? values of the linear fits are
given in parentheses. The average IPR values ((IPR)) are obtained
by averaging over times ¢ > 200 fs according to Eq. (8). They are
indicated by horizontal red lines in Figs. 7(d)-7(f). Values are
given for three different initial conditions where the excess
electron is initially localized on a molecule that is part of a short
(l5), mean (l,), and long electronic coupling path (/;).

Ls In IL
1, 0.42 (0.78) 0.34 (0.94) 0.42 (0.96)
fay 0.42 (0.89) 0.28 (0.96) 0.39 (0.98)
Py 0.30 (0.96) 0.24 (0.98) 0.28 (0.98)
(IPR) 1.15 115 1.21

Fig. S7(b) in the Supplemental Material [44]. At 750 fs, the
wave function is localized on a single site, then delocalizes,
first over two (at 770 fs) and then over four to five sites at
780 fs. In the subsequent time steps, the wave function
remains delocalized, but the center of the charge is shifted,
followed by relocalization of the charge on two sites (at
800 fs) and a single site (at 810 fs). Since these events are
very rare and transport is dominated by smaller expansions
described above, we refer to the transport scenario in the
thin-film model as mostly small polaron hopping.

The FOB-SH thin-film simulations above include static
and dynamic off-diagonal disorder, diagonal disorder from
the intramolecular force-field terms, but no static or
dynamic electrostatic diagonal disorder. For disordered
thin films it can be expected that the electrostatic diagonal
disorder is large and can no longer be neglected, in
particular, for molecules with significant intramolecular
variations of charge distribution and high conformational
flexibility as is the case for O-IDTBR. Here we take
advantage of the fact that the carrier dynamics in the
O-IDTBR thin-film model are by small polaron hopping
according to FOB-SH quantum dynamics, and the inclu-
sion of electrostatic disorder will not change this condition
(it will even further increase carrier localization). Thus, it is
appropriate to model electron transport in the thin-film
structure as a sequence of electron hopping events sampled
with, e.g., KMC methods in combination with hopping
rates from semiclassical electron-transfer theories such as
Marcus theory. The electrostatic disorder can then be
included in the calculation of the electron-transfer param-
eters determining the rate, in particular, the free-energy
difference and the reorganization free energy.

To validate the KMC approach, we first calculate the
mobility for the thin-film model without the electrostatic
diagonal disorder and compare to the results of FOB-SH. In
KMC, we use Marcus theory to define electron-transfer
rates using thermally averaged electronic couplings and a

reorganization free energy that is set equal to the intramo-
lecular contribution, as in FOB-SH, A = ;.. The free-
energy difference or driving force for electron transfer in
this model is negligibly small and is set to zero for each pair
because the fast intramolecular terms thermally average out
to values very close to zero. Further details on the KMC
simulations are given in Sec. IV. The resulting mobilities
are found to be s, = 0.31 cm? V! s™!, in good agreement
with u,, obtained from FOB-SH after averaging over initial
conditions, y,, = 0.36 cm® V~'s™!. This suggests that the
charge carrier wave-function dynamics obtained from
FOB-SH can indeed be well approximated by a small
polaron hopping model with standard Marcus rates, the
regime assumed by our KMC approach. It also provides
validation for the use of FOB-SH as a tool for ascertaining
the regime of transport in a given system.

As a further calibration of the KMC mobility calculation,
we use the same approach to calculate the mobility in the
O-IDTBR single-crystal structure using thermally averaged
electronic coupling values. Again, the reorganization
energy is set equal to the intramolecular contribution,
and no electrostatic disorder contributions are included
in the site energies, similar to the FOB-SH simulations on
the single crystal. The KMC-derived mobility values are
not expected to be representative of single crystal because
that system is not in the small polaron hopping regime (see
Sec. II B above), and indeed the KMC-derived mobilities
overestimate the FOB-SH single-crystal mobilities by a
factor of 3 (see Fig. S9 in the Supplemental Material [44]).
However, the orientation dependence obtained in the
FOB-SH simulations of the crystal is preserved in the
KMC values.

Next, we investigate the electrostatic disorder in the thin-
film model structure by way of a classical microelectrostatic
(ME) model, which some of us have previously developed
[47,48]. We use the same terms and notations as in the
original ME studies; in particular, we refer to the electro-
static contribution to the site energy as “polarization”
contribution A~. The latter energy is composed of three
terms: the fixed-point charge (A%), induced-point dipole
(A},) and induction contributions (A}, ); see Egs. (15)—(18) in
Sec. IV for their definitions. We find that the fixed-point
charge and dipole contribution are relatively small, while the
induction term has the largest contribution to the average
polarization energy (A~); see Table II. Yet, the relevant
property affecting electron transfer rates is the electrostatic
disorder of the site energies o, defined as the root-mean-
square fluctuations of the polarization energies averaged
over time and all sites, Eq. (19). We note that the electrostatic
disorder of the site energies is a collective effect of all
molecules in the crystal due to the long-range nature of this
interaction and cannot be related to some local structural
parameters. We find that the largest contribution to o, is due
to the fixed-point charge contribution (Ay), while inclusion
of induced dipoles and induction leads to a reduction in the

021021-8



DISORDER-INDUCED TRANSITION FROM TRANSIENT ...

PHYS. REV. X 14, 021021 (2024)

TABLE II. Summary of classical ME calculations for an excess electron in a thin-film model structure of
O-IDTBR. The polarization energy contribution to the site energy [A~, Eq. (15)] is broken down in fixed-point
charge [Ag, Eq. (16)], induced-point dipole [Af,, Eq. (17)], and induction contributions [Ap,, Eq. (18)], in accord
with Refs. [47,48]. The average site energy or site energy contributions are denoted (X), X = A™, A, A, Ap,, and
the corresponding root-mean-square fluctuations [o,,, Eq. (19)] are broken down in static [oy,, Eq. (20)] and
dynamic [64y,, Eq. (21)] contributions. oo, Eq. (22), is negligibly small. The polarization energy contribution to
the site energies at the energy minimum of a negatively charged and neutral molecule in the crystalline solid are
denoted X_ and X, respectively, and the corresponding intermolecular or external reorganization energy obtained
from these values is denoted 4;,.,. All energies are in eV.

<X > Otot Ostat Odyn X_ X 0 ﬂinter
Ap —0.231 0.209 0.198 0.067 —0.345 —0.301 0.088
Az + Af —0.161 0.130 0.114 0.063 —0.475 —0.439 0.071
AL —0.801 0.096 0.095 0.016 —0.696 —0.691 0.010
A~ —0.962 0.172 0.159 0.065 -1.171 —1.130 0.080

electrostatic disorder. This is in accord with many previous
studies that have shown that inclusion of electronic polari-
zation decreases the energy fluctuations for charge insertion
or removal as well as reorganization energies [49-52], as we
show further below.

Here, we further analyze o, in terms of the static
contribution o, dynamic contribution cg4y,, and cross

contribution 6y, Where o, = 055 + 03, + Odross: The

static contribution is due to the variation of the time-
averaged site energies across the different sites with respect
to the site energy averaged over all times and sites,
Eq. (20). It originates from the packing disorder in the
thin film. The dynamic contribution is due to the time
variation of the site energy of a single site, averaged over
all sites, Eq. (21). The latter energy is due to the
intermolecular and conformational thermal motion of
surrounding molecules. The results of this analysis are
summarized in Table II. We find that the electrostatic
disorder in the thin film is dominated by the static
contribution, whereas this contribution is equal to zero
in the single crystal (see also discussion at the end of
Sec. I B). The dynamic contribution is relatively small by
comparison indicating that thermal motion is fairly
restricted by the surrounding molecules.

The intermolecular or external reorganization energy for
electron transfer between two O-IDTBR molecules (4,
Table II) is obtained as twice the polarization energy
difference between the state where a molecule in the solid
is negatively charged in the optimized geometry of the
negatively charged state (X _ in Table II) and the state where
the same molecule is negatively charged but in the
geometry optimized for the neutral state (X,; see
Sec. IV for details of this calculation). The polarization
energies are again decomposed into the three contributions
as above. The total value 4, = 80 meV is due to a small
rearrangement of the environmental charge density in
response to a change of the intramolecular geometry from
neutral to charged. It originates mostly from fixed-point
charge and induced-dipole contribution (71 meV), whereas

the induction contribution is smaller by comparison
(9 meV). Thus, the intermolecular reorganization energy
(80 meV) is significantly smaller than the intramolecular
contribution (180 meV), as is usually assumed for organic
semiconductors, but it is not negligible resulting in a total
reorganization energy of 260 meV.

The electrostatic disorder described above is accounted for
in KMC simulations by including the polarization energy in
the calculation of the site energies from which the driving
force and reorganization energy are obtained that enter the
Marcus rates; see Sec. IV for details. This inclusion has a
major effect on the electron mobilities. As shown in Fig. 8,
the diagonal disorder introduced by the polarization energy
causes the mobility predictions to decrease by several orders
of magnitude. The largest drop results from the Ap con-
tribution, the inclusion of which results in mobilities y, =
1.9%x 1077 em? V-'s7 and p, = 5.5 x 1077 em? V7! s7!
Adding the A/, term acts to partially smooth out the

mmm FOB SH, crystal a
B FOB SH, crystal b
mmm FOB SH, thin film xy (no electrostatics)

mmm  KMC, thin film xy (no electrostatics)
. KMC, thin film xy (with electrostatics)
mmm SCLC, thin film

10'F 7.0x10° E

3.0x 101 3.6x1071  371x10!

107F E

5 9.6x 1076

1.0x 107

FIG. 8. Summary of computed and experimental electron
mobilities for O-IDTBR. Notice the large drop in electron
mobility upon inclusion of electrostatic disorder in the thin film.
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energetic landscape leading to an increase in mobility,
while the A/, term reduces it again. When all polarization
contributions are included, mobilities of u, =7.6 %
107 ecm? V='s™" and p, = 1.2 x 107 cm? V757! aver-
aging to pt,, = 9.6 x 107 cm* V=!'s™! are predicted. As we
see below, this value is in very good agreement with the
experimental results obtained from SCLC measurements,
thus providing validation for our modeling approach.

The above calculations suggest a strong effect of static
energetic disorder on the electron mobility in thin films of
O-IDTBR. Such effects can be observed in experiments
where charge carriers occupy states lying in the tail of the
energetic distribution, typically referred to as trap states.
Most previous measurements of electron mobility of thin-
film O-IDTBR were obtained using the FET method, which
is not sensitive to trap distributions as it tends to operate in a
high charge carrier density regime. Consequently, O-IDTBR
electron mobilities extracted from FET measurements tend
to be relatively high (approximately 0.1 cm?V~!s71)
[36,53]. SCLC measurements, on the other hand, are usually
carried out under low injection conditions and are very
sensitive to the degree of disorder in the site energies, and
therefore are more relevant to the low-charge-density
simulations done with FOB-SH and KMC above. In a
nonideal device, an SCLC experiment does not yield an
unambiguous single value for mobility, but by doing
measurements at different temperatures one can pin down
some of the nonideal factors and in particular the density of
states [54], 1.e., degree of static energetic disorder. Having an
estimate of the density of states then allows us to simulate the
effective mobility under different levels of charge injection.

Such a method was applied to a disordered thin film of
O-IDTBR. Samples were spin coated without adding

(a) T T
10° Pure O-IDTBR ]
‘T“g Electron mobility
G ' wi Gaussian DOS 1
< 4pf
£ 10 1
= 1
g -1 L .::: /
S 10 = 220K 1
© >
g 1
= -3
£ 10 1
(©)
1
10° L L
102 107 10° 10!
Voltage (V)

1,8-diiodooctane and without thermal postannealing
(details in Sec. IV) to minimize crystallization and to better
represent the disordered assembly used in simulations [37].
It was observed that the temperature-dependent SCLC
data were best fit by a system with a Gaussian-type
density-of-states distribution centered on the LUMO energy
and with a Gaussian width of 0.150 eV, along with a trap-free
mobility of 1.83 x 1073 ecm® V~!'s™! [see Fig. 9(a) and
Supplemental Material Tables S2 and S3 [44] for fit
parameters]. Note that the Gaussian density-of-states dis-
tribution is of comparable width to the energetic disorder of
0.159 eV arising from the electrostatic calculations when
all contributions are included (Table II). With a typical free-
charge-carrier density for OPVs at room temperature at 1
sun, which is between 1022 and 102 m™3, we obtained
an effective mobility lying between 1 x 10~ and 2 x
107 em? V157! at 0 V applied bias at room temperature,
as shown in Fig. 9(b), which agrees well with results from
KMC calculations when electrostatic disorder is included.

When comparing the SCLC mobilities with the KMC
results, it is important to consider the different transport
conditions in experiment and the KMC model. In particular,
the higher charge density present in the device during SCLC
experiments can have the effect of increasing mobilities due
to trap-filling effects. For this reason, we provide the charge
density at which the mobility obtained from SCLC is
estimated. Finally, we note that in more ordered thin films
as, e.g., obtained after thermal postannealing, the presence of
crystalline domains will lead to an increase in charge
mobility (see Ref. [34] and references therein for the
well-studied system pentacene). The higher SCLC mobility
values reported previously for O-IDTBR thin films could
have arisen from a more crystalline thin film [55].

10 T T T r
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‘;IJ np =102 m=3
‘,‘> ng = 1083 m=3
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FIG. 9. Charge-transport mobility measured using temperature-dependent SCLC experiments. (a) Current-voltage characteristics at
forward bias at different temperatures (220 to 300 K). Colored circles are experimental results, and black lines are fitting results using a
free-charge-carrier drift-diffusion model via OghmaNano [56,57]. (b) Calculated effective mobility as a function of the applied bias
assuming different free-charge-carrier densities (no injection, ny = 1022 m™=3, or n = 10?3 m™3), where ng is the density for free-

charge carriers. lllumination at 1 sun typically results in 7, between 10?2 and 10® m

=3 in organic photovoltaics.
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III. CONCLUSIONS

In this work, we carried out state-of-the-art molecular
simulations and experiments to characterize electron trans-
port in the nonfullerene acceptor material O-IDTBR. We
found that both the electron-transport mechanism and the
electron mobilities change drastically when going from
single crystals to thin-film morphologies. In the crystal, the
excess electron delocalizes modestly, over about three
molecules on average, due to substantial electronic cou-
plings in the a-b plane. More extended delocalization is
hampered by off-diagonal and diagonal electron-phonon
coupling. The FOB-SH nonadiabatic molecular-dynamics
simulations predicted that the carrier propagates through
the material via a transient delocalization mechanism
resulting in relatively high electron mobilities that rival
those of high-mobility acenes. In the thin-film model
structures investigated, the excess electron localizes on a
single molecule and moves across the material via site-to-
site hopping. Experimentally validated mobility values for
the thin film were predicted to be 5-6 orders of magnitude
lower than those in the single crystal.

Experimental measurements of the electron mobility in a
single crystal of O-IDTBR would help support this pre-
diction. However, the relatively large size of the molecule
and the impact of the solubilizing side chains make these
molecules, like most solution-processible OSs, notoriously
difficult to crystallize. Direct experimental evidence for the
transient delocalization mechanism has not yet been
reported in the literature. However, indirect experimental
evidence for this mechanism exists for charge [18,28] and
exciton transport in OSs [58,59]. Given that the FOB-SH
method successfully predicted a number of important
transport properties in OSs, e.g., the average delocalization
length of electron holes in pentacene crystals [26], the
different temperature dependences of mobility in two
structurally similar OS crystals [28], as well as the
transition from bandlike to small polaron hopping transport
[60], we are confident that the predictions for crystalline
O-IDTBR are robust, in particular, that carrier transport is
in the regime of transient delocalization.

We systematically investigated the impact of the differ-
ent types of disorder in the thin-film model that resulted in
this dramatic loss in mobility. The packing and conforma-
tional disorder in the thin film and the resultant smaller
electronic coupling values were sufficient to cause locali-
zation of the excess electron on a single molecule resulting
in a decrease in electron mobility by about 1 order of
magnitude. Yet, electrostatic disorder in the thin-film model
had the most dramatic impact decreasing mobilities by an
additional 4-5 orders of magnitude to values that are
typically reported for structurally disordered organic semi-
conductors. The electrostatic disorder is mainly caused by
the static contribution, that is, the different mean electro-
static potential at the different molecular sites. They in turn
are generated by the different orientations of the molecules

with respect to one another and the different conformations
of the molecules that form as a result of the soft dihedral
potential between IDT and BT groups as well as the
different partial charges on those groups that enhance
intermolecular electrostatic interactions.

The results obtained here for O-IDTBR are likely to apply
to several other NFAs featuring an A-D-A or A-DAD-A
motif with soft dihedral potentials between A and D moieties.
Our study suggests that while these motifs are beneficial for
photoabsorption and exciton transport [42], the electrostatic
disorder they create can strongly limit carrier transport in
thin-film optoelectronic applications. Greater conforma-
tional rigidity between A and D groups and/or higher
crystallinity are expected to reduce electrostatic disorder
and increase charge mobility in thin films. This could be a
reason why other NFAs, e.g., Y6, exhibit higher and often
ambipolar mobilities. It will be of interest to investigate these
aspects in future work alongside the question of how the
structural and electrostatic disorder affect charge generation
and recombination processes in optoelectronic donor-NFA
interfaces.

IV. METHODS

A. FOB-SH simulation of electron
transport and mobility

1. Theory

The FOB-SH approach is described in detail in a series
of publications [25,42,60-62]. In this method, the valence-
or conduction-band states of organic semiconductors are
described by the following Hamiltonian:

H=""eddi) (il + D> _Hulde) (], (1)
X

KAl

where ¢, = ¢, (r,R(z)) are the quasidiabatic or charge
localized wave functions approximated here for electron
transport by the LUMOs of the isolated molecules, r
describes the position of the excess electron, R(7) is the
vector containing all nuclear positions, ¢, = ¢,(R()) =
H . (R(2)) is the site energy of site , i.e., the total potential
energy of the system with site £ occupied by an excess
electron and all other sites in their neutral state, and Hy; =
H;(R(1)) is the electronic coupling between ¢ and ¢,.
Note that the time dependence of diagonal and off-diagonal
Hamiltonian matrix elements ¢, and H;, respectively, is
due to the time dependence of the nuclear coordinates.
The total excess electron wave function [W(¢)] is expanded
in the basis spanned by localized wave functions
[ (r,R(2))] used to represent the Hamiltonian

W) =) u()i(r.R(1)), (2)
k

where u,(t) are the expansion coefficients. When this
wave-function form is inserted into the time-dependent
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Schrodinger equation, a system of time-dependent equa-
tions for the wavefunction coefficients is obtained

ini (1) = Y w () [Hy(R(1)] = ihdu(R(1),  (3)

=1

where di;(R(t)) = (¢|¢;) are the time-dependent non-
adiabatic coupling elements between localized states k and
[. The nuclei are propagated on a single adiabatic electronic
state (termed “active state”), which is obtained by diago-
nalization of the Hamiltonian Eq. (1). The electronic and
nuclear motions are coupled by the time dependence of all
Hamiltonian matrix elements. Nonadiabatic transitions of
the nuclear dynamics from the potential energy surface of
the active state and the one of other adiabatic electronic
eigenstates are determined stochastically according to
Tully’s surface-hopping probability [63]. The FOB-SH
method includes improvements over the original surface-
hopping algorithm, such as decoherence correction, trivial
crossing detection by a state-tracking algorithm based on
tracking the overlaps between states in subsequent time
steps, and eliminating spurious long-range charge-transfer
states induced by the decoherence correction [62].
Recently, a similar surface-hopping methodology has been
applied to exciton transport [64] in organic crystals and to
exciton dissociation in a simple donor-acceptor system [65]
and was found to agree well with multiconfigurational
time-dependent Hartree simulations [65] considered to be
the gold standard for nonadiabatic quantum dynamics [66].

The mean-square displacement MSD,; of the charge
carrier wave function ¥(z), Eq. (2), obtained by propaga-
tion via Eq. (3), is calculated as

where a, f are the Cartesian coordinates of the excess
electron in the high-mobility plane of the O-IDTBR crystal,
ap, Py the initial positions of the center of charge of the
excess electron wave function, and Ntrj the number of
FOB-SH trajectories. Notice that the MSD Eq. (4) accounts
for both spreading and translational or center of charge
motion of the wave function [26]. After the initial (quantum)
relaxation, () enters a diffusive regime, where MSD
components increase approximately linearly with time. In
this regime, linear fits of the MSD components give the
diffusion tensor via the Einstein relation,

1. dMSD(1)
Doy =5 Jim —> = (5)

and the mobility tensor

eDaﬂ
/,[ =
@B kT

. (6)

The diffusion constants and corresponding mobilities for
charge carrier motion in the thin film are obtained from the
MSD as

= L iy SO0 7)

D
m t—oo dt

4

where for y =z (out of plane) MSD, = (1/Ny;) x
S (B (0)](z = %)%, (1)) and m =2, for y=xy

n=1
(in plane) MSD,, = (1/Ny) 3% (¥, (0)](x = x0) + (v -
¥0)?|¥,(t)) and m =4, and for y = xyz (3D) MSD,, =
(1/Nug) S (W (0] (x=x0)2 4 (y=30)2+ (2= 20) ¥, (1))
and m = 6.

The IPR of the charge carrier wave function [¥(7)] is a
measure for the number of molecules over which the wave
function is delocalized. It is computed as [26]

N..
1 Tlrj 1 rj 1
(IPR) = — / d—
T Jo Nujnz;zﬁﬂ”k,n(t)“

where u,, is the expansion coefficient k of the wave
function ¥(¢) in trajectory n, M is the number of elec-
tronically active molecules, Ny is the number of trajecto-
ries, and Ty is the trajectory length in time.

. (8)

2. Parametrization of electronic Hamiltonian

For the calculation of the site energy ¢;, the intramo-
lecular and Lennard-Jones interaction terms for the neutral
molecules are taken from the force field that was previ-
ously parametrized using B3LYP/6-311G(d,p) calculations
[37,38]. For parametrization of the molecule in the anionic
charge state, the equilibrium bond lengths are adjusted so
that the intramolecular reorganization energy A, Of
O-IDTBR in vacuum obtained from the force field
matches the corresponding value obtained from the
B3LYP/6-311G(d,p) calculations,

intra = [Ec(Ry) + En(Re)] = [Ec(Re) + En(Ry)], - (9)

where E(Ry) is the energy of the charged molecule E at
the minimum of neutral state (Ry), Ainra = 180 meV; see
Figs. S1 and S2 in the Supplemental Material [44]. We
choose the B3LYP functional to remain consistent with the
previous force-field parametrization and note that a range-
separated functional CAM-B3LYP gives a similar reor-
ganization energy of 213 meV. The difference (33 meV)
does not have any significant effect on the ratio between
thermally averaged electronic coupling along the high-
mobility direction and reorganization energy that deter-
mines the extent of carrier delocalization, transport
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mechanism, and mobility (H2,)"/? /iy = 0.53 at B3LYP
and 0.45 at the CAM-B3LYP level. In both cases, small
polarons are no longer stable and charge carrier delocal-
ization occurs. Force-field parameters for angular and
dihedral terms are the same as for the neutral state, since
differences are found to be negligibly small, and the same
Lennard-Jones parameters are used in both charge states.
As discussed in detail in Sec. II B, the site energies in
the present FOB-SH simulations do not contain an electro-
static energy contribution. The off-diagonal electronic
Hamiltonian matrix elements (electronic couplings H;;)
are calculated using the analytic overlap method (AOM)
[67,68]. The orbital overlap S, between the LUMO orbitals
¢ and ¢; are evaluated on the fly during dynamics and the
couplings approximated as H;; = CSy,;. The C constant is
obtained from the Hy; vs Sy, correlation plot computed on a
set of O-IDTBR dimer geometries taken from MD simu-
lations of the crystal; Figs. S3 and S4 in the Supplemental
Material [44]. The electronic couplings H,; are computed
applying the projector-operator-based diabatization (POD)
method [69,70] in combination with the PBE [71,72]
functional and the double-zeta valence polarized basis
set and the Goedecker-Teter-Hutter pseudopotentials for
the core electrons. The POD couplings are scaled by a
factor of 1.325 as recommended in Ref. [73] where POD
was benchmarked against CASSCF/NEVPT2 electronic
couplings for organic dimer anions [73,74]. For the crystal,
it is necessary to introduce two C constants with the value
depending on the dimer pose C; = —0.4854 Ha for the D1
and D4 dimers and C, = —0.2548 Ha for the D2 and D3
dimers; Fig. S3 in the Supplemental Material [44]. For the
thin-film model, it is found that a single C constant equal to
the value of C, is sufficient; Fig. S4 in the Supplemental
Material [44]. Further details on the parametrization can be
found in the Supplemental Material [44].

3. Simulation details

For the FOB-SH simulations of crystalline O-IDTBR,
two supercells of different sizes were built starting from the
experimental crystal structure 10 x 10 x 1 (400) and 14 x
7 x 1 (392), with the total number of molecules given in
parentheses. Each supercell was first relaxed to their local
minimum energy configuration and subsequently equili-
brated to 300 K by running standard MD simulations for
0.5 ns in the NVT ensemble and applying periodic boundary
conditions. The dynamics was run with a single molecule in
the center of the cell in the negatively charged state and all
other molecules in the neutral state. The same force field was
used as described above for electronic Hamiltonian para-
metrization. The final configurations and velocities from
these runs were used to initialize MD trajectories in the NVE
ensemble, run for 0.5 ns. The structure of the O-IDTBR
crystal was stable during these runs, root-mean-square-
deviation= 0.7 A with respect to the crystal structure.
The initial conditions for the FOB-SH dynamics were

chosen from the equilibrated NVE structures (100 structures
and velocities taken from the last 100 ps of NVE dynamics
with 1 ps spacing). The FOB-SH simulations were per-
formed for rectangular electronically active regions in the
a-b crystallographic plane 5 x 5 x 1 (100) and 10 x 3 x 1
(120) with the number of electronically active molecules
given in parentheses. Only the electronically active mole-
cules were used for the construction of the electronic
Hamiltonian, Eq. (1), and their LUMO orbitals were used
for the expansion of the charge carrier wave function,
Eq. (2). The remaining molecules (composed of one or
two molecular layers embedding the active region) were
electronically inactive but interacted with the electronically
active region via their nonbonded force-field terms to ensure
their structural integrity. The excess electron dynamics in the
electronically active region was not periodically repeated;
i.e., there were no interactions of the excess electrons with
period images. In accordance with the prepared initial
configuration, the charge carrier wave function [W¥(1)]
was chosen to be an eigenstate of the -electronic
Hamiltonian, localized on a central molecule in the active
regions, i.e., a small polaron. The wave function and the
nuclei were propagated in time by applying the FOB-SH
algorithm in the NVE ensemble, applying the decoherence
correction, removal of the spurious long-range charge-
transfer transitions, trivial crossing detection, adjustment
of the velocities in the direction of the nonadiabatic coupling
vector, and applying the multiple-time-step algorithm. The
nuclear time step was set to 0.025 fs. The convergence of the
electron mobility with respect to the nuclear time step was
investigated and summarized in Table SI1 in the
Supplemental Material [44]. The electronic time step was
equal to 1/5 of the nuclear time step. The number of
simulated trajectories varied between 250 and 500, each
of length 1 ps. The number and length of trajectories were
determined to be large enough to converge the MSD tensor.
The FOB-SH simulations were found to recover important
properties, specifically, the internal consistency between the
electronic wave function and surface populations and a
detailed balance of the electronic populations in the long-
time limit; see Fig. S5 in the Supplemental Material [44].

An amorphous structural assembly of O-IDTBR was
previously generated by nonequilibrium solvent evapora-
tion simulation on an approximately 2 nm layer of
amorphous silicon-dioxide substrate [37,38]. We adopted
this structure as a model representative of a disordered thin
film and used it as an initial structure for MD simulation in
the NVT ensemble. The simulations were carried out for
0.5 ns applying periodic boundary conditions in two
directions parallel to the substrate (x and y). In order to
maintain the structure along the z direction where a periodic
boundary condition (PBC) was not applied, we froze the
coordinates of the molecules containing atoms within 3 A
thick layers on the surface of the sample along the z
direction; i.e., all molecules with the atoms within this
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region (214 molecules) were kept frozen in MD and treated
electronically inactive in the FOB-SH simulations. The rest
of the molecules (234) could move freely in MD simu-
lations and were treated electronically active in the FOB-
SH simulations. The equilibrated configuration was used as
an initial structure for a 0.5 ns NVE dynamics. The last 100
configurations (1 ps spacing) were used to build electronic
coupling maps and to determine the distribution of the
length of the electronic coupling paths. For each of the 100
configurations, we simulated FOB-SH dynamics starting
from three different initial wave functions of the excess
electron in each of the 100 configurations, ones where it is
localized on a molecule that belongs to a short, medium,
and long electronic coupling path. The FOB-SH dynamics
was performed with the same setup as in the case of
crystalline systems. All MD and FOB-SH simulations were
done with an in-house implementation of FOB-SH in the
CP2K program package [75].

B. KMC calculation of electron transport
and mobility

1. Theory

In the KMC simulations, the excess electron is described
by a small polaron that hops from one molecule to the next
under the influence of an applied external electric field F.
Hopping rates I';; between different molecules are defined
by high-temperature nonadiabatic electron transfer (or
Marcus) theory

<H%1> T

r‘ u—
M7\ akgT

(AEq +4)°
exP( it ) (10

where
AEy = (e) — (ex) — eF -1y, (11)

(er) is the thermal average of the site energy ¢, 4 is the
reorganization energy, (H%l> and ry; are the thermally
averaged electronic coupling and separation distance,
respectively, between molecular sites £ and /, and e is
the elementary charge. Thus, different forward and back-
ward hopping rates are present for sites with different
positions in the field direction. During the KMC simu-
lations, the time evolution of a single excess electron is
propagated until a set simulation time is reached, at which
point the simulation halts, and the average velocity of the
electron in the field direction (v) is computed. The electron
mobility along the field direction is then calculated from

=t (12)

where F = |F| is the field strength.

2. Simulation details

The KMC simulations were carried out for a single
excess electron on the same thin-film structures that were
used as initial coordinates in the FOB-SH simulations.
Each molecule was represented by a site with a single
coordinate. Site positions were determined from the center
of mass coordinates for each molecule, averaged over the
100 configurations previously described as the starting
point for the FOB-SH simulations. Only the 234 active
molecules were included. The site energies ¢; were
evaluated at four levels of theory: without electrostatic
interactions, with the electrostatic contribution arising from
the external potential created by atomic charges of neutral
surrounding molecules (Az), with the total electrostatic
contribution (Az + Ap,) including also electrostatic poten-
tials generated by dipoles and multipoles induced by the
charge density of the neutral molecules (Ap,), and with the
total  electrostatic  and  induction  contributions
(A% + Ap, + Ap); see Sec. IV C below for details on the
calculation of these contributions and the thermal averag-
ing. For each set of site energies considered, a correspond-
ing reorganization energy A was determined, which was
used for all hops in that simulation. The total 4 was taken as
the sum of the previously described Ay, Eq. (9), and an
additional intermolecular contribution A;,. determined
based on the energetic landscape considered for that
simulation run. For the case where we considered only
€, without electrostatic interactions, thermal averaging led
to site energies of zero, and only intramolecular reorgani-
zation energy was taken into account in charge hopping rate
computations. The electronic couplings Hj; between all
dimer pairs in the thin film used in the KMC computations
were averaged over several FOB-SH trajectories. In addi-
tion to those calculated in FOB-SH, H ,; was also computed
between sites separated across periodic boundaries in the x
and y directions parallel to the substrate. This allowed the
excess electron to cross between boundaries and loop over
the system multiple times during a simulation run. To this
end, the thin-film structures during 20 FOB-SH trajectories
(100 structures from each of them) were replicated by a
single periodic image in the x and y directions. In each of
the sampled geometries, for each of the molecules in the
central cell, the molecules from the eight surrounding cells
with the centroid distance smaller than 40 A were isolated.
The AOM couplings of the created dimers were computed
and averaged over all structures, yielding (H37,). The
thermal averaging over the electron-transfer parameters
requires some further comments. The timescales of intra-
molecular site energy fluctuations are on the typical time-
scale of intramolecular vibrations (10~14-=1013s), and
they are sufficiently fast compared to the computed electron
hopping rates. The time constant distributions of the latter
peak between 1072 and 107'!'s; see Fig. S8 in the
Supplemental Material [44]. For this reason, thermally
averaged values for intramolecular site energies were used.
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The timescale of intermolecular (including electrostatic)
site energy fluctuations and electronic coupling fluctua-
tions is slower, typically on the timescale of intermolecular
vibrations (10713-107'2 s). This timescale partially over-
laps with the electron hopping rates. In keeping with
standard practice, we opted to use also in this case
thermally averaged values for the calculation of the
Marcus rate, although this is less well justified than for
the intramolecular site energies. The KMC runs were
repeated applying an electric field along the x or y
directions of the thin film until the corresponding electron
mobilities in these directions, u, and u,, converged. Large
enough simulation times were considered so that the initial
location of the mobile charge did not influence the mobility
found for each run. The average KMC mobility in the x-y
plane of the thin film was obtained by averaging
Hyy = (#y + py)/2. All simulations were carried out using
the in-house KMC code ToFeT [43].

C. Classical microelectrostatics model
1. Theory

The interaction between the charge carrier and the
molecular environment is responsible for the variations
of site polarization energies A; of molecule & in the sample.
The disorder arising from different polarization energies
experienced by different molecules is particularly impor-
tant for O-IDTBR thin-film structures, where each mol-
ecule feels a different surrounding environment. The
polarization (or environmental) energy is evaluated here
with a classical ME model developed by D’Avino et al
[47,48] based on permanent atomic charges and distributed
molecular polarizabilities that give rise to induced atomic
dipoles. Self-consistent ME calculations are performed in
order to account for the mutual interactions between
induced dipoles. In a nutshell, ME allows for the calcu-
lation of the total energies of the neutral (indicated with 0)
and, in this work, negatively charged (indicated with —)
systems as

1 .
U° = Ezqgi(vgi + V‘ii), (13)
ki

1 ~ ~
U™ =3 (@l + @) (Ve + Vi + V8, + V). (14)
ki

where ¢%.(g%; + ¢¢.) is the permanent charge on atom i of
molecule & in the neutral (charged) state, V9,(V¢,) is the
electrostatic potential felt on atom i of molecule k from all
other molecules in the neutral (charged) system. The
differential charges (¢%,) and potentials (V¢;) between the
charged and neutral systems are denoted by a 6 superscript.
Exact partitioning of the site energy of the negatively
charged molecule k gives [76]

AT = Az + A + Ap, (15)

where the first two terms can be regarded as electrostatic
contributions, while the third is the induction contribution
to the site energy. The electrostatic term is a sum of a “bare”
electrostatic contribution due to the electrostatic potential
generated by permanent atomic charges of the neutral
molecules (VY)),

1
Af :Ezqgi(vgi)’ (16)

kei

and a contribution due to electrostatic potentials (\7%)
generated by dipoles and multipoles induced by the charge
density of the neutral molecules:

1 -
A =5 a7, (17)

kei

Therefore, this term accounts for the interaction between
the molecular charge difference of the molecule of interest
and the screened field of the surrounding neutral molecules.
On the other hand, the induction term Ay is given by
electric potentials (V%)generated by dipoles induced by the
charge density of the negatively charged molecule itself:

1 -
A = EZCI%V%' (18)

kei

2. Calculation of electrostatic disorder and
intermolecular reorganization energy

The ME model was parametrized by computing gas-phase
electrostatic potential (ESP) atomic charges at the DFT
®wB97X-D/6-311++G(d, p) level for the neutral and the
charged (anionic) state. ESP charges were computed for all
the individual active molecules of the thin-film sample (234
in total) extracted from the last MD frame of a 5-ns-long NVT
trajectory. The polarizability tensor of the neutral species
computed at the same level of theory as above was applied to
describe both the neutral and the charged state. In order to
evaluate the electrostatic interactions in Eq. (15), self-
consistent calculations were performed on the thin-film
sample, where (PBCs were applied in the x-y plane with a
large cutoff of 800 A to ensure convergence of the electro-
static energies. The induction term in Eq. (18) was evaluated
separately on spherical clusters where each molecule in the
thin film was placed at the center of the cluster. As the
induction term scales as 1/R, where R is the cluster radius,
extrapolation in the infinite-crystal limit was carried out.
The polarization energy and its contributions X;;, X =
A™, Az, Ap,, A were calculated for all active sites k (total
number of active sites K) and for L = 10 different MD
configurations [, taken from the last 1 ns of the NVT
trajectory for the thin film in equidistant steps of 100 ps.
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The corresponding thermal averages were denoted (Xy,).
The total electrostatic disorder and the corresponding static,
dynamic, and cross contributions discussed in Sec. I C are
defined by

2 _ 2 2 2
Ocross — Otot — Ostat — O, dyn® (22)

where (X};) denotes averaging over all MD configurations [
and molecules k and (Xj;); denote averaging over MD
configurations / of molecule k only.

The intermolecular reorganization energy Ay Wwas
calculated as explained in Sec. II C. The potential energy
of the negatively charged state in the optimum geometry of
the negatively charged state denoted X_ in Table II was
calculated by performing ME calculations on a crystalline
sample, where a molecule in the center was optimized at the
DFT level [wB97X-D/6-31G(d,p)] in the negatively
charged state by freezing angles and dihedrals of the alkyl
chains. Atomic ESP charges were calculated for the neutral
state of both the optimized molecule mentioned above and
an unoptimized molecule extracted directly from the
crystal. ME calculations to evaluate the electrostatic terms
Egs. (16) and (17) were performed with 3D PBC using a
cutoff of 500 A, while the induction term in Eq. (18) was
evaluated for spherical clusters of increasing radius, with
the molecule optimized in the anionic structure placed at its
center. We assigned the charge difference between the
negatively charged and the neutral state computed at
the optimized geometry to this molecule. The energy of
the system of the negatively charged state at the neutral
geometry X, in Table II was calculated considering all the
molecules in the crystal at their neutral geometry and
repeating the steps described above for X_. Here, the
molecule in the center of the spherical cluster was assigned
the charge difference between the negatively charged and
the neutral state computed at the neutral geometry.

D. Experimental mobility measurements
1. Device fabrication

The device structure for the O-IDTBR electron-transport
device was ITO/ZnO(40 nm)/O-IDTBR(120 nm)/
BCP(10 nm)/Ag(80 nm). ITO substrates were precleaned
using acetone, soap water, deionized water, and isopropanol
in sequence (10 min each step). A 40 nm ZnO thin film was

then deposited on top of ITO from a zinc acetate anhydrous
solution (110 mg/ml in 2-methoxyethanol with 30 pL
ethanolamine per 1 mL) by spin coating at 4000 rpm,
followed by 30 mins annealing at 200 deg. After that, pristine
O-IDTBR film was spin coated from chlorobenzene solution
(40 mg ml~") with a speed of 2000 rpm, yielding a thickness
of approximately 120 nm. Bathocuproine was then evapo-
rated using an organic source in a vacuum chamber with a
thickness of 10 nm, followed by the evaporation of silver
contact metal (80 nm).

2. Current-voltage measurement

The devices were measured with a voltage range of —5 to
+5 V using Keithley 236 under dark. The temperature of
the device was controlled by the Linkam stage (version
HFS600E-PB4 PROBE STAGE) using liquid nitrogen.
Each measurement was carried out after the temperature
was stabilized for > 2 min.

3. Determination of electron mobilities

The electron mobility was estimated experimentally
using the SCLC method at different temperatures assisted
by a full free-charge drift-diffusion model fitting using
OghmaNano [56,57]. The temperature-dependent SCLC
experiment allowed us to better resolve the DOS of trap
states (below gap states, or called tail states), and a
Gaussian-type DOS for the conduction-band tail [¢g(E)]
was assumed in the model fitting following

g(E) = US™ exp [—% (LEC)> T, (23)

[

where U% is the effective trap density, E, is the band edge
of the conduction band, and o is the Gaussian width, i.e.,
static disorder of the conduction-band tail. The total trap
density (N,) is then determined via N, = USs/2z. In the
fitting process, we aimed to fit the current-voltage (J-V)
curves at forward bias at all temperatures in dark at once
using one set of physical parameters. The inputs for the
drift-diffusion model fitting are shown in Table S3 of the
Supplemental Material [44]. We considered five main
fitting parameters, within which the trap-free mobility
(1), Gaussian width (o), and effective trap density
(US) were the most important. The trap-free mobility
and DOS of the trap states extracted based on the Gaussian
model allowed us to estimate the effective electron mobility
at room temperature at a given charge density (injection
level) for the free electrons, following the multiple trapping
and detrapping framework via [57,77]

ny
24
I’lf—f—l’lt’ ( )

Hett = Ho

where y is the trap-free mobility, n; is the free-electron
density above the conduction band, and n, is the trapped
charge density in the Gaussian tail, i.e., trap states.
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