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Tie-Line Analysis Reveals Interactions Driving Heteromolecular Condensate Formation
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Phase separation of biomolecules gives rise to membraneless organelles that contribute to the
spatiotemporal organization of the cell. In most cases, such biomolecular condensates contain multiple
components, but the manner in which interactions between components control the stability of condensates
have remained challenging to elucidate. Here, we develop an approach to determine tie-line gradients in
ternary biomolecular phase-separation systems based on measurements of the dilute phase concentration of
only one component. We show that the sign of the tie-line gradient is related to the cross-interaction energy
between the polymers in the system and discriminates between associative and segregative phase
separation. Using this approach, we study the interaction between protein fused in sarcoma (FUS) and
polyethylene glycol (PEG) polymer chains and measure positive tie-line gradients. Our results show that
PEG drives phase separation through an associative interaction with FUS, other than through acting as an
inert crowder. We further study the interaction between poly(A) ribonucleic acid (RNA) (700-3500 kDa
[kilodalton]) and the protein G3BP1, and using the tie-line gradient as a reporter for the stoichiometry of
polymers in the condensate, we determine a G3BP1-to-poly(A) RNA molar ratio of 1:0.003-0.015 in the
dense phase. Our framework for measuring tie-line gradients opens up a route for the characterization of

interaction types and compositions in ternary phase-separation systems.

DOI: 10.1103/PhysRevX.12.041038

I. INTRODUCTION

Biomolecular condensates play important roles in cells,
both in healthy physiological function and disease develop-
ment [1-7]. These condensates form through phase sepa-
ration and in many cases involve interactions between
different biomolecules such as protein and ribonucleic acid
(RNA) [8,9]. This phenomenon is often studied by gen-
erating phase diagrams that show under what conditions
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condensates form [10]. However, experimentally measured
phase diagrams only partially cover the phase space and
contain limited information on whether solutes colocalize
in the condensate or prefer to be in separate phases, and this
information is instead contained in tie lines. A tie line is
defined in the following manner: Take a ternary phase-
separating system with two solutes—a protein and an
agent—and induce phase separation by mixing a suitable
amount of each. The dilute and dense phases contain a
given concentration of the protein and the agent, and we
can plot the two phases as two points on the phase diagram
with concentrations as their coordinates. The tie line is the
line connecting these two points, as such a line indicating if
the solutes prefer to be in the same or different phases,
giving a positive or negative tie-line gradient, respectively.
Tie lines give rise to variable phase compositions depend-
ing on total solute concentrations [11,12], and as a result,
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they can potentially make a phase-separating system less
prone to density fluctuations [12,13] or affect reaction
kinetics [14]. Tie lines have been investigated computa-
tionally before [12,15-17], while they remain elusive in
experimental settings since their determination formally
requires measurement of all solute concentrations in both
phases [18].

In this paper, we aim to connect experimental measure-
ment and theoretical analysis of tie-line gradients via simple
approaches. Theoretically, using the Flory-Huggins model
we find that tie-line directions directly relate to the cross-
interaction between solutes. In the case of a positive gradient,
we can further relate the gradient to the stoichiometry of
solutes in the dense phase. Experimentally, we demonstrate
tie-line gradients can be determined by measuring the
concentration of only one solute in the dilute phase. We
do notrequire measurement of the other solute or dense phase
concentrations, both enabling investigations with solutes that
cannot be easily labeled or measured and ensuring minimal
artificial effect from florescent tags [19]. Here we study three
systems. The first and second involve the protein fused in
sarcoma (FUS). FUS is a 75-kDa nucleic-acid-binding
protein known to be key for controlling gene expression
across cell types [20,21] and closely related to the neurode-
generative disease amyotrophic lateral sclerosis [22]. FUS is
also known to undergo phase separation in response to many
stimuli including salt [23], RNA [24], and polyethylene
glycol (PEG), where PEG was previously assumed to be an
inert crowder [22,25]. We investigate phase separation of
FUS with either PEG20k (20 kDa) or PEG10k (10 kDa). In
both systems, we find FUS and PEG colocalize in con-
densates, meaning PEG does not act as a crowder. Our third
system involves the protein G3BPI, a 60-kDa GTP-ase
activating protein which has RNA-binding properties.
G3BP1 is known to be the core protein responsible for
nucleating the formation of stress granules [8,26], a type of
membraneless organelle responsible for controlling stress
response in cells [1,27], and G3BP1 is also associated with
cancer development [28,29]. As part of its role in stress
granule formation, G3BP1 forms favorable interactions
with RNA to induce formation of condensates [1]. We study
the interaction between G3BP1 and single-stranded
poly(A) RNA (700-3500 kDa) and find that G3BP1 and
the poly(A) colocalize in the condensate with a molar ratio of
1:0.003-0.015. Our method can be widely applied to
characterize interactions and compositions of condensates
in other phase-separating systems too.

II. SOLUTE INTERACTION DIRECTLY RELATES
TO TIE-LINE GRADIENT

Here we use the Flory-Huggins model to investigate tie
lines. The Flory-Huggins free-energy density f of mixing a
solvent with volume fraction ¢, and two different polymer
solutes with lengths N, N, and volume fractions ¢, ¢,,
respectively, is [30-33]

f ¢ ¢
kB—T: 45011’1(]50 +N—1111'1¢1 +N—221n¢2

+ x01P0P1 + X02P0P2 + X 120102 (1)

with kpT the unit thermal energy, y, the effective
interaction between components y and v (u, v =1, 2),
and the solvent volume fraction is constrained by the
condition ¢y =1—¢; —¢,. The first three terms in
Eq. (1) are entropic contributions that favor mixing, while
the remaining terms are interactions that can favor either
mixing or phase separation, depending on values of y,,.
Taken together, the free-energy-density landscape (¢, ¢)
can be used to deduce phase-separation propensity at a
particular combination of solute concentrations (¢, ¢,): If
the free-energy density is concave in any direction, the
system is susceptible to small thermal fluctuations and will
phase separate following Cahn-Hilliard dynamics [34,35].
This region of the phase diagram is the spinodal; on the other
hand, alocally convex free-energy density traps the system in
a “valley” and the mixture is locally stable. Outside the
spinodal region, phase separation is still possible if total free
energy of the system can be reduced by having compartments
with distinct solute compositions, resulting in a global free-
energy minimization problem with constrained total volume
and solute mass [36,37]. The region of phase space where
such a total free-energy reduction via compartmentalization
is possible is the binodal region, and it completely encom-
passes the spinodal region. In the space within the binodal but
outside the spinodal, the phase-separation dynamics is
instead governed by nucleation of the new phase with an
initial free-energy barrier.

In a system with two solutes that phase separate into two
compartments, a definition of tie-line gradient is natural.
Denote dilute and dense phase concentrations of the two
solutes as (gdilute pdilutey and (ghiense pdense): the gradient of
the tie line is simply k= ( ¢gense _ ¢gilute / ¢(liense _ ¢<liilute)
since it connects both points. In the case where both solutes
have low dilute phase concentrations, we approximately
have k = (¢gense /pdense) j.e., the volume ratio of solutes in
the dense phase. We use a minimal model (Appendix A 1)
to illustrate the phase-space structure of the Flory-Huggins
system. Setting solutes to unit length Ny = N, =1, and
assuming inert solvent yo5; = yo. = 0, the only relevant
parameter is y;, = y. We calculate the spinodal region
analytically using the Hessian and compute the binodal and
tie lines numerically via convexification of f (¢, ¢,) [17].
These two boundaries intersect and are parallel to one
another at critical points. When plotting tie lines in the
phase diagram, it is worth noting that they can appear
curved when a logarithmic concentration scale is used and
are straight only in linear units. The complete phase space
of the minimal model is characterized by an associative
branch (where both solutes are enriched in one phase) at
x < —8 with positive tie-line gradients and a segregative
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Phase-space structure of a ternary system. Left column: critical points (black dots and black lines), spinodal boundaries (blue

solid lines), and binodal boundaries (blue dashed lines) in the (¢, ¢, ) space. No phase separation occurs in the 2 > y > —8 range.
Central column: cross sections of phase space at y = 12 (top) and y = —10 (bottom) corresponding to phase diagrams with critical
points (hollow circles), spinodal (dark blue region), binodal (light blue region), and tie lines (black dashed lines) plotted. In the
segregative case, the individual solutes demix into separate compartments, while in the associative case, they colocalize in condensates.
Right column: lattice model illustration of the phase-separation configurations.

branch (where solutes are enriched in separate phases) at
x > 2 with negative tie-line gradients (Fig. 1). It is
important to note that their phase boundaries in the dilute
regime bear great semblance to each other, so measure-
ments of phase diagram shapes in small portions of phase
space cannot determine whether associative or segregative
interactions are drivers of phase separation.

To derive an approximate expression for the tie-line
gradient k, we use the full Flory-Huggins expression and
diagonalize the Hessian of the free energy. We approximate
k as the gradient of the eigenvector with the smaller
eigenvalue, which corresponds to the locally preferred
direction of phase separation (Appendix A 2). We then
show that the sign of k, sgn(k), is sgn(k) = —sgn(1 + 2y*)

with  ¥* = (y12 = xo1 —X02/2). Assuming a dilute
¢ < ¢, < 1, we further obtain
1

k™ = i (2)

(1+27%)N1¢py

To visualize the physical interpretation of y*, we recall the
definition of the original v, = (2/2)(2¢,, — €,, — €,,/kgT)
with e, the bare contact energy between y and v particles and
z a coordination constant. Direct substitution gives y» =
(12 = xo1 = x02/2) = (2/2)[(e12 + €00) — (€01 + €02)/ kpT].-

It is evident that 2 signifies the energy difference between
forming associative and segregative phases. We compare
binodal tie lines and local Hessian eigenvectors in the dilute
regime of the phase diagram (Fig. 2) and note the two agree
with each other relatively well. It is important to note,
however, that qualitative differences between the two exist:
The tie-line gradient arises from a global equilibrium of
chemical potentials and osmotic pressures of dilute and dense
phases. Deviations of the tie-line direction from the locally
unstable direction thus arise from a large local curvature of
the free-energy surface, and this effect is most prominent at
very low solute concentrations due to the logarithmic
contributions (¢,/N,)Ing,. This term aligns the locally
unstable direction parallel to the edge of the phase space
(Appendix A 3) manifested in the 1/¢, dependence of k in
the limit of very small ¢; in Eq. (2), and as such, Eq. (2)
represents an overestimation of the true tie-line gradient.
Using Eq. (2), we can estimate y* from measurement of
k and obtain the effective interaction energy scale under the
mean-field model. It should be noted that alternative ways
of measuring the y parameter exist in the field of polymer
physics [38]. Prominent methods include neutron or light
scattering [39—41] using the Hansen solubility parameter
[42,43] or calculating group contributions [44,45].
Computationally, y can also be obtained from simulations
[46]. The y2 calculated here is rather different in that it is a
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FIG. 2. Sign of the tie-line gradient is determined by the cross-interaction energy y*. Top: comparison between tie lines generated
from numerical convexification (black dashed lines) and from diagonalizing the Hessian (black thick arrows), with graphical
illustrations of partitioning of solutes and solvent. Dark blue regions are the binodal. Bottom: graphical illustration of the physical
interpretation of the y* parameter. y* is the energy difference between forming (left) associative phases and (right) segregative phases.
Notice homotypic interactions €;; and €5, do not enter y2, although they still affect the magnitude of the tie-line gradient.

linear combination of individual y’s, which arises due
to the possibility of having compartments of differing
compositions.

III. RESULTS AND DISCUSSION

A. Measurement approach

Experimentally, we attach florescent tags to FUS and
G3BP1 proteins and use a custom-built single-molecule
confocal microscope platform [47] to determine the pho-
ton-count intensity from the dilute phase, which directly
relates to the protein concentration; a microfluidic device is
used to trap the phase-separating systems in water-in-oil
droplets so that measurements can be carried out with
multiple replicas [Figs. 3(a)-3(c) and Appendix B 1].

Measuring tie lines using the dilute phase concentration
of one component relies on the fact that a tie line, by
definition, is a line on which two points in the phase-
separated space give the same dilute and dense phase
compositions. As such, the problem reduces to finding two
points in the phase diagram within the phase-separated
region that gives the same dilute phase concentration of one
of the components—say, ¢;—assuming the phase boun-
dary has some finite gradient. To locate two such points, we
first pick a point (the “anchor”) in the phase-separated
region at (¢}, #3) and measure the dilute phase concen-
tration of ¢, as ¢”. We then pick a series of points (the
“linescan”), keeping the total ¢»; concentration constant at
some other value ¢! while varying the ¢, concentration.
We can then interpolate the linescan measurements and find

the point with the same dilute phase concentration ¢?. This
pair of points allows us to construct the tie line by connecting
them with gradient k calculated as k = (A, /A¢p;) = (¢ —
@5 /¢ — ¢b) [Fig. 3(d)]. The anchored linescan is the
minimal measurement needed to determine the tie-line
gradient, and we apply this to the FUS-PEG20k system.
We then extend the method by performing multiple linescans
and compare dilute phase concentrations between these, this
is done in the FUS-PEG10k and G3BPI-poly(A) RNA
systems (Appendix B 2). Proteins are produced with an
insect cell line (Appendix B 3), and a summary of molecular
weights, densities, and polymer lengths of individual com-
ponents used in the following calculations are listed in
Appendix B 4.

B. Anchored linescan with FUS-PEG20k

We choose the anchor at [FUS] = 3 pM (¢4 = 0.00022)
and [PEG20k] = 6%(w/w) (¢3 = 0.053). The linescan is
performed at [FUS] =1 pM (¢%) for [PEG20k] in the
range of 3.0%-7.0%(w/w). This gives A[FUS] =2 pM.
The linescan data are then fit to a phenomenological
curve, and we extract A[PEG20k]|=(0.65+0.05)%(w/w)

(Appendix B 5). Thus, we obtain the tie-line gradient k =
(A[PEG20K]/A[FUS]) = (0.33 +0.03) “%) [Fig. 3(e)].
Converting to molar ratio, we get k = 170 & 10. Volume
and mass ratios are calculated and summarized in
Table 1.

The resulting positive tie line is surprising, since we
expected PEG to act as an inert crowder [22,25], and it
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FIG. 3. Experimental determination of tie lines through measurements of the dilute phase concentrations. (a) Bright-field-microscopy
image of the microfluidic device. Droplets are generated on the left and pushed into a narrow channel on the right. Measurements are
performed at the end of the channel to allow sufficient incubation time. (b) 3D illustration of the channel cross section and the confocal
profile. (c) Raw signal coming from three droplets (blue solid line) characterized by plateaus from dilute phase readings and spikes from
condensates passing through the confocal spot. During analysis, a 3¢ cutoff is used to filter out the spikes to give an estimate of the dilute
phase photon count averaged over approximately 100 droplets (red dashed line). Regions of low photon counts are gaps between
droplets. (d) Illustration of anchored linescan. Blue region is the binodal with representative tie lines (white dashed lines). The anchor is
plotted as a red cross and linescan plotted as a vertical gray solid line. By comparing the dilute phase ¢; concentrations (¢?), one
identifies from the linescan the second point on the tie line (white cross). The gradient can then be calculated as k = (Ag,/A¢y).
(e) Results of anchored linescan for the FUS-PEG20k system. Solid crosses are measured values and the hollow cross is interpolated.
The dashed line is a phenomenological fit. Measurement errors are comparable to marker sizes. Inset: confocal microscopy images of
condensates with both FUS and PEG20k labeled. (f) Serial linescans for the FUS-PEG10k system. Dashed lines are phenomenological
fits. (g) Serial linescans for G3BP1-poly(A) RNA system showing an initial drop in dilute phase (G3BP1) due to phase separation and a
rise at higher [poly(A) RNA] due to the reentrant effect. Dashed lines are linear low-[poly(A) RNA] fits. Legends in (e)—(g) give total
starting protein concentrations in droplets.
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TABLE L.

Summary of ratios of components in condensates in different units and cross-interaction energies y*.

PEG and G3BP1 are the main polymeric components in FUS-PEG and G3BP1-RNA condensates respectively. y
estimates show FUS-PEG and G3BP1-poly(A) interactions are weakly and strongly attractive, respectively.

FUS 600006086660
PEG @@

- ~

~a —

G3BP1 &&8&e
Poly(A)

- ~

______

FUS : PEG20k FUS : PEG10k G3BP1 : Poly(A)
Molar ratio 1: 170£10 1: 26070 1 :0.003-0.015
Volume ratio 1: 38+3 1: 2948 1:0.12+0.01
Mass ratio 1: 32+2 1: 24+6 1:0.14+0.01
Mean-field x2 —0.60 —0.74 —70

should thus have a higher concentration in the bulk to exert
a positive net partial pressure on the condensates. We verify
our results qualitatively by preparing condensates with
fluorescently labeled FUS and PEG20k. Confocal micros-
copy (Appendix B 6) shows that condensates are both
richer in FUS and PEG20k in comparison to the dilute
phase, confirming our finding that FUS and PEG20k form
condensates via associative interaction. Furthermore, since
¢ < ¢3 we use Eq. (2) to estimate y* ~ —0.60, so FUS
and PEG20k are weakly attractive, with an effective
interaction of half of k3T between lattice sites.

C. Serial linescans with FUS-PEG10k

To confirm that the positive tie-line gradient is typical for
PEG and not a coincidence due to the length of choice
(20 kDa), we measure the tie-line gradient for FUS-PEG10k
using serial linescans without an anchor [Fig. 3(f)].
Furthermore, we also do a calibration series to map intensity
to actual concentrations (Appendix B 1). The tie-line gra-
dient can be extracted (Appendix B 5) to give k = (0.26 £

0.07) % and molar ratio kK = 260 £ 70, on the same

order of magnitude as the PEG20k result, indicating there is a
similar associative interaction between FUS and PEG10k.
Using Eq. (2) at [FUS] = 1 pM and [PEG10k] = 5%(w/w),
we obtain y» = —0.74. We further use the linescan data to
reconstruct the binodal boundary and tie lines and fit the
resulting phase diagram to the Flory-Huggins theory by
generating numerical phase diagrams using the convex hull
algorithm [17]. The fitting gives y* =~ —0.54 (Appendix C).
Moreover, we test dextran, another carbohydrate polymer,
and also find an associative interaction with FUS
(Appendix D).

D. Serial linescans with G3BP1-poly(A) RNA

We use single-stranded poly(A) RNA (700-3500 kDa)
to form protein-RNA condensates with G3BP1 and carry
out serial linescans [Fig. 3(g)]. The low-[poly(A) RNA]
region shows a steady decrease in dilute phase [G3BP1]
due to phase separation, and curves up at higher
[poly(A) RNA] as it enters the reentrant branch [48,49],
where the additional poly(A) RNA contributes to conden-
sate dissolution instead of formation. We perform a linear
fit for the low-[poly(A) RNA] branch and the tie-

line gradient is k = (A[poly(A) RNA]/A[G3BPI1]) =

(10.5 £0.8) %{,}‘l corresponding to a molar ratio of
k = 0.003-0.015. The large range of values stems from
the polydispersity of the RNA used. This indicates a clear
associative interaction between the G3BP1 and poly(A)
RNA. Using Eq. (2) to extract y* leads to a contact energy
of the order —70kgT at concentrations [G3BP1] = 4 pM
and [poly(A) RNA] = 20 ng/pl. This large value is quali-
tatively indicative of strong interactions. It is likely that in
this regime the dense phase interaction energies are
overestimated in the Flory-Huggins picture. Indeed,
G3BP1 is a RNA-binding protein and once bound, there
is strong spatial correlation between the molecules, and
adopting a mean-field picture inevitably weakens the
interactions so a larger magnitude of y* is needed to
compensate for this effect.

E. Discussion

Table I summarizes the molar, volume, and mass ratios
of the components in condensates as well as the estimated
cross-interaction energies. For the FUS-PEG systems, the
main polymeric component in condensates, by all three
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metrics, is PEG. This reveals that PEG does not act as a
classical crowding agent and highlights a potential caveat
in using PEG to induce phase separation in vitro: The high
PEG content in condensates can affect the behavior
of proteins as compared to in vivo condensates, so func-
tional conclusions derived from in vitro experiments do
not necessarily translate into in vivo results. The small
cross-interaction energies in FUS-PEG systems indicate
condensate formation is driven by weak, nonspecific
attractions. For the G3BP1-poly(A) system, we find that
the majority of polymers in the condensate by number,
mass, and volume is G3BP1. The G3BP1-poly(A) system
has strong, specific attractions between polymers, render-
ing Flory-Huggins theory inapplicable in this scenario.
Comprehensive analysis of the tie-line gradient will thus
require more detailed frameworks that go beyond the Flory-
Huggins mean-field model. Existing examples include the
Voorn-Overbeek model [50], the sticker-and-spacer model
[6,51], transfer-matrix theory [52,53], and random phase
approximation [54,55]. Numerical simulations could also
provide more insight into these multicomponent systems
[15,37,55]. The current theories, however, do not deal with
tie-line gradients directly due to a lack of data in the past,
and the current work will hopefully pave the way for
quantitative comparison of theories and experiments
through tie lines.

We further note that to give a quick assessment of the
sign of the tie-line gradient, only two point measurements
are needed in principle. One can first prepare a phase-
separated sample and measure the dilute phase concen-
tration of one solute, and prepare another with higher total
concentration of that same solute while keeping other
conditions constant. If the dilute phase concentration
increases after adding the solute, this indicates a positive
tie line and vice versa, while a constant dilute phase
concentration simply corresponds to a flat tie line.
Similar linescans can be performed in this direction
as well.

It is also possible to extend the current method to phase-
separating systems with more solutes if their dilute phase
concentration can be measured, or if their partitioning
across the dilute and dense phases can be assumed to be
negligible and thus simply treated as a modulating agent.
Formally, in a system with n solutes that phase separate
into two compartments, tie lines are characterized by
n-dimensional vectors, with each entry denoting the con-
centration difference for each solute between phases. Exact
determination of tie lines relies on the measurement of
dilute phase concentrations of n — 1 solutes, and in such a
system, simply carrying out the line scans described above
while focusing on two of the n components results in
distortion of the measured tie-line gradient due to effects of
the other n — 2 solutes, since the two-component meas-
urement necessarily projects the higher-dimensional space
into a two-dimensional plane. This approximation can be

valid if partitioning of ignored components between phases
is weak, meaning the two solutes of interest should be
dominant components in the true n-dimensional tie-line
vector. This can be the case if total concentrations of
ignored solutes are low, such that entropic effects dominate
that disfavor partitioning into different compartments, and
can be applicable in modulation of phase-separating
systems by small-molecule ligands [56]. It then becomes
possible to investigate modulation of phase-separation
propensities of biomolecules by measuring tie-line gra-
dients in effective ternary systems with and without the
modulation, and possibly gain insight into the mechanism
of action of the ligands.

IV. CONCLUSIONS

We provide a theoretical framework for connecting tie
lines to interaction energies in the study of biomolecular
phase separation, and a simple experimental approach to
measure the tie-line gradients. The latter allows for a
quantitative description of stoichiometry and nature of
interactions between solutes in a ternary system. Since
biological condensates contain multiple species of proteins
and nucleic acids, there is a clear need for quantitative
biophysical characterization of the roles that different
components play in the phase-separation process, and
our approach provides a method for parsing the interactions
apart.

As an application of the theoretical framework, we
develop an experimental method using microfluidics and a
custom-built single-molecule confocal microscope which
allows us to monitor the dilute phase concentration of a
phase-separating protein, and therefore determine tie lines by
carrying out linescans across concentration series. Our
findings highlight that the protein FUS forms associative
interactions with PEG with a high stoichiometry of PEG
presentin the condensates, and therefore contradicts previous
claims that PEG is an inert crowder. Additionally, we study
the biomolecular system of G3BP1-poly(A) RNA and find
that our measurements agree with previous results of
associative interactions between G3BP1 and RNA. We
further discover that the condensates tested have a
G3BP1:poly(A) RNA molar ratio of 1:0.003-0.015. We
note more detailed models exist that account for strong
binding between solutes such as the sticker-and-spacer
model [51], and phase diagrams with tie lines can be
computed via simulation [15]. Having developed this theo-
retical and experimental framework for quantifying biopo-
lymeric interactions in phase-separating systems, many more
systems may be studied to gain further mechanistic insight
into the driving forces behind phase separation. Once
interactions between different components are further under-
stood, one may be able to better design therapeutics to
selectively disrupt or enhance phase separation of disease-
relevant biomolecules with greater mechanistic insight.
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APPENDIX A: MATHEMATICAL DETAILS
1. Minimal Flory-Huggins model

The free-energy density in the minimal model is
F(@1.¢2) = (1 =1 — ) In(1 = ¢y — ) + ¢y Inpy +
¢ Inpy + x>, and ¢y, ¢, have to fall in the physically
allowed region 0 < ¢, 0 < ¢, and ¢p; + ¢, < 1. We first
calculate the critical values of y, where the spinodal region
is a single point, and then calculate the critical points where
the spinodal and binodal meet.

The spinodal boundary satisfies the conditiondet H,, = 0
while within the physically allowed region. To relax the
constraint, we instead treat the mixing energy as Gibbs free
energy and use number of particles as natural variables. This
gives instead

2
no,nl,nz E E—
Un + l’l1 + ny

=0
niny

_ (A1)
ng + ng + ny

and the critical instability condition is that any one of the three
chemical potentials have a vanishing second derivative. This
condition, instead of a vanishing Hessian, arises because the
three components are decoupled and the Hessian of G is
always 0. The constraints are simply n, > 0.

In the case G = 0 where d, = (d/dn,,) (or 3G =0,
these give the same expression): (ng+ ny + n,)*—

2ynin, = 0. Solving for n; and n, in terms of n,, subject
to the condition that only one set of solution exists, we get
ng = ng, Ny = (){— 1)7[2 — Ny, and ny, = (2”0/}(— 2) A
critical interaction parameter )(5-1) =2 can be identified
from the condition n, > 0. This value corresponds to the
critical interaction parameter for two-component Flory-
Huggins free energy. To calculate the volume fractions at
;(EU = 2, we first rewrite ¢, = n,/(ny + n; + n,) and then
substitute y = 2. This gives

¢0_%_;l( ¢ =0,
p=% —-{di=3 (A2)
¢2=}l( ¢2:%

The concentrations thus fall onto the boundary of the
physically allowed region, and this case becomes intrac-
table if we were to use the Hessian and apply the physical
constraint.

For a(%G = 0, we get an equation quadratic in n, with
discriminant 4yn,n,[2n? + (4 + y)nin, + 2n3]. Setting it
to zero, we obtain another quadratic equation in n; with
discriminant yn3(8 + y) from which we obtain 7Y = s
The concentrations at this point are

$o =

Un :27’1]

1
2 ’
_ 1
np=n - ¢1_Z’ (A3)
ny = ny ¢ =1
Since the second critical interaction )(9 has concen-

trations all within the physically allowed region, we can
extend this to general N, N, #1 using the Hessian.
Starting with the equation detH,, =0 and setting the
numerator to zero, we obtain a polynomial quadratic in
both ¢, and ¢,. Taking the discriminant twice with respect
to ¢, ¢, and setting the result to O gives

)l o

and the corresponding concentrations are

)(ﬁz)(N],NQ) = _2<1

¢ = 1= 1 _ 1

0 2(1+V/Ny) ~ 2(1+VAy)

D = (A5)
_ 1

b2 = 2(1+VN)

It is interesting to note the functional form of

)(Ez ) (N,N,) is very similar to that for the general two-
component system:
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2N, N) :% <\/LN_1+\/LN_2)2 (A6)

Next, we calculate the critical points where the spinodal
and binodal meet. The interaction parameter y has to satisfy
¥ > 2 or y < —8, so the spinodal and binodal exist and are
not single points. Since the spinodal is completely con-
tained within the binodal region and both curves are
smooth, they are cotangent to one another at critical points.
The tangent of the spinodal can be worked out easily by
differentiating the equation 0 =detH,, = rrhidr(1 -

d1 — b2) + 2x¢1p, — 1 and gives

. { $12+x(1 =20, — )]
i ~$o[2+ x(1 =201 — ¢,)]

For the tangent of the binodal, we observe that at a critical
point the ends of tie lines shrink to a single point and thus
must be asymptotically parallel to the direction of least
stability, which is exactly the eigenvector that corresponds to
the smaller of the eigenvalues of H,,. We thus obtain

1-¢,
— —xr(1 =1 — ) |

The critical points satisfy T, x Ty, = 0 as well as the
spinodal equation (since it is on the spinodal), and the two
equations have to be solved simultaneously to determine the
critical point positions. Using Mathematica, these can be
solved to give the following points, subject to the constraint
that they have to lie within the physically allowed regions:

}. (A7)

Ty, (AS)

1
x

s
I
X
J—
N——

[ a4y /G+2) (7 +8) |

¢(2.i) - 2y

Ayt (r+2) (r+8)

L 2 .

[ dtyy/(+2) (7 48) |
(2.i) 2y

p =

A4y—/(r+2)(x+8)

L 2y d

2. Tie-line direction

The Hessian is defined as H,, = (9/d¢,)(0/d¢,)f, and
using the Flory-Huggins expression it is

me (T )00
" 0 #dh ==\ 1 1

_ A
+ 2( s X ) (A10)
X —X02

where y2 = (y1» — yo1 —x02/2). The first term is the
entropic contribution from solutes, which decouples the
¢, and ¢, directions due to its diagonal form; the second
term is the entropic contribution from the solvent and it
maximally mixes the two directions; the third term has the
form of an interaction matrix and its mixing or demixing
tendency is a competition between the manifest self-energies
—xo1 and —y, (in the diagonal position) and the cross-energy
2 (in the off-diagonal position). In the dilute regime, we
approximate 1 — ¢p; — ¢p, = 1 and absorb the solute entropy
into the interaction parameters, redefining the interaction
Fe Fro ptAt
. ) zz( . ).Furthermore,
X2 v 3=X02
we absorb the segment numbers N, into ¢, as well:
~ . 1/d)+7 P
¢, = N,¢p,. The Hessian becomes (( /)('A) “ (1/(;;)%2).
The eigensystem for the simplified H,,, can be easily worked
out, and we identify the eigenvector corresponding to the
smaller eigenvalue as a proxy for the tie-line direction, since
it is the direction of least free-energy increase for phase
separation. The gradient of this eigenvector is

Ap, Q—1\/Q+47¢7d3

Agy 2721

with Q = [(¢, — ) — ¢1>(71 — 7»)]. The numerator is
always negative, so the sign of this gradient completely
depends on 7*; we thus claim sgn(k) = sgn(A¢p,/A¢,) =
—sgn(7”) = —sgn(1 + 2x*). In experiments, we observe
that the amount of proteins used corresponds to a very small
volume fraction, so we make the approximation b1 < by
without loss of generality. Keeping only zeroth-order terms
in the numerator, we arrive at the approximate gradient

matrix by writing ( “
7

(Al1)

1
ko —— . Al2
(14 2¢%)N ¢, (A12)

It is interesting to note that the homotypic interactions have
totally disappeared. On the other hand, if one has only
information on the phase boundary in the dilute regime the
sign of 7* is inaccessible. To demonstrate the point, we
calculate the spinodal boundary by setting the Hessian at low
¢1, ¢, to zero, obtaining

(5+2) (5 +2) =r

As such, the spinodals near the origin do not depend on
the sign of 72 at all. Although phase diagrams measured in
experiments are assumed to be the binodal, we assume that
the binodal shape is not qualitatively different from the
spinodal, so the experimentally measured dilute phase
boundary alone is not sufficient to decipher the mecha-
nisms of phase separation.

(A13)
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FIG. 4. Comparison between tie-line directions calculated numerically using global equilibrium conditions (orange) and analytically
through the local Hessian matrix (blue). (a) Illustration of notations used. The blue curve is the binodal phase boundary, the black dot-
dashed line is the numerical tie line, and the thick arrow indicates the less stable direction of the local free-energy Hessian. (b) Tie-line
angles for associative phase separation with an attractive y = —10, and (c) with a repulsive y = 12. The local gradient tends to align with
the ¢»; = 0 and ¢, = 0 axes when the sample point is close to either axis, respectively, as a result of the high local curvature of the free-

energy surface at low concentrations.

3. Comparison between numerical
tie line and Hessian eigenvectors

Here we quantitatively compare tie-line directions cal-
culated numerically from global equilibrium conditions and
analytically from the local Hessian eigenvector for the
minimal Flory-Huggins model. We do this for the asso-
ciative case y = —10 as well as the segregative case y = 12,
both of which are illustrated in the main text. We first
parametrize the binodal phase boundary by the angle w
between the ¢, = 0 axis and the line connecting the origin
to the point on the boundary, and next calculate the tie line
and Hessian eigenvector gradients at that point as the angle
between the tie line or eigenvector and the line parallel to
the ¢, = 0 axis denoted as Ogopy and O, rESPECtively
[Fig. 4(@)]. Ogiopa and Gy are plotted as functions of @
for the associative case [Fig. 4(b)] and segregative case
[Fig. 4(c)]. In both cases, 0., is biased toward O or /2 at
w ~ 0 or /2, respectively, due to the alignment effect of the
entropic contribution to the free-energy density.

APPENDIX B: METHOD AND MATERIALS

1. Home-built setup
a. Photon-counting setup

The measurement of tie lines requires a robust method
for measuring dilute phase concentrations of proteins in
heterogeneous mixtures of condensates and soluble mono-
mer. In order to carry out these measurements, we utilize a
droplet microfluidic technique in which we create micro-
droplets containing the desired concentrations of protein
and copolymer and then measure these droplets on a home-
built confocal setup [47]. In brief, a 488 laser line is
coupled into a 60x-magnification water-immersion objec-
tive (CFI Plan Apochromat WI 60x, NA 1.2, Nikon) and
emitted photons are directed onto an avalanche photodiode
(APD). A motorized XYZ stage is mounted on top of the
objective so that a microfluidic device may be monitored

throughout the experiment. A four-inlet microfluidic device
is used to generate water-in-oil droplets of varying con-
centrations of solutes, with one inlet connected to an oil
syringe and three inlets to syringes loaded with individual
solutes or a dilution buffer. After being made, droplets are
squeezed into a measurement channel, and the actual
measurements are made at the end of the channel to give
sufficient incubation time (60-80 s) for the system to
equilibrate. The confocal setup is illustrated in Fig. 5(a) and
the microfluidic setup in Fig. 5(b). The signal from the
APD is binned into 1-ms intervals to give out a photon
intensity value in photons per sec (MHz), which is directly
correlated with the concentration of protein so long as the
protein is in the (1-10)-pM range where solution quench-
ing may be neglected. The intensity trace typically has a
baseline intensity (corresponding to dilute concentration of
protein) and spikes corresponding to condensates passing
through the confocal spot. These spikes are filtered out using
a 30 cutoff. We measure intensity profiles of approximately
100 droplets at each concentration composition, and the
baseline intensity of each droplet is calculated. The inten-
sities are binned to give an overall signal estimate [Fig. 5(c)].
To map the intensity to actual concentrations, we perform
calibration series without phase separation and obtain
monotonic conversion curves [Fig. 5(d)]. As far as tie-line
gradients are concerned, however, this last step of concen-
tration calibration is not necessary since two equal intensity
signals directly imply equal concentrations due to the one-to-
one nature of conversion curves. Furthermore, we note that
our general measurement approach [Fig. 5(e)] does not
depend on the exact method of dilute phase quantification
and can be adapted to different setups.

b. Microfluidic device fabrication

The microfluidic device is designed using AUTOCAD
software (Autodesk) and printed on acetate transparencies
(Micro Lithography Services). The replica mold for
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FIG. 5.

Experimental overview. (a) Simplified illustration of the home-built confocal measurement setup described in detail elsewhere

[47]. (b) Microfluidic device used, with an enlarged view of the droplet-generation section. (c) Histogram of mean baseline signal for
individual droplets. The red dashed line is a Gaussian distribution using the mean and standard deviation calculated for the series of
droplets. (d) Calibration curve for correlating signal to actual concentration. The data (red crosses) are fit to a quadratic curve (dotted
line). (e) Schematic showing the general workflow of the proposed tie-line gradient measurement approach. The exact method used to
quantify dilute phase concentrations is not specific to the approach.

fabricating the device is prepared through a single, standard
soft-lithography step [57] by spinning SU-8 3025 photo-
resist (MicroChem) onto a polished silicon wafer to a
height of around 25 pm. The UV exposure step is per-
formed with a custom-built LED-based apparatus [58]. The
mold is then used to generate a patterned particle desorp-
tion mass spectrometry (PDMS) slab. To this effect, the
mold is cast in a 10:1 (w/w) mixture of PDMS (Dow
Corning) and curing agent (Sylgard 184, Dow Corning),
degassed, and baked for 1.5 h at 65 °C. The formed PDMS
slab is cut and peeled off the master, and access holes for the
inlet tubes are introduced using biopsy punches. The devices
are then bonded to a thin glass coverslip after both the PDMS
and the glass surface are activated through oxygen plasma
(Diener electronic, 40% power for 30 s). After bonding,
1.5% trichloro(1H,1H,2H,2H-perfluorooctyl) silane (Sigma-
Aldrich) in HFE7500 (Fluorochem) is injected into the
PDMS devices to render their surface hydrophobic. After
5 min incubating in the silane solution, the solution is washed

out with HFE7500, and the devices were heated at 95 °C to
remove any excess oil.

2. Experimental conditions
a. FUS-PEG

The FUS proteins used in our experiments are fluores-
cently tagged by enhanced green fluorescent protein (eGFP).
The FUS-eGFP protein is stored at 100 pM (micromolar) in
50-mM (millimolar) TRIS-HCI (trisaminomethane-hydro-
chloric acid), 1-M KCI (potassium chloride) under —80 °C.

TABLE II. Solution content of syringes used in microfluidic
experiments for the FUS-PEG systems.

Solution Main solute Carrier buffer
FUS 10-uM FUS-eGFP 150-mM KCl1
PEG 10%(w/w) PEG10k/20k 50-mM TRIS-HC1
Buffer e pH 7.4
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TABLE III.  Solution content of syringes used in microfluidic experiments for the G3BP1-poly(A) RNA system.
Solution Main solute Carrier buffer
G3BP1 11-pM G3BP1-mEmerald 85-mM KCl, 1-mM MgCl
Poly(A) RNA 290-ng/pl poly(A) RNA 50-mM TRIS-HCI pH 7.4
Buffer e 1%(w/w) PEG20k

To run the microfluidic experiments, three separate syringes
containing FUS, PEG, and buffer are prepared. Table II lists
the content of each solution. A fourth syringe containing
HFE-7500 oil (FluoroChem) and 1.2% PTFE(polytetra-
fluoroethylene)-PEG surfactant (RAN Bio) is additionally
prepared. Initial protein solution concentrations are measured
with NanoPhotometer (IMPLEN, GENEFLOW NP80) at
488-nm wavelength.

b. G3BP1-poly(A) RNA

The G3BP1 proteins used in our experiments are fluo-
rescently tagged by mEmerald. Table III lists the content of
the solutions used in the G3BP1-poly(A) RNA experiments.
The fourth syringe contains the same HFE-7500 oil
(FluoroChem) and 1.2% PTFE-PEG surfactant (RAN Bio)
as before. The initial protein solution concentrations are
measured with NanoPhotometer (IMPLEN, GENEFLOW
NP80) at 488-nm wavelength.

3. Protein purification protocol
a. G3BP1 protein

A baculovirus expression system with Sf9 insect cells is
used to express the recombinant pACEBac?2 vector contain-
ing the cleavable (His [histidine] and MBP [maltose binding
protein] tag) His-Emerald-G3BP1-MBP construct. Three
days post-viral-infection, the cell culture is harvested and
the pellet is resuspended in buffer A (50-mM Tris, 1.0-M
KCI, 1-mM ethylenediamine tetra-acetic acid, pH 7.5)
containing protease inhibitors and 0.1% 3-[(3-cholamido-
propyl)dimethylammonio]- 1-propanesulfonate. Using
Dounce homogenizer, the cells are lysed, and the cell
lysate is further clarified by centrifugation at 100 000 g.
Supernatant containing the overexpressed protein is sub-
jected to a three-step chromatography purification scheme. A
Ni-advance column is used to capture the bulk of the fusion-
G3BP1 protein. The G3BP1-containing fractions assessed
by sodium dodecyl sulfate—polyacrylamide gel electropho-
resis are pooled and applied to an amylose column (NEB) for
further purification before being treated with the 3C
PreScission Protease (Thermo Fisher) for the cleavage of
the His and the MBP tags. Cleaved tags are further removed
by applying the sample on a Superdex-200 Increase (Cytiva)
size exclusion chromatography column in the storage buffer
(50-mM Tris, 300-mM KCI, 1-mM DTT [dithiothreitol], pH
7.5 buffer). Pure fraction of Emerald-G3BP1 are pooled,
concentrated, and snap frozen in liquid nitrogen and stored at
—80°C for the droplet assays.

b. FUS protein

The fluorescently tagged FUS protein used in this study
is expressed and purified from an insect cell expression
system following the previously published protocol [59].
The purified protein is stored in the final storage buffer,
50-mM Tris, 1-M KCI, I-mM DTT, 5% glycerol, pH 7.4 at
100-puM protein concentration.

4. Physical parameters used in calculations

The densities, molecular weights, and segment numbers
used in calculations for various components are listed in
Table IV. To calculate N, we note that N represents the
number of lattice sites a single molecule occupies, and we
approximate the lattice volume as the volume of a single
amino acid residue (density 1.35 g/ml and MW [molecular
weight] 110 Da [dalton]).

5. Dilute phase data processing
a. Anchored linescan

The phenomenological curve we use to fit the linescan
data is

(BI)

a if x <b,
y(X)={

c(x—b)

ae if x>0>b

with y denoting the signal intensity and x the total concen-
tration of the agent (in our case, PEG20k). y(x) has a plateau
at low values of x and decays exponentially when x crosses
some threshold b. Once we have this fit, we can compare it to
the anchor values x,, y, (Which we know) and work out x;
(which corresponds to the PEG20k concentration that gives
the same intensity reading and thus same dilute phase FUS
concentration) by writing y, = y(x;). We then have x; =
v ' (y9) = b+ (1/c) In(yy/a) and A[PEG20k] = x( — x;.

b. Serial linescan

To extract A[PEG10k]|, we again fit the data to Eq. (B1).
For the two line scans, we fix a to the total [FUS], treat ¢ as a

TABLE IV. Physical parameters used in calculations.

Solute Density (g/ml) MW (kDa) N

FUS 1.35 107 909
G3BP1 1.35 87 791
PEG20k 1.125 20 218
PEG10k 1.125 10 109
Poly(A) 1.6 700-3500 5400-26800
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global fitting parameter, and b’s fitting parameters for
individual line scans. This allows us to extract A[PEG10k]
in the following manner. Denote the fitted curves as y;(x)
with parameters «;, b;, and ¢, with i = 1, 2. The condi-
tion that y;(x;) = y,(x,) simply gives Ina; + ¢(x;
_bl) = lna2 + C(Xz - bz) SO Ax12 =X — Xy = bl - b2+
(1/¢)In(a,/ay), and it is essential that ¢ is the same for both
curves to allow the extraction to be performed. This assumes
a constant tie-line gradient.

6. Confocal microscopy

To check the direction of the tie line, we image
condensates with fluorescently labeled biopolymers using
a Stellaris 5 confocal microscope equipped with 63x oil-
immersion objective (Leica HC PL APO 63x/1.40 OIL
CS2, NA 1.4). The sample solution contains 3-pM FUS and
6%(w/w) PEG20k, of which 0.5%(w/w) is fluorescently
labeled. The samples are imaged in airtight imaging wells
made from polydimethylsiloxane (PDMS) (Sylgard 184
kit; Dow Corning) in between (24 x 60)-mm no. 1.5 cover
glass slides on the bottom (DWK Life Sciences) and
(18 x 18)-mm glass slides on top (Academy). Both glass
and PDMS are treated with PEG(5000)-silane (Sigma-
Aldrich) by submerging them in a solution of 5 mg of PEG
(5000)-silane in 20 pl of 50% acetic acid and 1 mL of
ethanol for 1 h at 65°C. The wells and glass are washed
rigorously before use with water in a sonication bath.

APPENDIX C: NUMERICAL FITTING

Using the FUS-PEG10k data, we reconstruct the phase
diagram and tie lines, and use the Flory-Huggins free energy
to fit the interaction parameters. The results are shown in
Fig. 6. The fitted interaction parameters are ypys-water =
0530, XPEG-water — 0602, and XFUS-PEG — —0063, glVlng
22 = (=0.063 — 0.53 — 0.602/2) = —0.535. This is not far
from the y®* = —0.74 calculated using the Hessian.
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FIG. 6. Numerical fitting results of the phase boundary and tie
lines.
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FIG. 7. Full linescan data for the FUS-dextran system.

APPENDIX D: FUS-DEXTRAN RESULTS

In addition to PEG, dextran (500 kDa) is often used to
induce phase separation of FUS [60]. To test whether
dextran is an inert crowder or indeed an associative
polymer, we carry out linescan experiments on FUS vs
dextran. The sample conditions are the same as those used
in FUS-PEG systems. Our findings show that as FUS
concentration is increased, the dilute concentrations are
positively shifted at the same dextran concentration and that
the dilute concentrations are similarly decreasing as dextran
is increased for a single FUS concentration (Fig. 7). This is
the same behavior observed for PEG10K and 20K, and thus
concludes that dextran behaves as an associative polymer
during its role in FUS phase separation.
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