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Radiation properties of a pointlike source of light, such as a molecule or a semiconductor quantum dot,
can be tailored by modifying its photonic environment. This phenomenon lies at the core of cavity quantum
electrodynamics (CQED). Quantum dots in photonic crystal microcavities have served as a model system
for exploring the CQED effects and for the realization of efficient single-photon quantum emitters.
Recently, it has been suggested that quantum interference of the exciton recombination paths through the
cavity and free-space modes can significantly modify the radiation. In this work, we report an unambiguous
experimental observation of this fundamental effect in the emission spectra of site-controlled quantum dots
positioned at prescribed locations within a photonic crystal cavity. The observed asymmetry in the
polarization-resolved emission spectra strongly depends on the quantum dot position, which is confirmed
by both analytical and numerical calculations. We perform quantum interferometry in the near-field zone of
the radiation, retrieving the overlap and the position-dependent relative phase between the interfering free-
space and cavity-mode-mediated radiative decays. The observed phenomenon is of importance for
realization of photonic-crystal light emitters with near unity quantum efficiency. Our results suggest that the
full description of light-matter interaction in the framework of CQED requires a modification of the
conventional quantum master equation by also considering the radiation mode interference.
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I. INTRODUCTION

Any pointlike source of light changes its properties when
placed in a nanoscale optical cavity due to modification of
the photonic states into which the source can radiate. A
well-known consequence of this is the Purcell effect [1] that
reflects the dependence of the photon emission rate on the
local density of states (LDOS). While the Purcell effect is a
well-studied phenomenon, the influence of the interference
of different photonic states on the source emission is much
less studied, especially experimentally because of the
relatively high technological requirements.
Recently, semiconductor quantum dots (QDs) integrated

with photonic crystal (PC) cavities and waveguides have
enabled the realization of deterministic single-photon

sources with high purity and record brightness [2–7], near
unity QD-waveguide coupling efficiency [8,9], and narrow-
band emission filters [10], comprising the key elements for
on-chip optical information processing and quantum com-
puting. In these schemes, deterministic generation of single
photons, e.g., required for optical quantum computing
applications [11], is achieved via the adjustment of
LDOS. Ideally, increased LDOS enhances the coupling
of QD emission to a prescribed mode [1,12] via Purcell’s
effect and strongly reduces frivolous QD emission into free
space [13–16]. The latter comprises radiation losses of QD-
PC devices that should be reduced to the level of other
losses, e.g., QD nonradiative recombination [17,18] and
coupling to the semiconductor matrix [19], via engineering
of LDOS of nonconfined modes.
The subwavelength spatial features of the LDOS related

to confined states of cavity modes were widely inves-
tigated, using various techniques based on single dipole
probes, inelastic electron scattering, or scanning near-field
optical microscopy (SNOM). In particular, site-controlled
Ge QDs [20] and DNA nanoparticles [21] mapped the in-
plane LDOS, whereas cathodoluminescence [22] and elec-
tron energy-loss microscopy [23] probed the out-of-plane
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LDOS ofmodes confined in PC cavities. SNOM-based Fano
imaging relying on quantum interference between different
photon scattering paths displayed the in-plane electric field in
PC cavities [24–26] and molecules [27]. Magnetic and
electric field components of the cavity modes were probed
simultaneously using near-field plasmonic perturbation im-
aging [28]. The measured near-field profiles qualitatively
agree with numerical simulations [20–28]. However, the
LDOS of free-space modes (FMs) has remained elusive, as
direct QD-free-space emission is typically obscured by the
nonradiative decay in time-resolved photoluminescence (PL)
traces [29], and the cavity mode electric field mixes with the
free-space contribution to LDOS maps obtained in PC
cavities [24–26].
In this work, we reveal an important role of the quantum

interference between different decay paths of a QD exciton
in a PC cavity. These decay paths correspond to the direct
and cavity-mode-mediated emission of the QD into free
space. The interference exhibits specific spectral features
resembling Fano resonances [30]. The strong dependence
of the characteristic features of the observed Fano reso-
nances on the location of the QD in the cavity implies the
corresponding strong spatial dependence of the QD radi-
ative loss. The latter significantly affects the quantum
efficiency of the intracavity QD. Hence, in general, tuning
the radiative loss via the QD positioning can be used to
improve PC-based quantum sources of light. The observed
phenomenon is reproduced using 3D finite element method
(FEM) simulations that allowed spanning the large set of
design parameters to find essential counterparts affecting
the interference. Expanding the concept of Fano imaging
[24–27], we perform quantum interferometry of the free-
space radiation modes of QD excitons in linear PC cavities
using the exciton-cavity mode coupling as a reference. This
technique extracts the direct QD free-space radiative decay
from the nonradiative recombination, provides access to the
near-field profile of the free-space modes, and yields the
coupling phases and strengths between the QD exciton and
the cavity and free-space modes.
This paper is organized as follows. In Sec. II, we describe

our experimental setup and observations that reveal themode
interference phenomenon. In Sec. III, the effects observed in
the experiments are demonstrated theoretically. In Sec. IV,
we use the experimentally obtained data to retrieve several
key characteristics of the QD emission into the relevant
spatial modes. Section V characterizes the quantum effi-
ciency of a QD in a PC cavity as a function of the QD
position, and Sec. VI summarizes and discusses our obser-
vations and the related analysis.

II. EXPERIMENTAL RESULTS

The studied system consists of a single, site-controlled
InGaAs=GaAs pyramidal QD positioned at a prescribed
location within a modified-L3 photonic crystal membrane
cavity [31–33]. A scanning electron microscope (SEM)

image of the cavity is shown in Fig. 1(a) (see also
Appendix A, Figs. 7 and 11). Figures 1(b) and 1(c) shows
the x- and y-polarized electric field patterns of the funda-
mental cavity mode (CM) calculated at a half-membrane
height. The CM electric field is nearly perfectly y-polarized
at the symmetry axis y ¼ 0 of L3 PC cavities [Figs. 1(b) and
1(c)]. In different devices, the ∼20-nm-diameter QDs are
placed at nominal distances Δ ¼ 0, 60, 90, 120, or 180 nm
from the cavity center [Fig. 1(a) and crosses in Fig. 1(c)],
corresponding to different overlaps with the electric field
profile of CM. The experimental accuracy of QD positioning
is estimated to be better than 10 nm (see Appendix A,
Figs. 8–10). The normalized CM near-field amplitude
distribution ΘCMðΔÞ can be approximated as ΘCMðΔÞ ¼
−e−βCMjΔj cosð2πΔ=λCMÞ. Here, the parameter βCM ¼ 7.9 ×
10−4 nm−1 and the CM effective wavelength λCM ≈ 340 nm
in the PC cavity defect are obtained by fitting the curve to
the 2D finite-difference time-domain (FDTD) CM profile at
y ¼ 0 [Fig. 1(c)]. The wavelength λCM corresponds to the
effective refractive index nCM ≈ 2.59.
Figure 1(d) shows the used microphotoluminescence

(μPL) setup. The QDs were optically excited using a Ti:
sapphire laser emitting at 730 nm wavelength. The laser
beam was focused to a ∼1.5 μm wide spot using a
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FIG. 1. (a) SEM image of a fabricated structure showing the
displacementΔ of the QD from the cavity center. (b),(c) Simulated
Ex and Ey electric fields of the fundamental cavity mode at a half-
membrane height and 1.42 meV energy. Crosses in (c) show the
implementedΔ providing different exciton-CM coupling strengths
gðΔÞ. The CM near-field patterns in (b) and (c) were calculated
using a 2D FDTDmethod. (d) Schematics of the μPL optical setup.
The laser beam used for excitation is highlighted in blue whereas
collected photoluminescence is highlighted in red. BS in (d) stands
for a nonpolarizing beam splitter.
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microscope objective with 50 times magnification, 0.55
numerical aperture, and 3.6 mm working distance.
Photoluminescence spectra were measured with the sam-
ples placed in a He-flow optical cryostat using the laser in a
continuous wave mode and a “Jobin Yvon Triax 550”
spectrometer equipped with a charge coupled device (CCD)
detector providing a spectral resolution of 80 μeV. The
residual excitation light was filtered with a low-pass (LP)
optical filter [see Fig. 1(d)]. An infrared camera was used to
observe the position of the excitation spot on the sample
surface. The x and y coordinates of the spot were controlled
with a motorized high-precision (50 nm) xy-position stage.
The fine-tuning of the sample position with respect to the
excitation spot was achieved by maximizing the QD
emission intensity. Time-resolved measurements were car-
ried out using the laser in the mode-locked mode that
provided 3 ps laser pulses at 80 MHz repetition rate. A part
of the excitation beam was sent to a fast photodiode,
serving as a reference for the timing measurements. We
used a PicoQuant τ-SPAD-FAST avalanche photodiode
(APD) positioned at the monochromator’s output. For each
spectrally filtered photon arriving at the avalanche photo-
diode, the time delay from the pump laser pulse was
counted by a fast pulse time counting unit (Time Harp 260
TCSPC board, with a 25 ps time bin width).
Polarization-resolved spectra were obtained using a λ=2

wave plate and a linear polarizer [see Fig. 1(d)]. They were
used to calculate the degree of linear polarization (DOLP)
given byD ¼ ½ðIy − IxÞ=ðIy þ IxÞ�, where Ix and Iy are the
intensities of the x- and y-polarized components of the
emission. The CM was tuned across the QD optical tran-
sitions using temperature variations and water vapor con-
densation [34]. The fundamental mode CM and the next-
order mode CM1 were found to be separated by ∼20 meV.
The CM quality factor varied from 1500 to 3000 (CM
damping rate κ between 0.4 and 1 meV) depending on the
device. The QDs emit photons of ∼1.42 eV energy at 10 K,
with ensemble inhomogeneous broadening of∼10 meV and
∼100 μeV wide excitonic transitions.
The polarization-resolved and the corresponding DOLP

spectra for a typical structure with QD position Δ ≈ 0 are
shown in Fig. 2(a). The PL spectra exhibit neutral exciton
(X0), negatively charged exciton (X−), and biexciton (XX)
lines with the energy detuning from the CM depending on
the PC hole size and sample temperature. The QD spectrum
typically included the contributions from either a negatively
or positively charged exciton, a neutral exciton, and a
biexcitonic transition that was observed at higher excitation
energies. The exciton-CM detuning δX of an excitonic
complex (X) was defined as its recombination energy EX
relative to the CM energy ECM, δX ¼ EX − ECM. Exciton
and CM energies were obtained using Lorentzian fitting
of the exciton and CM photoluminescence peaks. For
sufficient QD exciton-CM detuning [35,36] (larger than
∼10 meV), the cavity mode is not visible in the emission

spectra and the QD emission is coupled to the unpolarized
optical modes in the photonic band gap [Fig. 2(a)]. For
Δ ≈ 0, strong X−-CM overlap near the central CM antinode
[see Fig. 1(c)] results in the efficient X−-CM coupling.
Hence, for a small exciton-CM detuning [like charged
exciton-CM detuning δX− ¼ 0.7 meV in Fig. 2(b)], strong
X−-CM linear copolarization [29] is evident.
Figure 2(c) shows X− biexponential decay traces

obtained at the X−-CM resonance [29] (δX− ¼ 0) for
Δ ¼ 8, 75, and 180 nm. The fast X− decay component
in Fig. 2(c), induced by the Purcell’s effect, comprises both
optical and nonradiative recombination processes [29]. The
slow component in the X− decay traces, corresponding to
∼3 ns decay time at T ¼ 10 K, is due to QD refilling by
carriers captured from charge centers and excitonic bath in
the GaAs environment [37]. The equal absolute values of x
and y components of the X− transition dipole [38] directly
map the X− decay rate γX− ¼ τ−1d [Fig. 2(c)] to the CM
electric field profile along the symmetry axis at y ¼ 0
[Figs. 1(b) and 1(c)]. Figure 2(d) shows the X−-CM
coupling strength g as a function of Δ extracted from
the X− decay traces using γX− ¼ γCM þ γFM þ γnonrad,
where γCM ¼ 4jgj2=ðκ þ γd þ γFMÞ is the on-resonance
X−-CM decay rate, γFM is the rate for the X− direct decay
into free space, and γnonrad, κ and γd are, respectively,
the nonradiative decay rate, the CM damping rate, and the
X− dephasing rate [12]. We set γFM þ γnonrad ≈ 0.43 μeV
corresponding to the ∼1.5 ns X− decay time obtained from
the temperature-dependent X− dynamics in L3 PC cavities
[29]. The uncertainty on γFM and γnonrad rates is insignifi-
cant for QDs placed near the CM antinodes. The spatially
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resolved X−-CM coupling strength gðΔÞ shown in Fig. 2(d)
is in good agreement with a model accounting for the
2D FDTD simulated CM electric field profile, gðΔÞ ¼
−g0ΘCMðΔÞ, and assuming that g0 ¼ 30 μeV at Δ ¼ 0
[39–41].
Figure 3(a) shows the polarization-resolved emission

spectra at positive, zero, and negative detuning of a charged
exciton relative to the CM (δX−) measured in structures with
Δ ≈ 0. The spectra are displayed versus the energy E of
emitted photons relative to the CM energy, i.e., E − ECM.
The exciton-CM detuning δX− was set by adjusting both
temperature and water vapor condensation. We repeatedly
observed strongly x-polarized (y-polarized) excitonic
transitions at positive (negative) exciton-CM detuning
for Δ ¼ 0 leading to an asymmetry in the DOLP spectra.
The DOLP asymmetry with respect to zero exciton-
CM detuning is clearly visible in the DOLP spectrum
shown in Fig. 3(a) for δX− ¼ −2.1 meV. This asymmetry is

unexpected in the framework of nonoverlapping emission
via the CM and directly into free space. In the latter case,
the DOLP of the QD transition that has unpolarized
emission in the L3 PC cavity band gap [see Fig. 2(a)]
does not drop below 0, as the y-polarized emission via the
CM only reduces the total probability of the direct emission
into free space and does not affect the near unity ratio of the
direct emission probabilities via the x- and y-polarized
radiation modes.
The negative DOLP at sufficiently large, positive exciton-

CM detuning corresponds to a suppressed excitonic emis-
sion at the CM polarization.We proved the reproducibility of
this phenomenon by probing the DOLP at different exciton-
CM detunings in a statistical manner. Multiple spectra were
obtained by measuring the exciton emission DOLP in PC
cavity arrays incorporating single QDs at Δ ¼ 0, 90, 120,
and 180 nm (Appendix A, Fig. 12), while polarization-
resolved PL spectra, measured for devices with different PC
hole radii, spanned exciton-CM detuning range in the limits
of �20 meV (see Appendix A, Fig. 13). Figure 3(b) shows
the DOLP asymmetry in the statistically yielded emission
spectra for structures with Δ ≈ 0 and 180 nm superim-
posed with the DOLP spectra at Δ ¼ 0 and 170 nm
numerically simulated using a 3D finite element method
(see Appendix B). These DOLP spectra were obtained
by modeling the polarization-resolved emission of x- and
y-oriented point dipoles in an L3 PC cavity as a function of
the photon energy and the dipole position denoted by Δ (see
Appendix B, Figs. 14–16). The observed S-shaped asym-
metry in both experimental and numerical DOLP spectra
displays predominantly the x-polarized excitonic emission at
a positive exciton-CM detuning greater than 3 meV. The
best agreement between experimental and 3D FEM DOLP
was obtained by accounting for the QD recess (see
Appendix B, Fig. 17).
Figure 3(c) shows the S-shaped DOLP curves obtained

by tuning the QD optical transitions [as for Fig. 3(a)] across
the CM energy in five PC structures, with Δ ¼ 8, 75, 85,
115, and 180 nm, using temperature variation and gas
deposition tuning [34]. We were able to tune the excitonic
complexes across the energy range wide enough for
extracting the extremum exciton-CM detuning δext at which
the DOLP reaches its lowest negative value corresponding
to the maximum exciton-CM cross-polarization [see gray
arrows in Figs. 3(b) and 3(c)]. Figure 3(d) shows the
experimentally and numerically obtained extremal exciton-
CM detuning δext taking place at minimum DOLP values.
The indicated QD positions Δ were verified using SEM
micrographs (see Appendix A, Fig. 10). For all QD
positions, except Δ between 70 and 90 nm, experimental
δext is positive. The dependence δextðΔÞ, obtained from the
3D FEM simulated DOLP spectra, is similar to the
experimental one. While for almost all values of Δ we
find positive δext, negative δext is observed for Δ ranging
from 80 to 85 nm and from 270 to 275 nm (see
Appendix B, Fig. 18). Note that the CM has its first and
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second node at around Δ ¼ 85 and 255 nm [see Fig. 1(b)]
resulting in lower DOLP at the exciton-CM resonance
due to smaller CM-QD overlap as visible in Fig. 3(c) for
Δ ¼ 85 nm. The observed S-shaped DOLP curves are
explained by the Fano-like interference between different
QD emission channels in PC cavities [42], as discussed
below.

III. THEORETICAL DEMONSTRATION OF THE
MODE INTERFERENCE EFFECT IN

POLARIZATION-RESOLVED QD EMISSION

Yamaguchi et al. theoretically predicted a significant
asymmetry in the QD exciton decay rate [43] and emission
spectra [42,44] with respect to the zero exciton-CM
detuning induced by quantum interference between decay
paths through confined cavity modes and nonconfined,
free-spacemodes. The decay rates directly bear on theDOLP
asymmetry, as elaborated here by the model schematically
illustrated in Fig. 4(a). The exciton is represented by a two-
level system (TLS), coupled to a y-polarized CM and x- and
y-polarized FMs. Thus, the QD-confined exciton and the
fundamental CM considered in this work comprise the
classical scheme of two interacting oscillators coupled to
the sameMarkovian bath consisting of FMs [45,46]. Below,
the model exciton-CM detuning is denoted by δX.
Quantum interference between the direct and cavity-

mediated exciton decay paths [Fig. 4(a)] yields a Fano-like
resonance that introduces a characteristic asymmetry in

the excitonic emission rate WyðδXÞ [30,42] through
y-polarized FMs with respect to zero exciton-CM detuning
δX. Allowing for an arbitrary relative phase difference
φ ¼ φg þ φξ − φη, the total exciton emission rate into the
y-polarized FMs is given by

WyðδXÞ ¼
κ þ γy

2
− Re

��
κ − γy
2

− iδX

�
2 − ð2jgj

− iχ
ffiffiffiffiffiffiffi
γyκ

p
e−iφÞ × ð2jgj − iχ

ffiffiffiffiffiffiffi
γyk

q
eiφÞ

�
1=2

; ð1Þ

χ is the 3D overlap of the direct and CM-mediated radiation
patterns [30,42] (see Appendixes C 1 and C 2). Figure 4(b)
shows the computed ratioWyðδXÞ=γx, where γx is the decay
rate into x-polarized FMs, for different exciton-CM cou-
pling strengths. Destructive mode interference is mani-
fested by the reduction in the emission rate WyðδXÞ
resulting inWyðδXÞ ≪ γx for positive exciton-CM detuning
δX with φ ¼ π [Fig. 4(b)]. The total exciton emission rate
WyðδXÞ through y-polarized FMs is significantly higher
than the emission rate through x-polarized FMs (γx) at
negative detuning δX due to constructive interference of the
FM- and CM-mediated decays through y-polarized modes.
The observed effect is sensitive to the relative phase φ: the
emission rates are reduced for negative (positive) detuning
when φ ¼ 0 (φ ¼ π).
We took into account the QD exciton dephasing by

numerically solving the quantum master equation (QME)
that included the interference between the overlapping FM-
and CM-mediated decays into y-polarized modes. The
interactions among the exciton, CM, and FMs are formula-
ted within the Jaynes-Cummings Hamiltonian [47] (see
Appendix C 3) using complex coupling strengths g ¼
jgjeiφg (for X-CM coupling), ξk;y ¼ jξk;yjeiφξ (CM-FM
coupling), ηk;y ¼ jηk;yjeiφη (X-FM coupling), and ηk;x
(X-FM coupling), where k stands for the FM wave vector.
We assumed jηk;xj ¼ jηk;yj ensuring isotropic (equal) radi-
ative decay rates through the x- and y-polarized FMs.
Coupling between CMs and x-polarized FMs is neglected
and the X-FM and CM-FM coupling phases φη and φξ are
assumed to be independent of the wave vector k. The CM
and X damping rates were assumed independent of the
photon energy. We set phases φg ¼ 0 and φη ¼ 0 at Δ ¼ 0

for the negative y component of CM and FM electric fields
and the positive y component of the transition dipole
moment at the center of the cavity [48]. We assume the
same form of the normalized spatial profile ΘFMðΔÞ for
all nonconfined modes, i.e., ηk;pðΔÞ ¼ −ηk;pð0ÞΘFMðΔÞ,
where p ¼ fx; yg. Also, we restrict our analysis to real
values of ΘFMðΔÞ.
The response of the experimental setup to the emitted

light was taken into account using the 3D FDTD simulated
collection efficiencies pFM and pCM of the FM- and
CM-mediated excitonic emission [49]. Figure 4(c) shows
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the numerically computed polarization-resolved spectra for
negative and positive X-CM detuning δX, exciton dephas-
ing rate γd ¼ 60 μeV, phase φ ¼ π, and emission overlap
within the objective lens aperture χA ¼ 1 [49]. Destructive
interference between different exciton decay channels
into the y-polarized FMs results in nearly complete sup-
pression of y-polarized exciton emission at δX ¼ 2.27 meV
[Fig. 4(c)]. The latter leads to the cross-polarized X-CM
emission at positive exciton-CM detuning, closely captur-
ing the behavior observed in the experimental polarization-
resolved spectra [Fig. 3(a)].
Figure 4(d) displays DOLP spectra extracted from the

numerically simulated polarization-resolved spectra as in
Fig. 4(c) for several values of the X-CM coupling strength
g at φ ¼ 0 or π. Whereas a clear X-CM copolarization
(DOLP ≈ 1) occurs for sufficiently small detuning δX due
to Purcell enhancement, the negative DOLP values re-
present the X-CM cross-polarization, for certain positive
(negative) detuning if φ ¼ π (φ ¼ 0). The extremal detun-
ing δext and the DOLP minimum valueDext can be obtained
analytically in the Weisskopf-Wigner approximation in the
limit of jδextj ≫ γd (see Appendix C 2) as

δext ¼
gðp2

FMγy − p2
CMκÞ

pFMpCM
ffiffiffiffiffiffiffi
κγy

p
χA cosφ

; ð2Þ

Dext ¼
�
1–2

�
1þ γ2d=δ

2
ext

χA cosφ

�
2
�−1

; ð3Þ

where κ is the CM damping rate. This analytical approxi-
mation agrees well with the numerically modeled DOLP
spectra [see green circles in Fig. 4(d) and in Appendix B,
Figs. 18 and 19].

IV. SPATIAL MAPPING OF THE QD DIRECT
EMISSION RATE γFM, RELATIVE PHASE φ,

AND OVERLAP χA

The values of δext and Dext, extracted from experimental
DOLP traces, permit retrieving the overlap χA, the relative
phase φ, and the direct excitonic emission rate γFM ¼
γx þ γy through both x- and y-polarized nonconfined
modes given by

χA cosφ ¼ ð1þ γ2d=δ
2
extÞδext

jδextj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Dext

Dext − 1

s
; ð4Þ

γFM ≈
2κp2

CMg
2

ðδextpFMχA cosφÞ2
; ð5Þ

as derived from Eqs. (2) and (3) for γy ≪ κ. Figure 5(a)
shows the direct X−-FM emission rate γFMðΔÞ into free
space obtained from measured δextðΔÞ [Fig. 3(d)] and the
X-CM coupling strength gðΔÞ [Fig. 2(d)]. The relative

FM LDOS in Fig. 5(a) is given by ½ρFMðΔÞ=ðρbulkÞ� ¼
½γðΔÞ=γbulk�, where ρbulk is the FM LDOS in bulk GaAs and
the X− emission rate γbulk ≈ 0.43 μeV corresponds to the
observed ∼1.5 ns X− decay time in bulk GaAs [50] at
T ¼ 10 K. The X− emission rate and the corresponding
FM LDOS [Fig. 5(a)] are strongly modulated revealing an
order of magnitude difference between Δ ≈ 0 and 80 nm.
Such spatial modulation in the FM LDOS is particularly
significant in membrane PCs, as previously observed in
both experiments [22] and simulations [51]. The span of
ρFMðΔÞ=ρbulk in Fig. 5(a) is comparable with the depth of
the band gap in membrane PCs at different positions of the
dipole emitter [18,51] and consistent with previously
observed inhibition of the excitonic emission rate in PC
nanocavities [13,14].
Figure 5(b) shows the relative phase φ and CM-FM

overlap χ extracted from the measured δext and Dext. The
negative and positive extremal detuning δext in Fig. 3(d) gives
φ ≈ 0 for 70 < Δ < 90 nm and φ ≈ π for Δ < 60 nm or
Δ > 90 nm resulting in two phase jumps by π at ∼70 and
∼90 nm [Fig. 3(d)]. The observed phase shift at Δ ≈ 85 nm
is explained by opposite signs of the y component of the CM
electric field at different sides of the CM node at y ¼ 0; that
is, for Δ < 90 nm and Δ > 90 nm [Fig. 1(c)]. The change
of the relative phase by π near Δ ≈ 70 nm [Fig. 5(b)]
defines the node position of the near-field profile of non-
confinedmodes as alsomanifested by the reducedFMLDOS
[Fig. 5(a)]. The CM-FM coupling phase φξ is equal to
the relative phase φ at Δ ¼ 0 [Fig. 5(b)]; that is, φξ ≈ π for
φg ¼ 0 and φη ¼ 0.
Taking into account that the excitonic emission

rate through nonconfined modes γFMðΔÞ ¼ ½ð2πÞ=ℏ�×P
k;p¼fx;yg ηk;pðΔÞη�k;pðΔÞ, we obtain γFMðΔÞ ¼ γFMð0Þ ×

Θ2
FMðΔÞ and jΘFMðΔÞj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρFMðΔÞ=ρFMð0Þ

p
, while

arg½ΘFMðΔÞ�¼φηðΔÞ¼φgðΔÞþφξ−φðΔÞ. The exciton-
CM coupling phase φg is either 0 or π leading toΘFMðΔÞ ¼
ΘCMðΔÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρFMðΔÞ

p
cos½φðΔÞ − φξ �=½ jΘCMðΔÞj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρFMð0Þ

p �.
Figure 5(c) shows the FM spatial profile thus extracted
from the FM LDOS ρFMðΔÞ and the relative phase φðΔÞ
shown in Figs. 5(a) and 5(b). The modeled excitonic
emission rate through nonconfined modes, γFMðΔÞ ¼
γ0Θ2

FMðΔÞ, where γ0 ¼ 0.236 μeV, is in good agreement
with the experimental results [see Fig. 5(a)]. Discontinuity
in the experimental δextðΔÞ, observed for Δ ≈ 70 nm [see
Fig. 3(d)], additionally points toward the y-polarized FM
node positions, since δextðΔÞ ∼ 1=ΘFMðΔÞ. In contrast,
δextðΔÞ ∼ ΘCMðΔÞ and approaches zero at the CM node
Δ ≈ 90 nm. Here, we modeled the FM normalized spatial
profile using the same form as for ΘCMðΔÞ, i.e., ΘFMðΔÞ ¼
−e−βFMjΔj cos½ð2πΔÞ=ðλFMÞ�, where βFM ¼ 3.6× 10−4 nm−1
and λFM ¼ 266 nm. The effective wavelength λFM approx-
imately corresponds to the effective refractive index
nFM¼3.27, close to the mode index of a 250-nm-wide
GaAs slab [52].
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Thus, the X-CM and X-FM coupling phases are given
by φgðΔÞ ¼ π − arccos½ΘCMðΔÞ=jΘCMðΔÞj� and φηðΔÞ ¼
π − arccos½ΘFMðΔÞ=jΘFMðΔÞj�. We explain the observed
CM-FM coupling phase φξ by the mutual orientation of
CM and FM electric fields at the side holes of the PC cavity
[jyj ≈ 375 nm in Figs. 1(c) and 5(c)] playing the major role
in the radiative CM coupling to free space [53]. Therefore,
φξ can be modeled as φξ ¼ arccos½ΘCMðLÞΘFMðLÞjΘCM

ðLÞΘFMðLÞj−1�, where L ¼ 375 nm. The resulting relative
phase φðΔÞ ¼ φgðΔÞ þ φξ − φηðΔÞ agrees well with the
experiments [see the blue line in Fig. 5(b)].
Figure 5(d) shows the relative phase φ, CM, and x-

polarized FM LDOS simulated using 3D FEM for discrete
values of Δ spanning from 0 to 300 nm. The positions of
the CM LDOS maxima, spaced by ∼170 nm, correspond to
the maxima in the CM near-field profile [CM characteristic
wavelength is λCM ∼ 340 nm; see Figs. 1(c) and 5(c)]. The
x-polarized FM LDOS also shows an oscillatory behavior
with a period of about 190 nm corresponding to λFM ∼
380 nm (see also Appendix B, Fig. 14). The observed
phase shifts in Fig. 5(d) are of the same nature as the phase
shifts observed in the experiments [Fig. 5(b)], i.e., caused
by the difference in the node positions of CM and FM
profiles. Quantitatively, the second phase jump takes place
at a larger value of Δ than in the experiments. We explain
this difference by a much smaller number of PC hole rows

used in 3D FEM simulations that alters nodes’ locations of
the FM LDOS. It should be noted that the QD recess
strongly affects the relative phase φ as observed in 3D FEM
simulations (see Appendix B, Fig. 17). Therefore, the
experimentally observed FM profiles include the impact
of the residual QD recess.
Precise knowledge of the FM near-field profile paves the

way for engineering QD-PC devices with improved func-
tionality via control of direct and CM-mediated decay
channels. In particular, the second CM antinode is close to
the second FM node [Fig. 5(c)] due to significant difference
between CM and FM effective refractive indices
(nCM ≈ 2.59 and nFM ≈ 3.27). QDs placed near FM nodes
at Δ ¼ 65 and 200 nm have a vanishing radiative coupling
to FMs, but significant QD-CM overlaps (40% and 70%).
Thus, QD-PHC devices with near unity quantum efficiency
can be engineered via optimization of the γFMðΔÞ=γCMðΔÞ
ratio using the QD position Δ as a tuning parameter.

V. QUANTUM EFFICIENCY OF A
SINGLE QUANTUM DOT IN A
PHOTONIC-CRYSTAL CAVITY

Figure 6 shows the quantum efficiency [12,54] of a
charged exciton X− in a PC cavity, QE ¼ γCMðΔÞ=
½γCMðΔÞ þ γFMðΔÞ þ γnonrad�, as a function of QD position
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Δ modeled in a bad cavity regime g ≪ κ=4. Here, γnonrad is
the X− nonradiative decay rate, γCMðΔÞ ¼ 4jgðΔÞj2=½κ þ
γd þ γFMðΔÞ� is the X− emission rate at the X−-CM
resonance, CM damping rate is κ ¼ 400 μeV, and X−
dephasing rate is γd ¼ 100 μeV. The function γFMðΔÞ and
gðΔÞ were assumed to be the same as in Figs. 2(d) and 5(a).
The modeled quantum efficiency strongly varies with

Δ due to both spatial dependence of the QD direct and
CM-mediated emission rates. QDs placed at Δ ¼ 65 and
200 nm have a vanishing radiative coupling to FMs, but
significant QD-CM overlaps (40% and 70%) [see Figs. 1(c),
2(d), and 5(a)]. As a result, the Purcell enhancement is only
2 times weaker at jΔj ¼ 200 nm than at Δ ¼ 0 prior to at
least 70% QD-CM overlap. The resulting maximum QE at
jΔj ¼ 200 nm exceeds the values of QE at Δ ¼ 0 for
realistic nonradiative losses γnonrad < 0.1 μeV (∼6 ns non-
radiative decay time) [17,18] and can reach a value close to
1. Therefore, the spatial dependence of the QD exciton direct
radiative decay in L3 PC cavities opens a novel pathway for
optimizing the quantum efficiency of the PC-cavity-based
single-photon emitters.

VI. DISCUSSION

Our results constitute the first experimental demonstra-
tion of quantum interference between overlapping direct
and CM-mediated dissipation channels of QD excitons in
photonic cavities. The latter leads to a strong exciton-CM
cross-polarization effect that well agrees with the predicted
interference effect in emission spectra of solid-state emit-
ters in photonic cavities [42]. Commonly used approaches
ignore the interference of overlapping dissipation channels
and fail to describe the related phenomena, among which
are the cross-polarization effect, asymmetry in vacuum
Rabi spectra [42,49], as well as Fano effect in decay rates
[30,42] and emission [42] spectra. Our results show that

the full description of light-matter interaction in the
framework of cavity quantum electrodynamics requires
modification of the QME approaches by introducing the
cross-term Liouville superoperator [42] or calculating the
cross-term contribution in the power spectrum [49] (see
Appendix C 3).
Our observations verify the key assumptions in the

derivation of the Markovian QME approach accounting
for the quantum interference: (1) the coupling constants ξk;y
and ηk;y can be written as ξk;y ≅ ξðωÞ and ηk;y ≅ ηðωÞ, and
(2) ξðωÞ, ηðωÞ, and the density of states of the continuum
DðωÞ≡P

k δðω − ωkÞ are smooth function of ω [42]. The
assumption (1) corresponds to the phases φξ and φη

independent of the wave vector k as was suggested above.
As a result, the resonant feature in the spectrum is not
averaged over the wave vectors and a clear relative phase φ
can be extracted from the experimental data. The assumption
(2) is confirmed by the great conformity of the numerically
calculated and experimental DOLP spectra [see Figs. 3(b),
3(c), and 4(d)]. Moreover, our results show nearly unity
overlap χA within the objective aperture [Fig. 5(b)]. We
expect that the total overlap χ between direct and CM-
mediated decay channels is very close to the calculated χA.
Quantum interferometry, based on mapping of interfer-

ence features with site-controlled QDs, allows probing both
phase and amplitude of the near-field pattern of free-space
modes in the PC cavity. FM LDOS had pronounced
minima, which can be fruitful for designing QD-PC
single-photon sources with improved quantum efficiency.
Analysis of the spatially resolved relative phase φ between
the direct FM and CM-mediated emission channels
revealed the CM-FM coupling phase φξ ¼ π, characteristic
to the PC cavity design. Remarkably, experimental obser-
vations well agree with the 3D FEM simulations high-
lighting the strength of the method for studying light-matter
interaction in photonic devices.
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APPENDIX A: EXPERIMENTS

1. Alignment between QD and PC cavity arrays

The InGaAs=GaAs QDs are self-formed during metal-
organic vapor phase epitaxy in pyramidal recesses etched
on (111)B GaAs=AlGaAs=GaAs substrates [31–33] and
their nucleation site is fixed with an accuracy of ∼10 nm
using electron beam lithography [see Figs. 7–10). The
modified L3 cavities consisted of three missing holes in a
triangular array of holes (pitch a ¼ 200 nm) etched in a
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∼250 nm GaAs suspended membrane layer. The QD and
PC hole patterns were fabricated using electron beam
lithography with relative alignment accuracy of ∼10 nm.
For each value of the QD position Δ, the radius of the PC
holes was varied systematically to scan the cavity mode
energy across the QD spectrum [35]. Each group of devices
with the same Δ was repeated in 5 PC cavity arrays
consisting of 200 devices with 10 different PC hole radii
(see Fig. 7) allowing the CM energy tuning across the QD
emission lines (see Fig. 11).
The investigated sample contained 45 PC cavity arrays,

each composed of 200 cavities, that were arranged in 9
rows with 5 columns [Figs. 7(a) and 7(b)]. Rows with
numbers 2, 3, 4, 7, and 8 had PC cavities incorporating

single QDs with nominal Δ ¼ 180, 120, 90, 60, and 0 nm,
correspondingly. Other rows contained L3 PC cavities with
2 QDs or L7 PC cavities with 2, 3, or 4 QDs. In each square
array, the fundamental and the first excited CM resonance
energies were tuned across the expected QD emission
energy measured prior to fabrication of PC cavities by
increasing PC hole radii with the PC cavity number p.
Devices were referenced via square array row number (R),
column number (C), series number (s), and PC cavity
number (p) [Figs. 7(a) and 7(b)]. Figures 7(d) and 7(e)
show SEM micrographs obtained for the device
“R2C3s7p6} using small and large magnifications.
We repeatedly achieved QD-PC cavity alignment accu-

racy of better than 10 nm [55] as shown in Fig. 8.
Within a square array, x- and y-misalignment errors

varied in the limits of about 10 nm as shown in Fig. 9. Each
array was aligned independently with a unique set of
alignment marks. It should be noted that these variations

FIG. 8. QD-L3 PC cavity alignment accuracy. The x- and y-
misalignment errors measured for the corner devices of several
square arrays.
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are mainly caused by the measurement error of the QD
recesses position.
Figure 10 shows SEM micrographs of several structures

with the measured QD position Δ. It should be noted that

DOLP data for Δ ¼ 42 nm (SEM micrograph of structure
M) was previously reported in Refs. [35,56]. DOLP for the
structure with Δ ¼ 175 nm (not shown here) was reported
in Refs. [36,56].
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2. Optical mode structure of L3 PC cavities

Figure 11 shows the measured fundamental CM and the
first excited CM1 resonance energies as a function of PC

hole radii measured for several square arrays with nominal
Δ ¼ 180, 120, and 90 nm. PC hole radii were designed to
provide large positive and negative detunings of the CM
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temperature under 300 μW excitation power.
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resonance energy with respect to the QD emission energy
measured prior to fabrication of PC cavities [55].

3. DOLP traces of single QDs in L3 PC cavities

Figure 12 shows DOLP traces obtained for different Δ.
Corresponding SEM micrographs are shown in Fig. 10.
DOLP traces shown in Fig. 12 are well reproduced by the
statistically yielded DOLP traces shown in Fig. 13. DOLP
statistics were obtained from the polarization-resolved
emission spectrameasured at the same excitation powerP ¼
170 W=cm2 and temperature T ¼ 10 K in PC cavity arrays
incorporating single QDs at nominal Δ ¼ 0, 90, 120, and
180 nm. The polarization-resolved spectra of QD emission
in PC cavities with different PC radii were measured for up
to ∼40 meV of the exciton-CM detuning (see Fig. 13).

APPENDIX B: NUMERICAL AND ANALYTICAL
MODELING OF FANO EFFECT IN

POLARIZATION-RESOLVED EMISSION
OF QDs INTEGRATED WITH PC CAVITIES

1. 3D FEM modeling of the polarized point-dipole
emission in a PC cavity

The FEM-based COMSOL MULTIPHYSICS software was
used for modeling the emission rates used in Figs. 2(b),

2(d), and 4(d). The calculations were performed in the
frequency domain using a point dipole radiation source to
represent the quantum dot [57,58]. The refractive index
of GaAs was taken to be 3.5, and the slight defect in the
GaAs membrane’s surface introduced by the fabrication
process was modeled as a 30-nm-deep rectangular recess
of a 100 × 100 nm2 surface area. The size of the holes
array of the photonic crystal was limited to 5 periods in
every direction around the cavity. This allowed some
radiation to escape into the GaAs membrane, yielding the
cavity Q factor similar to that obtained in experiments.
To make modeling feasible, boundary conditions were used
on the xy and xz planes at z ¼ 0 and y ¼ 0 to achieve
symmetry about these planes. Out-coupled power in differ-
ent polarizations was determined from the electric field
intensity distributions ca. 900 nm above the membrane.
Figure 14 shows the x- and y-polarized emission

intensities Ix and Iy of the x- and y-oriented dipoles
dx and dy numerically simulated using 3D FEM. The dx
contribution to the y-polarized emission intensity Iy was
insignificant [see Fig. 14(c)] due to a negligible x
component of the CM electric field at the probed dipole
positions. The strong dy emission enhancement near
1.4525 eV shows the CM resonance depending on the
QD position Δ [Figs. 14(b) and 14(d)]. Destructive
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FIG. 14. 3D FEM modeled x- and y-polarized emission intensity components Ix and Iy of the x- and y-oriented dipoles dx and dy as a
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interference between the direct and CM-mediated dy
emission channels manifests itself as a strong drop in
the x- and y-polarized emission intensities Ix and Iy
[see Figs. 14(b) and 14(d)]. We observe IxðdxÞ ≫ IxðdyÞ
almost everywhere except near the CM resonance [see
Figs. 14(a) and 14(b)].
Figure 15 shows the DOLP calculated from the emission

intensities shown in Fig. 14, using the expression

D ¼ IyðdxÞ þ IyðdyÞ − IxðdxÞ − IxðdyÞ
IyðdxÞ þ IyðdyÞ þ IxðdxÞ þ IxðdyÞ

: ðB1Þ

The IyðdyÞ minima visible in Fig. 14(d) correspond to the
DOLP minima in Fig. 15.
Figure 16 shows the DOLP modeled near the shift of

the DOLP minimum at Δ ¼ 275 nm. At Δ ¼ 275 nm,
the curve is flattened, and the minimum is shifted to a
lower energy. DOLP at Δ ¼ 280 nm also exhibits a
flattened DOLP with a minimum shifted to a higher
emission energy.
Figure 17 shows the DOLP spectra modeled with and

without the QD recess. The DOLP traces modeled without
accounting for the QD recess show the relative phase φ ¼ 0
for Δ ¼ 0, 45, and 90 nm, which does not agree with the
experiment (see Figs. 12 and 13). The agreement is
achieved for the DOLP spectra modeled using the 3D
FEM approach in the presence of the QD recess [see Fig. 15
and 17(a)].
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2. Analytical and numerical modeling of DOLP spectra
accounting for dephasing processes

Figure 18 shows the comparison of DOLP minima
obtained using analytical expressions for δext and Dext
and DOLP curves numerically modeled using the
open Jaynes-Cummings model (see Appendixes C1–C3).
Points Dext1 and Dext2 are calculated using the factors

μ1 ¼ jδextj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ2ext þ γ2d

q
and μ2 ¼ δ2ext=ðδ2ext þ γ2dÞ (see

Appendix C 2).
Figure 19 shows the comparison between numerically

modeled DOLP curves using the open Jaynes-Cummings

model and the analytical approximation (seeAppendixesC 2
and C 3).

APPENDIX C: THEORY

1. Excitonic emission rateW with Yamaguchi approach

Here, we consider independent emission through the
y and x polarized modes. In the weak coupling regime and
for detuning δ ≫ g in the strong coupling regime, emission
through the x polarized modes happens at the excitonic
energy with emission rate γx. Assuming the same coupling
strengths to x and y polarized free-space modes ηk;x and
ηk;y, we obtain γx ¼ γy ¼ γ=2, where the emission rate γ is
the total excitonic emission rate through nonbound modes.
Following the Yamaguchi approach [30,42], we consider
the Hamiltonian Ĥ ¼ Ĥ0 þ Ĥint þ ĤR that drives the
interaction in the exciton-CM system coupled to the
common reservoir of the y-polarized radiation modes.
The terms Ĥ0, Ĥint, and ĤR are defined as
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50 μeV (b). In (a) and (b), Dext1 and Dext2 are calculated for

factors μ1 ¼ jδextj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ2ext þ γ2d

p
and μ2 ¼ δ2ext=ðδ2ext þ γ2dÞ account-

ing for spectral diffusion (see Appendix C 2). Modeling para-
meters are pure dephasing rate γd ¼ 120 μeV, emission rate
γ ¼ 0.46 μeV, CM damping rate κ ¼ 400 μeV, and relative
phase φ ¼ π.
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Ĥ0 ¼ ℏωQDσ̂†σ̂þ ℏωCMâ
†
CMâCM þ ℏ

X
k

ωkb̂
†
kb̂k; ðC1Þ

Ĥint ¼ ℏðgσ̂†âCM þ H:c:Þ; ðC2Þ

ĤR ¼ ℏ
X
k

ðξk;yâ†CMb̂k þH:c:Þþ ℏ
X
k

ðηk;yσ̂†b̂k þH:c:Þ;

ðC3Þ

where σ̂, âCM, and b̂k are the annihilation operators of
the QD exciton, CM, and free-space radiation modes.
The coupling strengths g, ξk;y, and ηk;y can be written as
g ¼ jgjeiφg , ηk;y ¼ jηk;yjeiφk;η . and ξk;y ¼ jξk;yjeiφk;ξ .
Considering the low pumping regime, we restrict the

photon wave function basis to a set of Fock states
corresponding to 0 or 1 photons in the CM and free-space
radiation modes. The two-level QD excitonic transition is
between ground and excited states jgi and jei. Then, the
superposition wave function is written as

jψðtÞi ¼ aðtÞe−iωQDtje; 0CM; 0ki þ cðtÞe−iωCMtjg; 1CM; 0ki
þ
X
k

bkðtÞe−iωktjg; 0CM; 1ki; ðC4Þ

where je; 0CM; 0ki, jg; 1CM; 0ki, and jg; 0CM; 1ki are the
Fock wave functions corresponding to a single excitation in

the system, a single photon in the CM, and a single photon
in the free-space mode with wave vector k. Looking for the
evolution of the amplitude probabilities aðtÞ, cðtÞ, and
bkðtÞ, we solve Schrödinger’s equation in the framework
of the Weisskopf-Wigner approximation and obtain the
following equations of motion:

daðtÞ
dt

¼ −
�
igeiφg þ χ̃

ffiffiffiffiffiffiffi
γyκ

p
2

�
cðtÞeiδt − γy

2
aðtÞ;

dcðtÞ
dt

¼ −
�
ige−iφg þ χ̃�

ffiffiffiffiffiffiffi
γyκ

p
2

�
aðtÞe−iδt − κ

2
cðtÞ; ðC5Þ

where γ and κ are dissipation rates of the exciton and
CM through radiation modes, while the complex
overlap term can be written as χ̃ ¼ P

k ηk;yξ
�
k;y=ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

k ηk;yη
�
k;y ×

P
k ξk;yξ

�
k;y

q
. The complex overlap could

be rewritten as χ̃ ¼ χe−iφξη , where 0 ≤ χ ≤ 1 and
φξη ∈ ½0; π�. The complex phase φξη has the meaning of
the phase difference between the CM and exciton coupling
channels to the common radiation reservoir. In the following,
we assume that φk;η and φk;ξ are independent on the wave
vector k; that is, φk;η ¼ φη and φk;ξ ¼ φξ. Thus, we obtain
φξη ¼ φξ − φη. Solving the eigenvalue problem of this set of
differential equations, one can retrieve the emission rate of
the exciton. The eigenenergies read

γ� ¼ − 1

2

�
κ þ γy

2
− iδ

�
� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
κ − γy
2

− iδ

�
2 − 4

�
jgj2 − iχjgj ffiffiffiffiffiffiffi

γyκ
p

cosφ − χ2γyκ

4

�s
; ðC6Þ

where we introduced the relative phase φ ¼ φg þ φξ − φη that has the meaning of the phase difference between excitonic
emission through bound and nonbound modes. The exciton decay rate can be found as

W ¼
�−2ReðγþÞ κ > γ

−2Reðγ−Þ κ < γ:
ðC7Þ

For typical QD-PC cavity systems, we have κ ≫ γ, and the excitonic emission rate through y polarized modes reads

WyðδÞ ¼
κ þ γy

2
− Re

��
κ − γy
2

− iδ

�
2 − ð2jgj − iχ

ffiffiffiffiffiffiffi
γyκ

p
e−iφÞ × ð2jgj − iχ

ffiffiffiffiffiffiffi
γyκ

p
eiφÞ

�
1=2

: ðC8Þ

The degree of linear polarization is given by D ¼ ðIy − IxÞ=ðIy þ IxÞ, where Ix and Iy are the x and y polarized emission
intensities. For excitonic transitions with fractional or zero excited state pseudospins, the dipole projections on two
perpendicular axes, e.g., x and y axis, have the same absolute amplitudes. Therefore, D ¼ ðWy − αγxÞ=ðWy þ αγxÞ, where
α is the ratio between the x- and y-polarized emission collection efficiencies of the optical system. For α ¼ 1, we obtain

D ¼
κ − 2Re

h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðκ−γy

2
− iδÞ2 − 4ðjgj2 − iχjgj ffiffiffiffiffiffiffi

γyκ
p cosφ − χ2γyκ

4
Þ

q i
κ þ 2γy − 2Re

h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðκ−γy

2
− iδÞ2 − 4ðjgj2 − iχjgj ffiffiffiffiffiffiffi

γyκ
p cosφ − χ2γyκ

4
Þ

q i : ðC9Þ

The emission rate Wy was simulated with γy ¼ 0.4 μeV, κ ¼ 600 μeV, and χ ¼ 0.95.
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2. Detuning and the degree of linear polarization
at the interference maximum

In order to investigate our system at the interference
maximum, we describe the X-CM system in a polariton
basis and write jg; 0i ¼ jgij0CMi, j−; 1i ¼ cos βjeij0CMi−
sin βjgij1CMi, and jþ; 1i ¼ sin βjeij0CMi þ cos βjgij1CMi,
where jgi and jei are the ground and excited excitonic
states, j0CMi and j1CMi are the empty and occupied
single-photon CM states, the parameter β is given by β ¼
tan−1½2g=ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4g2 þ δ2

p − δÞ�, and δ ¼ ωQD − ωCM is the
X-CM detuning. The expected interference in two-level
system decay through y polarized modes appears from the
analysis of the equation of motion of the total system wave
function:

jψðtÞi ¼ AðtÞe−iω−tj−; 1ij0k;ρi þ BðtÞe−iωþtjþ; 1ij0k;ρi
þ
X
k;ρ

bk;ρðtÞe−iωktjg; 0ij1k;ρi; ðC10Þ

where j0k;ρi and j1k;ρi are the free-space photon wave
functions (FMs), and k and ρ ¼ fx; yg are the FM wave
vector and polarization, respectively.
The system Hamiltonian is ĤP ¼ Ĥ0 þ ĤR, with

Ĥ0 ¼ ℏω−ĉ†−ĉ− þ ℏωþĉ
†
þĉþ; ðC11Þ

ĤR ¼ ℏ
X
k;ρ

ðpk;ρĉ†−bk;ρ þ H:c:Þ

þ ℏ
X
k;ρ

ðfk;ρĉ†þbk;ρ þ H:c:Þ; ðC12Þ

where ĉ− and ĉþ are the annihilation operators of polariton
states j−; 1i and jþ; 1i and pk;ρ and fk;ρ are the polariton
coupling strengths with the radiation modes. These cou-
pling strengths can be rewritten in terms of coupling
strengths ηk;ρ and ξk;ρ [see Ref. [30] and Fig. 1(a)] as
pk;ρ¼ηk;ρcosβ−ξk;ρ sinβ and fk;ρ¼ ηk;ρ sinβþξk;ρcosβ.
Since the CM in our system is strongly y polarized, we
consider the CM coupling only to the x-polarized FMs;
i.e., ξk;x ¼ 0. The coupling coefficients are g ¼ jgjeiφg ,
ηk;y ¼ jηk;yjeiφη , and ξk;y ¼ jξk;yjeiφξ . The relative phase
between the direct and CM-mediated decay paths of the
TLS is φ ¼ φg þ φξ − φη.
The polariton probability amplitudes AðtÞ and BðtÞ in

the Weisskopf-Wigner approximation are driven by the
following differential equations:

dAðtÞ
dt

¼ −ΓA

2
AðtÞ − ΓAB

2
BðtÞeiðω−−ωþÞt;

dBðtÞ
dt

¼ −ΓB

2
BðtÞ − Γ�

AB

2
AðtÞeiðωþ−ω−Þt; ðC13Þ

where ΓA ¼ γxcos2β þ Γ−, ΓB ¼ γxsin2β þ Γþ, and
ΓAB ¼ ðγx sin 2βÞ=2þ ϑ

ffiffiffiffiffiffiffiffiffiffiffiffi
Γ−Γþ

p
with Γ� ¼ ðκ þ γyÞ=2�

f½ðκ − γyÞ cos 2β�=2þ χ
ffiffiffiffiffiffiffi
γyκ

p cosφ sin 2βg. The QD emis-
sion rate is γρ ¼ ½ð2πÞ=ℏ�Pk ηk;ρη

�
k;ρ, where ρ ¼ fx; yg,

the CM damping rate is κ ¼ ½ð2πÞ=ℏ�Pk ξk;Vξ
�
k;V , and

the overlap between QD and CM emission patterns is

χ ¼ jPk ηk;yξ
�
k;yj=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k ηk;yη

�
k;y ×

P
k ξk;yξ

�
k;y

q
. Factor

ϑ ¼ P
k pk;yf�k;y=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k pk;yp�

k;y ×
P

k fk;yf
�
k;y

q
is a com-

plex number (jϑj ≤ 1) reflecting the overlap and the phase
shift of radiation modes to which the polariton decays. For
typical X-CM damping parameters, we have γy ≪ κ and the
emission rates Γþ and Γ− have their minimum values at
extremum exciton-CM detuning:

δext ¼
g

χ cosφ

� ffiffiffiffiffi
γy
κ

r
−

ffiffiffiffiffi
κ

γy

r �
ðC14Þ

if δextðκ − γyÞ > 0 and δextðκ − γyÞ < 0, respectively. The
relative phase φ ¼ φg þ φξ − φη defines the detuning sign
at which the Fano interference appears. For a typical X-CM
system, we have κ ≫ γy providing the detuning jδextj ≫ g.
Therefore, the term ðγx=2Þ sin 2β can be neglected at δext
and the polariton decay rates through y-polarized modes are
determined solely by Γþ and Γ−. The emission at the
exciton energy originates mainly from the exitonlike polar-
iton state j−; 1i (jþ; 1i), if δ < 0 (δ > 0). Since for a typical
QD-PC cavity system we have γy ≪ κ, the detuning δext
corresponds to the minimum of the excitonic emission rate
Wy through the y polarized modes.
For charged exciton and biexciton transitions or any

other excitonic transition with zero or fractional pseudospin
and equal dipole matrix elements along x and y axes, the
degree of linear polarization D ¼ ðIy − IxÞ=ðIy þ IxÞ can
be rewritten as D ¼ ðWy − α � γxÞ=ðWy þ α � γxÞ, where
Wy and γx are the emission rates through y and x polarized
modes and α ≈ 1 is the ratio between the y- and x-polarized
emission powers collected by the objective [see Fig. 1(a)].
The coupling efficiency α ≈ 1 provides D ¼ ðWy − γxÞ=
ðWy þ γxÞ. Since transitions detuned by several tens of
meV from the PC cavity modes are essentially unpolarized,
we have D ≈ 0.
For detuning jδj ≫ jgj, the emission through the

x-polarized modes appears mainly at the energy of the
excitonic transition. For jδj ≫ jgj, the emission rateWy can
be approximated as Γ�, providing

Wy ≈
κ þ γy

2
�
�
κ − γy
2

cos 2β þ μχ
ffiffiffiffiffiffiffi
γyκ

p
cosφ sin 2β

�
;

ðC15Þ

where the factor μ takes into account the decoherence
due to pure dephasing processes with the dephasing rate γd.
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The emission rate at δext is WyðδextÞ ¼ ð1 − μ2χ2cos2φÞγy,
leading to

D ¼ −μ2χ2cos2φ
2 − μ2χ2cos2φ

: ðC16Þ

Scaling factors μ1 ¼ jδextj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ2ext þ γ2d

q
and μ2 ¼ δ2ext=

ðδ2ext þ γ2dÞ provide

Dext;1 ¼ − ðχ cosφÞ2δ2ext
½2 − ðχ cosφÞ2�δ2ext þ 2γ2d

; ðC17Þ

Dext;2 ¼ − ðχ cosφÞ2δ4ext
2ðδ2ext þ γ2dÞ2 − ðχ cosφÞ2δ4ext

; ðC18Þ

assuming that γx ¼ γy. The best approximation for the
modeled DOLP traces is obtained for Dext;2.

3. Numerical modeling of the DOLP curves using
open Jaynes-Cummings model

The radiating quantum dot is modeled as a two-level
system with Bohr frequency ω0=ð2πÞ coupled to a cavity
mode at frequency ωCM=ð2πÞ. The detuning between the
TLS and cavity mode energies is ℏδ ¼ ℏω0 − ℏωCM. The
Hamiltonian describing the system in the rotating wave
approximation is

H ¼ ℏωCMa†aþ ℏω0σ
þσ− þ ℏgðσþaþ a†σ−Þ; ðC19Þ

where σ− (σþ) is the lowering (raising) operator of TLS and
a (a†) is the lowering (raising) operator of CM. Losses and
solid-state specific phenomena are added using the master
equation formalism. The evolution of the density matrix ρ
of the system formed by the QD and the cavity is given by

_ρ ¼ − i
ℏ
½H; ρ� − 1

2

�X
l

L†
l Ll; ρ

�
þ
X
l

LlρL
†
l ; ðC20Þ

which is compatible with the framework used to perform
the numerical simulations [59]. We introduce the following
quantum collapse operators:

(i) Lγ ¼ ffiffiffi
γ

p
σ− describes the QD spontaneous emission

at rate γ;
(ii) Lκ ¼

ffiffiffi
κ

p
a accounts for the cavity losses at rate κ;

(iii) LP ¼ ffiffiffiffi
P

p
σþ describes incoherent pumping of the

QD at rate P;
(iv) Lγd ¼

ffiffiffiffiffi
γd

p
=2σz models effective pure dephasing

of the QD, causing a Lorentzian broadening with
FWHM γd;

(v) Lph ¼
ffiffiffiffiffiffiffi
Γph

p
σ−a† describes phonon scattering,

effectively transferring excitations from the QD to
the cavity.

The rate Γph is a function of TLS-CM detuning and
temperature. It was calculated using the following micro-
scopic description of the exciton-phonon interaction
[60,61]. The transfer of excitations from the QD to the
off-resonant CM via the absorption or emission of a phonon
is described by the quantum collapse operator Lph ¼ffiffiffiffiffiffiffi
Γph

p
σ−a† that accounts for the decay from the state jei ⊗

jn ¼ 0i to the state jgi ⊗ jn ¼ 1i at rate Γph, with jei (jgi)
being the excited (ground) state of the exciton and fjgign∈N
being the Fock space of the quantized CM. Here we neglect
the backscattering term

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Γphð−δÞp

σþa describing the
phonon-mediated feeding of the QD by the CM, which
is reasonable in the bad cavity regime (κ ≫ γ). The phonon
scattering rate Γph accounting for the phonon-assisted
decay of the QD exciton into the CM is given in Ref. [47].
The master equation (C20) is solved numerically using

the quantum optics toolbox QuTip to obtain the steady-state
power spectra of the TLS and CM. Exciton, CM, and
X-CM interference steady-state power spectra SXðωÞ,
SCMðωÞ, and SintðωÞ are given by

SXðωÞ ¼
Z

∞

−∞
lim
t→∞

σþðtþ τÞσ−ðtÞe−iωτdτ; ðC21Þ

SCMðωÞ ¼
Z

∞

−∞
lim
t→∞

a†ðtþ τÞaðtÞe−iωτdτ; ðC22Þ

SintðωÞ ¼
Z

∞

−∞
lim
t→∞

a†ðtþ τÞσ−ðtÞe−iωτdτ: ðC23Þ

In the above integrals, the correlation functions
hAðtþ τÞBðtÞi are calculated numerically using the
exponential-series-based solver essolve [59] that computes
the nonunitary time evolution of the system operators A and
B by solving the master equation. The Fourier transform of
the steady-state correlation function is then performed
semianalytically [59], giving the power spectrum which
is then used to compute the degree of linear polarization of
the excitonic spectrum. We obtain the x- and y-polarized
excitonic emission intensities by fitting the x- and y-
polarized emission spectra IxðωÞ and IyðωÞ calculated as

IxðωÞ ¼
γ

2
jSXðωÞj2; ðC24Þ

IyðωÞ ¼
γ

2
jSXðωÞj2 þ κjSCMðωÞj2

þ
ffiffiffiffiffi
γκ

2

r
½SintðωÞ þ S�intðωÞ�χ cosφ: ðC25Þ

Here, χ cosφ accounts for the interference between excitonic
emission into free-space modes and the emission mediated
by the CM. The degree of linear polarization is obtained
as DðωÞ ¼ f½IyðωÞ − IxðωÞ�=½IyðωÞ þ IxðωÞ�g.
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4. Correction of DOLP curves in the case
of the polarizer misalignment

In the case of misalignment between the transmission
polarization axis of the polarization analyzer and the
CM linear polarization, excitonic DOLP values can be
corrected using the measured CM polarization plane.
Excitonic DOLP values Dideal for the case of an ideal
alignment between the CM and the polarization analyzer y
axis are given by Dideal ¼ Dmeas=DCM, where Dmeas and
DCM are the measured excitonic DOLP values and the CM
DOLP. Note that Dideal¼½IyðωÞ− IxðωÞ�=½IyðωÞþIxðωÞ�,
DCM¼ cos2ϑ−sin2ϑ, and Dmeas ¼ ½IyðωÞ− IxðωÞ�×
ðcos2ϑ− sin2ϑÞ=½IyðωÞ þ IxðωÞ� ¼DidealDCM. Here, ϑ is
the misalignment angle between the transmission axis of
the polarization analyzer and the CM linear polarization
plane. We also assumed that the CM is perfectly linearly
polarized, which agrees with the experimental results.
Using this method, we corrected DOLP curves for Δ ¼
42 and 180 nm (see Appendix A 3).

5. Analytical modeling of DOLP curves

The x- and y-polarized intensities of the X-CM emission
can be approximated as

Ix ¼
γ

2
p; ðC26Þ

IyðδÞ¼
�
αγCMðδÞþ

δ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2αγCMðδÞγ

p
χ cosφ

δ2þγ2d
þ γ

2

�
p; ðC27Þ

where γCMðδÞ¼ðγ=2ÞFPð1þγd=κÞ=½4δ2=κ2þð1þγd=κÞ2�
and γ are, respectively, the exciton emission rate through
the CM and the nonbound modes, α is the scaling
parameter that takes into account emission at the exciton
energy, and p is the exciton average occupation. We set
p ¼ 1 in the modeling. Parameters χ, φ, γd, κ, and δ are as
described above. The factor δ2=ðδ2 þ γ2dÞ in IyðδÞ describes
damping of the coherence between the two decay channels
by decreasing the weight of the interference term while
approaching the zero detuning.
The degree of linear polarization DðδÞ ¼ ½IyðδÞ −

Ix�=½IyðδÞ þ Ix� is in good agreement with the data
modeled using the open Janes-Cummings model (see
Figs. 18 and 13) with the following expression for the
scaling parameter:

α ¼
κ þ γd þ γ þ κ δ2

γ2d

κ þ γd þ γ þ ðκ þ γd þ γÞ δ2

γ2D

: ðC28Þ
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