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The name active matter refers to any collection of entities that individually use free energy to generate
their own motion and forces. Through interactions, active particles spontaneously organize in emergent
large-scale structures with a rich range of materials properties. The active-matter paradigm is applied to
living and nonliving systems over a vast dynamic range, from the organization of subnuclear structures in
the cell to collective motion at the human scale. The diverse phenomena exhibited by these systems all stem
from the defining property of active matter as an assembly of components that individually and
dissipatively break time-reversal symmetry. This article outlines a selection of current and emerging
directions in active matter research. It aims at providing a pedagogical and forward-looking introduction for
researchers new to the field and a road map of open challenges and future directions that may appeal to
those established in the area.
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I. INTRODUCTION

A. A bit of history

In 1995, the Hungarian physicist Tamás Vicsek proposed
a minimal model of bird flocking inspired by the physics of
magnetism [1]. He showed that a collection of flying spins
—self-propelled point particles traveling with fixed speed
in a direction updated by alignment with neighbors in a
noisy environment—can undergo a phase transition from a
disordered state where the spins fly randomly in all
directions to an ordered state of collective motion. Just a
few months later, Vicsek presented his work in a seminar at
IBM Yorktown Heights. John Toner and Yuhai Tu realized
that they could turn Vicsek’s agent-based model into a field
theory and formulated what are now known as the Toner-Tu
equations of flocking [2].
Truth be told, what physicists now know as the Vicsek

model had effectively been previously formulated by Craig
Reynolds, a computer scientist working for the animation
industry, who in 1986 created Boids [3]—an agent-based
simulation of collective motion that he employed, for
instance, to generate the animation of flying bats in the

1992 feature film Batman Returns. Indeed, the model
appears even earlier in the literature, in theories of fish
schools by Aoki [4] and Partridge [5]. While these
contributions remained unnoticed by the physics commu-
nity for some years, Reynolds, a leader in the development
of three-dimensional animation, was awarded a Scientific
and Technical Award by the Academy of Motion Picture
Arts and Sciences in 1998. In the intervening years, the
notion introduced by Vicsek that the collective dynamics of
self-driven entities can be described as a nonequilibrium
phase transition gained enormous popularity among phys-
icists and was shown to provide a powerful framework for
describing spontaneous organization on many scales. For
their key contribution to the creation of the field of active
matter, Vicsek, Toner, and Tu received the Lars Onsager
prize of the American Physical Society in 2020.
The first published use of the term active matter appears

to be in Ref. [6]. Active membranes appear a little earlier in
the physics literature [7,8]. The term “active” in reference
to fuel-driven transport across a membrane, against a
concentration gradient, is standard in biology [9]. Active
stresses in a fluid medium suffused with sustained energy
conversion make their first appearance in Ref. [10].

B. What is active matter?

Today, the name active matter refers to any collection of
entities that individually use free energy to generate their
own motion and forces [11,12]. Through interactions, these
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active particles spontaneously organize in emergent large-
scale structures with a rich range of materials properties.
The defining property of an active system is that the energy
input that maintains the system out of equilibrium, whether
truly internal or created by contact with a proximate
surface, acts individually and independently on each
“active particle.” Hence, once the chemomechanical proc-
esses that convert fuel into motion are integrated out, the
dynamics of such active entities breaks time-reversal
symmetry (TRS) in a local and sustained matter. This
should be contrasted with more conventional nonequili-
brium systems that are displaced from equilibrium globally
by an external force that picks out a direction in space, as in
sedimentation under gravity, or are forced at the bounda-
ries, such as through an imposed mechanical shear.
Because of the breaking of TRS at the microscale, active
systems do not obey detailed balance and can generate self-
sustained flows and cyclical currents. Thus, steady-state
movies of active dynamics run forward and backward do
not look the same, as they would in Newtonian mechanics.
Equilibrium statistical physics, which is founded on the
notion of TRS and detailed balance, has played a funda-
mental role in the development of a predictive theory of
passive matter. Active matter poses a fundamental problem
in nonequilibrium statistical mechanics: What laws govern
order, phase transitions, and fluctuations in systems in
which the very particles constituting the system break
detailed balance?

C. Why is active matter important?

Examples of large-scale self-organization in active mat-
ter abound in the living world [13], from the coordinated
motion of cells in wound healing [14] to bird flocks [15]
and human crowds [16,17]. Over the past 20 years, a
number of synthetic analogs have also been engineered.
These systems exploit energy-conversion avenues, ranging
from the interplay of vibration and static friction [18–20] to
a variety of autophoretic processes [21] [22], to endow
particles from colloidal to macroscopic scales with self-
propulsion, often tunable through suitably applied light or
electric fields [23]. Active matter spans an enormous range
of scales, with realizations found inside the cell nucleus and
in flocks of hundreds of thousands of starlings. It embodies
a unique property of living systems, which is the ability to
convert energy injected at the molecular scale into organ-
ized motion and function at the macroscopic scale.
Research in active matter aims at understanding this
defining property and at transferring this fundamental
understanding to other disciplines. The importance of the
field stems, therefore, from both the deep intellectual
challenge of developing a predictive theory of the hierar-
chical organization ubiquitous in living systems and the
potential for applying this understanding to the design of
new bioinspired materials.

Over the past two decades, continuum and particle-scale
theories, simulations, and experiments have uncovered
striking properties of active particles that require concep-
tually new approaches and have brought key questions into
sharper focus. Yet the field remains at the forefront of current
research in soft matter, biological physics, and statistical
physics, with high levels of activity and excitement.

D. Outline

The rest of the article is organized as follows. In Sec. II,
we describe recent developments and future directions in
understanding the self-sustained dynamics of orientation-
ally ordered active fluids (Sec. II A). We focus on systems
with nematic order and on the ubiquitous phenomenon of
active turbulence (Sec. II B) and highlight the dynamics of
topological defects in the nematic texture which sponta-
neously proliferate in the turbulent state (Sec. II C). An
important open direction here is investigating the possible
biological relevance of defects in organ and organism
development and collective cell migration. In Sec. III,
we focus on applications of active matter that may be
achieved via the control of active flows (Sec. III A) and by
learning to direct active assembly (Sec. III B). A challenge
here is developing predictive theories of active assembly,
with the ultimate goal of mimicking nature to construct
machines made of smaller machines and capable of
performing specified functions. To achieve this, it is
important to understand the thermodynamics of active
matter. This is the topic of Sec. IV, which focuses on
the rapidly evolving use of ideas from stochastic thermo-
dynamics to quantify deviations from equilibrium and
formulate the nonequilibrium thermodynamics of active
matter. Section V describes two new areas that have
emerged in the study of active systems that seemingly
break familiar symmetries of physical laws. In Sec. VA, we
focus on the collective behavior of entities with effective
interactions that are nonreciprocal, i.e., do not obey
Newton’s third law. This raises important and deep ques-
tions intimately related to the role of chirality (Sec. V B)
and with surprising connections to non-Hermitian quantum
mechanics. In Sec. VI, we highlight the role of active matter
physics in developing a framework for describing the
mechanical properties of cell collectives and biological
tissue and conclude in Sec. VII, highlighting the breadth
and connectivity of the field.

II. ACTIVE FLOWS, BROKEN SYMMETRIES,
AND TOPOLOGICAL DEFECTS

Liquids can be made to flow by applying external forces
at their boundaries. Collections of self-driven entities form
active fluids that flow spontaneously with no externally
applied forces or pressure gradients [24,25]. Since indi-
vidual active units are often elongated or polarized along an
axis, such self-driven fluids can exhibit liquid-crystalline
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order [12]. Order, in turn, couples to spontaneous flows,
resulting in unusual rheological properties such as behavior
similar to that of superfluids, excitability, and chaotic
spatiotemporal dynamics known as bacterial or active
turbulence. An important goal is to understand and classify
dynamical phase transitions in these active fluids and the
properties of various phases in terms of the symmetry of
orientational order and the mechanisms that control energy
dissipation.
This section provides an introduction to active matter

and its general properties: spontaneous flow, active turbu-
lence, and topological defects. These are relatively well-
established research areas where important theoretical
advances have been made over the past two decades, yet
key challenges remain. In particular, the ubiquitous obser-
vation of self-sustained spatiotemporal chaotic dynamics in
both engineered and living systems begs the question:
What are the universal properties of active turbulence? Can
we identify and classify various scenarios that drive the
transition from spontaneous laminar flows to chaotic ones?
Are the metrics used to quantify high-Reynolds-number
turbulence useful in the active context?

A. Polar and nematic active fluids

Active particles with a head and a tail, such as bacteria
[26], birds [2,15], polar vibrated grains [20], and Quincke
rotors [27], can organize into states with polar (ferromag-
netic) order and macroscopic mean motion—a flock.
Apolar active particles, in contrast, form active fluids with
nematic liquid-crystalline order, where the rodlike entities
have a common orientation but no preferred direction.
This more subtle type of orientational order, familiar from
the physics of passive liquid crystals [28], is observed in
active systems on many scales, from subcellular structures,
such as the mitotic spindle that controls cell division,
to suspensions of cytoskeletal filaments and associated
motor proteins [29,30], crawling bacteria [31–33], epithelia
[34–36], monolayers of vibrated granular rods [18], and
even entire multicellular organisms [37]. Active nematics
have no net mean flow but display a complex self-sustained
spatiotemporal dynamics that resembles the streaming used
by cells to continuously circulate their fluid content. We
note that scalar active matter described by a conserved
concentration field coupled to a momentum-conserving
fluid is also known to exhibit self-driven flows [38,39], but
this is beyond the scope of the present article.
The uniform ordered bulk states of both polar and

nematic active fluids are generically unstable, at any
activity [24], to self-sustained chaotic spatiotemporal flows
or active turbulence [40], as exemplified in Fig. 1. The
vortical flows look qualitatively similar in both types of
system, raising the question of how the symmetry of the
orientational order affects the behavior and scaling
properties.

The order parameter for the flocking transition is the
mean polarization vector or self-propulsive velocity of the
active entities, which, of course, has the same vectorial
symmetry as the flow velocity of the fluid. One can then
often describe the dynamics in terms of a single vector field
through the Toner-Tu equations [41] which marry the
Navier-Stokes hydrodynamics of simple fluids to the
relaxational dynamics of magnets.
Because of the apolar nature of the ordered state, the

nematic order parameter is a tensor field Qij ¼ hPα ν
α
i ν

α
j −

δij=di ¼ Sðninj − δij=dÞ that measures the uniaxial
anisotropy of the distribution of the orientation να of
individual molecules, with d the system’s dimensionality.
The nematic is a fluid with a finite value of S and sponta-
neously broken orientational symmetry along the director n.
In the regime appropriate to most active fluids where

inertia is negligible, and assuming constant density, the

FIG. 1. Experimental realizations of active turbulence, from top
to bottom: a layer of Bacillus subtilis (adapted from Ref. [26]), a
suspension of kinesin-powered microtubule bundles (courtesy of
Linnea Lemma and Zvonimir Dogic), and a layer of MDCK cells
(adapted from Ref. [36]). The left column shows images of the
system, while the right column displays snapshots of the local
vorticity.
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dynamics of an active nematic is then described by the
interplay of relaxation and flow-induced reorientation of
the Q tensor and force balance encoded in the Stokes
equation for the flow velocity v:

η∇2v − ∇pþ ∇ · σ a ¼ 0; ð1Þ

where we for simplicity neglect stresses due to liquid-
crystalline elasticity. The pressure p is determined by
requiring incompressibility: ∇ · v ¼ 0. The active stress
σa ¼ αQ describes the dipolar forces exerted by the active
nematogens of the surrounding fluid [25,42]. It is con-
trolled by the activity α that incorporates the biomolecular
parameters (such as the concentration of motor protein and
of ATP) that drive active motions. The sign of α depends
on whether active forces are extensile (α < 0), as in
microtubule nematics, or contractile (α > 0), as may, for
instance, be the case for certain actomyosin networks.
In active nematics, the instability of the ordered state arises
from the competition between energy input from active
stress that drives disorienting flows and orientational
relaxation that restores alignment [43]. Because of the
feedback between flow and orientational distortions, vor-
tical flows are accompanied by proliferation of topological
defects in the nematic texture.

B. Active turbulence

The chaotic spatiotemporal dynamics known as active
turbulence is a phenomenon distinct from the well-known
inertial turbulence of high-Reynolds-number fluids, per-
haps more akin to the elastic turbulence observed 20 years
ago in sheared polymer solutions [44], where nonlinear
elastic effects can destabilize laminar flow. The distinctive
feature of active or bacterial turbulence is that the system is
destabilized by stresses generated internally at short scales
and then self-organized to larger scales through the inter-
play of interactions and dissipation. As in inertial turbu-
lence, a useful quantity to characterize velocity correlations
is the spectrum of kinetic energy and of vorticity of the
flow, with the latter providing direct information about
the distribution of vortex sizes. At intermediate scales, the
turbulent flows of inertial turbulence are self-similar,
resulting in the characteristic Kolmogorov scaling of the
kinetic energy spectrum [45]. In active turbulence, in
contrast, the spectrum of energy injection that drives the
chaotic flows is not externally imposed but rather self-
organized. This essentially arrests the energy cascade and
leads to the selection of a length scale la ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
K=jαjp

determined by the balance of active and elastic stresses
(of strength determined by the nematic stiffness K) that
controls both the spacing of topological defects in the
nematic texture and the size of the flow vortices [46]. As a
result, these chaotic flows can be equivalently characterized
by examining the statistics of flow vortices or that of
the nematic disclinations. Numerical studies have

established the emergence of power laws in the energy
spectrum and other scalings analogous to, but different
from, Kolmogorov’s scaling of inertial turbulence [40].
A remarkable result is the demonstration of the “univer-
sality” of the scaling properties of active nematic flows and
associated defects in the nematic texture across systems and
scales [46]. An open direction is the search for multiscaling
identified by examining higher-order velocity correlations,
as done in inertial turbulence [47]. The study of turbulence
using metrics from the theory of dynamical systems, such
as Lyapunov exponents or topological entropy, is in its
infancy. More work is needed to see if this is a useful
approach. For a more extensive discussion of active
turbulence, we point the reader to a recent critical review
of active turbulence [40].

1. Order parameters and inertia

An important open question is quantifying the difference
between chaotic active flows in polar and nematic fluids.
For instance, in polar fluids, nonlinear terms describing
self-advection of the order parameter seem to be important
in driving energy transfer across scales. How does this
compare to the role of self-advection in inertial turbulence?
In contrast, there is no self-advection in active nematics,
and advective nonlinearities seem to play a secondary role
relative to flow alignment and flow-induced rotation of the
order parameter in driving nonlinear flows. Is this differ-
ence then important for explaining the vortex statistics in
the two systems?
It has also recently [48] become clear that the inclusion

of inertia transforms our understanding of extensile or
“pusher” polar active suspensions. A new dimensionless
control parameter R≡ ρv20=2σ0, suggestive of an effective
Reynolds number, emerges, where ρ is the total mass
density, v0 the self-propulsion speed, and σ0 the character-
istic scale of active stress. Speed matters, and there are two
in the problem. The instability advances with a finite
velocity ðσ0=ρÞ1=2 in a treatment in which inertia (ρ) is
taken into account, and, if v0 is large enough, the
suspension can outrun and, thus, eliminate the instability.
The inescapable Stokesian instability of flocks in a fluid is
simply the R ¼ 0 limit of a rich phase diagram, including a
flocking transition driven by motility, separating a phase-
turbulent but ordered flock from a defect-turbulent sta-
tistically isotropic state [48].

2. Role of dissipation and “order from disorder”

Another open challenge is understanding the role of
different dissipative processes and associated length scales
in mediating the onset of nonequilibrium dynamical steady
states. In many experimental realizations, dissipation is
controlled by the combination of viscous stresses and
frictional drag with an external inert medium, described
by an additional force density −Γv on the left-hand side in
Eq. (1). This introduces another length scale in the
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problem, the viscous screening length lv ¼
ffiffiffiffiffiffiffiffi
η=Γ

p
.

Numerical work indicates that the interplay between lv,
the active length la, and the nematic coherence length may
result in vortex lattices, reminiscent of those familiar in
type-II superconductors and Bose-Einstein condensates
[49,50]. More work is needed, however, to understand
how the interplay between these two dissipation mecha-
nisms may mediate the emergence of such order from
disorder.

3. Active nematics in three dimensions (3D)

These systems are only beginning to be explored.
Experimental realizations of 3D microtubule nematics
show that in these systems turbulent flows are accompanied
by the formation of neutral defect loops with zero topo-
logical charge. No charged 3D defects have been observed
[51]. The structure of the topological defects generated by
active flows in 3D and especially the connection between
defects and flow structure remains to be explored. Recent
numerical work also shows that, in 3D active fluids,
spontaneous breaking of chiral symmetry leads to parity-
violating Beltrami flows [52,53]. This points to the need to
explore the role of chirality in active flows, in both 3D and
2D [54].

4. Linking to interfacial instabilities

Intriguing connections are also apparent between active
mixtures and turbulent multiphase flows, where the inter-
faces between the coexisting phases play an important role
in controlling the dynamics. Similarly, the largely unex-
plored interfacial properties of mixtures of active liquid
crystals and passive fluids should control the highly non-
equilibrium dynamics of these systems, with possible
relevance to liquid-liquid phase separation in biological
contexts [55]. Worth exploring are connections between
active and passive interfaces and the interfaces found in
staircases in density-stratified fluids [56] or in magnetized
plasmas.

5. Need for experiments

Finally, even if theorists succeed at establishing classes
of active turbulence distinguished by different scenarios of
paths to chaotic flows and critical exponents, we still need
quantitative experimental tests of these predictions. This
requires measurements of energy spectra in controlled
settings, most likely to be carried out in synthetic active
analogs or in vitro systems. An important question, of
course, is whether active turbulence plays a role in biology.
Active stress fluctuations that in active nematics generate
spontaneous flows, whether turbulent or orderly, may, for
instance, help overcome a slow passive diffusion process
and promote mixing and transport in the cell cytoplasm
[57,58], but the connection needs to be made more
quantitative.

C. Topological defects

Topological defects are widely explored in both active
and passive systems. What are the new features of active
defects and the challenges ahead? In active fluids, sponta-
neous local currents turn the defects themselves into self-
propelled entities. The interacting defect gas then forms an
active fluid with the possibility of dynamically generated
order of the defect themselves, such as polar (ferromag-
netic) order on a larger scale than the microscopic nema-
togens, and nonreciprocal interactions between defects.
Furthermore, the spontaneous pair creation of defects
driven by activity means we need a full many-body theory
to describe the interacting defect gas—this does not
currently exist.

1. Topological defects as a Coulomb gas
in 2D passive matter

To fill in with some background, topological defects are
zeros of the order parameter field classified by their
topological charge (see Fig. 2 for a definition). In passive
systems, defects play a fundamental role in many two-
dimensional phase transitions, the poster child being the
Berezinskii-Kosterlitz-Thouless (BKT) transition [28,59].
First of all, the symmetry breaking in the BKT transition is
described by a subtle topological order in the defects
themselves [in this case, XY or U(1) vortices] rather than
the spontaneous breaking of a global symmetry. At high
temperature vortices are randomly distributed, whereas
below a critical temperature they form measurable vor-
tex-antivortex bound pairs. The transition is then described
as vortex unbinding. Second, the defect degrees of freedom
are the slowest, or rate-limiting, degrees of freedom in the
approach to the ordered phase. The BKT transition is,
therefore, fundamentally formulated as a many-body theory
of a gas of defects by mapping the defects onto interacting
Coulomb charges. Similarly, the half-integer strength dis-
clinations of two-dimensional nematics control the devel-
opment of nematic order in the isotropic to nematic (I-N)
phase transition [60].

2. Active defects as a gas of self-propelled
Coulomb charges

For active nematics, a striking new phenomenon
emerges. Defect-antidefect pairs are spontaneously created
and annihilated [29]. Furthermore, the elementary þ1=2
strength disclinations become self-propelled [18]. When
hydrodynamic flows are included, self-propulsion origi-
nates by virtue of a monopole moment of velocity at the
defect cores arising from the induced dipolar fluid flow
determined by the nematic texture of the defect [62,63]
(Fig. 2). The þ1=2 defect has a twofold-symmetric comet-
like pattern with a head and a tail that define a local
polarization vector. We stress that the self-propulsion
of the þ1=2 defect emerges spontaneously as a direct
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consequence of the simultaneous breakdown of TRS due to
active stresses and spatial symmetry due to the defect’s own
polar structure. The −1=2 strength antidefect, in contrast, is
not directly self-propelled by virtue of a threefold sym-
metry in its nematic texture and resulting vanishing fluid
velocity at the defect core. The value of the self-propulsion
velocity of a þ1=2 defect is proportional to the activity, at
least perturbatively.
There has been progress in describing active nematic

flows in terms of the dynamics of the topological defects
in the nematic texture by developing a description of
defects as an interacting gas of active quasiparticles [64].

The self-propulsion of the þ1=2 defect can oppose
Coulomb attraction mediated by nematic elasticity. For
sufficiently high activity, a defect pair can even dynami-
cally unbind, in an active version of the BKT transition
[64]. The existence of a finite activity threshold for the
active BKT unbinding may seem surprising. One might
imagine that directed self-propulsion of the þ1=2 defect
can always overcome attraction and there is no active
nematic phase at all. A closer look, though, shows that
defects do not separate ballistically. Noise-induced torques
lead to rotational diffusion and the stabilization of an active
nematic phase.
Existing work does not, however, tackle the important

question of how defect pairs are unbound by active stresses.
Answering this question necessitates a microscopic calcu-
lation of the rate of defect pair creation and annihilation as a
function of activity and is, so far, beyond reach. A complete
theory of the active defect gas, in fact, requires a many-
body formulation that accounts for defect creation, just as
electron-positron pair creation requires the formalism of
quantum electrodynamics. It may also be that the polari-
zation of defects is not an independent degree of freedom
but instead emerges from the detailed dynamics of the set of
locations of defects. Attempts to sort out this issue raise the
important question of when and to what extent one can
fully describe the system’s dynamics by tracking the defect
motions, without also following the dynamics of the
nematic texture, which could lag behind that of the defects
[30,65].

3. States of defect order

Since the interacting defect gas is itself a mixture of
active polar particles (þ1=2) and passive particles (−1=2)
with aligning torques, a natural question is whether active
defects may organize in emergent ordered structures.
Understanding the possible local and global order of defect
arrays in the active nematic phase remains an open
challenge. Numerical work suggests that defects and
associated flow vortices may organize in ordered lattices
when the screening length controlling the interplay
between viscous and frictional dissipation is comparable
to the defect spacing [49]. A hydrodynamic description of
the defect gas shows that, when flow is slaved to texture
deformations, the spontaneous breaking of rotational sym-
metry leads to a collectively moving defect-ordered polar
liquid—a flocking state of defects [66]. This state emerges
at activity levels beyond the turbulent state discussed
earlier, a remarkable example of order from disorder.
Polar order of þ1=2 defects is observed in simulations
of “dry” nematics [67] [68–70] but seems to occur at
intermediate activity. Theoretical models also predict local
nematic (i.e., antiparallel) order of the þ1=2 defects
[71,72], consistent with some recent experiments [71]
but at odds with earlier work predicting [73] and observing
large-scale nematic ordering [74]. Numerical solutions of

FIG. 2. Topological defects in active nematic liquid crystals.
Top and middle rows: configuration of the director texture for a
þ1=2 (left) and a −1=2 (right) defect (top row) and associated
flow fields (middle row). The topological charge q is defined as
the net rotation (in units of 2π) of the order parameter as one
encircles the defect. In the left frame, the director rotates by π in
the same direction as the path is traversed, yielding q ¼ þ1=2. In
the right frame, the director rotates by π in the opposite direction
as the path is traversed; hence, q ¼ −1=2. The magnitude of the
flow field around an isolated defect is shown in blue, with the
white lines representing the streamlines of the flow (adapted from
Ref. [61]). The red lines are tangent to the director field. Bottom
row:þ1=2 defects as self-propelled polar particles. The red arrow
shows the self-propulsion speed of a þ1=2 defect powered by
flows induced by extensile (left) and contractile (right) active
stresses.
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continuum models also indicate the possibility of ordered
defect lattices with intriguing analogies to superconductors
[75]. It is clear that more work is needed to sort out these
conflicting results. The proper treatment of incompress-
ibility, most likely the experimentally relevant case for wet
systems under planar confinement, remains a challenge in
the modeling of defect dynamics.

4. Defects in biology

Topological defects are distinctive singularities in both
the mathematical and physical sense and, as such, are
natural places for functionalization or the generation of
higher-level structures. The unique local environment of a
defect is exploited in passive systems, using place-
exchange chemical reactions in which molecules bind
directly and preferentially at defect sites [76]. Similarly,
biological structures have long been known to functionalize
defects. A well-known, perhaps passive, example is the
common Adenovirus40 (Ad40) which has one fibril
attached to each of the topologically minimal 12 pentons
(pentagonal-shaped regions formed by proteins) of its viral
capsid, creating 12 arms with which to latch on to target
cells [77].
Examples of the role of defects in active biological

systems are now emerging at a rapidly growing pace. There
are experimental demonstrations of the biological function
of topological defects as loci of cell extrusion in cell layers
[34,35,78], seeds of multilayer formation in dense bacterial
sheets [79,80] and mammalian cells [81], and organizing
centers of morphogenetic processes in multicellular organ-
isms [37].
Dense monolayers of spindle-shaped neural progenitor

cells (NPCs) exhibit distinct nematic order with a finite
concentration of �1=2 defects. Nematic order is less
pronounced in epithelial Madin-Darby canine kidney
(MDCK) cell layers, but defects can also be tracked there.
In NPC layers, cells accumulate atþ1=2 defects, leading to
the formation of three-dimensional mounds—a beautiful
example of a nontrivial actively generated structure
nucleated by a topological defect [34]. At the −1=2 defects,
in contrast, cells are depleted. It is suggested that an
interplay between anisotropic friction and active stress is
responsible for this source-sink behavior, but much remains
to be clarified. In MDCK epithelia, cells are vertically
extruded at þ1=2 defects and die—a process known as
apoptotic cell extrusion [35]. Cell extrusion here seems to
be driven not by increased cell density (cell crowding) but
rather by the mechanical stresses associated with the texture
of a defect. That such a basic biological process as cell
death is intertwined with the presence and formation of
active nematic defects is both striking and powerful and
could well have widespread applicability.
Recent developments also highlight the role of nematic

defects in the formation of multilayer structures in both

bacteria [79,80] and NPCs [81]. Especially intriguing is the
suggestion put forward in Ref. [81] that the structure of
nematic defects and the nature of active forces may together
control the relative cell orientation in multilayered cell
structures. Most of these experimental findings are at best
qualitatively understood and await theoretical input.
More recently, it has been shown that in regenerating

Hydra, supracellular actin fibers also lead to active nematic
order with significant morphological features developing at
long-lived but dynamicþ1 defects [37]. Here, the topology
of the tissue is spherical, and so, in the absence of topology
change, the nematic texture is required to have a net
topological charge of 2 fixed by the Euler characteristic
of the sphere. This requirement has minimal solutions
consisting of either four þ1=2 defects, two þ1=2’s and
one þ1, or two þ1’s. Any additional number of defect-
antidefect pairs also satisfy the constraint. In Hydra, two
þ1 defects form and nucleate the head and tail. This is
interesting, because the energy associated with defect
formation goes as the square of the defect charge; hence,
the formation of a þ1 defect is energetically disfavored—
the intrinsic elastic energy of a þ1 defect is twice that of
two þ1=2’s. Interactions between active þ1=2 defects,
however, lead to attractive forces that lead to tightly bound
states of two þ1=2 defects [64], and this state has the same
far-field texture as a þ1 defect. Thus, like-sign defect-
defect attraction in active nematics is responsible for the
head and tail of regeneratingHydra—amazing. Once again,
the distinctive environment in the neighborhood of an
essential singularity drives fundamental morphological
development. The quantitative exploration of the role of
defects in morphogenesis is only just starting [82]. For
instance, in the budding of tentacles inHydra, do changes in
the morphology of the actin supracellular structure with
associated defect formation precede or follow cell accumu-
lation at the budding site? And are there morphogenetic
signaling proteins that drive cell accumulation? Further work
coupling theory and controlled experiments is needed to
elucidate the interplay between structure, biochemical sig-
naling, mechanics, and curvature in controlling these
processes.
Finally, seemingly turbulent dynamics of scalar chemical

fields associated with wave propagation patterns of signal-
ing proteins was recently observed in the membrane of
starfish egg cells [83,84]. The observed “spiral defect
chaos” resembles spiral-wave patterns in reaction-diffusion
systems and in the heart, but the observation of such
dynamics in vivo and the identification of its role in
biochemical signaling suggest the importance of biochemi-
cal patterns in controlling multicellular organization and
tissue mechanics in biological development. Understanding
the statistics of such patterns in living systems and
connecting them to the propagation of mechanical forces
is an important area for exploration.
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III. ENGINEERING ACTIVE MATERIALS

Living active matter has inspired the creation of synthetic
materials composed of energy-dissipating components
either assembled from cell extracts or engineered as micro-
swimmers driven by a variety of phoretic mechanisms.
These systems allow controlled experiments that have
played a key role in guiding and testing active-matter
theory. We are now on the verge of achieving control of
active matter, opening up a route toward engineering new
materials with lifelike functionalities.

A. Harnessing active flows

Passive liquid crystals have enormous technological
applications thanks to a detailed understanding of the role
of boundary conditions and the response to external fields
that allows remarkable control of these materials. The
dream is to achieve equal control of active fluids so that
self-organized active flows can be utilized, for instance, for
microfluidic transport and tissue engineering or for power-
ing machines at the micro- and nanoscale. Can we then
achieve robust behaviors by controlling topology and
geometry of active flows? While we know that chaotic
active flows can be tamed into stable laminar flows through
geometry and confinement [85,86], we need to learn how to
shape boundaries and vary boundary conditions to achieve
specific control of flow in the bulk. Applications require a
quantitative understanding of anchoring behavior, wetting
and interfacial properties of active liquid crystals, and their
response to external fields.

1. Controlling flows with boundaries and geometry

While geometric confinement is relatively well explored,
more recently it has been shown that spatial changes in
Gaussian curvatures can regulate specific defect structures
and direct active flows [87–91]. The group of Sagués has
also demonstrated experimentally the possibility of achiev-
ing magnetic control of active liquid crystals by interfacing
them with passive ones [92] (see Fig. 3). The control of
active fluids through patterned substrates is a promising
direction where much remains to be explored both exper-
imentally and theoretically.

2. Controlling flows by patterning activity

An ambitious challenge is designing flows that cannot be
achieved by control of external boundaries. Progress in this
direction has been achieved by engineering active suspen-
sions of cytoskeletal filaments cross-linked by optogeneti-
cally modified proteins, where the activity can be turned on
and off with light illumination. This allows the creation of
controlled spatial patterns of active and passive regions
within a given sample and the temporal reconfiguration of
such patterns with suitable light pulses [93–96]. On the
theoretical side, we are faced with the task of formulating a
quantitative framework that will allow us to predict how we

must sculpt activity in space and time to design specific
active flows. This requires developing theoretical and
experimental tools to locally map out and quantify active
stresses and connect stress to structure and flow. Given
active flows are directly coupled to topological defects in
the orientational order, a complementary strategy focuses
on using spatially inhomogeneous activity to confine and
guide defects. Recent theoretical and experimental work
demonstrates that activity gradients engender pressure
gradients that effectively act like electric fields on topo-
logical charge [66,96]. Further work is needed to under-
stand how far the effect of activity extends in both length
and time into the passive regions to achieve the design of

FIG. 3. Aligning an active nematic with a magnetic field by
interfacing it with a passive nematic layer. The figure, adapted
from Ref. [92], shows, from top to bottom, the configuration and
an optical micrograph of the underlying passive liquid crystal
aligned in the smectic A (SmA) phase by application of a
magnetic field (top); a snapshot of the active nematic obtained
by fluorescent confocal microscopy showing the alignment in
“kink walls” (also referred to “arches” in the literature) induced
by the coupling to the SmA structure of the passive layer, and
the time average of the dynamical pattern in the active nematic
layer, with arrows indicating antiparallel flow directions (scale
bar, 100 μm).
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emergent defect and flow states that exhibit both spatial and
temporal organization. The ultimate challenge is to build
materials that mimic biology, where the behavior is con-
trolled by processes that are entirely internal to the system.
The next experimental step, therefore, is to design a system
that can sense changes to flow patterns and respond to such
changes.

3. Other emerging strategies

Viscoelasticity of the suspending medium may also
provide a mechanism for controlling active flows
[97,98]. Recent experimental and theoretical work, in fact,
shows that viscoelasticity not only can calm chaotic flows
[99–102], but can also be used to simultaneously tune
spatial and temporal organization [103]. This is distinct
from the well-studied organization of interacting oscilla-
tors, as it provides a mechanism for the spontaneous
organization of dissipative entities with no internal clock
into macroscopic emergent states exhibiting sustained
oscillations.
Another intriguing direction is the use of active fluids for

fluid-mediated computation strategies. The use of fluid
networks for storing and transmitting information is
exploited in certain organisms, such as the slime mold
Physarum polycephalum which uses fluid networks to
solve optimization problems, although the mechanisms
through which it achieves this are yet to be understood
[104]. Pressure-driven microfluidic circuits are employed
to perform Boolean computation [105]. The design of
microfluidic devices powered by active fluids and capable
of performing logical operations by exploiting the interplay
of internal drive and constraints imposed by incompress-
ibility is suggested theoretically [106] but deserves further
exploration.

4. Role of theory

Finally, to answer many of the questions raised above, it
is necessary to carry out detailed coarse-graining to connect
microscopic interactions to predictive descriptions at the
macroscopic or continuum level. New approaches are being
developed to translate large sets of experimental data on the
microscopic dynamics of individual active entities into
lower-dimensional models for the dynamics of a few
coarse-grained fields. These range from mode decompo-
sition approaches well tested in condensed matter and
turbulence theory [107] to inferring complex interactions
from the statistics of individual stochastic trajectories
[108,109]. Recent work demonstrates the feasibility of
using optimal control theory to calculate inputs capable of
rapidly restructuring active nematic flow [110]. These
approaches and the related application of optimal mass
transport to identify the most efficient way of reconfiguring
and transporting active fluids, for instance, in complex
microfluidic devices, deserves much further exploration.
A new frontier is the use of machine learning for inferring

the parameters of continuum models directly from exper-
imental data and even inferring the continuum equations of
motion. The power of this approach is demonstrated for
active microtubule nematics [111,112], bacteria [113,114],
and active Brownian particles [115] but promises to be a
fruitful tool for modeling other active systems.

B. Directing active assembly

Since the first catalytic microswimmer was engineered
now almost 20 years ago [116] (see Fig. 4), a broad class of
“machines” powered by light or chemical sources has been
developed, including more sophisticated catalytic colloids,
enzymes, metabolic networks, Marangoni droplets, and
Quincke rotors [23]. In many of these, the swimming speed
or degree of activity can be controlled with light or steered
with external fields. Thanks to the unprecedented control
achieved in experiments, these active colloids, as they are
broadly called, provide an important testing ground for
active-matter theory and offer the potential for a variety of
technological and biomedical applications, from micro-
scale stirrers to targeted drug delivery [117–119]. Fulfilling
this potential, however, requires a quantitative understand-
ing of the propulsion mechanisms of these active particles
and of their interactions, as well as the development of
theories that connect microscopic properties to emergent
behavior. An important difficulty, as compared to passive
assembly, is that while in equilibrium we generally know
the equilibrium state, the steady state of active systems is
typically not known. The lack of knowledge of possible
target states impedes the development of a systematic
procedure for guiding assembly.

1. Emergent organization of active colloids

Active colloids continuously draw energy from an
ambient nonequilibrium medium, and their interactions
are mediated by chemical phoresis and hydrodynamic
flows [23,120]. As a result, the effective pair interactions

FIG. 4. The simplest example of an active colloid is a micron-
size polystyrene bead half coated with platinum immersed in a
hydrogen peroxide solution and powered by solvent concen-
tration gradients that interact with the particle’s surface. The
platinum catalyzes the breakdown of H2O2 in oxygen and water,
generating anisotropic concentration and charge currents that turn
the micron-size bead into a swimmer. The speed of these
synthetic swimmers is controlled by the concentration of
H2O2 and is typically of order of tens of microns per second,
comparable to that of flagellated bacteria like Escherichia coli.
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are generally nonreciprocal [121–124]. Such nonreciproc-
ity is especially important in active colloidal mixtures. Its
consequences can be fascinating and are discussed further
below. Progress has been made in the classification of
diffusiophoretic colloids by relating single-particle features
and the symmetry and source of their pair interaction to the
resulting variety of pair dynamics, such as bound dimers or
orbiting pairs, versus scattering states [125]. An important
open challenge is now establishing a quantitative connec-
tion between types of pair interactions and emergent
behavior to formulate a classification of active colloids
that relates their microscopic properties to their collective
organization at a large scale and to map out the phase
diagram of each class of particles. Tackling this challenge
requires systematic theoretical work closely coupled to
experiments to relate the parameters of theoretical models
to experimental ones.
Some progress has been made in this direction (Fig. 5),

but achieving a complete classification requires a better
understanding of hydrodynamic interactions, that is, inter-
actions mediated by fluid flow, especially their role in
driving coordination of swimmer orientation. For instance,
it is known that hydrodynamic interactions can hinder or
arrest the motility-induced phase separation of scalar active
matter [126]. More generally, do flow-mediated couplings
promote or hinder structure formation? What is the role of
hydrodynamic interactions relative to ones mediated by
chemical fields? Can we even quantitatively distinguish the
two? A quantitative understanding of the role of these
competing mechanisms is necessary in order to learn how

to direct the assembly of such active particles to build smart
and reconfigurable materials. A complementary approach,
inspired by successes in metamaterial design, is to tackle
the inverse problem of configuring an active system and
active interactions to obtain specific target structures or
target flows or to perform specific functions [127–129].
This approach is still in its infancy in the context of active
matter, although progress is being made by local tuning of
physical interactions [102], via machine-learning methods
[112], and through the recently proposed notion of biased
ensembles [130–132]. This type of work may provide
connections with methods developed in the robotics
community.

2. Retardation and memory effects

Most theoretical work so far assumes that the dynamics
of the colloidal particles is much slower than the timescale
for diffusion of the chemical fuels that power it. In this
limit, the effective interactions generated by chemical fields
(both self-interactions that drive the particle’s motion and
interparticle interactions) can be treated as instantaneous.
Some work considers the opposite limit of very slow
chemical diffusion [134], but the intermediate situation
likely to be relevant to many diffusiophoretic colloids where
these timescales are comparable has not been addressed.
Intermediate timescales of chemical diffusion can result in
time-delayed interactions and memory effects, which may
engender new emergent behavior, such as traveling and
oscillating states. A similar role is known to be played by
viscoelasticity of the ambient medium. In both cases, these
effects act like an “effective inertia” on the dynamics, which
could mediate emergent structures that exhibit both spatial
and temporal organization, as shown recently for bacteria
swimming in a viscoelastic fluid [103].

3. Emergent organization from biochemical control

It is also tempting to draw an analogy between the
chemically driven dynamics of active colloids and bio-
chemical patterns [83]], as well as spontaneously
assembled structures resembling complex molecules in a
variety of active orientationally ordered systems [135,136].
Biochemical patterns are ubiquitous in biology, and they
control organization at both the subcellular and the multi-
cellular levels [137,138]. Spatiotemporal symmetry-break-
ing transitions in biochemical patterns are essential in
triggering morphological changes during development, at
both the unicellular and multicellular level. The realization
of cell and tissue-scale deformations is achieved through
intracellular force networks that translate localized bio-
chemical signals into effective mechanical stresses that
determine the global shape dynamics. Biochemical regu-
lation is studied extensively in the context of nonlinear
chemical reaction networks [139]. Biochemically driven
organization is also demonstrated experimentally through
the ability to tailor density patterns in bacteria swarms with

FIG. 5. Nonequilibrium phase diagram of polar active colloids
in the plane spanned by adimensionalized “chemotactic” reor-
ienting response coefficient A (horizontal axis) and phoretic
motility B (vertical axis). Reproduced from Ref. [133].
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specific illuminations [140,141]. It would be interesting to
explore what biochemical and biophysical pattern forma-
tion, regulation, and mechanochemical feedback mecha-
nisms can teach us about active organization [142]. The
long-term goal is to learn to regulate phoretic effects to
control pattern formation in synthetic active systems. The
creation of polar flocks or apolar active liquid crystals made
from anisotropic self-phoretic colloids is an interesting
challenge.
Finally, recent experiments suggest the possibility of

building active colloidal systems controlled by real-time
feedback [143–145]. This is a first step toward the design of
responsive materials capable of sensing their environment
and responding in organized and prescribed ways. This
work connects directly with advances made in the robotics
community toward building smart flocks that can sense
their environment [146] and adapt to it and has implications
for the understanding of information flow [147–149].

IV. THERMODYNAMICS OF ACTIVE MATTER

Life’s ability to exploit energy across scales is remark-
able. Living systems, operating far from equilibrium, can
harness energy at the molecular scale through ATP
hydrolysis and dissipate it on much larger spatiotemporal
scales. Energy dissipation results in emergence of self-
organized structures that span the entire length of a cell,
such as the actomyosin cortex [150,151] or mitotic spindle
[152,153]. On the scale of populations, suspensions of
bacteria, cells in tissues, and flocks of birds can form
remarkable swirling patterns, due to their nonequilibrium
dynamics. These examples and all active-matter systems, in
general, are “open” from the thermodynamic point of view.
How do information, energy, and entropy flow and trans-
form due to interactions with the system’s environment or
within the system itself? Efforts toward a fundamental
understanding of the physical and information-theoretic
dynamics of these systems, and its exploitation to discover
novel design principles, are another exciting frontier in
active matter.
Current efforts are importantly focused on answering

two questions: How far from equilibrium are active-matter
systems, and what can we do far from equilibrium? Beyond
this, can we push beyond quantification of distance from
equilibrium and find new ways to exploit time-varying
interactions, fluctuations, and phase-space structures to
generate useful work [154] and design innovative active
engines [155–157]? Other recent efforts focus on exploring
what types of steady states are efficiently assembled
through engineered dissipation [131]. How does dissipation
result in self-organization and maintenance of spatiotem-
poral patterns in active matter [158]? Can we control
activity to enable optimal nonequilibrium environmental
energetic and information transfer? Does dissipation engi-
neering enable programmable active matter? This is a first

step toward developing thermodynamically efficient meth-
ods for actively modulating the phase-space structure of
active-matter systems to enable adaptive control and
learning.

A. How far from equilibrium is active matter?

Work on nonequilibrium thermodynamics has had major
successes in building the thermodynamics of far-from-
equilibrium systems, with universal fluctuation theorems
and other model-free results that deeply constrain the
probability distributions for quantities like applied or
extracted work and entropy production [159]. In recent
years, progress has been made in applying these concepts
to active matter.
An important challenge is developing measures of dis-

sipation and irreversibility that allow us to distinguish
between active and passive systems, as well as to quantify
the difference between active systems that are driven out of
equilibrium by internal processes and systems driven out of
equilibrium by externally applied forces and perturbations.
Quantifying dissipation will open new avenues for probing
self-organization principles in these far-from-equilibrium
systems. Below, we introduce three frameworks from non-
equilibrium statistical physics that are promising candidates
for providing insight for this very exciting endeavor.

B. Departure from fluctuation dissipation theorem

A consequence of the time-reversal symmetry of equi-
librium is the fluctuation-dissipation theorem (FDT). Put
simply, for a small perturbation at frequency ω the systems
response is linear and completely characterized by the
generalized susceptibility χ00ðωÞ. Near equilibrium, time-
reversal symmetry relates this response to the intrinsic
thermal fluctuations characterized by the power spectrum
SðωÞ (Fourier transform of a correlation function) through
the FDT:

SðωÞ ¼ 2kBT
ω

χ00ðωÞ: ð2Þ

Here, kB is Boltzmann’s constant, and T is the temper-
ature of the surroundings. A major consequence is in
refining our understanding of the material coefficients that
determine how spatial inhomogeneities in near-equilibrium
macroscopic systems relax via hydrodynamic transport.
The resulting predictions, known as Green-Kubo relations,
equate these macroscopic transport coefficients to the
microscopic equilibrium correlation functions of local
current observables. This is central to our theoretical
description of weakly nonequilibrium systems and under-
lies a number of experimental techniques for probing
materials properties, such as microrheology and light
scattering. Active systems, however, are nonequilibrium,
and far from equilibrium the FDT becomes an inequality.
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One of the interesting directions is identifying classes of
perturbations whose response verifies an equilibriumlike
fluctuation-response equality. This, in principle,will allowus
to extract linearized hydrodynamic transport equations
around homogenous nonequilibriumsteady states [160,161].
A signature of every nonequilibrium system is current, for

instance, heat flux down a temperature gradient. Recently, a
new kind of nonequilibrium principle—a thermodynamic
uncertainty relation—has been proposed that demonstrates
how energy dissipation continues to constrain current fluc-
tuations far from equilibrium [162,163]. This novel principle
relates the heat dissipated and the variance of the current
fluctuations, offering a remarkable bound on response
coefficients out of equilibrium akin to the equilibrium
fluctuation-dissipation theorem. The thermodynamic uncer-
tainty relation is implemented to quantify work and dis-
sipation cycles within emergent strain waves in chiral active
matter [164]. Exploring its implications in other active
context and formulating other general relations of this type
are important open challenges.
Since all equilibrium systems satisfy the FDT, an

observed departure in the absence of visible external
forcing signals an underlying active process. This basic
principle is utilized to reveal nonequilibrium activity [165].
Often, deviations from the FDT are characterized by
introducing a frequency-dependent effective temperature
through the relation [cf. Eq. (2)]

TðωÞ ¼ 1

kB

2ωSðωÞ
χ00ðωÞ : ð3Þ

One might suspect that this relation reveals frequencies
(timescales) relevant to the nonequilibrium behavior
[166,167]. There is, however, no general principle that
allows us to use this quantity to investigate the underlying
microscopic mechanism. Insight is usually gained in this
context in conjunction with modeling [165,168–170]. Note
that TðωÞ can even be negative [171].
Thus, the development of new model-independent

frameworks that can be used to identify the scales of
energy dissipation is crucial for a mechanistic understand-
ing of nonequilibrium processes in active-matter systems.

C. Thermodynamic arrow of time

Nonequilibrium thermodynamics makes precise quanti-
tative predictions about how time-reversal asymmetry and
energy utilization (or dissipation) are manifested in non-
equilibrium fluctuations [159]. Some of this theory’s most
prominent results are the fluctuation theorems, a collection
of symmetries of the fluctuations of thermodynamic quan-
tities such as the heat flow between a system and its
environment. The fluctuation theorems have proven to be a
very powerful tool to gain information from small systems
where traditional thermodynamics does not apply [172].
Whether these frameworks can be applied to multiscale,

complex systems such as active matter to provide novel
insight is yet unknown and an exciting direction [130].
A cornerstone of stochastic thermodynamics is a quan-

titative connection between physical energy dissipation
and the statistical irreversibility (arrow of time) of the
dynamics.
To be specific, imagine we make a sequence of mea-

surements of a physical observable every τ seconds and
collect them into a list, or trajectory, γτ ¼ ðxτ; x2τ;…xnτÞ.
These could be anything from the position of a particle to
densities. Thermal fluctuations make the measurements
noisy, and in each realization of this experiment we obtain a
different sequence of outcomes, which we characterize with
a probability distribution PðγτÞ. In fact, it is possible, if not
uncommon, to observe a previous sequence in the exact
reverse order, γ̃τ ¼ ðxnτ;…; x2τ; xτÞ, which occurs with
probability Pðγ̃τÞ. Stochastic thermodynamics teaches us
that these fluctuations actually are not just incoherent
noise but, in fact, constrain the physical heat dissipation
(or energy consumption) _Qdiss of the nonequilibrium
system. Formally, we compare the probabilities of
observing any sequence of measurements and its reverse
through a information-theoretic metric of distinguishability
[173,174], which is called the relative entropy rate,
_Dτ ¼ limn→∞ð1=nÞ

R
PðγτÞ ln½PðγτÞ=Pðγ̃τÞ�D½γτ�:

_Qdiss ≥ kBT _Dτ; ð4Þ

where kB is Boltzmann’s constant and T is the temperature
of the surroundings. As the relative entropy _Dτ measures
how distinguishable the processes is from its reverse, we
call it the irreversibility. In other words, it quantifies the
direction of the arrow of time. Equation (4) reveals a
fundamental relationship between how irreversible a proc-
esses is—obtained from passive measurements of the
dynamics—to the rate of energy consumption. This applies
to any observable and nearly any nonequilibrium steady
state. The irreversibility metric has proven to be a robust
experimental and computational tool to detect nonequili-
brium activity even in the absence of observable flows
[173–179].
It is important to note that the connection between

irreversibility and dissipation in active matter [132] is
not as straightforward as in passive matter [159], and it
is unclear whether we can apply this powerful framework to
complex many-body active-matter systems. Interestingly,
this leads to a plethora of definitions for irreversibility, each
providing distinct information about the nonequilibrium
nature of the dynamics. Current efforts are twofold: (i) the
analytical and numerical studies of irreversibility and
dissipation in theoretical models, where some exact ana-
lytical expressions can be derived, either in field theories
[154,167] or in particle-based models [180], and (ii) other
studies which develop indirect methods for estimating
irreversibility and dissipation, without any a priori
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knowledge of the underlying equations of motion ruling the
dynamics. This is a very exciting direction, and very
recently it has been demonstrated experimentally that
one can extract quite a bit more information from this
fundamental principle by using a new method, namely,
multiscale statistical irreversibility, which can yield the
scales of energy consumption in active systems. It is
observed that the measured irreversibility changes with
measurement frequency [181], in a manner correlated with
a characteristic timescale of the underlying energy-con-
suming process. Thus, by analyzing statistical irreversibil-
ity over different time and length scales, we can discern the
characteristic features of how energy is used in active
matter without building a model. Other efforts are local
measures of irreversibility [182] as well as exploring
machine-learning approaches [183].
And this is just the beginning. Correlating such data-

analysis techniques with observations of function and
structure can offer a principled method to characterize
energy dynamics in complex matter. This also raises the
question whether there is a scale at which dissipation is
maximum and whether it is possible to use effective
equilibrium descriptions beyond these scales [180,184].
Looking forward, it will be exciting to see how these

frameworks can provide a quantitative understanding of
how thermodynamics dictates structure in active matter and
function in living systems.

V. NONRECIPROCITY AND CHIRALITY

One of the most rapidly growing areas of active-matter
physics is the study of situations where the nonequilibrium
nature of the system results in the apparent violation of
fundamental physical laws. Two important examples are
nonreciprocity and chirality. Nonreciprocal forces that
seemingly violate the equality of action and reaction arise
when interactions are mediated by a nonequilibrium
medium and can lead to new time-dependent self-organized
states [123,124,185,186]. Active forces can also break the
symmetry of the response of a system to external pertur-
bation, resulting, for instance, in so-called odd elasticity
[187]. Nonreciprocity and chirality are intimately related
and pervasive in active matter.

A. Nonreciprocal interactions
drive new emergent behavior

Newton’s third law establishes that pair interactions
among parts of a mechanically isolated system are recip-
rocal: For every action, there is an equal and opposite
reaction. Such reciprocity applies to all systems where
interactions can be derived from a Hamiltonian and governs
all microscopic physical interactions. Reciprocity of inter-
actions can also be seen as a consequence of detailed
balance in a Markovian dynamics governed by a master
equation. Just requiring a time-reversal-invariant steady

state guarantees that the dynamics is downhill in the space
described by a function of configurations that can be
interpreted as energy. A natural definition of forces as
gradients of this energy follows, ensuring reciprocity.
In physical systems, nonreciprocity often emerges when
effective interactions among mesoscopic parts of a system
are mediated by a nonequilibrium medium, as in plasmas
[188,189] and mixtures of diffusiophoretic colloids
[190,191]. Nonreciprocal interactions are ubiquitous in
active and living systems that break detailed balance at
the microscale, from social forces [192,193] to promoter-
inhibitor couplings among cell types in developing organs
and organisms [194], to antagonistic interspecies inter-
actions in bacteria [195] and prey-predator systems [196].
Understanding how nonreciprocity (NR) affects nonequili-
brium phase transitions and emergent states of active matter
is a rapidly growing research focus in the field.

1. How do we define nonreciprocity?

This important question is usefully answered in a restricted
context inwhich a notion of force operates and the evasion—
not violation, of course—of Newton’s Third Law can be
appreciated. To fix ideas, let us work with dynamical
variables fxa; a ¼ 1; 2;…; Ng, even under time reversal.
These could be the positions or orientations of N particles
labeled by a. Let us assume they undergo inertialess
dynamics governed purely by force balance:

Γab
dxb
dt

¼
X
b

Fab þ fa; ð5Þ

in a dissipative medium with a matrix of kinetic coefficients
with components Γab, velocity-independent interaction
forcesFab, andGaussianwhite noise fawith hfað0ÞfbðtÞi ¼
2DabδðtÞ. If this were a thermal equilibrium problem, we
would have Dab ∝ Γab. Nonreciprocality can enter if
Γab ≠ Γba, or Fab ≠ −Fba, or both, violating the symmetry
properties of kinetic coefficients [197] and/or static inverse
susceptibilities. This is not a fundamental violation of
Newton’s Third Law, as the system is in contact with a
damping medium. However, if the system were governed by
an energy function that depended only on the relative values
of the fxag, Fab þ Fba would necessarily be zero despite the
presence of a medium that could take up the slack. Outside a
context where the dynamics can be formulated in terms of
forces or torques, a more general notion of nonreciprocity is
still useful, in the form of an absence of a ↔ b symmetry in
the sensitivities of _xa to changes in xb:dxa=dt ¼ Cabxb þ � � �
with Cab ≠ Cba [186]. However, the relation to Onsager
reciprocity, and the equilibrium limit itself, is precise only
when the dynamics is formulated in the detailed form of
Eq. (5).We turn now to specific realizations of nonreciprocity
that are considered in the active matter context.

SYMMETRY, THERMODYNAMICS, AND TOPOLOGY IN ACTIVE … PHYS. REV. X 12, 010501 (2022)

010501-13



2. Nonreciprocity and symmetry of the order parameter

The simplest description of phase separation of a binary
mixture is through the classical Cahn-Hilliard equations
that describe the interdiffusive dynamics of two coupled
conserved scalar concentration fields, ϕa, for a ¼ A, B, in
one dimension [123]. The evolution of each concentration
is governed by a ϕ4 field theory that allows for a spinodal
instability according to Model B dynamics:

∂tϕa ¼ ∂x

�
∂x

δFa

δϕa
þ κab∂xϕb

�
; ð6Þ

with

Fa ¼
1

2

Z
r

�
χaϕ

2
a þ

1

6
ϕ4
a þ γað∂xϕaÞ2

�
: ð7Þ

When κab ¼ κba, such a system undergoes bulk phase
separation from a homogeneous mixed phase into two
coexisting phases, each rich in one of the species. Recent
work examines nonreciprocality arising from nonsymmetric,
and, therefore, nonequilibrium, off-diagonal contributions to
the effective chemical potential that cannot be derived from a
free energy, leading to κAB ≠ κBA [123,124,185]. Such a
situation can arise, for instance, inmixtures of active colloids
from the breaking of detailed balance in the microdynamics
that is a defining feature of active systems. It is shown that
sufficiently strong nonreciprocity can set the phase-separated
state into motion, resulting in traveling density waves that
break orientational symmetry. This work demonstrates that
NRprovides a genericmechanism for traveling, and possibly
stable oscillatory patterns, where the two components play a
chase-and-run game with each other, eventually settling into
a stable spatiotemporally modulated structure. NR can
additionally arrest the phase separation, turning the spinodal
decomposition into a Turing-type instability with length
scale selection [185]. While the emergence of spatial and
temporal patterns is well known, for instance, in models of
population dynamics with antagonistic or mutualistic repro-
duction rates [198,199], it is surprising in systems described
by conserved scalar fields with purely diffusive dynamics.
Related work examines the effect of nonreciprocity in a

two-species Vicsek model characterized by coupled vector
order parameters that encode the mean velocity of each
species [186]. Nonreciprocity is introduced here by assum-
ing that, while species A aligns with both A and B, species
B aligns with B but antialigns with A (see Fig. 6). One then
finds a dynamical chiral state, with no equilibrium counter-
part where the mean velocities of each species rotate either
clockwise or counterclockwise, maintaining a constant
phase difference—a vectorial analog to the traveling states
of phase separated scalar Cahn-Hilliard fields [123,185].
In both examples discussed above, NR introduces new

time-dependent collective states that dynamically restore
broken symmetries of the reciprocal system.NR sets patterns

of scalar fields into motion, effectively breaking polar
symmetry, and endows antagonistically coupled polar flocks
with handedness.More generally, what are the consequences
of NR in pattern-forming systems with scalar, polar, or
nematic symmetry? How does NR affect the emergent
behavior and the nature of the phase transitions between
states? Also to be explored is the role of boundary conditions
that may play a special role in systems with nonreciprocal
interactions. Finally, the drift instability of scalar model
described above as well as the transition of the two-species
Vicsekmodel appear to be examples of a general class ofPT-
breaking (P ¼ parity, T ¼ time reversal) transitions that
appear in open quantum systems with non-Hermitian
Hamiltonian operators, resulting in time-periodic Floquet
states [200–202]. Exploring the connection between nonre-
ciprocal active matter and non-Hermitian quantum mechan-
ics is an important emerging direction.

3. Nonreciprocity in active solids

The role of nonreciprocity in mesoscale effective inter-
actions is also highlighted in the context of the elasticity of
materials where the interactions among the individual
constituents are nonconservative [187]. In this case, non-
reciprocity manifests itself in the form of antisymmetric
(odd) elastic moduli that are needed to characterize the
linear elasticity of isotropic solids, in addition to familiar
shear and compressional moduli. The presence of these odd
response functions yields new nonequilibrium behavior,
such as the ability of an inertialess elastic solid to support
elastic wave propagation, as well as auxetic response—
when stretched, the material expands in the direction
perpendicular to the applied force. Note that this last can

FIG. 6. Examples of nonreciprocal interactions. Top: Active
colloids can experience NR effective interactions due to different
surface reactivities. Here, particle A is attracted to B, but B is
repelled by A. Bottom: Birds interact with other birds that are
within their vision cone. Here, bird A interacts with B, which is
within the vision cone of A, but B does not interact with A.
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arise in equilibrium systems as well, through a negative
Poisson ratio.
Even in the absence of chirality, and, hence, of odd

elasticity, the effective pair interaction of orientable motile
particles in an elastic medium is NR, because it is mediated
by the reorienting effect of the strain field that their motion
generates. The result is a strongly nonmutual “tactic” [203]
interaction between two particles of the same type, dis-
tinguished only by which one lies ahead as defined by the
direction in which it points. The particle at the rear acquires
a purely mechanical “stealth” and can sense and move
toward the one in front without signalling its pres-
ence [204].

4. Nonreciprocity, activity, and information

It seems clear that nonreciprocity is generic in active
matter, but whether activity and nonreciprocity share the
same fundamental origin is yet to be understood. Consider
two coordinates x1 and x2 in a system rendered active by
maintaining a constant positive chemical potential differ-
ence Δμ between the reactants and products of a chemical
reaction. Within the standard active-matter paradigm
[12,167,205,206], active dynamics arises through chemo-
mechanical cross-couplings ζi; i ¼ 1, 2: _xi ¼ ζiΔμþ � � �,
where the ellipsis denotes the passive part of the dynamics
and, in general, the ζi depend on x1 and x2. Unless
forbidden by additional symmetries, in general,
∂ζi=∂xj ≠ ∂ζj=∂xi, so the dynamics of x1 and x2 should
be nonreciprocal. Agent-based models like the iconic
Vicsek model may be based on reciprocal interactions or
alignment rules but upon coarse-graining are described by
continuum equations with macroscopic couplings that do
not respect Onsager’s relations and, hence, break macro-
scopic nonreciprocity. Indeed, nonreciprocity rather than
motility can be seen [207] to lie at the heart of the Vicsek
and the Toner-Tu models. If the orientation vector carried
by a particle aligns more strongly with that of its neighbor
ahead of it than with its neighbor behind it, where ahead
and behind are defined with respect to the direction of the
focal particle’s orientation vector, the polar order parameter
in the coarse-grained theory advects itself as if it were a
velocity even if the particles are not motile [207]. The
directed information transfer associated with this advective
nonlinearity assures long-range order in two dimensions. It
was also recently shown that the interpretation of active
hydrodynamics as a continuum theory with couplings that
do not satisfy Onsager’s relations can provide useful
insights on energy dissipation and irreversibility [208].
Demonstrating in detail how such macroscopic nonreci-
procity arises frommicroscopic dynamics with broken TRS
but without explicit nonreciprocity remains an open chal-
lenge. For instance, coarse-graining often involves empiri-
cal closures and is generally carried out by neglecting
noise, which is then added back phenomenologically in the
continuum model, presumably unconstrained by a relation

to kinetic coefficients. Could this type of breaking of the

fluctuation-dissipation relation lead generically to the

emergence of nonreciprocity in the continuum dynamics?
Finally, NR may be the key to understanding directed

information transmission in living systems, such as signal-
ling in cell biology or communication in social environ-
ments. In synthetic active matter and robotics, NR
interactions can be used for control of time-delayed feed-
back, memory, and information flow. The understanding of
these processes is an emerging direction with far reaching
implications from biology to engineering.

B. Chiral active matter

An object is conventionally termed chiral [209–212] if it
cannot be superimposed on its image in a plane mirror by
means of rigid motions. Chirality can enter through
structure, as in a helix in three dimensions or a scalene
triangle in two, or dynamically, as in a spinning object such
as a rotary molecular motor. In 2D, chirality is uniquely
defined with respect to an axis normal to the plane in which
the system lives, such as the clockwise (CW) or counter-
clockwise (CCW) sense of rotation of a spinner. In 3D,
however, the handedness of an object depends, quite
literally, on one’s point of view [213]. Indeed, an object
that is three-dimensionally achiral in an absolute sense can
nonetheless display chiral behavior in its dynamical
response about a given axis [214]. Chirality is inescapable
in biology, and living matter is active, so it is natural to
explore the interplay of chirality and activity.

1. Chirality is an asymmetry

Chirality describes the absence of a spatial symmetry.
Asymmetry, in active systems, begets spontaneous motion
and governs its direction. A pragmatic approach to chiral
active systems thus emerges, through time-reversal-
breaking stresses and currents constructed from local fields
and their gradients, with an odd number of appearances of
the Levi-Civita tensor. Chirality pertains to spatial, and
activity to temporal, asymmetry. One reason to study the
two together is that in passive systems chirality tends not to
reveal its presence in long-wavelength mechanical proper-
ties—for example, the elastic and hydrodynamic properties
of cholesteric liquid crystals at equilibrium map exactly to
those of smectics [215,216]. In achiral systems with
translational order, active forces introduce terms whose
form superficially resembles those already present in the
corresponding passive systems [217] or created by static
external fields [218,219]. Taken together, however, the
effects of chirality and activity can reinforce each other,
with surprising consequences. Some of these can be seen in
the sampling of results below, but we expect much richness
from this interplay in future studies of chiral active
matter.
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2. Turners and spinners: Dry chiral active matter

We begin with agent-based models without an ambient
fluid. Motile particles whose heading turns at a constant
rate [220,221] provide a simple realization of chiral, polar
active matter, displaying enhanced order and, for rapid
enough turning rate, microphase separation into coherently
rotating domains with the scale set by the turning radius.
Persistently spinning particles allow the study of activity
without translational motility or even an axis of alignment.
The particles could be permanent spinners [222] or actuated
by a rotating field [223], in which case chirality is a
consequence of rotation, or they could convert incoherent
energy input into rotary motion by virtue of their chiral
shape [224]. These active but nonmotile spinners give rise
to a rich range of phenomena. Spinners in a dense passive
monolayer display a long-ranged interaction whose char-
acter changes as the layer changes from fluid to solid [223],
while two-dimensional crystalline phases of spinners dis-
play one-way propagating edge currents [222].
A potentially important question of principle in these dry

chiral active systems concerns how much, and under what
circumstances, the circle-walker system, which has a local
polar order parameter but no long-range vector order,
differs from the spinner system. How do properties vary
upon tuning the turning direction from clockwise to
counterclockwise as one crosses the point of infinite
turning radius where a uniform flock intervenes? In a more
speculative vein, can elementary active-matter models with
chirality offer novel approaches to exploring chiral dis-
crimination and proofreading—life-or-death issues during
protein synthesis in the cell [225]? In this connection,
recent experiments [226] on a mixture of left- and right-
turning motile ellipsoids are noteworthy for placing in
evidence an active mechanism for stereoselection, through
the formation of a preponderance of motile achiral dimers
and a smaller fraction of spinning chiral dimers.

3. Living chiral fluids

The description of wet chiral active systems (see foot-
note 3) originates in Ref. [227] for bulk and Ref. [228] for
thin-film settings. Reference [227] considers suspensions
of torque dipoles consisting of a pair of oppositely directed
point torques perpendicular or parallel to their separation
vector, as well as chiral force dipoles made of a pair of
oppositely directed point forces perpendicular to their
separation vector, compensated by a torque monopole to
ensure zero total torque. The resulting extended hydro-
dynamic equations, including an angular momentum den-
sity, predict that the intrinsic rotation and the vorticity can
differ even in steady state and that a confined active chiral
fluid with polar order can produce macroscopic shear
[229]. The spontaneous rotation of chiral active fluids
yields an escape route [230] from the generic instability
of Ref. [42].

Arguably the most far-reaching implications of wet
chiral active hydrodynamics are for developmental
biology, specifically on the emergence of macroscopic
left-right asymmetry in the development of a multicellu-
lar organism. Experiments on the development of the
nematode Caenorhabditis elegans, informed by the
coarse-grained theory of a thin film of chiral active fluid,
show that counterrotating flows arising from cytoskeletal
stresses and torques at the scale of a cell lead to asymmetry
at the scale of the embryo, in particular, cell lineages
[231,232]. Major open directions include identifying the
(macro)molecular players responsible for the operative
torque generation and the mechanism that organizes these
coherently to yield the macroscopic torques and flows.
A dramatic example of chiral organization in biology is

provided by recent experiments on dense collections of
starfish embryos at an interface [164]. Over the course of
their natural development, thousands of swimming embryos
come together to form living chiral crystal (LCC) structures
that persist for many hours (see Fig. 7). The self-assembly,
dynamics, and dissolution of these LCCs are controlled
entirely by the embryo’s internal developmental program.
Starfish embryos are inherently chiral, as they spin about
their animal pole axis in a handed manner. When self-

FIG. 7. Developing starfish embryos self-organize into living
chiral crystals. Time sequence of still images showing crystal
assembly and dissolution (t ¼ 0 h corresponds to the onset of
clustering; scale bar, 1 mm). Embryo morphology and flow fields
change with developmental time (shape scale bar, 100 μm; flow
field scale bar, 200 μm). Embryos assembled in a crystal perform
a global collective rotation (scale bar, 2 mm). Spinning embryos
(yellow arrows) in the crystal form a hexagonal lattice, containing
fivefold (red) and sevenfold (cyan) defects (scale bar, 0.5 mm).
Spinning embryos exchange forces (brown arrows) and torques
(red arrows) due to hydrodynamic interactions. Adapted from
Ref. [164].

BOWICK, FAKHRI, MARCHETTI, and RAMASWAMY PHYS. REV. X 12, 010501 (2022)

010501-16



organized into a cluster, a fraction of each embryo’s torque
is transferred to the whole crystal, resulting in a global
cluster rotation. Perhaps more importantly, the chiral spin-
ning motions also lead to transverse interactions and
torque exchanges between embryo pairs. Because of the
nonreciprocal nature of these interactions, LCCs can support
self-sustained chiral waves and shear cycles, similar to those
recently predicted in odd elastic materials, providing evi-
dence for the importance of nonreciprocality in multiorga-
nismal living matter. Since many multicellular systems
naturally break time-reversal and chiral symmetries in a
manner similar to the starfish embryo system, this work can
open up an exciting avenue in search of odd properties in
biophysical systems.

4. Translational order, bulk versus boundary
and dimensionality

Odd elasticity of active solids [187] is an especially
dramatic manifestation of the combined effects of chirality
and activity. A linear elastic tensor Cabcd relates stress to
strain: σab ¼ CabcdUcd, but the absence of an energy
function liberates Cabcd from the constraint of symmetry
under ab ↔ cd. Among the consequences are work extrac-
tion from the active solid in quasistatic cycles and propa-
gating modes in the nominally inertia-free regime. Odd
viscoelasticity is discussed in Ref. [233].
Active chiral systems with one-dimensional translational

order—active cholesterics [219]—display a unique nonre-
ciprocal effect: Gradients of layer curvature evoke a
response in the perpendicular in-plane direction, like an
odd Laplace pressure gradient. Whereas the odd elastic
force density of two-dimensional chiral active solids
reflects an antisymmetric contribution to the linear relation
between stress and strain, the force density of Ref. [219]
arises even when the strain is zero. If such a system goes
through a Helfrich-Hurault [234,235] undulational insta-
bility or its active counterpart [218,236], this effect, odder
than odd elasticity, produces a columnar array of fluid-flow
vortices, with an “antiferromagnetic” spatial pattern of
vorticity [219].
In these translationally ordered systems, the combined

effects of chirality and activity manifest themselves in the
bulk. By contrast, the most striking features of chiral active
fluids seem to lie in their edge modes [222]. Understanding
the fundamental reason for this contrast in behaviors and an
exploration of possible connections to the expulsion of
chirality to the edge in a layer of three-dimensionally chiral
particles [237] are interesting open directions.
Lastly, studies of chiral active systems largely focus on

two dimensions, where chiral effects can be viewed in the
simple CW-CCW dichotomy which links naturally to
persistent currents. Understanding how activity and chiral-
ity combine in three-dimensional systems, especially in the
absence of a preferred direction with respect to which to

project to two dimensions, is a challenge. For purely
viscous 3D odd fluids, see Ref. [238]. It is clear that
chirality provides unusual opportunities for the manifesta-
tion of active effects on large spatial scales and that
explorations of the interplay of activity and chirality will
be a major theme in the study of active systems for years
to come.

VI. ACTIVE MATTER IN BIOLOGY

Living cells are active entities capable of a number of
self-driven mechanical functions, such as shape changes,
motility, and division. Through interactions and coupling
to the environment, they assemble into biological tissue,
forming organs and organisms with entirely new emergent
behavior. An important open question in active matter
physics is developing a predictive continuum theory of
living matter that relates subcellular and cell-scale proc-
esses to adaptive mechanics at the tissue scale. A key
challenge is relating the coefficients of the sought-after
continuum models to both the parameters of mesoscopic
models, such as Vertex, Voronoi, or multiphase field
models, and to quantities controlled in experiments.
A measure of success of the theory will be its ability to
identify classes of molecular signaling mechanisms that
define specific effective material parameters capable of
characterizing behaviors at the organ and organism scale.

A. Coupling between multiple fields underlies
the dynamics of tissues

An approach to developing such a theory finds its
inspiration in a successful paradigm in developmental
biology. The essence of this paradigm is the notion that
spatial and temporal concentration patterns of diffusable
chemicals known as morphogens specify the organization
of cells into emergent structures [137,138,239]. In recent
years, the traditional notion of scalar concentration fields
has acquired broader scope, as it has become evident that
organization at the tissue scale can often be described in
terms of the dynamics of continuum supracellular fields
that often include orientational degrees of freedom and
define the tissue’s mechanical behavior [240–242]. An
important example is Planar Cell Polarity that describes the
tendency of epithelial cells to polarize due to anisotropic
protein distribution within a given cell [243]. Cell-cell
interactions can then coordinate such polarity at the tissue
level, resulting in large-scale tissue anisotropy usefully
described in terms of spatial and temporal variation of a
continuum vector field. Such an approach provides the
opportunity to take advantage of the machinery of the
physics of flocking, and it acquires quantitative power
when the continuum field can be related to specific cellular
processes.
Another application of these ideas to living matter is

motivated by the recent observation of nematic order in a
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variety of biological settings, as discussed in Sec. II C.
In some cases, as in layers of spindle-shaped progenitor
neural cells [34], the individual cells are clearly
elongated and nematic textures can readily be associated
with the arrangements of cellular shapes, suggesting that
orientational order may be driven by crowding through the
interplay of steric and entropic effects, much like in
equilibrium. In other systems, such as the Drosophila
embryo [241] or the freshwater organism Hydra [37],
nematic order is evident in the organization of supra-
cellularmyosin or actin fibers. Less clear are the origin and
signature of nematic order in epithelial layers, such as
MDCK cells [35]. In general, more work is needed to
understand what may be the mechanical or biochemical
processes that drive and control the formation of nematic
textures and the biological role of such orientational order.

B. Forces shaping tissues: From intracellular to cellular

A related question concerns the nature of active forces in
biological tissue. Individual cells crawl on substrates by
generating contractile active stresses through the actomyo-
sin machinery of their cytoskeleton. Recent experiments
indicate, however, that, when such cells organize in
confluent epithelia, interactions mediated by e-cadherins
result in pulling forces exerted by cells on their neighbors,
with extensile stresses at the tissue scale [244]. What are the
relative roles of polar traction forces exerted by cells on a
substrate or the surrounding medium and cell-cell “trac-
tions” in controlling the extensile or contractile and polar or
apolar nature of active stresses in tissue and the resulting
modes of collective cell dynamics?

C. Spatiotemporally varying material properties

A key limitation of the continuum modeling approach
lies in the assumption of fixed material properties of tissues,
which is encoded in the choice of a particular constitutive
law. Tissues are able to adapt their mechanical response to
perturbations (both external and internal) and are charac-
terized by multiple relaxation times. This demands a
rheological model capable of capturing both active solid-
like and fluidlike behavior in different regimes of stress
response and to dynamically transition between the two.
In other words, any rheological model of tissue mechanics
must incorporate the active feedbacks between cellular
mechanics, polarized motility, and the regulatory biochem-
istry of actomyosin contractility. These couplings play an
essential role in the transmission of spatial information in
large cell monolayers, which are often mediated by
traveling waves, pulses, and a tug of war between cell-
cell and cell-substrate forces [245,246]. While some recent
progress has been made on incorporating these couplings in
continuum models [247], informed by studies of meso-
scopic models and by experiments, formulating an adaptive
rheological model of tissue remains an open challenge.
This is further complicated by the fact that living tissue is

also capable of adapting its mechanical state in response
to changes in environment, through feedback loops in a
way that has so far largely eluded predictive theoretical
descriptions.

D. Form meets function

There are also situations where epithelial cells organize
in remarkable orderly patterns that seem to be essential to
the functioning of many tissues. Examples are photorecep-
tor cells in the eyes [248], the hexagonal cell packings in
the wing of developing Drosophila [249] (see Fig. 8), and
the remarkable rectangular cell lattice observed in the
development of the freshwater shrimp Parhyale [250].
The mechanisms that control the development of such
regular, ordered epithelial cell packings remain only
partially understood. Do protein anisotropies existing at
the single-cell or subcellular level control the emergence of
ordered structures, as, for instance, suggested in models of
the eye retina [251], or do regular cellular arrangements
emerge spontaneously from cell-cell interactions? What is
the role of growth and growth anisotropy in organizing
ordered cell packings? Answering these questions may also
help inform and guide new pathways of active assembly for
the design of functional materials.

E. Beyond broken symmetries

Finally, in condensed matter physics, the notions of
broken symmetry and conservation laws provide powerful
principles for the identification of coarse-grained fields that
allow the formulation of predictive continuum descriptions
of complex phenomena. So far, the active matter commu-
nity has largely been using the same ideas to formulate
continuum models of active and living systems [240]. But
living matter develops, divides, repairs itself, adapts to its
environment, and evolves to perform specific functions. Its
hierarchically organized constituents often compete for
fixed pools of resources: For instance, in wound healing,

FIG. 8. Morphogenesis of theDrosophila pupal wing. The cells
in the tissue undergo shape changes, cell divisions, cell rearrange-
ments, and cell extrusions during wing morphogenesis. Colors
denote cell contact dynamics during tissue morphogenesis.
Adapted from Ref. [252].
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the same actin pool may drive protrusive cell motility and
cell contraction [253]. Can we identify general principles
that may guide us in constructing field theories for this
more complex type of matter, where spatial and temporal
responses are often coupled and feed back onto each other?
How do we build into our coarse-grained theories the fact
that we are dealing with systems that have emerged from an
evolutionary process, that they correspond to evolutionarily
stable strategies? For example, when constructing a generic
model of a physical system, one would never insist that
parameter values should be poised at a threshold separating
two qualitatively distinct behaviors. Such phase-transition
points correspond to unstable fixed points of the renorm-
alization group, so that this parameter choice would amount
to nongeneric fine-tuning. But evidence from diverse living
systems [254–257] suggests that tuning of this type may be
an emergent result of evolution. And what is the influence
of noise on the regulatory feedbacks that control cellular
organization?

VII. THE FUTURE IS ACTIVE

The field of active matter continues to evolve rapidly and
to establish connections and relevance to many areas of
science. In this article, we present a biased selection of
topics where we expect significant progress to be made in
the coming years. There are many other important emerg-
ing directions that are omitted. An example is the study of
the interplay of motility and information transmission with
models of active agents that change their state upon
interaction with each other [258–260], as relevant, for
instance, to epidemics spreading. Another is systems in
which the active forcing can be viewed as maintaining
temperature difference between two species of particles
[261,262].
The field of active matter started out by marrying the

fluid dynamics of swimmers with the field theory of pattern
formation and phase transitions. It has now acquired its
own identity as a powerful framework for the description of
spontaneous organization in both the living and the
engineered worlds on a vast range of scales. The role of
topology has become evident in active systems and has
pointed to the possibility of deep connections with the
statistical physics of open quantum systems [186,263].
It has also become evident that the topics discussed here

are all interconnected, as displayed in Fig. 9, with many of
these connections still awaiting quantitative exploration.
The field of active matter was born from the physicist’s
ambition to use statistical physics and hydrodynamics to
describe collective motion in the living world. The active-
matter framework has now had important successes in
capturing examples of organization in living matter on
scales from subnuclear to oceanic. The overall dream is to
develop a predictive theory that allows us to design the
hierarchical organization of active agents or “machines”
into larger-scale machines tuned to perform specific

functions and to adapt to the task at hand. While nature
does this every day, we are still far from achieving this goal
but continue to make consistent progress.
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