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To fully capitalize on the potential and versatility of resonant inelastic x-ray scattering (RIXS), it is
essential to develop the capability to interpret different RIXS contributions through calculations, including
the dependence on momentum transfer, from first principles for correlated materials. Toward that objective,
we present new methodology for calculating the full RIXS response of a correlated metal in an unbiased
fashion. Through comparison of measurements and calculations that tune the incident photon energy over a
wide portion of the Fe L3 absorption resonance of the benchmark material BaFe,As,, we show that the
RIXS response in BaFe,As, is dominated by the direct-channel contribution, including the Raman-like
response below threshold. Calculations are initially performed within the first-principles Bethe-
Salpeter equation (BSE) framework, which we then significantly improve by invoking a quasiboson
model to describe the secondary excitations within the intermediate state. This enhancement allows the
many-electron RIXS signal to be approximated as a convolution of BSE-calculated spectra with effective
spectral functions. We construct these spectral functions, also from first principles, by employing the
cumulant expansion of the Green’s function and performing a real-time time-dependent density functional
theory calculation of the response of the electronic system to the perturbation of the intermediate-state
excitation. Importantly, this process allows us to evaluate the indirect RIXS response from first principles,
accounting for the full periodicity of the crystal structure and with full dependence on the momentum

transfer.

DOI: 10.1103/PhysRevX.11.031013

I. INTRODUCTION

Resonant inelastic x-ray scattering (RIXS) is a highly
versatile and powerful probe of elementary excitations in
materials owing to its sensitivity to all electronic (i.e., spin,
charge, and orbital) and lattice degrees of freedom,
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elemental and orbital selectivity, detailed polarization
analysis, and ability to detect small sample volumes [1,2].
RIXS is used to detect local and collective excitations
such as dd excitations [3,4], charge transfer [5-7], phonons
[8,9], spin excitations [10-13], and other quasiparticles
[14—-16]. This sensitivity allows the study of the key
interactions characterizing materials such as electron-
phonon coupling, magnetic exchange, fractionalization,
and the interplay of emergent collective excitations.
Recently, the technique has even been extended to time-
resolved experiments [17,18]. The success of RIXS is due
to the huge advancements in x-ray instrumentation [19-21]
and the concomitant development of RIXS theory [22-26].

Experimental RIXS efforts focus to a large extent on
strongly correlated electron materials, particularly Mott
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insulators. Correspondingly, computational efforts typi-
cally either utilize model Hamiltonians on 1D or 2D
lattices [27—-32] or treat small clusters around the absorbing
element at various approximations [33—37]. The computa-
tional demands of both approaches scale prohibitively with
system size, requiring truncation both with respect to the
lattice or cluster size and with respect to the number of
bands or active orbitals included in the calculation. These
restrictions are tolerable for many of the transition metal
oxides commonly probed thus far because of their insulat-
ing or narrow band character, nearly complete d shell or
subshell, and the typical reduced dimensionality. However,
these computational limitations appear to preclude accurate
treatment of more itinerant systems or even multiorbital
nonmetallic materials with moderate bandwidth.

Multiorbital correlated materials present a rich physical
landscape of interactions leading to a plethora of intriguing
phenomena including spin, charge, and orbital orders, giant
and colossal magnetoresistance, metal-to-insulator transi-
tions, and multiferroicity [38,39]. Correlated metals offer
several examples of unconventional superconductivity
distinct from cuprates including intermetallic heavy fer-
mion systems [40], the iron-based superconductors [41],
and Sr,RuQ, [42]. Meanwhile, the narrow gap semicon-
ductor FeSb, [43] and ultrathin films of FeSe [44] possess
exceptional thermoelectric properties. These multiorbital
systems are subject not only to charge correlations, char-
acterized by the Hubbard interaction, but also orbital
correlations determined by Hund’s coupling. The latter
interaction leads to orbital differentiation and the possibility
of orbital-selective Mott transitions [45]. The orbital-
selective nature of correlations within Hund’s metals and
their interplay with Mott physics remains a fascinating and
vigorously investigated subject [46,47]. While these proper-
ties are probed by other techniques such as angle-resolved
photoemission [48,49], optical conductivity [50], and
inelastic neutron scattering [45,51], applying RIXS to
correlated metals offers several advantages such as bulk,
elemental, and orbital sensitivity. However, the development
of RIXS on these materials is hampered by the lack of a
theoretical framework to interpret spectra of metallic and
multiorbital systems, limiting the utility of RIXS.

Experimentally, the RIXS response of metals, and
especially correlated metals, has been only marginally
investigated due to the large fluorescence backgrounds
that tend to obscure more interesting contributions from
collective excitations such as phonons, magnons, and
secondary charge excitations. Measurements of charge
excitations in vanadates probe the influence of chemical
composition [52] and film thickness [53] on electronic
correlations. Magnon and paramagnon excitations are
studied by RIXS in parent and doped BaFe,As, com-
pounds [54-57],in 111 [58] and 1111 [59] systems, and in
FeSe [60]. However, the interpretation of RIXS data in
multiorbital systems remains challenging.

Calculating the RIXS response of correlated metals is
challenging, because it requires the ability to handle
multiple orbitals, large bandwidths, and electronic corre-
lations. One-electron or particle-hole methods, which are
amenable to large bandwidths, are not well suited to
accurately capture low-energy excitations of correlated
systems and have largely been restricted to core-to-core
RIXS processes [61,62]. Such calculations can account
neither for secondary excitations in the direct RIXS channel
nor for any part of the indirect RIXS contribution.

Here, we present a detailed, first-principles computa-
tional framework for evaluating and analyzing the valence
electronic contributions to the RIXS spectra of metallic
systems, taking the moderately correlated BaFe,As, as our
test case. Experimentally, we map the RIXS loss profiles of
BaFe,As, as a function of incident photon energy across
the Fe L5 edge. The most prominent feature is a Raman-to-
fluorescence crossover occurring around the x-ray absorp-
tion threshold. We provide a detailed analysis of the loss
profiles, separating band-structure features from many-
body contributions. For excitation energies well above
the absorption edge, we observe a weak Raman-like feature
at about 1 eV energy loss that is not seen in previous
studies. We interpret this feature as arising partly from
electronic correlations within the Fe d bands.

Our computational work starts by solving the Bethe-
Salpeter equation (BSE) for two-particle excitonic states
based on an electronic band structure obtained from density
functional theory (DFT). Contrary to model Hamiltonians,
cluster calculations, or approaches that reduce the elec-
tronic structure to Wannier orbitals of the correlated bands,
the DFT BSE includes all bands associated with all sites
and orbital shells on an equal footing. This inclusion
reduces the arbitrariness of the method, avoids parameter-
ization, naturally accounts for hybridization effects, and is
equally applicable to the transition metal and ligand edges.
The BSE has previously been applied to calculate the x-ray
absorption and emission spectra of metals [63], and the
RIXS loss profiles of nonmetals [64—66], but generally not
to the RIXS spectra of metals.

We show in Sec. II that the BSE, employing the typical
static screening response, provides a reasonable accounting
for spectral features observed in the experimental x-ray
absorption and emission spectra of BaFe,As,. However,
certain discrepancies in the spectral intensity are evident.
This discrepancy occurs because the BSE describes the
excited state as a superposition of single electron-hole pairs
and, due to the static screening approximation, fails to
accurately capture spectral structures stemming from the
generation of secondary excitations. We correct this defi-
ciency by combining the BSE with a quasiboson model that
accounts for shakeup within the valence system due to
coupling to the core hole and photoelectron. This correction
is accomplished in Sec. IV by using real-time time-
dependent density functional theory (1t-TDDFT) to calculate
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the dynamic, correlated response of the valence system due
to the intermediate-state perturbation. This calculation of the
correlated response allows us to generate, from first prin-
ciples, an effective spectral function that implicitly incorpo-
rates the previously neglected secondary excitations.
Convolving this spectral function with the BSE results
yields spectra in excellent agreement with experiment.

The quasiboson model further admits a simplified
expression of the RIXS cross section as a convolution
over absorption and emission spectra. We show in Secs. V
and VI that this approximation enables us to combine our
BSE calculations and the rt-TDDFT-derived effective
excitonic spectral function to calculate both band-structure
and correlation contributions to RIXS spectra. This combi-
nation allows for a practical, first-principles method of
calculating the RIXS response of correlated metals with full
momentum dependence, including secondary electronic
excitations and indirect loss contributions.

II. X-RAY ABSORPTION AND EMISSION

Before turning to the more complex RIXS results,
we first consider the x-ray absorption (XAS) and
x-ray emission (XES) spectra to better understand the
RIXS intermediate and final states and their relations to
the unoccupied and occupied electronic structure of
BaFe,As,. Figure 1(b) contains the measured and calcu-
lated Fe L; XAS. The experimental spectrum displays a
broad main peak with a maximum at an absorption energy
around 707.7 eV accompanied by a shoulder region
between about 710 and 711 eV. This line shape is typical
of metallic compounds and is similar to measurements
performed on other Fe pnictides [54,55,58-60]. The good
quality of the sample is evidenced by the lack of spurious
distinct peaks associated with Fe’* between 709 and
710 eV, which would be due to sample deterioration and
oxidation.

We calculate the XAS from first principles by evaluating
the two-particle excitonic Bethe-Salpeter equations within
the OCEAN code [67]. The Bethe-Salpeter Hamiltonian
(BSH) consists of independent particle terms for the
photoelectron and core hole as well as an interaction
kernel that includes the statically screened direct and
bare exchange terms between the two particles [68]. The
independent particle contributions are obtained from a
density functional theory (DFT) calculation of the
ground-state electronic band structure using the Quantum
ESPRESSO code [69,70]. The BSE interaction kernel is
incorporated by summing ladder diagrams to infinite order
[71]. The BSE calculation captures each of the features
observed in the experiment, though with some discrepan-
cies in intensities, which we address below.

The BSE calculations reveal at least three features within
the main peak, labeled A, B, and C, and several features in
the shoulder region, collectively labeled D. To understand
these contributions in more detail, we first consider in
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FIG. 1. X-ray absorption of BaFe,As, at the Fe L; edge.

(a) Photoelectron charge density isosurfaces (yellow surfaces) for
the BSE-calculated excitonic states A—D indicated in the XAS
spectrum; the core-hole component of the exciton wave function
is fixed at a central iron atom. (b) BSE calculation (blue curve) of
the XAS compared with measurement (black symbols). The core-
hole lifetime broadening is 0.2 eV half width at half maximum
(HWHM). The red curve is obtained as described in the text by
convolving the BSE spectrum with a Doniach-Sunjic spectral
function of asymmetry parameter 0.14 and linewidth 0.16 eV that
accounts for secondary electronic excitations. (c) Final-state local
projected density of states (pDOS) of the unoccupied levels for
selected orbitals.

Fig. 1(c) the final-state local projected density of states
(pDOS) above the Fermi level around the absorbing Fe
atom. The pDOS suggests that the edge onset A is mainly
composed of Fe 3d and Ba 5d states, the main peak B is
dominated by Fe 3d, hybridized to some extent with Ba 5d
and As 4p states, the postedge C contains appreciable
Ba 5d character, and the shoulder D is mainly derived from
Ba 5d states. While the final-state pDOS, evaluated in the
presence of a core hole on the absorbing Fe site, provides
a valuable approximation of the orbital character of the
final states, it does not account for weighting due to the
transition matrix elements between the Fe 2 p core level and
the final states nor for mixing of the final-state excitons
caused by multipolar terms of the Coulomb interaction.
To provide a more rigorous picture, we visually inspect
the excitonic states associated with the main edge and
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shoulder regions. For each incident photon energy (A-D),
we obtain the two-particle, electron-hole wave function for
the excitonic XAS final state. Integrating out the core-hole
coordinates leaves the wave function for the photoelectron.
Figure 1(a) presents isosurfaces for the charge density
distributions corresponding to these photoelectron wave
functions. These orbital isosurfaces mainly confirm the
pDOS interpretation, except that they indicate the pre-edge
feature A has very little Ba character, contrary to the pDOS
prediction, and the shoulder region maintains more Fe
character than implied in the pDOS. Consistent with the
metallic nature of BaFe,As,, the photoelectrons are not
strongly localized around the absorption site but are rather
diffuse and delocalized. At the edge onset (A), the photo-
electron is largely confined within the first iron-arsenide
layer, consisting of hybridized Fe 3d and As 4p states. By
the postedge and shoulder regions, the photoelectron has a
greater spatial expanse and gains appreciable 54 orbital
character on the Ba sites.

Figure 2(b) presents the measured and calculated XES at
the Fe L; edge. The experimental spectrum consists of a
broad, asymmetric emission line; however, the calculation
reveals finer structure with a main feature A at around
706 eV, a distinct second feature B near 703.5 eV, and a
weak peak C at 702 eV. Figure 2(c) gives the ground-state
pDOS of the occupied states just below the Fermi level,
showing that the main feature A consists entirely of Fe 3d
orbitals, the shoulder feature B is comprised of Fe 3d—As
4p hybridized states, and the weak feature C at 702 eV is
mainly of As 4p character. This characterization is further
supported by the orbital plots of the part of the excitonic
wave functions corresponding to the final-state valence
hole, which are shown in Fig. 2(a). To corroborate these
assignments, we note that peaks B and C, which derive
appreciably from As orbitals, are absent in emission
measurements of FeTe [72].

The BSE spectra are in reasonable agreement with the
experimental results, though they are somewhat overstruc-
tured. The calculated XAS is too sharp at the main peak and
lacks intensity in the postedge and shoulder regions. The
comparison of the calculated to measured XES is similar.
BaFe,As, is considered a moderately correlated electron
system [73], raising doubts [74] about the appropriateness
of basing spectral calculations on a DFT electronic struc-
ture obtained with the local density approximation (LDA)
to the exchange-correlation functional. However, the ener-
gies of all features correspond well between the calculated
and measured XAS, suggesting that the underlying LDA
band structure serves as a reasonable starting point for the
BSE calculations. To further alleviate this concern, in Fig. 3
we compare the Fe 3d pDOS obtained from LDA DFT and
dynamical mean field theory (DMFT) calculations. The
LDA DMFT calculation tends to sharpen the spectral
function about the Fermi level but generally shifts spectral
peaks by less than 1 eV. These changes on their own do not

Valence hole charge
density isosurface

QA [

—_

°c o o
2 o o
T

Intensity (arb. units)
o
o

o . N . - -
698 700 702 704 706 708 710
X-ray emission energy (eV)

6 — -
N 41(c) Fedd —
o] 4 Asdp —
o 2L J
Q

O 1 i 1

-8 -6 -4 -2 0 2
E-Eg (eV)

FIG. 2. X-ray emission of BaFe,As, at the Fe L; edge.
(a) Orbital isosurface plots (yellow surfaces) of the valence-hole
contribution for the BSE-calculated final state of the emission
process corresponding to emission energies A—C indicated in the
main figure. (b) BSE-calculated XES (blue curve) with 0.2 eV
HWHM broadening compared with measurement (black sym-
bols). The red curve is obtained as described in the text by
convolving the BSE spectrum with a Doniach-Sunjic spectral
function of asymmetry parameter 0.07 and linewidth 0.16 eV that
accounts for secondary electronic excitations. (c) Ground-state
projected density of states for the occupied states of selected
orbitals.

appear to explain the reduced intensity with respect to the
experiment in the shoulder region of the XAS, which is
primarily associated with the Ba 5d orbitals.

The deviations in intensities of the spectral features
could still be due to an inaccurate description of the spatial
extent of the LDA Kohn-Sham wave functions; however, it
is likely that a larger effect originates in the fundamental
two-particle description of the BSE that neglects secondary
electronic excitations beyond what is captured by the
static screening response. The Hamiltonian HDSF, , is
expressed in a two-particle, electron-hole basis. For core-
level absorption, a denotes both the m; and m, values
for the core hole, while ¢ incorporates the band index n,
wave vector k, and spin ¢ of the conduction-level photo-

electron. The excitonic eigenstates Q* are obtained by
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FIG.3. Fe3d pDOS for BaFe,As, calculated with LDA density

functional theory (black) and dynamical mean field theory based
on LDA DFT (red). Curves are offset vertically for clarity.
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be expressed as linear superpositions of electron-hole pairs
such that Q* = Y, C}.|a, c). The true many-body excited
state will be more complex and involve the generation of
additional, valence-conduction electron-hole pairs as the
charge density responds to the creation of the core hole.
We refer to these as the secondary excitations neglected
within the BSE. Physically, these secondary excitations
correspond to multiplet features in open-shell systems, as
well as shakeup or shakeoff satellites and even plasmon
satellites.

To some extent, it is possible to go beyond the single
electron-hole pair description of the Bethe-Salpeter equa-
tion by explicitly constructing excited-state wave functions
with a few secondary electron-hole pairs [75,76]. Instead,
we prefer an implicit approach that effectively accounts
for secondary excitations by expressing the many-body
absorption coefficient

) =Y [dwn@lo-o) 0
A

as a convolution of the single-exciton BSE absorption
spectrum 4 with a spectral function A, that accounts for
these secondary excitations [77-79]. The spectral function
A, is specific to a particular excitonic eigenstate Q* of the

. These eigenstates can

BSH. X-ray photoemission studies of BaFe,As, observe
that the structure of the Fe 2 p core-hole spectral function is
asymmetric and can be reproduced very well with a
Doniach-Sunjic (DS) line shape [80], motivating the choice
of a DS profile to approximate the effective spectral
function A)(w) in Eq. (1). In Sec. IV, we validate this
assumption by explicitly constructing the spectral function
from first principles. The expression for the DS line shape
and the meaning of the parameters are provided in the
Appendix D.

The XAS profile resulting from Eq. (1) [see the red curve
in Fig. 1(b)] agrees much better with the experimental
result than the bare BSE spectrum. Not only does the main
peak trace the experimental profile very well, spectral
weight is shifted from the main peak to the postedge
region, leading to a significant improvement in the post-
edge and shoulder features. A small amount of spectral
weight is still missing in the immediate postedge area
around 709 eV. These small differences do not arise from
experimental broadening of the XAS spectrum, as the
energy resolution of the measurement is less than the core-
hole lifetime. The differences could potentially indicate
minor shortcomings of the underlying LDA calculation.
Alternatively, it is possible that the profile of secondary
excitations is more complex than suggested by the
Doniach-Sunjic line shape. In this case, local correlation
effects on the Fe site could produce a more prominent dd
excitation in the range of 1-2 eV. We consider this
possibility in more detail in Sec. VI.

Similarly to the XAS results, the BSE calculation for the
emission spectrum is sharper than the measured spectrum
with missing spectral weight below the main edge.
Convolution of the BSE spectrum with a DS line shape
again leads to considerably improved agreement with the
experimental result, indicating that the emission process,
i.e., filling the core hole, also incoherently kicks up various
low-energy electron-hole pairs. However, the Doniach-
Sunjic asymmetry parameter for emission (0.07) is smaller
than for absorption (0.14), suggesting that the effect, while
still significant, is less pronounced in the emission case.
This difference is potentially explicable in that, for XES,
both initial and final states have a hole and no photo-
electron, reducing the change in the potential between
initial and final states compared to the XAS process.

III. DIRECT-CHANNEL RESONANT INELASTIC
X-RAY SCATTERING

The Kramers-Heisenberg (KH) equation for the RIXS
cross section is often expressed using explicit many-body
intermediate (M) and final (F) states as

(FIAT|M)(M|A;|0)|?
=" 1)
da) da)(, Z‘ZM w;—Ey +il'/2 (@

1 — EFp).

(2)
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Setting the ground-state energy to zero, Ey (Ef) is the
energy of the intermediate (final) state, and (I'/2)~! is the
intermediate-state lifetime. The transition operator Ai (Ao)
is associated with the incident (outgoing) photon, which
has polarization vector €; (¢,), wave vector k; (k,), and
energy w; (w,). The energy and momentum transferred
during the scattering process are w; = w; —®, and
q = k; — k,, respectively. The KH formula in Green’s
function notation is

d*c lw,

Im(O\A}G* (a)i)AaG(wl)AzG(wi)Ai|0>'

(3)

The first and last Green’s functions propagate the inter-
mediate state in the presence of the core hole, while the
central Green’s function propagates the final, valence-
excited state.

Within the Bethe-Salpeter framework, the evaluation of
Eq. (3) for the RIXS loss profile is separated into three
steps. The process begins by generating the XAS-like
intermediate core-excited state

dw;dw, T w;

V(. &) = G(wi)&-IO)- 4)

The BSE reduces the many-body problem to an effective
two-particle, electron-hole basis consisting of Fe 2p
core levels a and the unoccupied conduction states c.
Approximating the propagator as G(w) = [@ — HPSE]™!,
within this two-particle basis the RIXS intermediate (core-
excited) state is

o e))= 3 1) (@) elda). (5

ac,d' ¢’

where we use the dipole approximation d = & - r. Evaluation
of Eq. (5) requires solving a core-level BSE problem.

The second step of the RIXS calculation constructs the
X-ray emission state

[xX(w;, €;,€,)) = Aj;b’(wi’éi»- (6)

This state is expressed within the two-particle descrip-
tion as

[x(@;.8;.8,)) = ZZ |ve) (vldy|a)(ac|y(wi. &), (7)

where v runs over previously occupied valence states and
represents a band index, wave vector, and spin direction.
The vector |x(w;,é&;,¢,)) contains a valence-conduction
electron-hole pair, though this state is generally not an
eigenstate of the RIXS final state. The final-state eigen-
states and their corresponding RIXS intensities are obtained
in the last step of the RIXS calculation by evaluating

dzaq
dw;dw,

1
0 — HEF

O<_Im<x(wi’éi’é0) x<wi’éi’€o)>7 (8)

where this quantity now involves a valence-level BSE
problem evaluated with finite momentum transfer q. We
obtain the RIXS spectra using the OCEAN code [64,67,81].

Figure 4(a) compares the RIXS profiles calculated by
Eq. (8) to measurements for several incident photon
energies around the Fe L; edge of BaFe,As,. The most
evident trend is the Raman-to-fluorescence crossover as the
incident photon energy traverses the XAS peak. For
incident energies tuned below the XAS threshold, the loss
profile peaks around 1 eV and extends out several eV to
higher energy loss. This feature behaves in a Raman-like
way; i.e., its position in energy loss is independent of the
incident photon energy. However, as the incident photon
energy passes the XAS threshold, the RIXS loss profile
begins to behave in a fluorescencelike fashion; i.e., the
features shift outward in energy loss proportionally with the
increase of the incident photon energy. The calculations
reproduce the experimental trends well, capturing both the
specific loss profiles and the overall Raman-to-fluorescence
crossover as the incident photon energy is scanned across
the absorption threshold.

LDA tends to overestimate the bandwidth of correlated
orbitals as seen in the comparison with the DMFT pDOS in
Fig. 3. This overestimation causes excessive separation
between the peaks of the occupied and unoccupied Fe 3d
pDOS, which exaggerates the energy loss of the calculated
RIXS profiles. To correct for this error, the energy loss scale
for the calculated spectra is shifted by 0.6 eV to smaller
absolute loss. This shift is attenuated as the energy loss
approaches zero.

Fluorescence behavior is often associated with direct
RIXS processes and Raman behavior with indirect proc-
esses. In this view, it is surprising that the calculations,
which include only direct RIXS processes, capture both
fluorescence and Raman behavior. This kind of Raman-
to-fluorescence crossover is observed and discussed in
resonant photoemission and resonant Auger spectroscopy
[82—-86] and has more recently been seen in RIXS [72,87].
The finite lifetime of the core hole allows below-threshold
excitation, and, since the intermediate state is virtual, the
energy loss depends only on the energy difference between
the initial and final states. However, the excitation prob-
ability diminishes rapidly with detuning as observed in
both the measurements and calculations. In Appendix C,
we show that this attenuation becomes more pronounced as
the core-level lifetime broadening decreases. Measuring the
attenuation of the peak height in the Raman regime with
respect to detuning below resonance could provide an
experimental determination of the core-hole lifetime,
though this quantification will likely be complicated by
additional effects at resonance and by the presence of
multiple resonance states close in energy.
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(a) RIXS spectra at the Fe L; edge of BaFe,As, plotted versus energy loss comparing BSE evaluation of the Kramers-

Heisenberg equation (colored curves) to measurement (black symbols). Curves are staggered vertically to align with their corresponding
incident photon energies with respect to the Fe L; XAS profile shown in (b). The inset in (a) expands the first 5 eV of energy loss for the
RIXS profiles with lowest incident photon energies. The momentum transfer for all spectra, experimental and calculated, is (0.31,
0.31, 0) in reciprocal lattice units. Calculated loss profiles correspond to the evaluation of Eq. (8) using an intermediate-state core-hole
lifetime equivalent to 0.2 eV HWHM and a final-state broadening of 0.36 eV HWHM. (b) Measured (black symbols) and BSE-
calculated (blue curve) XAS at the Fe L; edge. The gray curve shows the BSE-calculated spectrum after convolution with a Doniach-

Sunjic line shape and corresponds to the red curve in Fig. 1(b).

The main features of individual loss profiles appear
consistent between the different incident energies and bear
a strong resemblance to the x-ray emission spectrum from
Fig. 2. For all incident photon energies, there is a main loss
peak followed after another 2-3 eV of loss by a shoulder
feature. A much weaker third feature can be seen about
1-2 eV further in energy loss. There are minor differences
in relative peak intensities as the incident photon energy is
varied, but all loss profiles clearly reflect the XES. This
result indicates that the RIXS process in BaFe,As, is
dominated by direct emission from occupied valence levels
as opposed to the generation of secondary dd or charge-
transfer excitations. This description holds not just for the
fluorescencelike region but also in the Raman-like region.

To obtain a more detailed view of the direct RIXS
scattering process, Fig. 5 presents the electron and hole
charge density contributions to the RIXS final-state
valence-conduction excitons for several combinations of
incident and outgoing photon energies. For incident pho-
tons tuned from below threshold to the peak of the
absorption spectrum, the final-state electron charge density
is largely confined within the FeAs layer. As the incident

photon energy increases above the peak and into the tail of
the L5 edge, the electron charge density shifts more to the
Ba layers. This shift mirrors closely the behavior of the
excitonic states of the x-ray absorption spectrum in Fig. 1.
Meanwhile, the orbital plots of the hole state in the valence
band are approximately independent of the incident photon
energy for each of the three main features in the RIXS loss
profiles. This insensitivity indicates that, consistent with
the metallic nature of the sample, excitonic effects are weak
in the valence-excited RIXS final state. Consequently, the
RIXS loss spectra are dominated by incoherent emission
processes for all incident energies. These observations
provide partial justification for simplifying the Kramers-
Heisenberg expression in Sec. V.

Below the XAS threshold, Fig. 5 indicates that the
excited electron in the RIXS final state occupies the same
orbitals within the FeAs plane, just above the Fermi level.
At the same time, the valence-hole orbitals are also
independent of the incident photon energy for a given
RIXS feature. Thus, for the Raman-like portion of the
RIXS map, the final states consist of the same electron-hole
pairs, generated through a direct scattering process.
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OFe @©As —

© Ba

Final-state hole (h) or electron (e)
charge density isosurface

FIG. 5.

BSE-calculated isosurface plots for the charge density of the hole (%) and electron (e¢) components of the RIXS final state

exciton wave function for different combinations of absorption (P4, A4, B4, C4, D4) and emission features (Ag, Bg, Cr); see labels in
Figs. 1(b) and 2(b), respectively (P, does not appear in Fig. 1 but corresponds to a pre-edge incident photon energy of 705 eV). For each
combination of absorption and emission features, the left (right) isosurface plot corresponds to the hole (electron) component of the

final-state exciton wave function.

IV. QUASIBOSON MODEL FOR SECONDARY
EXCITATIONS

It is typical to classify the RIXS response in terms of
direct and indirect contributions. However, there is not a
clear consensus as to the definition of these terms. From
an empirical perspective, one is inclined to classify the
fluorescence contribution as direct RIXS and Raman
features, having constant energy loss, as the indirect
contribution. This classification is qualitatively consistent
with the canonical figures presented by Ament et al. [1].
In that work, the authors construct a precise, formal
definition of the direct and indirect terms by expressing
the intermediate-state propagator as the Dyson equation
G = Gy + GyH G, where G is the ground-state propa-
gator and H. introduces the core-hole (core-exciton)
perturbation. The direct term is associated with the
ground-state propagator G, and the indirect term with
GoH~G. Within this definition, the direct contribution
should be calculated neglecting all excitonic effects,
meaning our BSE calculations would account for both
direct and indirect responses, since we perform calcula-
tions using the full propagator, albeit an approximation
thereof.

The above definitions are presented largely with Mott
insulators in mind. At least when considering metals or
systems for which the quasiparticle picture is not entirely

lost, we prefer to introduce an alternative definition of the
direct and indirect RIXS channels. The objective is to
pragmatically separate band-structure contributions, under-
lying the direct signal, from the correlated response of the
system to a perturbation, captured by the indirect contri-
bution. Beginning with an independent electron approxi-
mation for the ground state, we define the direct
contribution as that associated with excitation of a core
electron to a state above the Fermi level and decay of
another electron from a state below the Fermi level, filling
the core hole. The populations of all other levels remain
unaffected, though excitonic effects such as screening of
the core hole and mixing of electron-hole pairs differentiate
our definition from that offered by Ament et al. [1]. The
indirect contribution arises when dynamic screening of the
core-level exciton affects the populations of the remaining
states through the generation of secondary excitations, e.g.,
shakeup or shakeoff processes. Collective excitations, such
as plasmons, magnons, and phonons, could also appear in
the indirect channel. The pure indirect channel derives from
the recombination of the original photoelectron with the
core hole. However, direct and indirect effects are not
cleanly separable, and direct-channel processes may be
accompanied by indirect-channel losses. Figure 6 presents
a pictorial description of our definitions of the RIXS
processes and associated excitations.
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Exciton spectral function with
quasiboson excitations

A(w)

Particle-hole pairs
Collective mode

Intermediate states

Final states

Ground state

BSE with

Win

Interactions:
V,, — hole-particle
V,»— hole-valence
V,,— particle-valence

Standard BSE

. quasiboson model  /

\‘a\CoIIective

mode

.. Particle-hole
pair

Indirect

FIG. 6. Schematic diagram of the RIXS process within the standard BSE evaluation of the Kramers-Heisenberg formula (blue
channel) and the BSE combined with a quasiboson Hamiltonian to describe secondary excitations of the valence levels (red channel).
The standard BSE approach includes a screened interaction between the hole and photoelectron (V) in both the intermediate and final
states but neglects explicit generation of additional excitations and, consequently, accounts for only pure direct RIXS processes.
Combining the BSE with a quasiboson model that contains additional hole-valence (V) and photoelectron-valence (V ,,) interactions
in the intermediate state implicitly incorporates secondary excitations, allowing calculations to additionally generate indirect RIXS
processes and mixed direct-indirect events. The top-left decomposes the effective exciton spectral function A(w) into quasiparticle

(yellow), particle-hole pairs (cyan), and collective modes (purple).

This modest redefinition associates the direct contribu-
tion with the primary core-hole—photoelectron exciton,
treated at the quasiparticle level and neglecting any
secondary excitations. This contribution is precisely what
is evaluated by the BSE calculations taking the usual static
screening approximation. This approximation fails to
capture indirect RIXS contributions, since the intermediate
and final states are explicitly restricted to a single hole plus
single conduction electron basis. Indirect effects arise from
all secondary valence-conduction excitations caused by the
perturbation of the primary core exciton. Within the context
of XAS and XES, in Sec. II, we demonstrate the efficacy of

going beyond the single electron-hole pair description of
the BSE by utilizing effective spectral functions to account
for secondary excitations. In this section, we explicitly
construct the XAS spectral function from first principles,
and in Sec. V we develop an extension of our BSE
calculations that uses the excitonic spectral function to
implicitly capture the indirect RIXS channel.

The response of a metallic system to the sudden creation
of a core hole was initially theoretically investigated at the
end of the 1960s in what has become known as the Mahan—
Nozieres—de Dominicis (MND) model [88-90]. The MND
model accounts for many-body effects and the generation
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of secondary excitations, such as electron-hole pairs and
plasmons, by synthesizing two competing effects: the
Anderson orthogonality catastrophe [88] and Mahan’s edge
singularity [89]. The orthogonality catastrophe states that
the many-body final state (in the presence of the core hole)
is orthogonal to the initial (ground) state and, therefore,
the transition intensity should go to zero at threshold.
Meanwhile, the edge singularity predicts an infinite tran-
sition probability due to the generation of secondary
electron-hole pairs with vanishing energy at the Fermi
level in a metal. The MND theory combines the two ideas,
yielding a finite absorption intensity at threshold.

While the MND theory is formally exact for the sudden
creation of a deep core hole, to extend the theory to include
the photoelectron and to obtain numerical results,
Bardyszewski and Hedin introduced a quasiboson model
[91-93]. The quasiboson model for core excitations sep-
arates the N-electron system into a core level (h), a
photoelectron (p), and an (N — 1)-electron valence system
(v). Interactions are included between the three subsystems
giving the Hamiltonian

H:Hv+hh+hp+vh1;+vpv+vhp' (9)

The hole, photoelectron, and their interaction (V,,) may be
treated at the BSE level. Excitations of the valence electron
system are described as quasibosons, such as electron-hole

pairs or plasmons, so that H, = Zq a)qbqbq, where bT isa
bosonic creation operator for a mode g. These qua31boson1c
modes are excited by interaction with the core hole (V)
and the photoelectron (V) and are the secondary exci-
tations responsible for the indirect losses in RIXS. One
typically refers to the core-hole perturbation as the intrinsic
effect and excitations caused by the photoelectron as
extrinsic effects. Interference between these two inter-
actions has been studied [77,93].

As we summarize in Appendix A, the many-body x-ray
absorption coefficient can be reduced to a convolution of
the BSE absorption coefficient and a spectral function that
corresponds to the imaginary part of an effective two-
particle Green’s function for the exciton. This two-particle
Green’s function implicitly accounts for the correlated
response of the many-electron system. To generate a
spectral function with suitable structure, we express the
Green’s function in the cumulant representation G(t) =
Gy (1)e€" and follow the work of Kas et al. to construct the
cumulant C(r) from first principles [77,94,95]. The bare
two-particle Green’s function for the exciton G, is obtained
from the solution of the BSE as discussed in Sec. III. To
second order, the cumulant is

1) :/dwﬁc(o(;))(e

where the quasiboson excitation spectrum of the valence
electron system is given by

it 4ot —1),  (10)
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FIG. 7. Spectral function for the Fe 2p core-excited state in
BaFe,As, due to secondary electronic excitations. The red curve
is the result from a rt-TDDFT calculation as described in the text.
The blue curve is a Doniach-Sunjic line shape with an asymmetry
parameter of 0.14 and a linewidth of 0.16 eV. Inset: real-time
valence charge density response to the sudden creation of a core
hole at a Fe site.

ZV ¢Imlx(q. ¢ 0)] (11)

and the valence charge density response function is

A diw) =i / " dtep,(Dpg (0. (12)

V, are the fluctuation potentials that generate the secondary
excitations of the valence system of mode g and are
constructed as the Fourier components of the screened
potential associated with the exciton.

To construct the charge density response function
x(q,q; ), we perform a real-time time-dependent density
functional theory calculation of the valence charge density
response p(t) to the potential created by the core-excited
state. Optimally, one should build the perturbation V, from
the full exciton wave functions of the combined core hole
and photoelectron, as recently proposed [96]. In this case,
separate rt-TDDFT calculations must be performed for
each BSE eigenstate Q*, resulting in unique spectral
functions A, for each feature in the XAS spectrum. To
simplify our present demonstration, we follow Woicik et al.
[78,79] and use the potential of only the core hole in the
rt-TDDFT response calculation and obtain a single spectral
function for all features in the XAS spectrum. For metallic
systems, we expect this approximation to be fair; however,
it could be improved upon in future work by using the full
exciton potential for each BSE eigenstate.

The density response in the time domain and the
resulting spectral function are shown in Fig. 7. The spectral
function has very little structure beyond an asymmetric tail
and can be approximated well with a Doniach-Sunjic line
shape having an asymmetry parameter of 0.14. This result
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indicates that the secondary excitations created during the
x-ray absorption process consist overwhelmingly of low-
energy electron-hole pairs rather than distinct, localized dd
excitations or higher-energy plasmons.

The ability to calculate effective spectral functions from
first principles using the combination of the quasiboson
model, rt-TDDFT, and the cumulant expansion signifi-
cantly improves the agreement between calculated and
measured spectra without introducing any ad hoc param-
eters. The technique was recently used to correctly identify
excitonic, charge-transfer, and shakeup features in XAS
and XPS spectra at both the K and L edges of transition
metal compounds [78,79]. In the next two sections, we use
the cumulant spectral function to consider the impact of
secondary excitations on RIXS spectra. In particular, we
provide a route to generating the indirect RIXS contribu-
tions from a band-structure perspective.

V. INCORPORATING SECONDARY
EXCITATIONS WITHIN RIXS CALCULATIONS

Representing the full many-body absorption and emis-
sion spectra as convolutions of the BSE spectra and spectral
functions as in Eq. (1) offers both qualitative and quanti-
tative advantages. As shown in Sec. II, it allows for far
more accurate XAS and XES spectra of periodic systems
based entirely on first-principles calculations, the accuracy
of which may be systematically improved. Use of many-
body spectral functions also allows us to study the impact
of secondary excitations on the direct RIXS contribution
and opens the possibility of constructing an effective
description of the indirect RIXS channel, which has
previously been beyond the reach of first-principles
band-structure-based calculations.

Compared to insulating systems, metals offer advantages
for reasonably simplifying the full Kramers-Heisenberg
equation. First, excitonic effects in the final state are weak,
which allows us to treat the photoelectron as independent of
the emission process. This approximation is supported by
the orbital plots in Fig. 5 and the comparison of the BSE
evaluation of the full KH formula [Eq. (8)] with and
without final-state excitonic interactions shown in
Appendix B (Fig. 12). Second, near threshold, the photo-
electron in a metallic system experiences considerable
scattering with the valence electrons, which further reduces
the coherence between the absorption and emission proc-
esses. These considerations have previously been used to
approximate the direct RIXS loss profile as a convolution
of the XAS and XES spectra [61,62]:

B @ ﬂa(&))/’tt?(&)_wl)
gD(w,»,wo)—/d (w; — @)%+ (v/2)*

(13)

Equation (13) neglects any coherence between the absorp-
tion and emission processes except for evaluating
the emission intensity at an energy lying w; below the

intermediate-state exciton energy. A summary of the deri-
vation of Eq. (13) is presented in Appendix B, and its
suitability should hold across the iron pnictides and chalco-
genides as well as more metallic systems.

Equation (13) also provides an approximation to
the indirect RIXS response. As in Eq. (1), we expand
the full spectrum y, (4,) as a convolution over the bare
BSE spectrum 49 (49) and the spectral function A, (A,).
Secondary excitations can be created during both the
absorption and emission events; however, in BaFe,As,,
the x-ray absorption process evidently generates secondary
excitations to a greater extent than the emission process,
so we consider only energy loss originating from secondary
excitations occurring during the absorption step.
Correspondingly, we replace the full XES spectrum p,
with the bare BSE spectrum 0. This replacement gives the
indirect term as

o (@ — o)Ay (@)

P T

(14)

Ul(wi’ w(}) =

Since, for the indirect contribution, the state involved in the
emission process is the conduction band photoelectron state
created during the absorption step, the emission factor z
has been replaced with a second absorption factor 0 with
the same energy argument.

An advantage of Egs. (13) and (14) is that they simplify
the incorporation of secondary excitations into first-
principles calculations. Specifically, taking the absorption
(emission) spectra u, (1,) as the convolutions in Eq. (1),
one can construct an effective, first-principles many-body
RIXS response for a periodic system by calculating the
one- or two-particle absorption (emission) spectra u0 (u?),
e.g., with the BSE, and then generating corresponding
spectral functions A as described in the previous section. To
simplify the presentation, we assume Doniach-Sunjic line
shapes for both the absorption (A,) and emission (A,)
spectral functions within this section. Based on the DS fit to
the rt-TDDFT spectral function shown in Fig. 7, we use an
asymmetry parameter of 0.14 and a linewidth of 0.16 eV for
the absorption spectral function. For the emission spectral
function, we reduce the asymmetry parameter to 0.07
while maintaining the linewidth of 0.16 eV, based on the
favorable convolution result found in Fig. 2.

Results for the direct and indirect RIXS contributions
based on Egs. (13) and (14) are presented in Figs. 8(a)
and 8(b), respectively. The direct term reproduces well the
trends seen in both experiment and calculations of the full
Kramers-Heisenberg formula. Compared to the latter, the
incorporation of secondary excitations generally shifts
spectral weight to higher-energy losses, improving agree-
ment with experiment similarly to the XES spectra shown
in Fig. 2. Given the featureless structure of the Doniach-
Sunjic spectral function, the indirect RIXS signal consists
mainly of a Raman-like quasielastic line with a tail that
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FIG. 8. Calculation of the direct (a) and indirect (b) RIXS
contributions at the Fe L; edge of BaFe,As, according to
Egs. (13) and (14), respectively. Loss profiles for selected
incident photon energies, from 702.5 to 715 eV in steps of
0.5 eV, are displaced vertically. The color bar designating the
incident photon energy in (b) applies in (a) as well. The
calculations of the direct channel (a) reproduce the Raman-to-
fluorescence crossover at the absorption threshold. The inset
provides an expanded view of the first 5 eV of loss for the below-
threshold Raman-like region. Within the indirect channel (b), the
elastic line extends to finite energy loss related to secondary
electron-hole pair excitations captured by the quasiboson spectral
function. Calculations use Doniach-Sunjic spectral functions as
described in the text. A core-hole lifetime equivalent to 0.2 eV
HWHM broadening is applied to the intermediate-state reso-
nance. The unexpected fluorescence feature in (b) is discussed in
the text.

extends to finite energy loss. The intensity of the quasie-
lastic feature varies with the absorption profile. A subtle
fluorescencelike feature is also clearly present. This behav-
ior originates in the nonuniform absorption intensity across
the Fe L edge. Because of the much greater absorption
intensity at the main peak compared to the postedge region,
secondary excitations associated with excitonic states at the
main peak make sizable contributions to the loss profile. As
the incident photon energy is tuned further above the main
edge, the energy of the secondary excitations associated
with the main edge increases accordingly, causing an
apparent fluorescencelike behavior for the loss peak.
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FIG. 9. Measured and calculated full RIXS profile for
BaFe,As, for an incident photon energy of 713.0 eV. Direct
(blue curve) and indirect (green curve) contributions, calculated
by Egs. (13) and (14), respectively, are shown in addition to the
full RIXS signal (red curve) with comparison to the BSE result
for the full Kramers-Heisenberg equation (violet curve) and
experimental result (black curve). Calculations use a core-hole
lifetime of 0.2 eV HWHM and a Doniach-Sunjic spectral
function with 0.16 eV linewidth and 0.14 asymmetry parameter.

This effect has potentially been observed experimentally
in superlattices of LAO and STO [97].

Figure 9 shows that the RIXS calculations including
secondary excitations reproduce the experimental results
very well, improving agreement compared to the regular
BSE calculation of the Kramers-Heisenberg equation. This
agreement further demonstrates that the large majority of
the RIXS signal occurs through the direct channel and
additionally validates the approximations made in Egs. (13)
and (14). Interestingly, the experimental result shows
additional intensity compared to the direct contribution
around 3-5 eV. Here, the fluorescencelike contribution
to the indirect signal augments the direct contribution,
noticeably improving the agreement with experiment. This
fluorescence feature is overstructured in our calculation due
to restricting all losses to the absorption step. Partitioning
losses between absorption and emission processes would
smooth out this contribution. As in Fig. 4, we correct for the
LDA overestimation of the Fe 3d bandwidth by shifting the
energy loss scale for all calculations by 0.6 eV, as suggested
by comparison to the DMFT pDOS.

VI. OBSERVATION OF dd EXCITATIONS
IN BaFezASZ

A hallmark of strongly correlated electron systems is
the loss of quasiparticle coherence and the emergence
of Hubbard sidebands. In terms of photoemission, the
sudden removal of an electron is typically accompanied by
the generation of secondary excitations that appear as
satellite features to the main spectral line with intensities
determined by the quasiparticle renormalization factor.
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FIG. 10. Comparison of the excitonic peak in measured RIXS
loss profiles of BaFe,As, for incident photon energies below and
above the absorption edge. The spectra are offset and smoothed
(heavy lines) for better visualization. A linear fluorescence
background is subtracted from the above-threshold curves.

However, x-ray photoemission of BaFe,As, does not show
clear satellites [80], and only recently have orbital excita-
tions in Fe-based superconductors been observed by RIXS
[98]. The lack of obvious pure indirect Raman features in
the RIXS profiles of Fe pnictides is seemingly at odds with
their correlated nature. Such features would be expected to
appear at low energy loss, within the localized iron d bands.
Close inspection of our experimental results reveals the
persistence of a faint feature around 1-2 eV at high incident
energy, as shown in Fig. 10.

The nature of this feature is somewhat unclear. On the
one hand, well above threshold, this weak peak resembles
the direct fluorescence seen in the below-threshold Raman
regime. This observation suggests it may also be a lifetime-
allowed detuning remnant of the main resonance but for

positive detuning. Indeed, our direct RIXS calculations
using the Kramers-Heisenberg formula show weak inten-
sity at this loss energy well above threshold (see Fig. 9,
violet curve). On the other hand, this feature does not
attenuate as expected with positive detuning. Rather, it
appears even stronger at 712 eV incident photon energy
than at 711 eV. Thus, this feature is likely a combination of
a lifetime-allowed direct-channel contribution from the
main fluorescence peak and a true dd indirect contribution.

Within our computational scheme, indirect effects are
captured by the excitonic spectral function, which we
generate through a rt-TDDFT calculation. This calculation
yields a Doniach-Sunjic—type line shape that matches the
experimental XPS of BaFe,As, and leads to quite favorable
comparison with the XAS after convolution with the BSE
spectrum. However, this line shape does not produce a
distinct dd excitation in the indirect RIXS response around
1-2 eV, and the XAS shows some missing intensity about
1-2 eV above the main peak. One likely source for this
discrepancy is that we considered only the core-hole
potential when generating the spectral function. Properly
including the contribution of the photoelectron as well may
produce the missing dd excitation. Also, it is conceivable
that our TDDFT calculation, using the generalized gradient
approximation (GGA) to the exchange-correlation func-
tional, might fail to capture certain on-site correlated
responses for BaFe,As, that would contribute a clear dd
peak to the otherwise featureless DS profile. In either case,
it is instructive to consider the RIXS spectra resulting from
a spectral function that is more structured, having a distinct
dd excitonic satellite.

We present this case in Fig. 11 by combining the bare
BSE absorption and emission spectra (10 and u?), calcu-
lated specifically for BaFe,As,, with an artificially adjusted
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Calculated RIXS maps for BaFe,As, using the model spectral function shown in the inset in (a) in conjunction with the

approximations made in Egs. (13) and (14). The panels show the indirect contribution (a), direct contribution (b), and the full RIXS
signal (c). The intensity of the indirect contribution in (a) is multiplied by 2 for visual clarity. The model spectral function consists of a
Doniach-Sunjic profile with the addition of a satellite peak at 1.1 eV representing a local dd excitation.
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spectral function comprised of the previous DS profile with
an additional satellite peak split off by 1.1 eV [see the inset
in Fig. 11(a)]. The indirect contribution [Fig. 11(a)]
consists of a true elastic feature at zero energy loss and
its fluorescent extension, as in Fig. 8(b), and a weaker
Raman feature at 1.1 eV loss associated with the dd satellite
added to the spectral function. We note that the maximum
in intensity of the 1.1 eV Raman loss feature occurs for an
incident energy 1.1 eV above the peak of the elastic line
(i.e., it is fluorescence shifted). This model result resembles
the measured spectra in the low loss region well above
threshold, supporting the argument that the loss feature
observed at approximately 1-2 eV contains a contribution
from a dd excitation that is not generated by the
TDDFT response to the core hole using a GGA
exchange-correlation functional.

For completeness, we also show the direct RIXS con-
tribution [Fig. 11(b)] for this model spectral function. The
direct RIXS profile is again dominated by fluorescence
above threshold. Below threshold, a Raman-like peak is still
present but too weak to be observed in the color map. The
indirect and direct contributions are combined in Fig. 11(c).

VII. SUMMARY AND OUTLOOK

We have developed new methodology to calculate
RIXS spectra from first principles with full momentum
dependence for moderately correlated metallic materials.
Compared to incident energy-dependent RIXS measure-
ments on BaFe,As,, the calculations captured the overall
trend of a crossover from Raman-like behavior below the
XAS threshold to fluorescencelike above the XAS thresh-
old. These results show that in both regions the loss spectra
are dominated by the direct RIXS response and that the
direct-channel Raman-like behavior is a consequence of the
core-hole lifetime broadening. Accounting for the corre-
lated response of the system through convolution with an
effective spectral function incorporated secondary excita-
tions and succeeded at capturing the detailed features of
individual loss profiles very well. By pairing experimental
and computational analysis, we uncovered the persistence
of a dd excitonic feature, previously undetected in the Fe
pnictides. This feature is likely of mixed direct and indirect
nature and offers a new means for probing electronic
correlations of iron-based superconductors with RIXS.

Calculations begin by solving the Bethe-Salpeter equa-
tions, which limit excited states to a two-particle basis that
is often insufficient for a detailed description of metallic
and strongly correlated materials. We overcame this limi-
tation through a quasiboson representation of secondary
excitations by convolving the BSE spectra with effective
many-body spectral functions. The spectral functions are
formally derived as well from the quasiboson model and
numerically evaluated by combining rt-TDDFT and a
cumulant representation of the Green’s function. This
convolution greatly improved the agreement between

calculated and measured XAS, XES, and direct-channel
RIXS profiles and allowed ab initio evaluation of the
indirect RIXS response incorporating the full periodicity of
the system.

In the present work, we resorted to the incoherent
approximation of the KH equation, a reasonable simplifi-
cation when the RIXS loss profile closely reflects the
nonresonant emission. However, this simplification is not
a necessary approximation of our method. The full KH
expression may be recovered by developing a single, more
complex effective spectral function for the entire scattering
process [61]. Generation of such a spectral function could be
accomplished with a more detailed rt-TDDFT calculation
incorporating both the absorption and emission processes
and would extend the present methods to cases that show a
stronger resonance effect than seen in BaFe,As,.

We constructed the effective spectral function using
rt-TDDFT with a GGA exchange-correlation functional,
which failed to generate the dd excitation observed
experimentally. This failure may be due to neglecting
the photoelectron contribution to secondary excitations.
With additional effort, the role of the photoelectron can be
included [77]. Improving the treatment of electronic cor-
relations should also help in this respect. For the underlying
electronic structure, it would be desirable to advance from
LDA to a quasiparticle self-consistent GW level of theory.
We envisage that the spectral functions could also be
calculated at a more rigorous level of theory such as
extensions of dynamical mean field theory [34,99].

We see great promise in this ability to calculate the many-
body RIXS response of correlated metals from first princi-
ples and with full momentum resolution. However, there are
limits to the applicability of our model with respect to
electronic correlations. The approximation of accounting for
many-body effects by convolving the BSE spectrum with a
spectral function relies on the concept of a quasiparticle,
which entirely breaks down in a Mott insulator. The
intermediate case of a system with a quasiparticle remnant
and Hubbard sidebands should be feasible. Beyond iron-
based superconductors, other systems approachable with
our technique could include certain vanadates, such as
SrVO; and CaVOs;, as well as metallic 4d and 5d oxides
including Sr,RuQ,. Overdoped cuprates may also be
amenable [100] but would require the use of supercells,
which is computationally costly. Despite being considered
Mott insulators, we suspect that an LDA 4 U starting
electronic structure could make Sr,IrO, and Sr3lr,O;
accessible as well [101]. Generally, though, multiorbital
Hund’s metals are the primary class that our method targets
with key advantages being parameter-free inclusion of all
orbitals, treatment of metal and ligand x-ray edges on equal
footing, and access to arbitrary momentum transfer.

While we have explicitly considered only charge exci-
tations such as electron-hole pairs and plasmons in this
work, the approach is generalizable to other types of
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excitations. Recently, several studies have managed to
resolve magnon excitations in metallic samples [13,
102-104]. Generating a spectral function with magnon
and related spin excitation features would require perform-
ing a spin-resolved TDDFT calculation with specific
inclusion of the spin dynamics of the core hole.

In summary, our work sets the basis for more detailed
studies of the energy- and momentum-dependent RIXS
response in multiorbital correlated metals. The methods
presented here could yield a more refined understanding of
the fascinating and complex physics of Hund’s metals and
materials with entangled spin and orbital excitations.
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APPENDIX A: QUASIBOSON MODEL FOR XAS

In this Appendix, we detail how to implicitly account for
secondary excitations within single- or two-particle calcu-
lations of XAS and XES while avoiding much of the
complexity of a fully correlated many-electron wave
function. The principle approximation is to factor the full
many-electron wave function into a product state

comprised of the core level, the photoelectron, and the
N — 1 electron valence system. We then apply the quasi-
boson model to describe the secondary excitations within
the valence system caused by both the core hole and
photoelectron. Variants of this model are applied to core-
level spectroscopy in metals by Nozieres and de Dominicis
[90], Langreth [105], and Hedin and co-workers [91-93,
106] among others, which, in turn, rely on related work,
such as by Mahan [89]. We arrive at Eq. (1), which
approximates the many-electron absorption spectrum as
a convolution over the BSE absorption spectrum and an
effective spectral function, and provide additional details
about using the quasiboson model to construct the effective
spectral function. This summary relies heavily on the work
of Campbell et al. [93], Kas, Rehr, and Curtis [77], and
several references therein.

We start with the formal many-electron expression for
the x-ray absorption coefficient:

) = = Ly

A 1 A
AT A“I’0>. (A1)

w+Ey—H+il

H is the fully interacting many-electron Hamiltonian with
ground-state wave function |¥,,) and energy E;,. The dipole
operator is

A=Y (klda)éja + H.c.
k

(A2)

with éz the creation operator of the photoelectron k and a
the annihilation operator for the core hole . We invoke the
core-excited Hamiltonian described by Langreth [105]:

H=H,+e,a%a+ Vaat, (A3)
where V is the interaction potential between the core hole
and the other electrons and H, is the Hamiltonian for the
valence electrons and photoelectron. Neglecting explicit
core-valence exchange, we may factor the ground-state
many-electron wave function as |¥y) =|®g)|a) with |Dg)
the ground state of 4, in the presence of a filled core shell
and absence of a photoelectron so that H,|®,) = EJ|d)
and E, = E8 + €,. The absorption coefficient then becomes

H() = = Im 3 (el k) o)

s
1
o — (H), — Ej) + iy

X (Do, 5112|¢’0>- (Ad)

Primed quantities designate the presence of the core hole.
To proceed, we assume the Hamiltonian H, may

be separated as H, = H' +I§I, + \A/p,/., where A is the
Hamiltonian for the valence electrons neglecting the
photoelectron, h p acts on the photoelectron, and va
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is the interaction between the photoelectron and valence
electrons. Consistent with this partitioning, we factor out
the orbital space of the photoelectron so that ¢} |®g) =
|®y)|k). This factoring brings the propagator of Eq. (A4) to
the form of an effective single-particle Green’s function:

q>0>.

(A5)

1
a)—(I:Ig'—Ef))—fAzp—pr—&—iy

G (@) = <¢0‘

These assumptions, which are commonly used [92], are
reasonable when the photoelectron is not in the immediate
vicinity of the Fermi level, though numerical work indi-
cates they are generally reliable [77,93,94].

To describe the response of the correlated valence
electron system to the creation of a core hole and photo-
electron, we use the following quasiboson effective
Hamiltonian that couples the three subsystems (core hole,
photoelectron, and valence electrons):

I:I;) :g(l))_‘_ilhp +‘A/hv+‘7pv' (A6)

The individual terms are

The hole, the photoelectron, and their interaction are
accounted for by fzhp and treated by solving the Bethe-
Salpeter equation. Excitations within the valence electron
system are described by HY and the interactions of
the valence system with the hole and photoelectron are
given by V,, and Vp,v, respectively. These interactions are
expressed in terms of fluctuation potentials V¢ of mode ¢ of
the valence system, which are described as quasibosons that
are created (annihilated) by the bosonic operator EZ, (Bq). In
the present work, we intend these quasibosons to represent
electron-hole pairs and plasmons, though they could also
include Stoner excitations, magnons, localized collective
excitations, and phonons. We note that these quasibosons
are generated by both the core hole (intrinsic effects) and
the photoelectron (extrinsic effects) and that there will be
interference between these two contributions [77].

The quasiboson effective Hamiltonian has been dis-
cussed and solved before [77,91-93], finding that to second
order in the fluctuation potentials the single-particle effec-
tive Green’s function can be expressed as

1) — o [g,, 0+ (Z—) gy - w,)

q

_ 22 %gp (0 —w,)V3ig, (w)] ) (A7)

In the above, a = ) (V&/w,)* quantifies the number of
intrinsic shakeup excitations induced by the core hole,
g, () is the dressed Green’s function for the photoelectron,
and V¢ (V1) are the fluctuation potentials of the valence
system induced by the core hole (photoelectron). Under the
condition that G* is reasonably diagonal in the electron-
hole basis, Campbell et al. [93] show that the many-body
absorption coefficient [Eq. (A4)] may be reduced to a
convolution of the single-particle (or two-particle) absorp-
tion coefficient and a spectral function derived from G, as
in Eq. (1). One can then evaluate this Green’s function
using the cumulant expansion in the time domain
[Egs. (10)—(12)] and construct the effective spectral func-
tion from the imaginary part of G°'.

APPENDIX B: RIXS AS A CONVOLUTION
OF XAS AND XES

Standard one-particle and particle-hole approaches to
core-level spectroscopy are unable to produce indirect
RIXS contributions, because their excited states are explic-
itly limited to single-excitation wave functions. In this
Appendix, we use the quasiboson model to obtain the
indirect RIXS signal, as well as a more complete direct
RIXS signal that includes secondary excitations. Following
closely the work of Kas ef al. [61], we achieve this result by
factoring the full KH equation for the RIXS cross section
into a convolution of the absorption and emission spectra
and applying the results of the previous Appendix to
dress the standard BSE spectra with secondary quasiboson
excitations. This reduction of the KH formula into a
convolution of the XAS and XES is not essential. One
could instead obtain a single effective spectral function for
the entire RIXS process. However, this task is considerably
more complex.

The Green’s function representation of the Kramers-
Heisenberg formula is

d*c

dw;dw,

lw, A A A A
= _;;Im@l’om;(}w(fl)AzG”(fz)AzGa@l)Al [¥o),

i

(B1)

where the Green’s functions are given a superscript a (v) to
indicate the presence of a hole in the core (valence) level
and their energy arguments are &, = w; + E, and &, =
w; + Ey with E,, the ground-state energy and o, = w; — @,
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the energy loss. Assigning 1 to the incident photon and 2 to
the outgoing photon, the dipole operators are

Ay =) (kld|m)éja+He.,
k

A, = Z(a@ﬂv)&%v +H.c.

v

(B2)

Following the previous Appendix and indicating the
ground-state wave function of the valence system as
|®y), we may express the RIXS cross section as

d20' unocc occ .
_ ———I Moml MvzaMa 1
h U1V
ko A = At
M5By, B, <fl,fz>ckz|q>o>]. (B3)

Here, we introduce the dipole matrix elements Mf h—
(pld ;|h) and the scattering operator

By (61-6) = G (621,86 (&)a'2,,G*(&1).  (B4)
Following the assumptions of a factorizable photoelec-
tron state discussed in Appendix A and treating the
|

BSE final state ===

IPA final state ==

—
[2]
=
c
]
Q | o,=711eV
©
-
>
=
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C | o,=707ev
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o
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FIG. 12. RIXS spectra calculated using the full Kramers-
Heisenberg formula by Eq. (8). Intermediate-state excitonic
interactions are treated at the BSE level, while final-state
excitonic interactions are evaluated either with the BSE kernel
(black curves) or at the independent particle level (red curves).
For all sets of curves, the intermediate (final) state HWHM
broadening is 0.20 eV (0.36 eV).

photoelectron as a spectator, the matrix elements
related to the emission process may be factored out,
yielding [61,64,107]

d*c
___o Mav 2Im Mka q) Gao G? G* d . B5
== 5 Mg P | S IMI (e, ()67 ()67 ) (85)
a,v<kp k>kp
With respect to insulating samples, metals offer H*=H+V,,
two advantages that aid the above simplifications v 110 o
of the RIXS cross section. First, final-state excitonic H'=H+V, = H"+ AV,
interactions are weak, allowing us to neglect them, mean- AV, =V,-V, (B6)

ing that the excited electron essentially acts as a spectator
during the scattering process. This approximation is very
reasonable for many materials well above the absorption
edge [64]. For metals, this approximation is quite good
even in the proximity of a resonance, because the final-
state excitonic interactions are strongly screened.
Figure 12 confirms the suitability of this approximation
by comparing results of the Kramers-Heisenberg equation
with and without final-state interactions. Second, while
the RIXS intermediate state within insulating samples
may couple only weakly to other excitations, such is not
the case in metals, because secondary electron-hole pairs
can have vanishing energy. Scattering with secondary
excitations further attenuates the coherent contribution to
the cross section.

To reduce the product of three Green’s functions in
Eq. (BS), we define effective Hamiltonians H* and H" for
the intermediate and final states, respectively, as

With these definitions, the products of two Green’s func-
tions can be expressed as

TG" - G
GaTGv — ,
AE*
G'T" - G”
GG =, B7
A (B7)

where AE = @, + (e, — €,) + iy is the energy difference
between the arguments of the two Green’s functions and
T=1+AV,,G*. With this expression, the product of
three Green’s functions becomes

. 1 .
Gm GvGa — E [(Gau Gv)Ga + GaT(GvGa)]
T'G'T Tm“+G@”+H
= - = .C.|.
|AE> 2 ||AE? ' AE
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Taking the imaginary part, we see that

T'Im[G"]T

Im[G*'G*G*] = , B8
m| | = agp (B8)
and Eq. (B5) reduces to
do 1 [{ald,|v)]”
da)idwo N 4 |a)0 teg—€,+ lF|2
x Im((a| D" (@,)G"(w; + €,)D(w;)|)].  (BY)

where we introduce the modified dipole transition
operator D(w) = Td. Defining an effective absorptionlike
coefficient

_ 1 .

fiz(o ) = ——Im|(a|D¥(w;)G" (@ + €,)D(@;)|a)],
(B10)

the RIXS cross section simplifies to the convolution

o @, d&)ﬂ%(@)ﬁg (w530 — @ + €)
lw, — @ + i[>

(B11)

dwdw, o,

The difference between the standard absorption coef-
ficient and the modified absorption coefficient is that the
dipole operator d; is replaced with the modified transition
operator D(w;) = [1 + AV,,G* (w; + €,)]d;. When the
potential difference AV ,, between the intermediate and
final states is weak and AV,,G* is small, the modified
absorption coefficients can be approximated well by the
standard absorption coefficients. This approximation brings
the expression of the RIXS cross section to a convolution
over absorption and emission coefficients:

d*c o,

dé /"OE(&))/",% (ail B 5) "L_ 60,)
lw, — @ + iT|

(B12)

dw;dw, wo;

We test the appropriateness of this result for BaFe,As, in
Fig. 13 by comparing the BSE evaluation of the full
Kramers-Heisenberg formula [Eq. (B1)] to the approxima-
tion of the RIXS spectrum as a convolution over absorption
and emission spectra [Eq. (B12)]. For this comparison, we
use the standard BSE absorption and emission spectra y§
and 49, respectively, not including any additional secon-
dary excitations. The agreement supports the use of our
approximations leading to Eq. (B12). Finally, to account for
the additional many-body effects causing the secondary
excitations, we incorporate the physics of the quasiboson
model by substituting the bare absorption and emission
spectra with their dressed counterparts, each expressed as
convolutions of the bare spectrum and an effective spectral
function as in Eq. (1).

712 eV
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710 eV .

708 eV
707 eV
706 eV

705 eV

RIXS intensity (arb. units)
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701 eV
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-12 -10 -8 -6 -4 -2 0
Energy loss (eV)

FIG. 13. Comparison of RIXS spectra calculated with the full
Kramers-Heisenberg equation by Eq. (8) (black curves) and with
the quasiboson model for the direct RIXS response in Eq. (13)
using the bare BSE absorption and emission spectra u% and p9,
respectively (colored curves). Incident photon energies are
indicated. All spectra are peak-height normalized to improve
visual comparison. For all sets of curves, the intermediate (final)
state HWHM broadening is 0.20 eV (0.36 eV).

APPENDIX C: LIFETIME EFFECT

To further demonstrate that the Raman-like behavior of
the RIXS spectra of BaFe,As, below the XAS threshold
originates from direct RIXS fluorescence processes that
are enabled by the finite core-hole lifetime, Fig. 14 shows
the calculated RIXS loss profiles below the XAS threshold
for two values of the core-hole lifetime broadening.
The below-threshold signal persists to much lower incident
photon energy values for the larger core-level broadening.
In fact, measuring the attenuation of the peak height
while detuning below resonance could provide an exper-
imental determination of the core-hole lifetime. In the
simplified case of a single intermediate-state resonance, the
denominator of the Kramers-Heisenberg equation shows
that the signal intensity varies with the detuning A as
1/[A% + (y/2)?]. However, the determination of the life-
time will be complicated by the presence of multiple
resonances and effects that modify the Auger decay rate
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FIG. 14. Bethe-Salpeter equation calculations of the direct
RIXS response of BaFe,As, at and below the Fe L; XAS
threshold for core-level broadenings of 0.04 and 0.4 eV. The
longer core-hole lifetime (black curves) attenuates the RIXS
signal below threshold more rapidly.

at resonance [82]. Nevertheless, such an analysis may be
safely applicable for detunings sufficiently away from the
resonance.

APPENDIX D: COMPUTATIONAL DETAILS

All BSE spectral calculations are performed with the
OCEAN code [67] based on a DFT electronic structure
obtained with Quantum ESPRESSO [69,70], which uses
pseudopotentials and a plane-wave basis. The DFT calcu-
lations employed the LDA to the exchange-correlation
functional and used norm-conserving pseudopotentials. For
Fe, we construct a pseudopotential with semicore states in
valence.

For the x-ray absorption and emission calculations, a
ground-state electronic charge density is obtained from
a self-consistent-field (SCF) calculation with a 3 x 3 x 2
k-point sampling. For the screening response, which we
construct in a hybrid, real-space approach [108], a non-self-
consistent-field (NSCF) DFT calculation with 2 x 2 x 2
k-point sampling and 240 unoccupied bands is sufficient.
To evaluate the BSE spectrum, we construct a basis set of
Bloch states by performing a NSCF DFT calculation with
7 x 7 x5 k-point sampling and 160 unoccupied bands for
the absorption calculation. Both the SCF and NSCF
calculations use plane-wave cutoff energies of 120 Ry
for the wave functions and 480 Ry for the density. Because
of the need to treat the final-state valence excitonic states,
the RIXS -calculations require a much denser k-point
sampling of 16 x 16 x 10 with 160 unoccupied bands,
as for the XAS calculation.

The final-state density of states (DOS) calculations
are performed with the Quantum ESPRESSO code taking a
2 x 2 x 1 supercell of the conventional unit cell. For these
calculations, we use ultrasoft pseudopotentials and the
GGA to the exchange-correlation functional. The k-point

samplings are 2 x2 x 3 for the SCF calculation and
5 x5 x 8 for the NSCF calculation. The energy cutoffs
are 40 Ry for the wave functions and 320 Ry for the charge
density. For comparison to the XAS, the pseudopotential
for one Fe site is replaced with an alternate pseudopotential
containing a hole in the 2p shell, while an extra electron is
placed at the Fermi level to simulate the XAS final state.
The ground-state DOS, for comparison to the XES, is
calculated analogously, but without the use of a supercell or
core-hole pseudopotential and extra electron.

The LDA-DFT-based DMFT calculations are performed
using the Brookhaven National Lab Comscope suite. The
electronic structure is initially solved at the all-electron
DFT level using the FlapwMBPT code [109] using the LDA
functional and a 6 X 6 x 4 k-point mesh. A set of Wannier
orbitals for states around the Fermi level are constructed
with the Wannier90 [110] code using a frozen window of
420 eV from the Fermi level and a disentanglement
window of —20 to 60 eV with respect to the Fermi level.
The impurity problem is solved with the ComDMFT code
[111] and a continuous-time quantum Monte Carlo algo-
rithm with a simulation temperature of 300 K. The ab initio
determined Hubbard and Hund interactions are U =
5.0 eV and J = 0.8 eV, respectively, with a nominal 3d°
occupancy for the double-counting correction [112].

The real-time TDDFT calculation, used to generate the
valence charge density response to the sudden creation of
an excitonic state, is performed with a modification [113]
of the SIESTA DFT code [114]. A core hole is created at
t =0 on a central iron atom of a 3 x 3 x 2 supercell of
BaFe,As,. The time evolution of the valence charge density
response is performed with a Crank-Nicolson propagator
using a time step of 0.3 a.u.

As we demonstrate in Sec. IV, the many-body spectral
function associated with the sudden creation of a core-level
exciton in BaFe,As, can be approximated very well by a
Doniach-Sunjic line shape, the expression for which is

a)—wo)
o

7+ (@ =g [T

DS(w) cos % + (1 — a) arctan(

(D1)

The key parameter is the dimensionless quantity a, which
characterizes the asymmetry of the line shape. The other
parameters are m,, which indicates the peak position, and ¢
that gives the symmetric contribution to the linewidth.
Based on the spectral function obtained from the rt-TDDFT
response, we use an asymmetry value of ¢ = 0.14 and a
linewidth of ¢ = 0.16 eV for x-ray absorption. By con-
volving a DS line shape with the BSE-calculated XES and
comparing to the experimental result, we obtain an asym-
metry value of @ = 0.07 for the XES process and the same
linewidth of ¢ = 0.16 eV.

APPENDIX E: EXPERIMENTAL METHODS

Single crystals of BaFe,As, are grown by stoichiometric
melt as described in Ref. [115] and characterized with
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either resistivity or magnetization measurements. Fe-L, 3
XAS and RIXS experiments are performed at the ADRESS
beam line of the Swiss Light Source, Paul Scherrer Institut,
Villigen PSI, Switzerland [19,20]. XAS is measured in both
total fluorescence yield (TFY) and total electron yield
(TEY) without observing significant differences. XAS and
RIXS spectra are recorded at 15° incidence angle relative to
the sample surface. The RIXS spectrometer is set to a
scattering angle of 130°. The total energy resolution is
measured employing the elastic scattering of carbon-filled
acrylic tape and is around 110 meV. The samples are
mounted for XAS and RIXS experiments with the ab plane
perpendicular to the scattering plane and the ¢ axis lying in
it and postcleaved in situ at a pressure better than
2.0 x 107'° mbar. We measure at (0.31, 0.31) using the
orthorhombic unfolded crystallographic notation [116]. All
the measurements are carried out at 14 K by cooling the
manipulator with liquid helium.

BaFe,As, has the tetragonal lattice structure (space
group [4/mmm) with 2 Fe unit cell, and the relaxed

parameters are a = 3.868 A and ¢ = 12.378 A.
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