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Pump-probe measurements aim to capture the motion of electrons and nuclei on their natural timescales
(femtoseconds to attoseconds) as chemical and physical transformations take place, effectively making
“molecular movies” with short light pulses. However, the quantum dynamics of interest are filtered by the
coordinate-dependent matrix elements of the chosen experimental observable. Thus, it is only through a
combination of experimental measurements and theoretical calculations that one can gain insight into the
internal dynamics. Here, we report on a combination of structural (relativistic ultrafast electron diffraction,
or UED) and spectroscopic (time-resolved photoelectron spectroscopy, or TRPES) measurements to follow
the coupled electronic and nuclear dynamics involved in the internal conversion and photodissociation of
the polyatomic molecule, diiodomethane (CH2I2). While UED directly probes the 3D nuclear dynamics,
TRPES only serves as an indirect probe of nuclear dynamics via Franck-Condon factors, but it is sensitive
to electronic energies and configurations, via Koopmans’ correlations and photoelectron angular
distributions. These two measurements are interpreted with trajectory surface hopping calculations, which
are capable of simulating the observables for both measurements from the same dynamics calculations. The
measurements highlight the nonlocal dynamics captured by different groups of trajectories in the
calculations. For the first time, both UED and TRPES are combined with theory capable of calculating
the observables in both cases, yielding a direct view of the structural and nonadiabatic dynamics involved.
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I. INTRODUCTION

Following the electronic and structural dynamics of
molecules on femtosecond timescales is key to understand-
ing many fundamental processes in physics, chemistry, and
biology, such as the photoprotection of DNA [1], the basic
steps involved in vision [2,3], and how energy and charge
transfer facilitates light harvesting [4,5] and energy con-
version in photoabsorption [6]. While experimental mea-
surements of these dynamics have provided considerable
insight over the past few decades [7], it is not generally
possible to convert the experimental measurements directly
into time-dependent structures or charge distributions. Time-
dependent calculations have evolved to produceverydetailed
pictures of molecular dynamics, but they require many
approximations and thus must be benchmarked against
measurements in order to ensure accuracy and relevance.
It is important that these simulations can be directly com-
pared (without adjustable parameters) to time-resolved
experimental data, as has been done, e.g., with quantum
dynamics simulations [8–12], trajectory surface hopping
calculations [13–15], ab initio multiple spawning (AIMS)
[16–21], and many more approaches. While a given observ-
able may apply certain constraints to a calculation, many
ambiguities will remain. It is useful, therefore, to apply more
than one observable to a given dynamics, thus more tightly
constraining the theoretical simulations and yielding a more
accurate picture of the dynamics involved. Here,we compare
two complementary measurements, ultrafast electron dif-
fraction (UED) [22] and time-resolved photoelectron spec-
troscopy (TRPES) [23], with trajectory surface hopping
calculations of UV excited dynamics in CH2I2.
Each experimental approach provides a useful perspective

but rarely provides a complete picture of the evolving
chemical dynamics, particularly in polyatomic systems that
are inherently multidimensional. For example, optical spec-
troscopies, such as transient absorption [24–28], can provide
high time resolution with a compact apparatus but require
detailed knowledge of the potential energy surfaces (elec-
tronic energies as a function of nuclear coordinates) and
transition dipole moments along the reaction coordinate in
order to be interpreted. Time-resolved ionization spectros-
copies [23,29–36] offer the advantage over optical spectros-
copies that it is always possible to ionize, regardless of the
character of the excited-state, and if one measures the energy
of the photoelectrons as a function of pump-probe delay, then
one can extract information about the distribution of energy
within themolecule as a function of time.UED [37–43] holds
the promise of providing direct structural information as a
function of time, but it suffers from orientational averaging
over the sample, repulsion between the electrons in a short
pulse, and the group velocity mismatch between electrons
and light. Ultrafast x-ray diffraction overcomes the last two
disadvantages of electron diffraction [44–47], but it suffers
from low scattering cross sections and requires a large
number of photons in the probe pulse—typically only avai-
lable at free electron laser (FEL) light sources [48–51]. One

way to mitigate the electron repulsion and group velocity
mismatch with UED is to work with relativistic electrons,
which spreadmuch less due to Coulomb repulsion and travel
close to the speed of light, leading to much better group
velocity matching with the pump pulse over the sample
volume and thus higher time resolution [20,21,52–54].
Here, we probe the time-dependent electronic structure

(energies and configurations) and nuclear configurations
(relative positions of the atoms) of the molecule CH2I2 using
TRPES and relativistic UED following UV photoexcitation
[55]. While relativistic UED can directly capture molecular
structure (nuclear wave functions or positions) with about
100 fs time and sub-Angström spatial resolution, it does not

FIG. 1. Schematic diagrams illustrating the experimental meth-
ods and calculations to follow the photoinduced excited-state
dynamics of CH2I2. (a) A schematic diagram of the time-resolved
photoelectron spectroscopy experiment. A cartoon of the CH2I2
molecule is shown in the bottom-left corner. (b) A schematic
diagram of the relativistic ultrafast electron diffraction experiment.
Two cameras are responsible for recording images of scattered and
unscattered electrons. (c) A cartoon of potential energy curves
together with structural changes of CH2I2 after UV excitation. A
black dotted line separates the neutral and cation states.
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provide information about the electronic state (electronic
wave functions or positions) or energy of the molecule.
TRPES can directly measure the electronic energy and state
character with sub 100 fs time and millielectron volt (meV)
energy resolution, but it does not provide direct information
about structure. Furthermore, the nonadiabatic coupling
between electrons and nuclei underlying many fundamental
light driven processes in nature (photosynthesis, photopro-
tection of DNA, vision, etc.) is best unveiled when one has
direct access to both electronic and nuclear degrees of
freedom. Thus, in order to form a complete picture of
time-dependent molecular transformation, including both
energy and structure as well as nonadiabatic coupling, one
needs to combine the information from the two approaches.
This method has never been used before the present work.
Figures 1(a) and 1(b) illustrate the experimental appro-

aches. The measurements are compared with trajectory
surface hopping calculations [56], which simulate the
observables for both measurements based on the same
time-dependent calculations. Figure 1(c) shows the CH2I2
electronic structure along the C-I dissociation coordinate,
and a series of cartoon snapshots illustrate the C-I dissoci-
ation dynamics after UV excitation. The combination of
structural and spectroscopic probing in conjunction with the
calculations provides new views of the dynamics, which
involve nonadiabatically coupled electronic-nuclear dynam-
ics, complex structural changes, and nonlocal evolution of
the molecular wave function (bifurcation and spreading).
The choice of CH2I2 for this comparative study was moti-

vated by a number of factors. The excited-state dynamics are
sufficiently rich that calculations must be compared with
experimental measurements to verify their validity. CH2I2
exhibits a number of features that are intrinsically interest-
ing and representative of many polyatomic systems—
nonadiabatic coupling between electronic states, spin-orbit
coupling, dissociation, and concerted motion along multiple
degrees of freedom. The presence of heavy I atoms makes it
well suited for diffractive measurements since the scattering
cross section is large, providing a high signal-to-noise ratio
(SNR). Finally, while the photoproducts have been studied
in some detail with nanosecond laser work [57–67], the
femtosecond dynamics following deep UV photoexcitation
have not been studied in such detail.

II. EXPERIMENTAL METHODS

The experimental measurements were carried out in two
different laboratories, but we made use of the same
excitation scheme. Both the TRPES and UED measure-
ments were made on an ensemble of CH2I2 molecules
excited with linearly polarized pump pulses in the deep UV,
having a central wavelength around 266 nm (photon energy
of 4.65 eV) and a pulse duration of about 50–60 fs.

A. TRPES experiment

The TRPES experiments utilized a standard pump-probe
spectroscopy scheme [68]. A seeded supersonic beam

injected CH2I2 molecules through a pulsed valve into the
interaction region of an electron velocity map imaging (VMI)
spectrometer [69],where they interactedwith the fsUV-pump
andVUV-probe pulses. The laser pulseswereweakly focused
using f=100 spherical reflective optics, yielding a UV pump
laser intensity of about 5×1011W=cm2. Measurements per-
formed with pump-pulse intensities between 0.3 and 1.5 ×
1012 W=cm2 yielded similar results. The VUV probe laser
intensity was more than an order of magnitude weaker. The
photoelectrons generated by the pump and probe pulses were
measured with a VMI spectrometer for each pump-probe
delay,Δτ.VUVpulses (160nm,7.75 eV)wereused as aprobe
of the dynamics, ionizing the excited molecules at variable
delay after initial UVexcitation [70,71]. Figure 1(a) shows a
schematic diagramof theTRPESexperiment.A cartoon of the
CH2I2 molecule is shown in the bottom-left corner.
The photon energy of the probe was chosen to maximize

the observation window for the excited-state dynamics
while avoiding ionization of the ground state [23,72]. The
impulse response function (IRF) of the system was deter-
mined to be 75 fs full width at half maximum (FWHM) via
nonresonant two-photon ionization of Xe. This reuslt allows
us to follow the fast dynamics at early pump-probe delay
times. The highest energy photoelectrons observed corre-
sponded to those expected of a one-photon pump, one-
photon probemeasurement, thus ruling out the possibility of
two-photon pump processes, which was in line with the low
pump fluence used for these measurements.With this weak-
field (single-photon) interaction as a probe, simulation of the
TRPES spectrum is possible, allowing for direct comparison
with experiment. Further information regarding the exper-
imental apparatus can be found in Ref. [73].

B. UED experiment

The UED experiment discussed in this work utilized
the ultrafast relativistic mega-electron-volt (MeV) electron
beam line at the Stanford Linear Accelerator Center [55,74–
77]. CH2I2 molecules were injected with a pulsed nozzle
into the reaction chamber, where they interacted with the
UV-pump pulse. In order to achieve a sufficient signal-to-
noise ratio for the interpretation of the measurements, we
worked at pump intensities of about 1012 W=cm2, which led
to some two-photon absorption from the pump pulse. Based
on an analysis of the angle-dependent diffraction signal, a
scan of the pump-pulse intensity, and the strength of
different features in the pair distribution function, we
estimate the two-photon absorption to be about 10% of
the one-photon absorption. The details are provided in the
AppendixC. In contrast, with the TPRESmeasurements, the
probe pulse consisted of relativistic electrons, which were
elastically scattered by the molecules and projected onto a
phosphor screen in the far field. The time-dependent
molecular structure was thus imprinted onto a series of
diffraction patterns taken for each pump-probe delay. These
patterns were recorded by a charged-coupled device (CCD)
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camera. The experimental layout used in this work is shown
in Fig. 1(b).
The kinetic energy of electrons in the beam line was

measured to be 3.7 MeV (λe ∼ 0.003 Å), providing us with
excellent spatial and temporal resolution [75]. At this
energy, the electrons are relativistic, leading to a negligible
velocity mismatch between the laser and electron pulses
and very limited Coulomb broadening. This case allows us
to achieve an overall instrumental IRF of under 150 fs
FWHM in the system [20]. The largest momentum transfer
value on the detector is Smax ¼ 11.5 Å−1, which gives a
spatial resolution of δ ¼ 0.54 Å [53].

III. CALCULATION

A. Trajectory surface hopping calculation

In order to interpret the experimental results and produce
a detailed picture of the energetic and structural evolution
of the molecule following photoexcitation, we carried out
trajectory surface hopping calculations of the excited-state
molecular dynamics. We used the results of these calcu-
lations to produce the same observables obtained in the
UED and TRPES measurements. In order to carry out the
excited-state dynamics simulations, we used the ab initio
molecular dynamics program SHARC (surface hopping
including arbitrary couplings) [78,79], interfaced with
MOLCAS 8.0 [80]. The electronic structure calculations were
performed with MS-CASPT2(12,8)/ano-rcc-vdzp (multi-
state complete active space perturbation theory second
order) based on SA(5/4)-CASSCF(12,8) (complete active
space self-consistent field with 12 electrons in 8 orbitals),
where the state averaging included five singlet and four
triplet states for the valence states excited with one photon
absorption from the pump pulse. Additionally, the dynam-
ics in a high-lying Rydberg state (accessible via the
absorption of two pump photons) was calculated by
approximating the potential in terms of the ground elec-
tronic state of the molecular cation. The Rydberg state
ab initio molecular dynamics simulations were carried out
with SHARC based on CASPT2(11,8)/ano-rcc-vdzp for the
doublet ground state of the cation.

B. Calculation of observables

In order to calculate the TRPES, the ionization proba-
bility along the time-resolved trajectories was obtained in an
approximate manner from calculations of the Dyson orbital
norms [81], using our wave-function overlap (WFOverlap)
code [82] in a postprocessing step. The necessary wave
functions for the neutral and ionized molecules were
obtained at steps of 2.5 fs along the precomputed trajectories
from MS-CASPT2(12,8)/ano-rcc-vdzp or MS-CASPT2
(11,8)/ano-rcc-vdzp calculations, including altogether five
singlets, nine doublets, four triplets, and four quartets, as
well as all possible spin-orbit couplings (SOCs).

In order to calculate the time-resolved pair distribution
function (PDF), we computed the electron diffraction
pattern for the time-dependent molecular geometries
extracted from the surface hopping calculation given that
each trajectory included all of the atomic positions as a
function of delay. The diffraction patterns were simulated
within the independent atom model for each molecular
geometry, with the elastic scattering amplitudes for C, I, and
H atoms calculated using the Dirac partial-wave method
(ELSEPA) [83]. Experimental conditions were applied to
the diffraction pattern simulation in order to compare with
the measurements. Details are provided in Appendix B 3.

IV. RESULTS

We first present the TRPES results, which have a lower
information density than the UED results but still provide
important insights. Figure 2 shows the measured and
calculated photoelectron spectra as a function of pump-probe
delay. In the molecular ground state, CH2I2 absorbs strongly
at wavelengths corresponding to both our pump and probe
laser pulses,whichmeans that near time zero,when the pump
and probe pulses overlap, the signal has contributions from
both UVand VUV driven dynamics. Figure 2(a) shows the
experimental data [73]. In order to highlight the UV driven
dynamics, we multiply the signal at positive time delays
outside the temporal overlap of pump and probe pulses by a
factor of 4 since we estimate that the VUVabsorption cross
section is about 4 times that of the UV absorption cross
section [66]. Figure 2(b) presents the results of the surface
hopping calculations, which provide the calculated photo-
electron spectrum versus pump-probe delay.
One can see that the calculations and measurements

agree on the presence of a broad peak near zero time
delay, as well as a longer tail at low photoelectron energies.

FIG. 2. Measured and simulated time-resolved photoelectron
spectra. (a) TRPES from experimental measurement. (b) Simu-
lated TRPES including all trajectories. (c) Simulated TRPES for
direct (Dir) dissociation trajectories. (d) Simulated TRPES for
indirect (InDir) dissociation trajectories.
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The broad peak at zero time delay extends over a broad
range of energies up to 2.5 eVand corresponds to ionization
near the Franck-Condon (FC) region on the excited-state
surface to several low-lying states of the cation. As there is
rapid motion of the wave packet leaving the FC region, and
the cationic states are close to each other [see Fig. 1(c)], one
cannot resolve the ionization to different cationic states,
which can be seen in examining the calculations. In both
measured and calculated spectra, the higher energy peak
extending up to 2.5 eV lasts for 50 fs and is followed by a
low-energy tail persisting out to beyond 100 fs. This
behavior is consistent with the excited-state wave packet
moving rapidly to regions with larger vertical IPs, which is
mapped to the decrease of the observed KER. The presence
of a long tail at low energies is consistent with some
population remaining on the CH2I�2 potentials shown in
Fig. 1 for times out beyond 100 fs. In order to explore this
idea, the trajectories underlying the calculated TRPES
(Fig. 2) can be analyzed in detail.
In performing a more detailed analysis of the TRPES,

a natural question is whether different trajectories are
responsible for the different features in the photoelectron
spectrum. In order to address this question, our previous
work looked for and found a correlation between trajecto-
ries that led to symmetric C-I bond stretching and produced
a low-energy tail in the photoelectron spectrum versus
trajectories that featured asymmetric C-I stretching and did
not contain a low-energy tail [73]. We thus sorted the
trajectories into two groups based on whether they dis-
played symmetric or asymmetric stretching of the C-I

bonds. As the asymmetric stretch trajectories involve rapid
internal conversion and dissociation of an iodine atom, we
denote these as direct dissociation trajectories. In contrast,
the symmetric stretching trajectories involve some motion
on the potential of the initial states followed by slower
internal conversion and dissociation on longer timescales.
We thus label these indirect dissociation trajectories.
In Fig. 2, the TRPES for these two groups of trajectories
are shown in panels (c) and (d). Panel (c) shows the TRPES
for the direct dissociation trajectories and panel (d) shows
the TRPES vs delay for the indirect dissociation trajecto-
ries. It is clear that the low-energy tail in the TRPES can be
associated with the indirect dissociation trajectories. This
case motivates an interpretation of the UED measurements
in terms of these two groups of trajectories. We also note
that Fig. 14 in Appendix B contains a comparison between
the measurements and calculations with and without sur-
face hopping. This comparison illustrates how the internal
conversion can be seen in the TRPES measurements.
The UED measurements yield a two-dimensional pro-

jection of the three-dimensional far-field diffraction pattern
for each pump-probe delay. This far-field diffraction pattern
represents the momentum-space interference pattern of the
scattered electrons. The diffraction difference was first
obtained by subtracting the diffraction pattern for negative
time delays (averaged over four delays) [84]. The difference
pattern was then Fourier transformed to produce a two-
dimensional position-dependent distribution. Given the
cylindrical symmetry of the photoexcited molecular ensem-
ble (symmetry around the linear polarization vector of the

FIG. 3. Measured ΔPDF as a function of pump-probe delay. A vertical magenta-colored line marks zero pump-probe delay. The data
are normalized by the largest value of ΔPDF. Four regions corresponding to specific molecular motions are highlighted with dashed
lines in different colors. Snapshots on the right side of the graph illustrate the different types of motion highlighted in the regions
bounded by the dashed lines to the left. A cartoon picture on the top right of the graph shows the ground-state equilibrium geometry of
CH2I2, with black, purple, and cyan colored balls representing the carbon, iodine, and hydrogen atoms, respectively. The atomic pair
distances (blue) and I-C-I angle (red) are labeled underneath. The corresponding ground-state PDF and atomic pair distances are plotted
adjacently.
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pump laser pulse), we were able to perform an inverse Abel
transform of the measured spatial distribution function to
yield the three-dimensional pair distribution function for
each time delay. Given the high-dimensional nature of this
information (three spatial dimensionsþ time), in order to
provide a first overview of the measurements, we integrated
over both polar (with respect to the pump-pulse polarization
axis) and azimuthal angles to form a two-dimensional
distribution that shows the scattering intensity as a function
of interatomic distance and pump-probe delay. This dis-
tribution is shown in Fig. 3. However, analyzing the polar
angle dependence of the measurements can yield valuable
information, which we make use of later in Fig. 4, as well as
in an analysis of multiphoton absorption from the pump
pulse discussed in Appendix C.
Figure 3 shows the scattered intensity as a function of

interatomic distance—the PDF—and pump-probe delay for
CH2I2 (ground-state equilibrium geometry shown in the
top-left corner) from experimental measurements. The PDF
for negative time delays is subtracted from the PDF for
positive delays, producing the ΔPDF. This process allows

us to focus on the changes in the PDF due to excited-state
dynamics and to subtract the ground-state contributions as
well as those from individual atoms, focusing on the
molecular or interference contributions arising from the
excited-state(s) of the molecule. Blue coloring indicates
loss, and red indicates gain compared with the unexcited
molecules. A solid vertical magenta-colored line indicates
zero time delay—i.e., where the pump laser and probe
electron bunch are overlapped in time. The delay-dependent
PDF shows more structure (features that vary with delay and
pair distance) than the TRPES results, providing a more
detailed view of the dynamics than the delay-dependent
photoelectron spectrum in these measurements.
In order to interpret the time-resolved ΔPDF, we

calculated the ground-state pair distribution function and
plotted the geometry with relevant atomic pair distances
and angles in Fig. 3. The ground-state PDF shows two main
peaks at 2.15 Å and 3.60 Å, arising from the C-I and
I-I pairs, respectively. Because of the relatively low electron
scattering cross section of H atoms compared with C and I
atoms, the contributions related to the H atoms are
negligible. Compared with the ground-state PDF, one
can see that in the measured ΔPDF, there are several
characteristic atomic pair distances that are of interest for
the dynamics we follow, and we highlight a number of
features in the data at these pair distances that can be
interpreted in terms of specific types of motion. They are
illustrated by the cartoon diagrams on the right-hand side of
the figure. The top cartoon illustrates I-I separation with
increasing time delay. As the I atoms have the largest
scattering cross section, the I-I contribution to the changing
PDF is the largest. The middle cartoon illustrates I-C-I
bending that takes place in an electronic state accessed by
two-photon absorption from the pump pulse, and the lowest
cartoon illustrates motion of the CH2 as one of the C-I
bonds is broken. These dynamics are captured by the UED
measurements at different pair distances bounded by pairs
of dashed lines in the main figure.
There is a deep blue stripe centered at 3.60 Å indicating a

large decrease in the probability of finding I atoms separated
by their equilibrium distance. Together with the decrease of
the PDF at 3.60 Å, the signal shows modulated increases for
distances greater than 4 Å and two narrower regions
centered at 1.30 and 2.85 Å. The increase in the PDF for
distances greater than 4 Å is expected and has contributions
from both C-I and I-I pairs, with both arising directly from
the dissociation of the molecule in the excited-states. Given
the scattering cross sections for C and I atoms, it is
dominated by I-I contributions, as illustrated by the cartoon
on the right-hand side of the figure. While the modulations
for distances greater than 4 Å have no obvious periodicity,
the modulations in the PDF at 1.30 Å and 2.85 Å do. These
modulations are surprising and highlight two different kinds
of motion, which are illustrated to the right-hand side of the
figure and discussed below.

FIG. 4. Time-resolved ΔPDF at specific pair distances and their
Fourier transforms for both experiment and simulation. (a) Ex-
perimental and simulated time-resolved ΔPDF around 1.30 Å.
The simulated ΔPDF are calculated from the groups of both
direct (Dir) and indirect (InDir) dissociative trajectories. (b) Ex-
perimental and simulated time-resolvedΔPDF around 2.85Å. The
simulation is from the group of Rydberg state trajectories.
(c) Experimental and simulated time-resolved ΔPDF around
3.60 Å. The simulations are from both direct and indirect
dissociative trajectories. The pink curves in panels (a) and (c)
are for an equally weighted average of direct and indirect
trajectories. Appendix B 4 contains a comparison of the data
and simulation with different mixtures of direct and indirect
trajectories. (d) Fourier analysis of ΔPDF at 1.30 Å from
experimental data and simulation of direct dissociation trajectories
[panel (a)] for a polar angle of 0°. (e) Fourier analysis of ΔPDF at
2.85 Å from experimental data and Rydberg state trajectories
[panel (b)] for a polar angle of 70°. (f) Angle-dependent Fourier
analysis of theΔPDF at 1.30 Å and 2.85 Å. Note that θ is the angle
with respect to the laser polarization direction.
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V. DISCUSSION

In order to interpret the experimentally measured PDF
and validate the calculations, we compared the measured
and calculated PDF at the distances bordered by the dashed
lines in Fig. 3. Motivated by the analysis of the TRPES
measurements, we compared the UED measurements with
calculations for the two different groups of trajectories
(direct and indirect dissociation), as well as trajectories for
dynamics in high-lying Rydberg states in order to account
for molecular dynamics driven by two-photon absorption
from the pump pulse.
The modulations in the PDF at 2.85 Å are not found in

our calculations of the valence state dynamics (i.e., states
excited by one-photon absorption), but the periodicity of
the modulations corresponds to I-C-I bending motion in
high-lying Rydberg states or low-lying states of the cation
[85,86]. Since these states can be accessed by two-photon
absorption from the pump, we performed calculations of
the dynamics in high-lying Rydberg states, modeled by
considering the ground state of the molecular cation, for
which the potential energy surface is roughly parallel to the
Rydberg states excited by two-photon absorption [34]. The
shapes of the potential energy surfaces for the Rydberg and
ionic states are very similar since they are both determined
by the removal of a HOMO (iodine lone pair) electron,
which leads to displacement along the I-C-I bending
coordinate.
The modulations in theΔPDF centered at 1.30 Å are also

present in our calculations as shown in Fig. 4, but they do
not correspond to periodic modulation of any atom pair
distance. Rather, they are due to rotation of the CH2 group
after the bond breaks between the C and one of the two I
atoms. The rotations lead to a periodic oscillation in the
projection of the remaining (unbroken) C-I bond distance
onto the plane of the detector with a period equal to half the
rotational period since the pump laser only aligns the
molecules but does not orient them. The I-C-I angle as a
function of time for direct dissociation trajectories is shown
in Appendix B. To our knowledge, the modulations we
observe here represent the first direct time-resolved obser-
vation of fragment rotation in photodissociation.
Figure 4 shows the time evolution of ΔPDF at several

pair distances [panels (a)–(c)] and their Fourier transforms
[panels (d) and (e)] for both UED measurements and
simulation. Panels (d) and (e) show the absolute value of
the Fourier-transformed data given in panels (a) and (b),
respectively. The thick dashed lines represent simulation
results, while the thin lines with diamond markers represent
the experimental measurements. In panel (a), both the
measurement and simulation show periodic oscillations at a
frequency of 5.4 THz. In Fig. 4(b), both the data and
simulation show a periodic oscillation at a frequency of
3.7 THz. In both panels (a) and (b), the first period of
oscillation in the experimental data has a lower signal level
than the calculations, due to the subtraction of the signal for

negative time delays with finite pump and probe durations.
Figure 4(c) shows the calculated and measured ΔPDF at
3.60 Å as a function of pump-probe delay. There are no
modulations but rather a rapid monotonic decrease in the
signal. The analysis here makes use of the angle depend-
ence of the measured and calculated ΔPDFs. The results
shown in panels (a)–(c) used the angular-averaged ΔPDF
values. The results in panel (d) used ΔPDF values along a
polar angle of 0°, while the results in panel (e) used ΔPDF
values along a polar angle of 70°. Panel (f) highlights the
angle dependence of the signal by showing the heights of
the peaks in panels (d) and (e) as a function of polar angle.
A detailed analysis of the polar angle dependence of the
PDF is given in Appendix A 2.
The data persist out to 1 ps, while the simulations in

panels (a) and (c) only last to 500 fs because the
dissociative trajectories tend to crash as a result of an
insufficient active space. The agreement between the
measurements and calculations shown in panels (a), (c),
and (d) of Fig. 4 indicates that the structural changes
associated with the groups of direct and indirect dissoci-
ation trajectories in the lower-lying electronic states (states
8–17 in Fig. 5) are captured by and directly reflected in the
UED measurements. The agreement between the measure-
ments and calculations shown in panels (b) and (e) of Fig. 4
indicates that the dynamics in the Rydberg states are also
captured by the UED measurements and can be separated
from the dynamics in the lower-lying states [20].
Both the TRPES and UED measurements show features

that can be associated with the two different groups of
trajectories—directly dissociative and indirectly dissocia-
tive. These features highlight both the nonlocal nature of
the photoexcited wave-packet dynamics (bifurcation of the
nuclear wave packet and the exploration of multiple regions
of coordinate space), and the nonadiabatic dynamics
involved. It is interesting to note, however, that trajectories
within a given group show limited dispersion, facilitating
the formation of two groups of trajectories.
As the differences between trajectories in each group of

direct or indirect dissociation are much smaller than the
differences between the two groups (see Appendix B 2 for a
detailed analysis), we choose one trajectory from each group
to be a representative and explore the details from both
spectroscopic and structural perspectives. Figure 5 provides
both a spectroscopic and structural view of representative
direct and indirect dissociation trajectories. Panel (a) plots
the relevant potential energy curves along the C-I dissoci-
ation coordinate and shows cartoon snapshots of the wave
packet for both direct and indirect dissociation trajectories.
Note that, for simplicity, we grouped the excited-states
shown in panel (c) of Fig. 1 into three bands and plotted them
as a function of C-I bond distance. The wave packet
associated with the direct dissociation trajectories moves
out to large C-I distances rapidly after internal conversion
from the initially photoexcited states (13–17) to the
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dissociative states (9–12), while the wave packet associated
with the indirect trajectories remains bound in states 13–17
for about 200 fs and then eventually internally converts,
followed by dissociation. Panels (b1) and (b2) show the
electronic state index as well as the potential energy as a
function of delay time after the UV pump pulse. The two
trajectories display very different behavior. The difference
between the internal conversion rates and energy loss for the
two different trajectories is reflected in panels (b1) and (b2).
Panels (c1) and (c2) of Fig. 5 show snapshots of time-

resolved geometry changes for the chosen trajectories. In
panel (c1), we show the structure as a function of time for
the indirect dissociation trajectory. One can see that there
are relatively small changes, with the initial motion
dominated by symmetric stretching of the two C-I bonds.
However, for the direct dissociation trajectory shown in
panel (c2), one of the C-I bonds breaks quickly, leading to
rotation of the CH2 group around the other I atom. The
slow dissociation dynamics for the indirect trajectories is
directly captured by the UED measurements in the I-I
depletion shown in panel (c) of Fig. 4, while the rapid CH2

rotation in the direct dissociation trajectory is directly
captured by the UED measurements in the modulation
of the PDF near 1.30 Å, as shown in panels (a) and (d) of
Fig. 4. The corresponding C-I and I-I distances can be
viewed in panel (d1), while the I-C-I angle is shown in
panel (d2). Note that the CH2 rotation frequency is about

2.7 THz, corresponding to a period of 370 fs, which is half
of the period shown in panel (d) of Fig. 4. This result is due
to the fact that the projection of the C-I bond that remains in
the rotating CH2I fragment has roughly the same value
twice per rotational period. This direct view of the three-
dimensional dynamics, including wave-packet bifurcation,
rotation, and dissociation, provides a very clear and
detailed picture of the dynamics as well as a very compel-
ling verification of the calculations.
Before concluding, in light of the analysis and discussion

above, we compare the information available from the
two measurement approaches. TRPES provides direct
information on the time-dependent electronic energy of
the molecule, with indirect information on electronic and
nuclear configurations, while UED provides direct infor-
mation on nuclear configurations. TRPES measurements
can rather easily be carried out in the limit of one-photon
absorption from the pump pulse, with built-in verification
via the energy of the photoelectrons, while UED requires
higher pump-pulse fluences and thus tends to contain
contributions from dynamics driven by multiphoton
absorption from the pump pulse, which need to be
considered in the analysis. While the time resolution of
the two approaches is similar, it is easier to characterize the
IRF for TRPES via cooperative nonresonant 1þ 1’ photon
absorption. The rate at which the UED observable changes
depends primarily on how fast the structure changes with

FIG. 5. Spectroscopic and structural views of CH2I2 dissociation dynamics. (a) Potential energy curves and cartoon snapshots of the
wave packet at different time delays for indirect dissociation (blue) and direct dissociation (red) trajectories. (b1) Time-evolved
electronic state index for indirect (blue) and direct (red) dissociation trajectories. (b2) Time-evolved potential energy for indirect (blue)
and direct (red) dissociation trajectories. (c1) Snapshots of the molecular structure at different time delays for an indirect dissociation
trajectory. (c2) Snapshots of the molecular structure at different time delays for a direct dissociation trajectory. The frames show 2D
projections of the 3D molecule onto the I-C-I plane. (d1) Time evolution of pair distances for indirect (blue) and direct (red) dissociation
trajectories. (d2) Time evolution of the I-C-I angle from the indirect and direct dissociation trajectories.
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time (ðdRi=dtÞ, where Ri represents the position of the ith
nucleus), whereas the TRPES observable depends on
both the rate of structural change with time and how
rapidly the energy changes with structure—i.e., ðdRi=dtÞ
and ½dVðRiÞ=ðdRiÞ�. This case leads to the TRPES
observable changing more rapidly than UED for some
time delays (e.g., less than 100 fs) and less rapidly than
UED for others (e.g., 100 fs). Here, the UEDmeasurements
show more detailed changes in the observable as a function
of pump-probe delay than the TRPES measurements.
However, the direct information on the changing electronic
energy and nonadiabatic coupling between electronic states
available in the TRPES measurements provides an impor-
tant perspective on the dynamics.

VI. CONCLUSION

We have presented UED and TRPES measurements of
the dynamics of CH2I2 following photoexcitation in the
deep UV. The measurements combine structural and
energetic probing of the dynamics and are compared with
trajectory surface hopping calculations, yielding a detailed
picture of the dynamics. We note that each experimental
approach alone would miss some information. For exam-
ple, while the TRPES measurements illuminate the internal
conversion and dissociation of the molecule and suggest
that the dissociation dynamics are nonlocal (multiple wave
packets), they do not provide any information about the
rotational dynamics and the complicated structural changes
accompanying dissociation. This information is of broad
significance, as chemical reactivity and molecular function
depend not only on the distance between two different
functional groups of the molecule but also on their relative
orientation (as in, e.g., protein folding). On the other hand,
the relativistic UED measurements do not provide direct
information on the internal conversion (nonadiabatic cou-
pling between electronic states) and energy conversion of
the molecule as it dissociates. By combining the two
approaches, we found direct experimental evidence for
nonadiabatic coupled nuclear-electronic dynamics, nonlocal
evolution of the nuclear wave function (different groups of
trajectories that have very different structural and energetic
evolutions as a function of time), and rotationalmotion of the
molecule during dissociation, which highlights the three-
dimensional information available from diffractive imaging
measurements. The combined measurements and calcula-
tions provide a more complete view of molecular dynamics
during physical and chemical transformation than would be
available from a single approach alone.
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APPENDIX A: EXPERIMENTAL DETAILS

1. TRPES and UED experimental details

In both the UED and TRPES experiments, the sample
(Diiodomethane, 99% purity) was purchased from Sigma-
Aldrich and used without further purification. The spectra
of the UV pump pulses (similar for both experiments,
λ0 ∼ 265 nm, hν ¼ 4.65 eV) are shown together with the
CH2I2 absorption spectrum in Fig. 6 [87].
The gas-phase UED and TRPES experimental appara-

tuses have been described in detail previously [52,68].
Here, we expand on the discussion in the main text to
describe experimental conditions for the two measurements
in some more detail. First, we describe the TRPES ex-
periments, which were carried out with two separate
apparatuses at two separate locations, with a variety of
pump-pulse parameters in order to test the sensitivity of the
measurements to the details of the pump pulse. In the one
apparatus, gas-phase CH2I2 molecules, seeded in He
through the use of a bubbler, were introduced into the
electron VMI spectrometer setup by means of a pulsed
molecular beam. The beam was produced by a 1-kHz Even-
Lavie pulsed valve [88], which was heated to 60 °C during
the experiment in order to prevent clustering. Ion time-of-
flight (TOF) spectra indicated that there was no cluster

FIG. 6. CH2I2 absorption spectrum, together with the spectra
for the pump pulses in the two experiments. The UV spectrum in
the TRPES measurement is centered at 265.6 nm, while the UV
spectrum of the UED measurement is centered at 265.3 nm. As
the TRPES measurements were repeated with two different
apparatuses, the spectrum for each of these pump pulses is
shown separately.

SPECTROSCOPIC AND STRUCTURAL PROBING OF … PHYS. REV. X 10, 021016 (2020)

021016-9



formation during the experiment. The molecular beam was
expanded through a 250-μm conical nozzle into a source
chamber typically held at a base pressure of 10−6 Torr. The
beam was then skimmed to yield a beam, with an estimated
diameter of around 1 mm, before entering an interaction
chamber along the spectrometer TOF axis, typically held at
a base pressure of 1 × 10−8 Torr, and intersected, at 90°, by
the copropagating pump and probe laser pulses. In the other
TRPES apparatus, the molecules were introduced into the
vacuum chamber as a room effusive beam. The measure-
ments performed with the pulsed valve were carried out with
the laser pulses timed to arrive at the peak of the Even-Lavie
pulse and off the peak. These two measurements were
compared with the effusive beam experiments. A detailed
comparison of all three measurements indicated that there
was no significant difference between the measured TRPES
for molecules that were cooled in the supersonic expansion
and ones that were at room temperature.
In both TRPESmeasurements, the probe pulses consisted

of VUV light (160 nm, 7.75 eV) generated through
noncollinear four-wave mixing of the fundamental and
third harmonic in an argon gas cell [71]. The details of this
VUV generation setup can be found in Refs. [19,68].
Photoelectrons produced from the pump-probe laser inter-
action were velocity map imaged using electrostatic lenses
onto a conventional microchannel plate (MCP) and
phosphor-based (P47) detector setup. Images were recorded
using a CCD camera. At each pump-probe delay step, 3000
laser shots were integrated to produce a VMI image, and the
pump-probe scan was repeated 20 times. At the end of each
individual scan, images were taken with UV and VUV
pulses alone in order to subtract out background electrons.
These background electrons can arise from either of the
pulses scattering off of the chamberwalls and theVMIplates
or two-photon ionization of the molecules by VUV pulses.
In contrast with the TPRES measurements, the UED

measurements made use of an ultrashort relativistic electron
bunch as the probe. The electron bunch is generated by a
radio-frequency (rf) electron gun, which is powered by an
S-bandKlystron, providing an 80-MV=maccelerating field.
The electron energy can be tuned continuously up to 5MeV.
For our measurements, the kinetic energy was set to
3.7 MeV, providing electrons with a speed of 0.993c
(0.993 times the speed of light). Each electron bunch
contains roughly 104 electrons, and about 100 to 200
electrons are scattered from the molecular sample. The
electron beam is focused to a diameter of 200 μm FWHM,
while the pump beam is focused down to a spot size of
300 μm FWHM.
A 45° mirror with a hole is used to combine the UV and

electron beams. The electron bunch travels through the hole
in the center, and the UV beam is reflected from the surface.
The two beams propagate with a small angle (< 4°) and
intersect the gas jet roughly 250 μm under the nozzle of the
pulsed valve. This small angle makes the velocity of the

laser 0.998c along the electron beam direction, close to
0.993c, the velocity of the electron beam. Therefore, the
pump-probe delay smearing due to the velocity mismatch is
on the order of 5 fs across the jet [53]. The size of the gas jet
is roughly 300 μm FWHM in the reaction region. The
sample holder is heated up to 80 °C in order to increase
the vapor pressure. Helium is used as the carrier gas, and
the backing pressure is set to 0.5 bar. The sample gas with
He is then introduced into the vacuum chamber by a pulsed
nozzle (Parker Hannifin Valve) with a 100-μm opening.
The nozzle is heated to 150 °C to avoid cluster generation.
The electron diffraction pattern is recorded with the

detector 3.1 m downstream from the interaction region. The
electron detector consists of a P43 phosphor screen with a
center hole, a 45° mirror with a hole in the center, an
imaging lens, and an electron-multiplying charged-coupled
device (EMCCD, Andor). The system runs at a repetition
rate of 180 Hz. The rough spatial and temporal overlap
between the UV pump and electron beam probe is achieved
by pump-probe measurements on a silicon film. In each
pump-probe scan, a diffraction pattern at each time delay is
integrated for 20 seconds, and the pump-probe scans are
repeated 180 times.

2. Data analysis details

A detailed description of the photoelectron VMI image
processing is provided in Ref. [73]. Most of the details of
the UED data processing can be found in the Supplemental
Material for Ref. [20].
Here, we provide further details on the analysis of the

data to recover the 3D information. The 2D diffraction
pattern measured in the UED experiments contains infor-
mation about both the 3D molecular structure and the
angular distribution of the molecular ensemble [89,90].
Figure 7 shows the raw diffraction pattern from the

FIG. 7. Raw CH2I2 diffraction pattern averaged between 450
and 600 fs. The electron beam is directed to the top-left corner of
the hole in the phosphor screen in order to access some of the
signal in the low-s region.
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measurement. Because of the hole in the phosphor screen,
the diffraction pattern is not available over a circular disk in
the center of the camera with a radius of 2 Å−1. We
positioned the electron beam away from the center of the
hole, so the diffraction center is located at the upper-left
corner of the hole. This process allowed us to partially
obtain the diffraction pattern down to s ¼ 0.5 Å−1. Because
of the cylindrical symmetry of the diffraction pattern
around the pump-pulse polarization axis, we were able
to partially fill in the difference diffraction pattern in the
hole area with measurements from regions outside of the

hole, making the hole region radius as small as
s ¼ 0.5 Å−1. Our simulations show that the diffraction
difference decreases monotonically down to zero from
s ¼ 0.5 Å−1. We therefore took the value from the edge
of the small hole region and assumed a linear decrease
down to zero in the diffraction center. We tested the effect
of this method using simulated diffraction patterns. It
significantly decreased the high-frequency modulations
in the large-pair distance region of the real space image
as compared with doing nothing to the measurements in the
hole region (i.e., leaving it to be a zero signal).
In order to access the three-dimensional features in the

data, we first applied a 2D inverse Fourier transform to the
diffraction difference pattern (difference between the dif-
fraction pattern for positive and negative delays—shown
for different delays in Fig. 8), which yields the projected
pair distribution function difference in real space. By
applying an inverse Abel transform, we obtain the 3D pair
distribution function difference (ΔPDF). Because of the
cylindrical symmetry, the 3D pair distribution difference is
integrated over the azimuthal angle in order to obtain and
plot the ΔPDF as a function of pair distance R and polar
angle θ (relative to the laser polarization), shown in Fig. 9.
A few additional filters are applied to increase the signal-

to-noise ratio (SNR). These filters include a low pass filter
in momentum space (e−s

2=s2max , with smax ¼ 7 Å−1), zero
padding before the Fourier transform, and Legendre poly-
nomial fitting [48] (up to sixth order) followed by the
inverse Abel transform.
Here, we assess the uncertainty of the time-zero deter-

mination in the two experimental measurements. In the
TRPES experiment, we determine time zero of our system

FIG. 8. Measured modified diffraction difference patterns—
ΔsMðsÞ. (a) Pattern averaged over delays from −250 to −150 fs.
(b) Pattern averaged over delays from −50 to 50 fs. (c) Pattern
averaged over delays from 200 to 300 fs. (d) Pattern averaged
over delays from 500 to 600 fs.

FIG. 9. Angle-dependent ΔPDF. Each panel shows the ΔPDF within a 10° polar angle region. The depletion in the I-I initial pair
distance shows the largest amplitude at 90°, consistent with the fact that the transition dipole moment is strongest along the direction
perpendicular to the I-I pair. Note that the angle dependence of ΔPDF is different for different atomic pair distances.
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by looking at the nonresonant 1þ 10 photon ionization of
Xe. The TRPES is shown in Fig. 10. This method is also
used to determine the impulse response function (IRF) of
our system (measured to be about 75 fs full width at half
maximum (FWHM). By fitting the Xe data to a Gaussian
profile, we can determine time zero for the experiment. In
the UED experiment, the IRF for the UED measurements is
more difficult to measure, but it is estimated to be under
150 fs [20]. We performed a pump-probe measurement
with a thin silicon film to locate time zero within a 300-fs
window. We improved the precision in the time-zero
determination by comparing the phase of modulations in
the measured ΔPDF with those of modulations in the
simulated ΔPDF at R ¼ 2.85 Å. Figure 4(b) in the main
text plots both the measured and simulated ΔPDF at
2.85 Å. The simulation indicates that the first peak of
the modulation occurs at around 135 fs. A higher-precision
estimate of time zero is obtained by adjusting the exper-
imental delay axis slightly such that data and simulation
agree on the position of the peak. With this adjustment, we
found that all of the subsequent oscillations in the ΔPDF at
R ¼ 2.85 Å agreed for simulation and experiment.
A bootstrapping method is used to calculate the stat-

istical uncertainty for both the UED and TRPES measure-
ments. In the UED experiment, 180 diffraction patterns are
measured at each time delay. This data set is randomly
resampled 100 times, with 180 images selected each time,
using a standard bootstrapping method. This process
generates 100 bootstrapped patterns. Each bootstrapped
pattern is analyzed using the full data analysis routine, and
the standard deviation from these 100 results is taken as the
standard error. Figures 4(a)–4(c) show the bootstrapping
analysis results at three different pair distances.
Figure 11 shows the bootstrapping analysis for the

TRPES data. In the TRPES experiment, 20 photoelectron
VMI images are measured at each time delay. This data set
is randomly resampled 20 times, with 20 images selected
each time, using a standard bootstrapping method. This
process generates 20 bootstrapped VMI images. Each
bootstrapped VMI image is analyzed with the same method
in the TRPES data analysis, and the standard deviation is

FIG. 10. TRPES for Xe used to determine time zero. FIG. 11. Uncertainty analysis of low-energy photoelectron
yield. Panel (a) shows the photoelectron yield as a function of
pump-probe delay for electrons below 0.5 eV, along with the
uncertainty (error bars), which is given by the standard deviation
from the bootstrapping analysis. Panel (b) shows the yield and
uncertainty as separate curves as a function of delay. Panel
(c) shows the ratio of the yield and uncertainty, demonstrating a
signal-to-noise ratio of greater than 5 over the relevant range of
delays.

FIG. 12. Comparison of TRPES measurements carried out at
two different locations with different pump-pulse parameters.
(a) TRPES measurements carried out at the National Research
Council in Canada (NRC) with a pump-pulse intensity of
0.5 TW= cm2 and a bandwidth of 2 nm FWHM. (b) TRPES
measurements carried out at Stony Brook University (SBU) with
a pump-pulse intensity of 1.0 TW=cm2 and a bandwidth of
1.5 nm FWHM. (c) Yield of low-energy electrons for the two
measurements. In panels (a) and (b), both spectra are multiplied
by a factor of 4 after 40 fs, as in Fig. 2.
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taken as the standard error. Specifically, we examine the
region of the lower kinetic energy tail (between 0 and
0.5 eV), where we find that the signal is more than 5 times
the standard deviation between 0 and 100 fs.
In order to assess the sensitivity of the TRPES measure-

ments to the pump-pulse central frequency, bandwidth, and
intensity, we performed a number of experiments where
these parameters were varied. A representative measurement
from experiments performed at Stony Brook University is
shown together with a measurement performed at the
National Research Council of Canada in Fig. 12. We found
that the main features in the measurement were not sensitive
to these variations within the range of parameters we
considered (central wavelength between 266 nm and
262 nm, bandwidth between 1.5 nm and 2.0 nm, and
intensity between 0.3 TW=cm2 and 1.5 TW=cm2).

APPENDIX B: CALCULATION DETAILS

1. Trajectory surface hopping calculation

Here, we describe the details in the calculations. In
the trajectory surface hopping calculations, the IPEA
(an empirical correction applied to the zeroth-order
Hamiltonian) shift was set to zero, which was found to
improve the results in combination with the small double-ζ
basis set [91]. However, in order to avoid intruder states and
ensure a stable propagation in the dynamics simulations, an
imaginary shift of 0.3 Hartree was added [92]. In order
to account for scalar-relativistic effects, the second-
order Douglas-Kroll-Hess (DKH) Hamiltonian [93] was
employed, while spin-orbit couplings (SOCs) were com-
puted with the RASSI [94] and AMFI [95] formalisms. The
dynamics were run by employing the velocity-Verlet
algorithm with a time step of 0.5 fs for the nuclear
dynamics and a time step of 0.02 fs for the propagation
of the electronic wave function, using the “local diabatiza-
tion” formalism [96]. Energy conservation during a surface
hop was ensured by scaling of the full velocity vectors,
which is an approximation compared to scaling along the
nonadiabatic coupling vectors. This approximation was
necessary here since the nonadiabatic coupling vectors
were not available for our level of theory.
The transition probabilities between states of the same

multiplicity are hence taken into account with the help of
wave-function overlap calculations. We employed an
energy-based decoherence correction with a parameter of
0.1 Hartree [97]. In our experience, more sophisticated
approaches to decoherence correction, such as the aug-
mented version of Subotnik and co-workers [98], do not
improve the quality of the results in systems like the present
ones, where the frequency of hopping is comparably low.
The initial geometries and velocities for the trajectories
were sampled from a Wigner distribution of the harmonic
ground-state potential. In this way, 10 000 geometries were
produced for each molecule, and a single-point calculation

at the MS-CASPT2(12,8) level of theory was performed at
each of these geometries in order to obtain the state
energies and oscillator strengths.
The initial excited-states were selected stochastically

[99], restricting the excitation energy window to energies
around our pump pulse. The ionization simulation was
carried out as postprocessing for every fifth time step.
Since initial wave functions were taken from the previous
time step, intermittent points were recalculated with
CASSCF. From each semiquantum trajectory, we can
directly extract the time-resolved energy, state index,
transition dipole moment (TDM) direction, and molecular
geometry. We then made used of these semiquantum
trajectory surface hopping calculation results to evaluate
the measured observables in both TRPES and UED experi-
mental methods. In these calculations, several trajectories
crashed due to numerical instabilities in the CASPT2
calculations using numerical gradients. The measurement
observables were all calculated based on the active trajec-
tories for each time delay. Of the 158 trajectories that we
made use of in our analysis, about half crashed before
250 fs. We performed detailed checks on the crashed
trajectories to ensure that crashes did not occur at specific
geometries or in specific electronic states, which could
have introduced a systematic bias into the analysis of the re-
maining ones.
As a test of the accuracy of the calculated TRPES,

particularly given the important role that spin-orbit coupling
plays, we calculated the ground-state photoelectron spec-
trum both with and without spin-orbit coupling, and we
compare the calculated results with the measured spectrum
[100] in Fig. 13. The calculation results are shifted by about
0.3 eV before plotting in order to compensate for the
roughly 3% error in the ionization potential. As one can see,

FIG. 13. Calculated energies as a function of time for individual
trajectories in the first 100 fs. Each individual line represents a
single trajectory. Direct and indirect trajectories are plotted in red
and blue, respectively. DD represents direct dissociation, and
SS represents the symmetric stretch associated with indirect
trajectories.
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aside from a small shift in the overall energy, the calculation
with spin-orbit coupling agrees with the measurements quite
well (correct number of peaks, appropriate spacing, and
relative heights), while the calculation without spin-orbit
coupling does not produce the correct number of peaks or
spacing between peaks. Our results are consistent with an
extensive body of prior work, which makes use of the
Dyson method for calculating photoelectron spectra
[101–104]. The Dyson approach has also been used to
calculate photoelectron spectra away from the Franck-
Condon point in several earlier time-resolved photoelectron
spectroscopy studies [18,19,81,105–107].
In order to assess whether the TRPES measurements are

sensitive to nonadiabatic dynamics, we carried out calcu-
lations of the TRPES with and without surface hopping.
Figure 14 compares the measurements with and without
the surface hopping included in the calculations. In panels
(a) and (b), it is clear that the features at long times
between 0 and 2 eV in the calculations without hopping
are not present in the measurements. Panel (d) shows the
energy-integrated photoelectron yield from the calcula-
tions together with the experimental measurements. The
results of the calculations with surface hopping agree well
with the experimental measurements, while the calcula-
tions without surface hopping show significant
differences. This comparison highlights the nonadiabatic
dynamics captured by the TRPES measurements.

2. Direct and indirect dissociative trajectories

Figure 15 shows the potential energy of each individual
trajectory as a function of time delay, with the direct
dissociation trajectories shown in red and the indirect
dissociation trajectories shown in blue. One can see that
the trajectories naturally fall into two groups, with the
direct dissociation trajectories losing energy more rapidly
(in under 40 fs) and the indirect dissociation trajectories
generally maintaining their energy until 80 fs or beyond.
This separation of trajectories into two groups can also

be seen in the molecular geometry as a function of time.
Figure 16 shows the absolute value of the difference
between the C-I bond lengths, ΔL, in the top two panels
[(a) and (b)], as well as the I-C-I angle α in the bottom two
panels [(c) and (d)]. Panels (a) and (c) show the individual
trajectories, whereas panels (b) and (d) show the average
for the two groups, with the standard deviation for each
group indicated by the shading behind the lines. It is clear

FIG. 14. Comparison between measured and calculated photo-
electron spectra. (a) Calculated ground-state photoelectron spec-
trum including spin-orbit coupling. (b) Calculated ground-state
photoelectron spectrum without spin-orbit coupling. (c) Replotted
version of the measured photoelectron spectra from Ref. [100].

FIG. 15. Comparison between measured photoelectron spectra
and calculations with or without surface hopping. (a) Calculated
TRPES without surface hopping between different electronic
states. (b) Calculated TRPES including surface hopping between
different electronic states. (c) Measured TRPES. (d) Measured
and calculated (with and without surface hopping) energy-
integrated photoelectron yield as a function of pump-probe delay.
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from the figure that the two groups are well defined, as they
are separated by an amount that is larger than the standard
deviation for each group.
In order to show that the rotation of the CH2 group leads

to modulations in the ΔPDF at half the rotational period, in
Fig. 17 we show the I-C-I angle as a function of time up to
500 fs for an ensemble of direct dissociation trajectories. As
the pump pulse only aligns the molecules rather than
orienting them, the projection of the C-I bond distance
onto the plane of the detector repeats itself twice per
rotational period rather than once for the excited molecular
ensemble.

3. Calculated pair distribution function difference

In order to obtain the calculated TRPES, the ionization
probability along each trajectory was evaluated by calcu-
lating the Dyson orbital norms. More details are available
in Ref. [73]. For the case of UED, the time evolution of
the molecular geometry along the trajectory was used
to calculate the electron diffraction pattern at each delay.

In order to calculate the time-resolved pair distribution
difference, we simulated the electron diffraction pattern
according to molecular geometries extracted from the
surface hopping calculations. The elastic electron scattering
amplitudes for C, I, and H atoms were calculated using the
Dirac partial-wave method (ELSEPA) [83]. We made use of
the independent atom approximation in the scattering
process, in which the scattering amplitude and phase of
each individual atom in the molecule is approximated to be
the same as an isolated atom. The electrons that participate
in chemical bonds were neglected. Each trajectory has the
positions for each atom as a function of time, as well as the
TDM direction with respect to the relative positions of
the atoms. Experimental conditions (electron beam energy,
the hole in the phosphor screen, instrument response
function, etc.) were applied to the simulated pattern in
order to compare with the experimental measurements.
The scattering intensity for a single molecule with

orientation a⃗ at time t can be written as

Ia⃗ðt; s⃗Þ ¼
XN

i¼1

XN

j¼1

fiðsÞf�jðsÞRe½e(is⃗·r⃗ijða⃗;tÞ)�; ðB1Þ

where N is the number of atoms in the molecule, fiðsÞ is
the complex-valued elastic scattering amplitude for the ith
atom, and r⃗ijða⃗; tÞ is the vector pointing from the ith to the
jth atom. Here, s⃗ is the momentum transfer vector between
the initial and final wave factor (s⃗ ¼ k⃗ − k⃗0) with magni-
tude ð4π=λÞ sinðΘ=2Þ, where Θ denotes the electron scat-
tering angle. The total scattering intensity for the molecular
ensemble can be written as an incoherent sum of the single-
molecule scattering intensities,

Iðt; s⃗Þ ¼
X

a⃗

Ia⃗ðt; s⃗Þ: ðB2Þ

In our experiments, the linearly polarized UV light
preferentially excites molecules whose TDM direction is

FIG. 16. Calculated C-I pair distances and I-C-I angles as a
function of time in the first 100 fs. Two cartoons in the figure
illustrate the quantities being plotted: the absolute difference
between C-I pair distances, ΔL, and the I-C-I angle α. (a) Time
evolution of ΔL from 0 to 100 fs. Each line represents a single
trajectory. Red and blue lines correspond to direct and indirect
dissociation trajectories, respectively. (b) Time evolution of
averaged ΔL from trajectories in different groups. (c) Time
evolution of α from 0 to 100 fs. (d) Time evolution of averaged α
from trajectories in different groups. In panels (b) and (d), 1
standard deviation is treated as the error bar, which is indicated by
the shaded region behind each line.

FIG. 17. I-C-I angle as a function of time for direct dissociation
trajectories illustrating the rotation of the CH2 group as the C-I
bond is broken. A cartoon of the CH2I2 molecule is shown inside
the figure.
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along the laser polarization, leading to a cos2ðθÞ depend-
ence in which θ is the angle between laser polarization and
TDM directions. In order to simulate the PDF using the
trajectories from the surface hopping calculation, we took
into account the proper angular distribution induced by the
photoselection rules. In order to capture the angular dis-
tribution of themolecule during the excitation, we simulated
an ensemble of diffraction patterns from an ensemble of
different orientations of the molecule [89,90]. We defined a
molecular frame ½X; Y; Z�, in which we fixed the carbon
atom at the origin and located the two iodine atoms in the
X-Y plane, with the Y axis along themiddle between the two
iodine atoms. A lab frame ½x; y; z� is defined by the laser
polarization direction along the y axis and the electron beam
traveling along the z axis. Different orientations of the
molecules in the lab frame were generated by starting with
the lab and molecular frames being overlapped and rotating
the molecular frame along the proper Euler angles, α, β, γ, in
whichα represents a rotation around the z axis, β represents a
rotation around the rotated x axis, and γ represents the
rotation around the rotated z axis.
The angle θ between the TDM and the laser polarization

was taken into account by weighing the scattering magni-
tude with cos2ðθÞ. The diffraction pattern of the total
scattering intensity is then a sum from all the rotated
geometries, which can be written as

Iðt; s⃗Þ ¼
X

α

X

β

X

γ

Iðα;β;γÞðt; s⃗Þcos2θðα;β;γÞ: ðB3Þ

The diffraction pattern was calculated for the geometry at
each time delay of the trajectories, and once the diffraction
pattern for the ensemble was simulated, the same diffrac-
tion pattern analysis routine that was used for the exper-
imental data was applied to the simulated diffraction
patterns to generate the ΔPDF.

4. Analysis of direct and indirect trajectory averaging

Here, we provide a brief analysis of the weighting of
direct and indirect trajectories when comparing their
average to the measurements. Figure 18 compares the
measurements and calculations for different weightings
of direct and indirect trajectories. The figure shows that the
measurements and simulations agree best for a direct/
indirect mixture between 0.25=0.75 and 0.50=0.50.

APPENDIX C: SEPARATION OF ONE- AND
TWO-PHOTON-ABSORPTION DRIVEN

DYNAMICS

Here, we provide details on how we separated one- and
two-photon contributions to the UED and TRPES mea-
surements. In both experiments, we worked at the lowest
pump-pulse fluence where we could measure the dynamics
with a sufficient signal-to-noise ratio to extract meaningful
information from the measurements. The energy of the
measured photoelectrons in the TRPESmeasurements were
consistent with the absorption of only one pump and one
probe photon, assuming ionization to low-lying states of
the molecular cation. While one could, in principle,
produce similar energy photoelectrons by absorbing two
pump photons and ionizing to higher lying states of the
molecular cation, this case is less likely and was ruled out
by performing several measurements with different pump-
pulse fluence.
The situation is more complicated for the UED mea-

surements. UED has relatively low sensitivity compared to
most spectroscopic techniques. Lower pumping fluence
leads to low SNR, a low scattering range in momentum
transfer space, an inability to transform to real space, etc.
These aspects can be significantly improved with higher
pump fluence. However, higher pump fluence can lead to
multiphoton absorption. In our case, it is more difficult to
detect excited-state dynamics without pumping hard
enough to induce some two-photon absorption.
In order to check that our measurements were not

dominated by multiphoton absorption from the pump
pulse, we performed measurements of the diffraction signal
as a function of the pump-pulse intensity. Figure 19 shows
the strongest feature in the momentum space diffraction
pattern, i.e., the difference signal between 1.1 and 2.8 Å−1,
as a function of pump-pulse intensity. The measurements
described in the main text were performed for a pump-pulse
intensity of about 1 TW=cm2, which corresponds to the
linear portion of the graph shown in Fig. 19. In order to

FIG. 18. Analysis of direct and indirect trajectory weighting.
Panels (a) and (d) show the measured and calculated ΔPDF at
1.30 Å and 3.60 Å, respectively, for a 0.25=0.75 weighting of
direct vs indirect trajectories in the average. Panels (b) and
(e) show the measured and calculated ΔPDF at 1.30 Å and
3.60 Å, respectively, for a 0.50=0.50 weighting of direct vs
indirect trajectories in the average. Panels (c) and (f) show the
measured and calculated ΔPDF at 1.30 Å and 3.60 Å, respec-
tively, for a 0.75=0.25 weighting of direct vs indirect trajectories
in the average.
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further evaluate the relative contributions of multiphoton vs
one-photon absorption to the measured dynamics, we
performed two additional analyses.
In the first approach, we compared the modulations in

the signal at 2.85 Å with the depletion at 3.60 Å in order to
evaluate the two-photon driven dynamics. The simulations
of the two-photon driven dynamics indicate that the wave
packet is compact and oscillates, leading to a minimum I-I
distance of 2.85 Å, and the simulations of the one-photon
driven dynamics do not make any contribution to theΔPDF
at 2.85 Å. Given that both dynamics lead to a decrease in
the PDF at a pair distance of 3.60 Å while only the two-
photon driven dynamics contribute to the modulations at
2.85 Å, we made use of the ratio of the ΔPDF at these two
distances to estimate the fraction of molecules absorbing
two pump photons vs those absorbing one. According to
Figs. 4(b) and 4(c), the oscillation amplitude at 2.85 Å is
about 12% of the total depletion of ΔPDF at 3.60 Å, a few
hundred fs after the pump pulse. This result indicates that
the two-photon absorption contribution to the dynamics is
about an order of magnitude lower than the one-photon
absorption contribution, consistent with the linear response
to the pump pulse shown in Fig. 19.
A second approach makes use of the angular dependence

of the measured diffraction signal [23,89]. We fit the angle-
dependent three-dimensional ΔPDF to a series of Legendre
polynomials in order to obtain the coefficients for each even
order (the so-called β parameters). One-photon absorption
should only contribute to second- and zeroth-order Legendre
polynomials (β2 and β0), while two-photon absorption
contributes to fourth-, second-, and zeroth-order Legendre
polynomials (β4, β2, and β0). In general, an M-photon
process will contribute to all the even orders from β0 up to
β2M; thus, determining βM places a limit on the contribution
of M-photon absorption. Such a β parameter analysis is
attractive because one can have a model-independent
check of the data to quantitatively determine how much

one-, two-, and three-photon processes contribute to the
signal. Applying this analysis to our simulations confirmed
that two-photon absorption driven Rydberg dynamics con-
tributed to β0, β2, and β4, while one-photon absorption
driven valence dynamics contributed to only β0 and β2.
As with the simulations, we applied the β parameter

analysis to the measured ΔPDF up to sixth order. While the
time and R-dependent β0 and β2 parameters match the
overall features with those from the simulated results of
one-photon dynamics, β4 and β6 are large and fluctuate.
This result could be due to higher order (M > 1) photon
absorption driven dynamics, or it could be due to the noise
in the data [30], as simulated data that we analyzed led to
large β4 and β6 parameters in the fitting if we introduced
noise into the simulated data set. In order to determine
whether the large β4 and β6 parameters were due to noise or
multiphoton absorption, we compared the β4 and β6
parameters for positive and negative delays. For negative
delays, the β4 and β6 values should be noise driven,
whereas for positive delays, they could contain contribu-
tions from multiphoton absorption driven dynamics. Thus,
the ratio of their values for positive and negative delays
provides some measure of whether multiphoton absorption
plays a role in the measured dynamics. A ratio greater than
1 indicates that there are pump-pulse induced dynamics that
lead to a given β parameter order, whereas a low ratio (≤ 1)
means that the β parameter is largely noise driven.
We focused our analysis on the R region of the ΔPDF

associated with I-I depletion since all orders of multiphoton
absorption should contribute if there are any dynamics that
involve motion of the I atoms. Figure 20 shows the positive/
negative delay ratio for the β parameters as a function of
order. Both β0 and β2 show values of the ratio much larger
than 1, while the ratios for β4 and β6 show very low values.
This analysis confirms that ourmeasurements are dominated
by one-photon absorption driven dynamics.

FIG. 19. UV pump-pulse intensity dependence. The ratio of the
diffraction pattern difference, ΔI=I, between 1.1 and 2.8 Å−1 is
plotted as a function of UV pump-pulse intensity. The delay was
chosen between 250 and 300 fs. All data shown in the main text
were taken at an intensity of around 1 TW=cm2.

FIG. 20. β parameter analysis of measured ΔPDF. Ratio of
integrated β parameter values for positive and negative time
delays are plotted in the figure with β order of 0, 2, 4, and 6. Each
β parameter is obtained by integration between 3.2 Å and 4.0 Å.
A red dotted line indicates a ratio of 1.
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