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We analyze the development in students’ understanding of fundamental principles in the context of

learning a current interdisciplinary research topic—soft matter—that was adapted to the level of high

school students. The topic was introduced in a program for interested 11th grade high school students

majoring in chemistry and/or physics, in an off-school setting. Soft matter was presented in a gradual

increase in the degree of complexity of the phenomena as well as in the level of the quantitative analysis.

We describe the evolution in students’ use of fundamental thermodynamics principles to reason about

phase separation—a phenomenon that is ubiquitous in soft matter. In particular, we examine the impact of

the use of free energy analysis, a common approach in soft matter, on the understanding of the

fundamental principles of thermodynamics. The study used diagnostic questions and classroom obser-

vations to gauge the student’s learning. In order to gain insight on the aspects that shape the understanding

of the basic principles, we focus on the responses and explanations of two case-study students who

represent two trends of evolution in conceptual understanding in the group. We analyze changes in the two

case studies’ management of conceptual resources used in their analysis of phase separation, and suggest

how their prior knowledge and epistemological framing (a combination of their personal tendencies and

their prior exposure to different learning styles) affect their conceptual evolution. Finally, we propose

strategies to improve the instruction of these concepts.
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I. INTRODUCTION

The increasing importance of interdisciplinary topics
and approaches in current scientific and technological
research stands in contrast to the compartmentalized man-
ner in which introductory science courses are commonly
taught. In fact, many students who complete introductory
physics fail to view even physics itself as a coherent
knowledge structure [1]. This failure suggests that after
completing an introductory physics course students are
almost certainly unable to meet the challenge [2] of
relating the physics that they studied to phenomena
encountered in other fields such as chemistry and biology.
Furthermore, they are probably not able to approach, sim-
plify, and quantify the complex systems characteristics of
these fields with the tools offered by physics. On the other
hand, cross-disciplinary epistemological boundaries often
prevent biology and chemistry students from intellectual
engagement in introductory physics courses.

Statistical thermodynamics is a framework that unifies
the behavior of many systems of interest to interdisciplin-
ary research in physics, chemistry, and biology. Its presen-
tation in introductory courses is typically limited to ideal
gas systems with no interparticle interactions [3]. This
limited scope prevents students from understanding and
appreciating the wide variety of fascinating, emergent
phenomena in interacting molecular systems in physics,
chemistry, and biology [4].

To substantially broaden the scope of the traditional

thermal physics unit in introductory courses, we proposed

a novel interdisciplinary curriculum on soft matter [5]. The

curriculum was introduced in a program for interested

Israeli high school students majoring in chemistry and/or

physics [6]. Soft matter is an interdisciplinary field that uses

statistical thermodynamics to study the behavior of mate-

rials such as fluidmixtures, colloidal dispersions, polymers,

and surfactant solutions; these are important in both chemi-

cal technology and as models of biological systems such

as the cell membrane. Soft matter is an appropriate choice

for an introductory level interdisciplinary course because

the central methods used to teach the theory can be pre-

sented in a manner suited to the mathematical and scientific

background of high school students. Our soft matter
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program establishes its intellectual basis with a presentation

of introductory level thermal physics using a microscopic,

statistical perspective, as proposed by several physics edu-

cators [7,8]. The complexity of the phenomena presented in

the program gradually evolves from traditional, ideal sys-

tems to systems with interparticle interactions.
Several other studies have reported how advanced

science topics (e.g., quantum physics, astrophysics) can
be introduced to capable and interested high school stu-
dents [9,10]. Similar to the soft matter program, these
courses include sophisticated analyses and authentic
experiences intended to stimulate the curiosity of students
with relatively little background in science. Because of
the considerable training and expertise required to
analyze advanced topics, educators commonly have no
alternative but to ‘‘popularize’’ these topics, possibly
obscuring the manner in which the basic principles of
science play out in these systems. The above-mentioned
programs take an intermediate approach, between popu-
larization and rigorous presentation of a topic that
includes intensive practice of problem solving. The inter-
mediate approach engages the students in the intellectu-
ally challenging details of the modeling of systems using
basic principles but still does not focus on the intensive
practice needed to bring students to competence as
problem solvers in the field.

The learning in such programs that introduce advanced
topics to relatively young students has been studied from
several aspects such as students’ understanding of models,
development of inquiry skills, and attitudes towards learn-
ing science [9]. However, one might question the impact of
these approaches on students’ conceptual understanding of
the fundamental physics principles presented in these
courses. In particular, does the complexity of the subject
matter obscure the fundamental scientific principles that
underlie these constructs, resulting in students deempha-
sizing or even forgetting the fundamentals? In the context
of our course we have studied the evolution of high school
students’ conceptualization of fundamental principles of
thermal physics as the level of difficulty and the soft matter
systems treated increased in complexity.

Phase separation of binary mixtures is a central phe-
nomenon in soft matter and its analysis in terms of funda-
mental thermodynamics principles forms the basis for the
modeling of other phenomena such as the self-assembly of
amphiphilic (e.g., soap, lipid) molecules. At first glance,
phase separation (that results in a decrease in the system
entropy [11]) can seem to contradict the second law of
thermodynamics. Naively, the second law of thermody-
namics mandates that isolated systems composed of two
different types of noninteracting particles that are initially
segregated should always mix so that the entropy of the
combined system will increase. However, in many inter-
acting systems that can exchange heat with a thermal
reservoir, the opposite can also occur, and an initially

mixed system can phase separate (depending on the tem-
perature). Typically, one does not measure a temperature
change in the reservoir, since the system size (and hence
the energy it dissipates to the reservoir) is negligible rela-
tive to the size of the reservoir. Thus, phase separation can
(incorrectly) be perceived as a violation of the second law
of thermodynamics if we focus only on the system’s en-
tropy (which indeed decreases).
The standard theoretical analyses of phase separation are

predicated on the minimization of the system free energy.
For a system in thermal equilibrium with a much larger
reservoir, minimization of the free energy is equivalent to
the maximization of the total (system plus reservoir) en-
tropy as mandated by the second law of thermodynamics.
Internalizing this connection and not just using it as a
technical tool is required to reconcile phase separation
with the second law. However, it is possible that the
elaborate procedures required for the application of free
energy to specific systems may obscure the fundamental
connection of the free energy and the second law. Indeed,
misinterpreting processes as contradicting the second law
of thermodynamics also occurs in the analysis of chemical
reactions in which products are more ordered than the
reactants [12] and in biology when considering processes
such as photosynthesis in which organized structures are
formed [13].
This paper analyzes the evolution of student understand-

ing of fundamental concepts of thermal physics (such as
entropy, internal energy, and the second law of thermody-
namics) in the context of phase separation of mixtures as
the complexity of their presentation increases. Thereafter,
it suggests possible explanations for the results in terms of
students’ epistemologies that are prone to enable or impede
their conceptual evolution. We do so by revisiting the
findings, interpreting them in terms of students’ epistemo-
logical framing [14] and their role in shaping various paths
of conceptual evolution that were found. In particular,
we suggest how students’ disciplinary backgrounds (i.e.,
physics or chemistry majors) shape both their conceptual
resources and epistemological framing. In the following
sections we first survey prior research related to student
understanding of the concepts of thermal physics in the
context of traditional introductory chemistry and physics
curricula that can serve as a baseline for our study and then
outline our methodology and findings.

II. LITERATURE REVIEW

The systems studied in soft matter are at the boundary
between chemically bonded systems usually discussed in
introductory chemistry and ideal gases that are usually
discussed in introductory physics, since the interactions
between particles do exist but are much weaker than
chemical bonds. In addition, the target audience of the
soft matter program consisted of students majoring in
high school physics or high school chemistry. Thus, to
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discuss student difficulties related to soft matter one should
consider the relevant science education literature in both
chemistry and physics. This literature includes theoretical
discussions of the proper definitions of essential scientific
concepts that are needed for the statistical-thermodynamic
analysis of systems of soft matter (such as internal energy,
entropy, free energy, and the guiding principles of the
laws of thermodynamics), the preferred logical flow of
their presentation, and empirical studies concerning stu-
dent difficulties. We note that most of the empirical studies
do not use the resources and epistemology constructs, and
some even use ‘‘misconceptions’’ rhetoric. However, their
findings are important as an initial perspective on student
difficulties that will later shed light on the analysis of the
management of thermodynamics resources in the soft
matter program. In the following, we summarize a few of
these papers.

A. Studies concerning internal energy and the
first law of thermodynamics

The standard presentation of basic concepts related to
energy varies significantly between chemistry and physics
in both introductory courses and their associated textbooks.
For example, physics curricula commonly define energy
changes of isolated bodies, using the work-energy theorem
derived from Newton’s second law, where potential energy
is defined as the work performed by conservative forces
acting upon an object. In contrast, in most chemistry
curricula and in thermodynamics courses, energy is dis-
cussed in the context of multiparticle systems and potential
energy is assigned to chemical bonds between two parti-
cles. To remedy this discrepancy, several physics educators
[15] propose an approach to energy instruction based on
the first law of thermodynamics. The first-law approach
relates the change in the internal energy of a system (the
statistical average of the sum of the potential and kinetic
energies) to the external work done on the system and to
heat transfer to or from it. External work is induced by
forces external to the system, and is distinguished from
work done by conservative forces that arise from the
interparticle interactions within the system that determine
the change in the overall potential energy.

The understanding of energy in the context of multi-
particle systems poses several difficulties related to the
distinction between various ideas and to the different
approaches used in the analysis of energy changes.
Energy-related concepts such as temperature and heat are
not easily distinguished by high school students [16]. In a
study performed in introductory physics courses, about
half of the student sample incorrectly stated that no heat
transfer occurred during the compression of a gas when the
initial and final temperatures of the gas are the same [17],
thus confusing heat transfer (which indeed occurs in the
process) and the change in temperature (which remains
constant). Similar findings were reported regarding

students who completed an undergraduate course in chem-
istry [18]. Moreover, many of the students in an algebra-
based introductory physics courses could not discern the
terms ‘‘heat’’ and ‘‘internal energy’’ [19].
In addition to the difficulty of distinguishing between

similar concepts, the proper approaches to analyze energy
changes are also not easily applied. For example, only
10% of the students in the study mentioned above [19]
could explain that the temperature of an ideal gas
increases upon compression, because work is performed
on the gas. Instead, students invoked the ideal gas law
(PV ¼ nRT) which was insufficient to properly solve the
problem since no information was given regarding the
pressure of the gas. A second study [20] showed that
the use of the first law of thermodynamics is not invoked
by introductory physics students studying situations in
which the internal structure of a system cannot be ignored
when applying the concepts of work and energy. In this
context, students tend to analyze the change in the me-
chanical energy of a system based on changes in its
potential and kinetic energies. They do so even when
the information provided regarding the magnitudes of
these changes does not enable a reliable prediction of
these quantities. In this example, an analysis in terms
of the work done by external forces (first law of thermo-
dynamics) would have led to a reliable prediction regard-
ing the change in the energy of the system.
The distinction between the system and surroundings

and the analysis of their interplay is an especially difficult
feature of energy analysis. In a physics context, a recent
paper reported that students recognize that two objects
(e.g., a block and spring) can be grouped together as a
system [21]. In the chemistry context of an exothermic
reaction that takes place in solution, students thought that
heat was transferred from the reactants to the products
when in fact heat was transferred from the system (i.e.,
the reactants and the products of the chemical reaction) to
the surroundings (i.e., the solvent) [22].

B. Studies concerning entropy and the
second law of thermodynamics

Many authors advocate a coherent presentation of en-
tropy as the number of ways that energy can be distributed
or spread among the particles and energy levels in the
system [23] while others prefer to present it in a more
general manner as a measure of ‘‘knowledge’’ or ‘‘infor-
mation’’ about the locations (or energies) of the particles in
the system [24]. Both of these approaches support present-
ing entropy using an atomistic, statistical approach [7]. The
statistical definition of entropy is presented through spatial
counting of microstates of particles that are distributed
in a particular volume and the distributions of energy
quanta between these particles [25]. Some textbooks [26]
and even Boltzmann [27] himself used the term ‘‘disorder’’
to explain entropy; however, presenting entropy as disorder
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may lead students to overgeneralize the use of the term to
describe processes in macroscopic objects (e.g., misuse of
equilibrium entropy in a ‘‘driven’’ process such as the
shuffling of cards) that do not occur through thermal
activation [28]. In addition, students may identify images
of systems that seem more disorganized as having greater
entropy, instead of relating it more specifically to a greater
number of possible configurations.

Several empirical studies have documented students’
conceptual difficulties related to entropy and the second
law of thermodynamics in both introductory physics
courses and chemistry courses. One report observed that
it was difficult for university chemistry students to adopt
the scientific definition for entropy [29] presented in the
course and referred instead to nave ideas of ‘‘randomness’’
and ‘‘disorder’’ [30]. A different study, focused on thermal
equilibration [31], found that after taking an introductory
physics course, many students think that the total entropy is
conserved in spontaneous processes. This may indicate
that entropy is conceptualized as a ‘‘form of energy’’ rather
than a measure of ‘‘spreading’’ or a characterization of
energy or spatial distributions [32].

In introductory physics courses, the understanding of the
second law of thermodynamics was also studied in the
context of heat engines [33]. In the analysis of cyclic
processes in heat engines, most students invoked only the
first law of thermodynamics which seemed relevant to the
problem, but disregarded the second law of thermodynam-
ics that determines whether the device functions at its ideal
efficiency [34]. In the context of chemical reactions many
students incorrectly stated that the entropy of the system
must always increase, irrespective of changes in the en-
tropy of the surroundings [18].

Another important thermodynamic concept is the free
energy. One study found that introductory chemistry stu-
dents tended to confuse free energy with enthalpy or with
an energy that can be extracted in the reaction [35]. Instead
of using the free energy to determine if a process was
spontaneous or not, students indicated that the decrease
in enthalpy of the system was the strongest determinant of
spontaneity and that processes that are not exothermic
cannot be spontaneous [36].

To conclude, the empirical studies mentioned here indi-
cate many conceptual challenges related to a proper under-
standing of internal energy, entropy, free energy, and the
second law of thermodynamics, all of which are necessary
to understand phenomena in soft matter systems. Among
these challenges are difficulties in choosing a proper
approach to predict the change in the internal energy of
systems, an inability to define entropy in terms of the
distribution of energy among the particles of the system,
conceptualizing entropy as a ‘‘form of energy’’ that must
be conserved, focusing on the entropy of the system and
disregarding the environment, and confusing free energy
with internal energy. Many of these difficulties were

expressed by students in the soft matter course, and we
touch upon these points in our analysis and discussion.

III. METHODOLOGY

We now describe the methods we used to assess stu-
dents’ knowledge (conceptual) resources and their man-
agement in the analysis of phase separating systems in
which the system entropy decreases. We probed the evo-
lution of the knowledge resources and their management
using questionnaires containing conceptual problems at
three, increasingly complex stages of the curriculum. In
the following, we first describe the stages of the curricu-
lum, the gradual increase in their complexity, and the core
ideas they convey. Next, we outline the profile of the
participants by comparing their performance on diagnostic
problems to that of introductory college students as
observed in other studies. We then explain the choice of
the two case studies we focus on: a chemistry major and a
physics major, whose answers to the diagnostic problems
are used to describe the evolution of their knowledge
resources and management when solving a problem on
phase separation. Case-study research has been used to
investigate learning in either unique or conventional cur-
ricula [37]. Next, we describe the data collection tools and
finally our analysis methods.

A. Curriculum description

The core of the soft matter course focuses on a quanti-
tative analysis of the equilibrium properties of soft matter
that is based on microscopic statistical models (e.g., lattice
models, random walk models). These topics are usually
taught at the advanced undergraduate or graduate levels.
Therefore, several mathematical simplifications and
scientific adaptations were incorporated in order to make
the presentation appropriate for high school students.
However, the fact that models of soft matter do not rely
on quantummechanics, sophisticated electromagnetism, or
complex mechanics means that these simplifications still
permit both the qualitative and quantitative explanations
(based on simple statistical and thermodynamic ideas) to
shine through. The curriculum development was accom-
panied with formative evaluation of three, two-year cycles
of the program, each involved about 15 students. Analysis
of students’ worksheets, video documentation of the les-
sons, diagnostic and feedback questionnaires, as well as
reflective documentation from the teachers served to refine
and elaborate the curriculum.
The study was conducted in a two-year program offered

to 11th grade students at an off-school, regional science
center located in a university setting. The program was
designed in the spirit of a ‘‘spiral curriculum’’ in which the
fundamental concepts were initially presented only briefly
and later on were reintroduced in greater detail, depth, and
sophistication. The curriculum is roughly divided into four
stages. Stage A, which spans six 2.5 hour meetings [38],
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encompasses a qualitative, descriptive analysis of ideal gas
expansion and phase separation in a colloidal suspension in
terms of a microscopic, statistical representation of the
principles of thermodynamics. Stage B spans four meet-
ings and incorporates a rigorous, quantitative analysis of
ideal systems in terms of the concepts and principles
introduced in stage A. For example, the definition of the
entropy in terms of both spatial configurations and energy
distributions was discussed. This stage culminates with the
introduction of the free energy, which is shown to be
equivalent to the second law of thermodynamics for a
system in thermal contact with a heat bath. The utility of
the free energy in allowing one to focus on the internal
energy and entropy of the system, where the heat bath
serves only to fix the temperature in equilibrium, is exam-
ined. Stage C spans eight meetings and focuses on a
modeling sequence [5] that involves the application of
free energy minimization to systems of interacting parti-
cles. The free energy of attracting particles that show
transitions from mixed to phase separated states is ana-
lyzed quantitatively in terms of the internal energy and
entropy using a mean-field approximation. This approach
is further used to examine specific soft matter systems in
which interparticle interactions are important, such as
wetting or capillarity, self-assembly, and polymers. A brief
description of the topics studied in each stage of the
curriculum is given in Table II and in the Appendix.

In stage A students explored intriguing phenomena
intended to create a need for a more accurate scientific
language that can be used to explain these phenomena.
Once the scientific language was introduced, students were
asked to employ it to describe in a qualitative manner
various experimental phenomena. In this stage as well as
in stage B, students refined their understanding of the
scientific concepts and principles in the context of simple
conceptual questions. They were asked to explain and
defend their ideas, first in groups of two or three students
and later in class discussion. With the increase in the
complexity of the mathematical derivations involved in
stage C, the type of tasks assigned shifted towards those
in which students were asked to analyze an expert-
constructed model of the phenomena. This analysis could
include translating between various representations of the
model (observations and measurements, equations, simpli-
fied visualizations, and graphs) or restructuring the model-
ing sequence (for example, via concepts maps). This stage
was accompanied by troubleshooting tasks intended to
allow students to compare both scientifically acceptable
as well as nonadequate applications of the scientific con-
cepts and principles used in the modeling sequence. In
stage D, students conducted independent experimental
or computational inquiry projects that were then analyzed
using the theoretical modeling of soft matter phenomena
with the approach of free energy minimization. They wrote
a final paper explaining both the experimental methods

applied as well as the relation between observation and
theory. Peer evaluation accompanied this stage as a means
of supporting the students in coping with the challenge of
presenting the final paper. The performance of students in
stage D is not part of this study. A more detailed discussion
of the curriculum, including the mathematical adjustments
and supporting teaching activities that were used, can be
found in a separate paper [5].

B. Participants

1. Group characteristics

Fourteen students joined the program after hearing about
it from their science teachers, from a school presentation
by a representative of the program, or through the internet.
Seven majored in high school chemistry, four in physics,
and three in both. The group consisted of eight female and
six male students. The students joined the program volun-
tarily and were not screened via an entrance exam. We
estimate the level of the group using two measures. First,
students accepted to the program were required to pass
their school science courses with a minimum grade of
85=100. Second, the group’s performance on a diagnostic
problem on thermal equilibration was compared to that of
college students taking a traditional introductory college
physics course [31]. We compared the groups’ perform-
ance before and after stage B in which entropy and the
second law of thermodynamics were presented using a
microscopic statistical model. The pre–stage B question
was administered in the first questionnaire after a descrip-
tive presentation of the basic concepts, in which the second
law of thermodynamics was introduced as the tendency for
the disorder of the Universe to increase, and heat was
introduced as the flow of thermal energy from objects of
high temperature to objects of low temperature. The level
at which these concepts were presented was similar to that
of the physical science school course content in the U.S.
according to the National Science Education Standards
[39] (the term ‘‘entropy’’ is not mentioned in this docu-
ment, only the tendency of matter to ‘‘get less ordered’’).
This allowed a comparison of the preinstruction results
of the group of high school students studying soft matter
with that of a group of college students. The post–stage B
questionnaire (administered after stage B that treated the
concepts of statistical thermodynamics in the context of
ideal systems) allowed us to compare the learning of
similar topics (the college students received a research-
based tutorial session). Table I shows the diagnostic prob-
lem and the comparison of the percentage of correct
responses given by the soft matter students to those given
by college students.
We found no significant difference (p < 0:05) between

the answers of the two groups, both pre- and postinstruc-
tion, using a binomial proportions test [40]. This result
indicated that the level of the two groups is comparable;
the understanding of second law of thermodynamics in the
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context of thermal equilibration of the soft matter students
after stage A was similar to the general undergraduate
student population who acquired it in their high school
science education. In addition, after stage B we saw a
similar increase in the number of correct responses of the
high school and the introductory college groups.

In addition to the comparison of student responses to the
thermal equilibration problem, we compared the responses
of the high school soft matter students to those of college
students to a problem involving the expansion of an ideal
gas as shown in the Appendix. Here again, we saw no
significant difference in the performance of the two pop-
ulations before and after instruction. However, due to the
small sample size of the college students that participated
in that study, our conclusions regarding this comparison
are less rigorous compared with those detailed in Table I.

2. Choosing the case studies

Case studies should portray an authentic pathway of
learning in the course; that is, they should represent a
typical performance, should have a substantial exposure
to the instruction, and should have made productive con-
tributions to the data [41]. In order to select the students
based on typical performance, we first reviewed the
responses of the entire group and identified two trends of
conceptual evolution as the program continued: One sub-
group of students were gradually able to adequately man-
age the conceptual resources in a manner that was aligned
with the scientific interpretation, while the other subgroup
did not. We decided to choose one student from each
subgroup as representatives of these two different learning
trajectories in order to convey a balanced presentation of
the learning that took place in the program. Ruben and
Simon satisfied these criteria and were thus chosen as

representatives of each subgroup. They were among those
that attended most of the meetings, completed the work-
sheets, and participated in class discussions. Ruben maj-
ored in chemistry and studied advanced high school math
and chemistry in parallel with the soft matter program.
Simon is a physics major who also took classes in under-
graduate mathematics at the Open University in parallel
with the soft matter program.

C. Data collection

To maintain ecological validity we utilized two primary
data collection tools that are based on authentic classroom
data observations and materials produced by the students
as they participated in the program. The first was a set of
three open-ended diagnostic questionnaires that were
administered after each stage of instruction. The second
data collection tool used was video documentation of class
discussions. Table II shows the time line of data collection
within the structure of the curriculum.
The diagnostic questionnaires shared several isomorphic

questions involving the application of the laws of statistical
thermodynamics in analyzing the phenomena of phase
separation. In this study we focus on a phase separation
scenario, shown in Fig. 1. The other problems [42] were
used for triangulation of the analysis of the responses to the
phase separation problem. In the transcripts of classroom
discussions we focused on episodes in which the ideas
raised in the diagnostic questionnaire were further dis-
cussed by the students.
The generic format of the phase separation problem was

the following: A process in which a system phase separates
was introduced, in which the temperature of the system at
the beginning and at the end of the process was the same.
Based on this information, the students were asked to

TABLE I. A comparison of student correct answers to the thermal equilibration problem, expected answers are in bold.

An object is placed in a thermally isolated room

that contains air. The object and the air in the room

are initially at different temperatures. The object

and the air in the room are to exchange energy

with each other.

Soft matter

students (N ¼ 14)
first questionnaire

‘‘pre’’

College—

Preinstruction

(N ¼ 191)

Soft matter students

(N ¼ 11) second
questionnaire

‘‘post’’

College—

Postinstruction

(N ¼ 91)

During the process does the entropy (disorder)

of the object increase, decrease, remain the

same, or is this not determinable with the

given information?

61.5% 53% 82% 73%

During the process does the entropy (disorder) of

the air in the room increase, decrease, remain

the same, or is this not determinable with the

given information?

50% 52% 82% 73%

During the process does the entropy (disorder) of

the object plus air in the room increase,

decrease, remain the same, or is this not

determinable with the given information?

15.4% 21% 73% 69%
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determine the change in the internal energy of the system,
the change in the entropy of the system, and the change in
the entropy of the surroundings during the process.

The sophistication of the scenario slightly increased in
successive questionnaires: in the first questionnaire the
context was that of a suspension of colloids that sediment;
this was demonstrated in class. In the second, the context
was that of a butanol/water solution—a less familiar set
of fluids that, at room temperature, can mix for certain
composition ranges and phase separate for others. The
third context—that of milk—is more sophisticated since
it included three components: fat globules, water, and
casein protein, an emulsifier or ‘‘mixing agent’’ that sta-
bilizes the fat globules in water and prevents the formation
of a macroscopic ‘‘fat’’/water equilibrium [43].

Since we later on analyze student answers vis-â-vis
proper solutions, we describe in the following the concep-
tual resources needed to solve the phase separation

problem. We define conceptual resources as elements of
student knowledge that should be called on in order to
solve the problem [44]. Although the original formulation
of the resources framework identified resources as primi-
tive ideas [45], here we follow Sayre and Wittman [46] and
extend this to more ‘‘complex’’ resources that have an
internal structure. In this perspective the main character-
istic of a resource is not its primitivism but its durability,
which manifests itself in the repeated use of the resource
(or its fragility, which is demonstrated by only occasional
use of the resource).
The resources needed to solve the phase separation

problem are shown in Table III. The solutions of parts A
and B of the question require invoking the definitions of
internal energy (resource 1 in Table III) and entropy
(resource 4). Each of these sets of knowledge elements is
related to finer-grained scientific ideas (related to inter-
mediate variables that are required to solve the problem)

TABLE II. Teaching sequence outline and corresponding data collection points.

Main curricular messages in stage Data

Stage A—Descriptive

treatment of

principles of

statistical

thermodynamics

Meetings 1 and 2: Demonstrations of unusual materials, explanation of a

macrostate via microscopic properties.

First questionnaire

Meetings 3 and 4: Statistical concepts for linking the microscopic picture with

the macroscopic properties: probability, mean, disorder. Second law of

thermodynamics defined as the tendency of the universe to evolve towards

a state of maximal disorder.

Meetings 5 and 6: Internal energy is the sum of the average kinetic energy and

potential energy (interactions) of a multiparticle system. The first law of

thermodynamics: heat transfer and external work determine the change in

internal energy.

Stage B—

Quantitative

treatment of

principles of

statistical

thermodynamics

Meeting 7: Spatial distribution contributions to the entropy (which are termed

hereafter as spatial configuration entropy) are defined as the logarithm of

the multiplicity of the configurations of particles on a lattice.

Second

questionnaire

Meetings 8 and 9: Energy distribution contributions to the entropy (which is

termed hereafter as energy distribution entropy) are defined as a logarithm

of the multiplicity of the configurations of energy quanta among particles.

The second law of thermodynamics is used to determine the equilibrium

energy states of objects in thermal contact.

Meeting 10: Free energy is defined as a reformulation of the entropy of the

Universe for systems in thermal contact with a heat reservoir. Free energy

minimization is shown to be equivalent to second law of thermodynamics.

Stage C—Analysis of

soft matter systems

Meetings 11–13: Internal energy change and spatial configuration entropy

change are calculated for a model of a binary mixture of particles placed on

a lattice and combined in the free energy which is minimized to determine

phase separation for a given composition and temperature.

Class discussion

transcript, third

questionnaireMeetings 14–19: Free energy is calculated and minimized in order to analyze

wetting of surfaces, capillary rise, and micellar self-assembly.

Meetings 20–22: Free energy is calculated and minimized in order to predict

equilibrium configurations of polymers
Outside scope

of studyStage D—Inquiry

project

Students performed independent experimental or simulational inquiry projects

that afforded them with an authentic scientific experience and allowed them

to further practice the ideas presented in stages A–C.
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such as the average kinetic (resource 2) and potential
energies (resource 3) that are the components of the inter-
nal energy. The student must first deduce from the problem
statement the information that allows determination of the
change in the values of these finer-grained scientific ideas
that lead to predictions in the values of the target variables
[48]. Table III summarizes the conceptual resources
required to adequately solve the phase separation problem.

Part C of the problem requires integration of concepts.
An adequate solution to the problem can be obtained via
two paths: Path I turns part A of the problem into a resource
(resource 7 in Table III) and integrates it with the principle
of energy conservation that mandates an increase in the
energy of the surroundings (resource 8). This path requires
invoking an additional resource—that entropy is related to
the number of configurations of energy quanta among
particles (resource 4 in Table III), in order to conclude
that the entropy of the surroundings increases.

Alternatively, one may take path II, in which part B of
the problem turns into a resource (i.e., that the entropy of
the system decreases) and is reconciled with the require-
ment of total entropy increase mandated by the second law
of thermodynamics. The combined activation of these two
resources leads to the conclusion that the entropy of the
surroundings must increase in the process in order to
compensate for the entropy decrease of the system. The
two possible paths are illustrated in Fig. 2.

D. Data analysis

When tackling a conceptual problem such as the phase
separation scenario presented above, students might asso-
ciate their knowledge elements in a number of ways, some
leading to scientifically acceptable statements and some
not. We termed the association of the activation of specific
resources and their application to the context of the prob-
lem solution paths. In order to capture both the appropriate
and the alternative solution paths, we developed an analy-
sis rubric that integrated both top-down and bottom-up
approaches [49]. In the top-down approach we compared
student responses to the questionnaire problems with the
‘‘proper solution path’’ discussed in the previous section.
The comparison allowed us to determine which of the
appropriate resources were invoked and whether these
resources were properly applied. In addition, we also
used a bottom-up approach to identify the various resour-
ces students employed as well as their management of both
scientifically acceptable and other, unacceptable resources.
To achieve inter-rater reliability, three of the authors of

this paper (S. A. S., E. Y., and E. L.) negotiated the emer-
gent categories that described student thinking as reflected
in their responses. The researchers reached complete
agreement on the appropriate categories and the placement
of student responses in the appropriate category.
The analysis of students’ answers involves several

modes of inference. The first mode consists of relatively

FIG. 1. The format of the three questionnaires. The correct predictions to the phase separation problem are marked in bold.
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straightforward inference of the resources students acti-
vated from their responses. Namely, delineating the solu-
tion paths and conceptual resources the students used in
each stage. A second mode suggests explanations for the
evolution in students’ stability or fragility of the resource
network over time [46]. Stable (but not necessarily scien-
tifically accurate) resources have many connections to
other resources, and their internal structure is unlikely
to change under typical use. Fragile resources (termed
‘‘plastic resources’’ in Ref. [46]) are less durable in time
or less stable in structure. We identify changes in the
properties of resources according to their connections to
prior knowledge, possible interference between conflicting
pieces of knowledge [50], and resemblance to cognitive
learning patterns in the acquisition of knowledge [51].

The third mode attempts to infer students’ epistemolog-
ical framing that governs their correlated management of
several resources [14]. Student responses portray a
uniquely defined aggregation of several activated knowl-
edge resources which is activated by the individual’s fram-
ing of the situation. Framing a situation means interpreting
it and deciding how to act based on prior experience with
similar situations. An epistemological framing is a con-
struct of expectations that is unconsciously developed by
students as they rationalizes experiences of acquiring
knowledge from their past. For example, when students
solve physics problems, we may infer that they frame
physical knowledge as coherent if they reject a certain
prediction that is not consistent with their other conceptual
resources [52]. This epistemological framing is shaped by

TABLE III. Resources needed for proper solution of the phase separation problem.

Resources Application to problem

Part A—

Determine

the change in

the internal

energy

(1) The internal energy of a system is a statistical

average of the sum of the particles’ kinetic and

potential energies.

I. Temperature is equal at the beginning

and the end of the process; therefore,

average kinetic energy does not change.

II. The interaction between the particles

is attractive and they condense; therefore,

potential energy decreases. The internal

energy, which thus decreases, combines

the fact there is no change in the average

kinetic energy (I) and that the average

potential energy decreases (II).

(2) The temperature is proportional to the average

kinetic energy of the particles in the system.

(3) The average potential energy of a system with

attractive, interparticle interactions decreases when

the particles in the system condense so that on

average they have stronger bonds with their

neighbors.

Part B—

Determine

the change in

entropy of

the mixture

system

(4) Entropy is a measure of both the logarithm of

the multiplicity of the microscopic spatial

configurations of the system and of the distribution

of energy among these particles.

The spatial configuration entropy of the

system decreases since the particles of each

kind condense and occupy a smaller volume

in the mixture. The energy distributed among

the particles in the system does not change

since the temperature, that is ameasure of the

thermal energy, remains constant. Since the

entropy of the system is the sum of spatial

configuration entropy and energy distribution

entropy, the total system entropy decreases.

(5) When particles of a certain type occupy a smaller

volume in space, the number of possible spatial

configurations of the particles in the system

decreases.

(6) When the thermal energy in a system increases

and the number and type of particles is constant,

the entropy related to energy distribution increases.

Part C—

Determine

the change in

the entropy

of the

surroundings

[47]

Path I

(7) The internal energy of the system decreases.

(deduced from part A).

According to the first law of thermodynamics,

whenever the internal energy of the system

decreases, the energy of the surroundings

must increase. Since entropy is related to

the distribution of energy among the

particles (provided that the number of

spatial configurations of particles in the

surroundings does not change), the entropy

in the surroundings must increase.

(8) Any change in the internal energy of the system

implies a transfer of energy to or from the system

via heat or work (first law of thermodynamics).

(4) Entropy is a measure of the number of micro

scopic spatial configurations of the particles in the

system and the distribution of energy among these

particles.

Path II

(9) The entropy of the system decreases (deduced

from part B).

The entropy of the system decreases but the

total entropy of the universe must increase.

Therefore, the entropy of the surroundings

must increase more than the decrease in the

entropy of the system, so that the total

entropy increases.

(10) The second law of thermodynamics mandates

that, in spontaneous processes, entropy must

increase in the combined system plus surroundings.
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the students’ interactions with their peers or teachers in
previous encounters with physics problems. Framing phys-
ics as coherent is a useful epistemology; however, students’
epistemological framings may also be detrimental to learn-
ing [14]. In this work, we interpret the overall evolution of
the performance of case studies in terms of their epistemo-
logical framing, characterize the unproductive framings,
and suggest some strategies for developing useful ones.

IV. FINDINGS

A. Students’ approaches to analyzing changes
in internal energy

In stage A of the curriculum, students learned to
determine changes in internal energy by either analyzing
changes in its components (the average kinetic and poten-
tial energies) or via the first law of thermodynamics. The
first law of thermodynamics dictates that changes in inter-
nal energy can result from transfer of energy to or from the
system via work or heat.

Section A of the problem asks the student to predict
the change in the internal energy of the system that under-
goes phase separation. The problem statement provides
information regarding the particle configuration and tem-
perature from which one can deduce that positive work is
performed on the system by gravitational forces. However,
no information is given regarding the direction of heat
transfer; hence, students had to follow the first approach
shown in Fig. 2 and analyze the change in internal energy
as a sum of the changes in average kinetic and potential
energy-related to the change in temperature and particle
configuration, respectively.

The first case-study student, Ruben, combined both the
‘‘internal energy components’’ approach and the ‘‘first-
law’’ approach. First, he analyzed the internal energy
change by estimating the changes in kinetic energy of the
molecules (constrained by the fact that temperature
remained constant) to determine that the kinetic energy
did not change ‘‘provided that the temperature of the
system in both states remains exactly the same, we may
thus conclude that the kinetic energy of the molecules in
the system did not change.’’ However, while he used ki-
netic energy, he did not activate the resource of change in
the average potential energy due to the aggregation: ‘‘the
kinetic energy of the molecules in the system did not
change and therefore there is no change in the energy level
of the system’’ [53]. We infer that in ‘‘energy level of the
system’’ Ruben is referring to the internal energy; however,
he does not relate the resource of internal energy to the
potential energy, either because he does not associate it
with the internal energy or because he does not realize that
the change in configuration results in a modification of the
potential energy. In the following section, we suggest how
Ruben’s background as a chemistry major might have led
to this fragile manifestation of resources related to poten-
tial energy and its place in the internal energy.
Ruben did activate the ‘‘first-law’’ approach: ‘‘In addi-

tion, we did not invest work in the system.’’ This assertion is
correct except for work performed by the gravitational
force on the system (unless he realized that gravitational
work—which only determines the relative vertical posi-
tions of the two phases—is indeed negligible compared to
the strength of the interparticle interactions). However,
Ruben’s first-law resource was incomplete, since in his

FIG. 2 (color online). Paths for proper solution of the phase separation problem.

LANGBEHEIM et al. PHYS. REV. ST PHYS. EDUC. RES. 9, 020117 (2013)

020117-10



answer he did not invoke the effect of heat transfer on the
change in the system plus reservoir energy [54]. Had he
referred to this aspect he would have realized that the
problem statement does not provide information regarding
heat transfer, which excludes the use of the first-law
approach. The term ‘‘in addition’’ in Ruben’s answer sug-
gests that he coordinates two alternative approaches to
strengthen his suggested solution. Unfortunately, the
apparent alignment of both approaches (which is scientifi-
cally incorrect) results from the fact that he activated only
fragmented conceptual resources that led to the incorrect
prediction by Ruben that the energy remains constant.

Simon took the only path that is relevant given the infor-
mation in the problem statement—and used the resources
relating changes in internal energy to possible changes in
both the kinetic and potential energy (due to changes in
particle configuration and temperature): ‘‘The total energy
decreases: Regarding the thermal energy, it has not changed
if we assume that already in the first state the temperature
was equal to the surroundings. The carbon particles which
are denser than the water sank, thus we may say that the
center of mass is lower and therefore the gravitational
energy is lower.’’ However, Simon focused in his analysis
on the (usually negligible) gravitational energy of themicro-
sized particles as evidenced by their sedimentation and did
not activate the change in potential energy related to their
attractive interactions that drive their aggregation [55]. It
might be that the problem scenario of sedimentation has
triggered the resource of gravitational potential energy.
However, it is also possible that because of Simon’s physics
background he was inclined to use gravitational potential
energy, a topic that is thoroughly discussed in the standard
high school physics curriculum [56] (but much less relevant
to nano- or micron-scale soft matter).

Stage B incorporated a rigorous treatment of entropy,
free energy, and the second law of thermodynamics in the
context of ideal systems. In the second questionnaire that
followed stage B, Ruben activated resources that better
matched the information given in the problem and chose
the scientifically acceptable ‘‘internal energy components’’
approach but abandoned the ‘‘first-law’’ approach he sug-
gested in the first questionnaire. However, he still did not
activate the resource related to the potential energy and
hence concluded that the energy of the system remains
constant during the process: ‘‘The energy of the system
does not change from state I to state II since according to
the data the kinetic energy of the molecules in state I and in
state II does not change . . . and therefore the energy of the
system does not change.’’ Simon’s explanation has also
changed in the second questionnaire, where he acknowl-
edged interparticle interactions as the main contribution to
the change in internal energy [57]. However, it might be
that the problem scenario in the second questionnaire,
where no sedimentation takes place, was less likely to
trigger activation of the resource of gravitation. ‘‘The

attractive interactions increased and the repulsive inter-
actions increased—thus the internal energy decreased’’
[58]. We infer that the discussions in stage B of the role
of particle interactions in determining thermodynamic
quantities, such as the internal energy, allowed both
Ruben and Simon to relate the resource of energy to these
more microscopic aspects.
Stage C involved the analysis of phase separation and

other soft matter phenomena calculated from minimization
of free energy. However, this complex treatment was not
required to answer the third questionnaire. Thus, it is
possible that the material taught in this stage could inter-
fere with students’ ability to apply the basic concepts and
principles of thermodynamics. In the third questionnaire
that followed stage C, Ruben acknowledged for the first
time the contribution of interparticle interactions to the
energy of the system: ‘‘Since the fat globules interacted
with each other and created a layer with minimum free
energy and the water molecules attract and lower their own
free energy, as a result the energy of the system has
decreased.’’ However, he activates the resource of free
energy (rather than the scientifically acceptable reference
to potential energy) and does not mention the kinetic
energy as he did before. He associates the decrease in
free energy with the change in configuration related to
the net interactions between fat globules and water mole-
cules. In addition, it seems that he blends the knowledge
resources of energy and free energy, confusing minimiza-
tion of energy with the minimization of free energy [59]:
‘‘The energy of the system has decreased since in this
process we see that the system has reached a more bal-
anced state energetically . . ..’’ This tendency to inter-
change the resource of ‘‘minimal free energy’’ with that
of energy can be explained in the accessibility of the free
energy resource to Ruben given his prior knowledge as a
chemistry student. Indeed, it is very similar to the literature
finding regarding chemistry undergraduate students who
stated that only exothermic processes in which the energy
of the system decreases are spontaneous and that the
system proceeds toward equilibrium because the enthalpy
of the system is lower in equilibrium [18].
Simon, on the other hand, related the internal energy

directly to the interactions: ‘‘The energy decreases:
Particles that repel—water and oil, were separated and
particles that attract got close to each other thus, the
internal energy decreases.’’ This analysis is much more
concrete than was his response in the second questionnaire
and expresses more clearly awareness to the complexity of
the various interactions involved in the system.

Summary and discussion

The different approaches of Ruben and Simon at the
various stages of the program are summarized in Fig. 3.
The topology of the diagrams simulates those of the ade-
quate solutions diagrams which were shown in Fig. 2. The
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findings show that throughout the program Simonmanaged
the resources needed to analyze internal energy changes
better than Ruben. In the first questionnaire, Simon care-
fully considered the information embedded in the problem
scenario and chose the internal energy components
approach, whereas Ruben tried several approaches and
overlooked the lack of information that would disqualify
the first-law approach. Even when Ruben used the proper
internal energy components approach in the first and sec-
ond questionnaires, he did not activate the resource of
average potential energy, whereas Simon activated the
connections between interactions and the change in poten-
tial energy. In the third questionnaire, given after the
students were exposed to the use of the free energy to
analyze several soft matter systems, Simon’s responses
did not incorporate this new resource, while Ruben
blended the resource of free energy minimization into his
response. However, free energy analysis was erroneously
interpreted by him as associated with changes in the system
energy related to interactions.

Ruben and Simon did not differ in their ability to cope
with the mathematical level of the course (as manifested in
their performance of quantitative tasks) or in their motiva-
tion to master the abstract concepts introduced in the pro-
gram (as is evident from their involvement in initiating
discussions intended to refine their understanding). In this
paper, we take an interpretive perspective to explain stu-
dents’ activation of resources in terms of their prior experi-
ence as a chemistry or physics major. The Israeli physics
curriculum devotes time to the analysis of potential energy
and its relation to interactions in the 11th grade, in particular,

in the context of gravitational forces. The chemistry curric-
ulum in the 10th and 11th grades focuses on the periodic
table (e.g., electronegativity, electron affinity), stoichiome-
try, chemical bonding, the gas laws, and oxidation-
reduction. The approach emphasizes diverse systems and
phenomena. The topic of thermodynamics that includes a
comprehensive discussion of energy changes in chemical
processes (e.g., exothermic or endothermic reactions)
appears only in the 12th grade curriculum. Accordingly,
since this research took place prior to the presentation of
energy in the chemistry curriculum, we hypothesize that
Ruben’s background as a chemistry major did not provide
him with a stable potential energy resource that relates
energy changes to interactions between particles. We also
hypothesize that the unstable potential energy resource
interfered with free energy resource which was repeatedly
used in discussions of systems with interparticle interac-
tions. This interference of the energy resources with free
energy analysis might have also enforced Ruben’s incorrect
resource of energy minimization. In contrast, Simon’s phys-
ics background led to the activation of the web of ideas
related to potential energy, initially emphasizing gravitation,
but later focusing on interparticle interactions. Examining
this hypothesis could be the subject of a future study.

B. Students’ approaches to the analysis of entropy
changes in the system and the surroundings

Part B of the phase separation problem asked students
to determine the change in entropy (disorder in the first
questionnaire) of the system. The main resource required

FIG. 3 (color online). Ruben’s and Simon’s various attempts at explaining the changes in internal energy. Missing resources are
shaded in black, fragmented or partial resources are italicized.
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in part B is that of the spatial configuration entropy of the
system. The entropy of the system is the logarithm of the
multiplicity of particle configurations times the multiplic-
ity of the kinetic energy distribution among the particles.
The entropy related to the kinetic energy configurations
does not change in the process (since the average kinetic
energy is proportional to temperature which does not
change), whereas the number of particle configurations
decreases. Thus, when summing the contributions of the
two components of entropy together, the entropy of the
system decreases.

Already in the first questionnaire given after stage A of
the curriculum, both Ruben and Simon correctly asserted
that the disorder of the system decreases during phase
separation in mixtures. However, their justifications reveal
significant differences: Ruben related disorder to the num-
ber of spatial configurations and did not associate it with
the energy distribution: ‘‘The disorder of the system
decreases because the number of possible configurations
of the carbon particles decreases when they aggregate and
sink to the bottom of the vessel.’’ On the other hand, Simon
related disorder to collisions: ‘‘The disorder decreases
because in the first state there are more collisions and
interactions between the water and the carbon particles
while in the second state they are separated.’’ Relating
disorder to the common types of collisions in the system
(water-water or water-carbon particle) cannot be inter-
preted as associating disorder with energy distributions.
However, this response indicates that Simon might be
associating disorder with a dynamic, energy-related
resource, which later may help him relate entropy to the
energy distribution [60].

The second questionnaire was administered after
stage B, which included a microscopic model of energy
quanta used to calculate the entropy related to the energy
distribution among the particles, in addition to the spatial
configuration entropy. Ruben maintained and elaborated
his perception of disorder as related to the number of
spatial configurations in the system. This time he explained
in detail the idea that the entropy is a measure of the
possible configurations of the water and butanol molecules
in the different states: ‘‘. . . In a state of different (separate)
phases there is a decrease in entropy since there is a
smaller and more limited place in which each molecule
of the different materials can be found.’’ In contrast to
Ruben’s description of the molecular picture, Simon did
not activate the spatial entropy resource. Instead, he took a
macroscopic approach and imposed the second law of
thermodynamics on the system: ‘‘it increases because in
a spontaneous process—entropy increases,’’ erroneously
asserting that the entropy in the system must increase as
mandated by the spontaneity of the process, thereby creat-
ing a tautology. Simon’s response reflects the tendency to
apply the second law only to the system while dismissing
the surroundings, as mentioned in the literature [18].

The third questionnaire was administered after stage C
in which the instruction emphasized spatial configuration
entropy (as opposed to energy distribution entropy) since
the primary tool used was minimization of the Helmholtz
free energy which is applicable only to isothermal pro-
cesses [61]. In this questionnaire, Ruben’s and Simon’s
answers were very similar: both considered only entropy
related to spatial configurations. Ruben wrote, ‘‘The en-
tropy of the system decreases . . . We see that the fat
globules arranged themselves in an organized state that
caused the decrease in disorder and therefore a decrease in
entropy,’’ and Simon wrote, ‘‘The entropy decreases, there
are less possible configurations.’’
To conclude, in the third and final questionnaire both

case studies reached a similar understanding: that the
change in the system entropy during phase separation is
attributed to the decrease in spatial configuration entropy.
However, Simon reached this conclusion after refining his
approach from stage to stage and considering the second
law of thermodynamics and energy distribution entropy
(related to collisions or temperature), while Ruben retained
his original understanding of entropy as solely related to
spatial disorder; this did not equip him to answer the next
section of the problem correctly.
Part C of the phase separation problem asked students to

determine the change in the entropy of the surroundings.
Part C of the problem was slightly different in the first
questionnaire (instead of asking about the change in the
entropy of the surroundings, the students were asked which
law of nature dictates the process). Here, we will focus
only on the responses to the second and third question-
naires. The changes in the properties of the surroundings
can be estimated using two possible paths of reasoning
(see Fig. 2) from changes in the system. Path I links the
decrease in the internal energy of the system to an increase
in the energy of the surroundings (via energy conserva-
tion). This increase in energy leads to an increase in
entropy of the particles in the surroundings [62]. Path II
uses the second law of thermodynamics to infer that for the
total entropy of the Universe to increase, the entropy of the
surroundings must increase to compensate for the decrease
in the entropy of the system.
In his answer to part C in the second questionnaire,

Ruben analyzed the changes in the entropy of the surround-
ings using the parameters of the surroundings itself: ‘‘The
entropy of the surroundings does not change since there
was no change in temperature or volume of the surround-
ing environment.’’ This reasoning seems sensible, and only
a very delicate understanding of the ‘‘heat bath’’ resource
allows one to realize that it is incorrect. Namely, in the
thermodynamic limit in which the system size relative to
the reservoir size tends to zero, the entropy of the heat
reservoir (the surroundings) can change even if its tem-
perature remains the same (contrary to the system [63]).
Ruben, possibly committed to an analysis in terms of the
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entropy of energy distributions, did not activate the second
law of thermodynamics as a relevant tool that relates the
entropy of the system to that of the surroundings [64].
When considering the interplay between the system and
its surroundings, Ruben followed path I: ’’Indeed the en-
tropy of the system has decreased, yet it does not affect the
entropy of the surroundings since the system does not
transfer energy or particles to the environment.’’ He men-
tioned the possibility of energy transfer, but declined to
pursue this option, probably because he incorrectly stated
that the internal energy of the system remains the same.
Thus, what stood in the way of a scientifically acceptable
analysis of the problem by Ruben was his only partial
activation of the ‘‘energy’’ resource, which we already
identified in his answer to Sec. A of the problem. Finally,
even though Ruben’s analysis led him to an erroneous
conclusion, we acknowledge once again his coordination
of two pathways to solve the problem by coordinating two
alternative approaches.

Simon, on the other hand, left his response to part C of
the question (regarding the entropy of the surroundings)
blank and told the teacher that he did not know the answer.
He added that he felt uncomfortable making predictions
since he was unsure of the physical principles. We interpret
Simon’s response in view of his answers, discussed earlier,
to parts A and B. Although he could have used his answer
to part A, where he realized the energy decrease in the
system and thus could have followed path I (i.e., energy
decrease in the system leads to change in the energy and
entropy of the surroundings), he did not do so. We specu-
late that he perceived that the way to determine the change
in entropy lay only in the use of the second law. Since he
already used this tool in his answer to part B (where he
associated the second law to the system per se, as he also
did in his response to the thermal equilibration problem in
the same questionnaire [65]), he was left with no other
resources that he could activate to analyze changes in the
surroundings.

In the third questionnaire, the answers to both part C of
the phase separation problem as well as the additional
problem required the activation of the second law resource.
The additional problemwasmore direct as it asked students
whether ‘‘processes in which the entropy of the system
decreases (such as self-assembly of micelles) contradict
the second law of thermodynamics.’’ The relation between
the second law of thermodynamics and free energy mini-
mization was discussed in class in two separate lessons at
this stage. One of these lessons included a task (see the
Appendix) that required students to address the connection
between the second law and the free energy analysis.

In his response to the third questionnaire, Ruben
rejected the effect of the change in the system’s energy
on the surroundings even though he had considered it in
the previous questionnaire: ‘‘The entropy of the sur-
roundings does not change in the process since it isn’t

related to the process or influenced by it. The process
occurs in the system spontaneously with no connection to
the surroundings.’’ We interpret this response as an acti-
vation of a deficient manifestation of path I, in which the
interplay between system and surroundings has been
obscured. In addition, as before, Ruben still did not
associate his prediction with the second law of thermo-
dynamics; thus, path II was also not used. In contrast,
Simon used both paths in his answer: he stated that the
entropy of the surroundings increases because of the
change in the system’s energy (path I) and because of
the second law of thermodynamics (path II): ‘‘The
entropy of the surroundings increases for two reasons:
a. the entropy of the system decreases and this decrease
should be compensated. b. the energy of the system
decreases, and the change in energy corresponds to the
change in entropy.’’
The difference between the two case studies at this final

stage is even more dramatic when viewed in light of their
answers to the self-assembly problem. Here, Ruben explic-
itly revealed his view that the second law of thermody-
namics may be violated and that it is applicable only to the
system and does not include the surroundings: ‘‘Yes, (they
contradict) since the second law of thermodynamics talks
about the increase in disorder in the system . . .. But in
systems in which the entropy decreases spontaneously the
disorder decreases and it thus contradicts the second law.’’
Ruben’s response indicates that he did not perceive the
second law of thermodynamics as one which is valid in this
case: he thought that the law applies only to processes in
which the entropy of the system increases, and does not
apply to when the entropy of the system decreases [66].
Simon’s response is quite opposite to that of Ruben: ‘‘No,

the entropy of the system can decrease if the entropy of the
surroundings has increased accordingly and sufficiently so
that the total change in entropy (system + surroundings)
will be positive.’’ Simon’s response demonstrates commit-
ment to the second law as a binding principle and the ability
to distinguish between the system and surrounding in order
to resolve the apparent paradox between the entropy
decrease of the system and the increase in the combined
entropy of the combined system and reservoir as mandated
by the second law.
The difference between Ruben and Simon was also

evident in the following excerpt from a class discussion
that took place in the third stage of the instruction. The
discussion concerns an activity in which students were
asked to match the components of the free energy (internal
energy and entropy of the system) with those that enter the
second law of thermodynamics (total entropy of the system
and the surroundings) (see the Appendix for a full descrip-
tion of this activity).

(1) Teacher: Which item (in the free energy concept
map) is related to the calculation of the entropy of
the surroundings?
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(2) Simon: The internal energy
(3) Teacher: The internal energy? Why?
(4) Simon: Because it came from there
(5) Teacher: Why? How is this associated with the

change of the entropy of the surroundings?
(6) Simon: Because energy, internal energy is, err . . . if

there is a change in energy then the energy has to go
somewhere or to come from somewhere, and then we
have a change in . . . (stops)

While Simon activates the relation between the change
in internal energy and the entropy of surroundings, he does
not explain the mechanism in a clear manner. When the
teacher prompts him to give a better explanation, he has
difficulty formulating it and mentions that the process is
related to a transfer of energy; however, he seems uncertain
of his answer (line 6). The discussion then continues, and
Ruben enters the scene:

(12) Teacher: (after the first discussion of the equiva-
lence of the second law of thermodynamics and
free energy minimization) So once again, how is
the change in internal energy related to the entropy
of the surroundings? Ruben, please explain.

(13) Ruben: Emm . . . to tell the truth, the concept of
internal energy is not so clear. I did not completely
understand it. How is the change in internal energy
related to the entropy of the surroundings?

(14) Teacher: Let’s assume that the energy of the system
changes, what happens to the energy?

(15) Ruben: If the energy has changed, it has of course
influenced the surroundings. It can take energy
from it or bring energy to it.

(16) Teacher: Yes, correct. And how is this related to
entropy?

(17) Ruben: If the energy emmm . . . of the internal
energy has increased then, emm . . . the entropy of
the surroundings . . .

(18) Teacher: What happened to it? If the internal en-
ergy of the system has increased then the energy of
the surroundings has decreased. Correct?

(19) Ruben: Yes.
(20) Teacher: And then, the entropy of the surround-

ings, what happens to it?
(21) Ruben: It also decreases. I think I have a problem

with the concept of ‘‘internal energy’’
(22) Teacher: Internal energy is the energy contained in

the system. It is held within the system so to speak.
(23) Ruben: But I think we defined it as something else a

few weeks ago. . . we used it in a different context.

Ruben seemed to follow the discussion led by the
teacher, but complained he did not understand one of the
main concepts involved in it—that of internal energy
(line 21). This lack of understanding was also apparent in
his analyses of the internal energy changes in Sec. A.

Ruben says that he is unsure of the relationship between
the knowledge element of internal energy and the situation
at hand. This might have later caused the association of
free energy as a component of the internal energy that was
evident from his response to part A. Unfortunately the
discussion with the teacher, who did not realize how fragile
Ruben’s resource of internal energy is, did not serve to
build this connection.

Summary and discussion

The findings of this section show that Simon gradually
refined his management of knowledge resources concern-
ing entropy and the second law of thermodynamics,
whereas Ruben’s reasoning deteriorated, especially during
stage C of the curriculum. In their answers concerning the
entropy of the system, both Ruben and Simon considered
the contribution of spatial configuration entropy. However,
Simon’s answers reflected his awareness of a possible con-
tribution of the entropy related to the kinetic energy distri-
bution (related to collisions or temperature).We believe that
this eventually allowed him to suggest that the resolution
of the puzzle of the second law lay in the increased entropy
of the surroundings towhich heat had been transferred from
the system (whose energy decreased).
A striking finding is the absence of the second law of

thermodynamics from Ruben’s responses. He predicted
that the entropy of the surroundings does not change,
even while the entropy of the system decreases. When
the second law of thermodynamics was explicitly queried
in the last problem with respect to processes in which the
entropy of the system decreases, he explained that the
second law contradicts these phenomena and is relevant
only to processes in which the spatial configuration entropy
of the system increases. Ruben’s responses to the second
questionnaire indicated that he was aware at that point of
the possible interplay between the system and surround-
ings via an exchange of energy or particles. However,
his response to the third questionnaire indicates that
the interplay between them was no longer considered;
instead he viewed the entire process as driven by forces
within the system alone. In his response to part A of the
third questionnaire concerning the change in the system’s
energy, he mentioned that the process in governed by a
natural tendency of the system to reach a more balanced
energy state.
In contrast, Simon made a stepwise progress towards

expertlike reasoning regarding the phase separation phe-
nomenon. Initially (in the second questionnaire), he
invoked the second law of thermodynamics but did not
acknowledge the interplay between the system and the
surroundings. In the class discussion which followed the
second questionnaire as well as in his responses to the third
questionnaire, he was already able to reconcile the second
law of thermodynamics with the entropy decrease in the
system, by acknowledging the transfer of energy between
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system and surroundings that must increase the entropy of
the surroundings.

What caused these dramatically different trajectories in
the conceptual evolution of two students who were both
committed and engaged? We first briefly examine a few
explanations for this difference and the limitations of these
explanations. We then demonstrate that interpreting the
differences between Ruben and Simon in terms of their
knowledge resources as well as in terms of the existence
and stability or fragility of their epistemological resources
yields the most appropriate explanation. As mentioned in
the discussion of part A of the findings, the difference
cannot be explained based on the students’ motivation or
level of mathematics, nor can it be explained based on the
teaching in the program, since both students were exposed
to same lessons and activities.

The first attempt to explain the difference between the
case studies is related to the stability of conceptual resour-
ces regarding energy. We pointed out that Simon’s poten-
tial energy resource was either inappropriately applied
or initially unstable as reflected by his identification of
gravitational potential energy (as opposed to the interpar-
ticle interactions) in the analysis of phase separation in the
first questionnaire. After this manifestation of a nascent
resource of potential energy, Simon did use the energy
resources in a consistent and stable manner in the second
and third questionnaires. Simon’s integration of the energy
ideas into a stable network of resources enabled the reso-
lution of the contradiction between the entropy decrease in
the system and the overall increase in entropy as expressed
in his answer to the third questionnaire. In contrast, Ruben
did not activate the potential energy resource in any of the
questionnaires. Moreover, he acknowledged being unsure
of his understanding of the term ‘‘internal energy’’ in the
classroom discussion. His fragile network of ideas suffered
from the introduction of the free energy resource (which
has as its prerequisite a good understanding of internal
energy and its relation to potential energy) which inter-
fered with the other energy-related resources. This created
a stable but incorrect resource of energy minimization and
disabled the activation of a resources related to energy
exchange between the system and the environment in the
third questionnaire. However, this interpretation does not
explain why Ruben thought that the second law of ther-
modynamics could be violated in the context of phase
separation and self-assembly.

In order to provide a more satisfying explanation of the
difference in the activation of the resource related to the
second law of thermodynamics, we interpret the difference
between the two students in terms of their epistemological
framings. In particular, we refer to two epistemological
aspects: the first is related to integration of the knowledge
elements and the expectation for coherence. Redish and
Hammer [52] explain seeking coherence as the tendency
to resolve conflicts between various ideas and findings,

rather than thinking of one’s physics knowledge as a set of
unrelated facts and formulas. However, the epistemological
resource of seeking coherence is insufficient for creating a
stable net of ideas. For example, we suggest that Ruben was
looking for coherence in his attempts to verify his answers
by cross-checking them with other approaches or solutions
paths. This was evident in his response to part A concerning
energy in the first questionnaire and part C in the second.
It also emerged in the excerpt from the class discussion
where he says that he is not confident in his understanding
since he does not know how to associate internal energy
with the entropy of the surroundings. However, Ruben’s
search for coherence yields a constantly changing manage-
ment of resources which resulted in erroneous scientific
explanations.
We suggest that the dramatic difference between Ruben

and Simon lies in another manifestation of coherence:
adherence to fundamental principles or foothold ideas
that should be valid under any circumstances and with no
exceptions. In this epistemological resource, one chooses a
principle as an anchor for associating a coherent set of
resources. Accordingly, one refines these fundamental
ideas so that they fit different situations, and question
contradictory results, rather than relinquishing the validity
of the foothold ideas themselves. By asking about the
change in entropy of the surroundings, the phase separation
scenario (in the second and third questionnaires) indirectly
examines the extent to which students perceive the second
law of thermodynamics as a foothold idea. Students, who
frame the second law as a foothold idea should have used
it to monitor whether their prediction regarding the change
in the entropy of the system plus surroundings is indeed
consistent with it. The perception of the consistency of a
phenomenon with a foothold idea was gauged directly in
the self-assembly problem (third questionnaire), that
required students to reason about an apparent contradiction
of the second law and the decrease in the system entropy.
Indeed, Ruben’s responses clearly demonstrated that he did
not consider the second law of thermodynamics (that he
perceived to apply only to the system) as a foothold idea
that is always valid. This framing placed the focus of
Ruben’s reasoning on the phenomenology, and to his
‘‘flexible approach’’ in which physical laws can be
adjusted depending on the situation.
In contrast, Simon adhered to the physical principle of

the second law of thermodynamics. We suggest that
Simon’s activation of the conceptual resource that links
the system and surroundings in his responses to the third
questionnaire followed a need to refine the principle of
adherence to the second law of thermodynamics after his
failure to reconcile it with the problem situation in the
second questionnaire. Indeed, Simon’s search for refine-
ment enabled him to refocus his analysis from the system
alone to invoke the interplay between the system and
its surroundings in the third questionnaire. Ruben’s
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deterioration can be explained in a similar manner. Ruben
did not activate the conceptual resources needed to clarify
the interplay between system and surroundings because he
did not frame the contradiction between his understanding
of entropy as spatial disorder (of the system) and the
second law of thermodynamics as a problematic point
which needed refinement.

The majority of students who stated that processes in
which the entropy of the system decreases contradict the
second law of thermodynamics were chemistry majors.
This may hint that their background might have shaped
their epistemological framing. Israeli chemistry majors are
introduced to a multitude of systems and phenomena dur-
ing their 10th and 11th grade studies. These ideas are not
‘‘derived’’ from a set of unified explanatory rules as noted
by several educators. For example, Levy-Nahum et al. [67]
point out that in many textbooks ionic interactions are
termed ionic bonds, while van der Waals interactions are
termed van der Waals forces although both originate from
electrostatic attractions. This example indicates that a stu-
dent might lack a unified perspective of ideas of bonding
and interactions, which may lead to a less generic and
coherent epistemological framing in which the student
perceives that basic physics principles are binding only
in specific circumstances. However, this claim can also be
correct with respect to the physics curriculum in which
force laws may seem different when the context changes,
for example, from mechanics to electricity and magnetism
[1]. Still, the physics curriculum emphasizes a small set of
physical laws, while the chemistry curriculum does not.
This may explain the difference in the cultivation of
the epistemological resource of foothold ideas between
physics and chemistry majors.

V. IMPLICATIONS

Our study has implications for the design of curricula
in which introductory students are required to analyze,
via statistical thermodynamics, systems with interparticle
interactions. We now outline and emphasize three such
implications. First, our findings indicate the need for a
more thorough treatment of the energy-related concepts
in stage A of the course. Originally, the course included
two meetings in which the students were reminded of
energy-related concepts that were previously introduced
to them as part of their middle school curricula and
which is further elaborated in the course of the physics
and chemistry high school curricula. Nevertheless,
Ruben’s responses (and those of other students as well)
show that this limited treatment equipped only a minor-
ity of the students (probably only those with a physics
background) with linked conceptual resources that
allowed the linkage, in a scientifically acceptable man-
ner, of the spatial configuration, interactions, potential
energy, and internal energy. In order to establish poten-
tial energy as a useful resource, its introduction using the

first law of thermodynamics according to Arons [15]
should be further supported, possibly by tutorials such
as those proposed by Lindsey et al. [20] Also, we
believe that Simon’s response to the first questionnaire
problem on the sedimentation of coal particles indicates
that it is important to expound on the knowledge
resource related to gravitation and to explicate the rela-
tive effects of gravity and of interparticle interactions in
the phase separation process.
Second, in order to give additional support to students

such as Ruben, whose epistemological framing is inappro-
priate in its application to fundamental physical laws that
should serve as foothold ideas, we endorse the suggestion
of Redish and Hammer to make the epistemology explicit
in the curriculum [52]. The concept maps tools used in the
program explicated that the second law of thermodynamics
is a principal law of nature that must be satisfied in each
and every equilibrium process. However, this aspect was
not elicited and discussed in students’ tasks and following
classroom discussion. Thus, one should provide opportu-
nities to discuss the preference of various resources over
others; that is, what should one do if a scenario activates
two conflicting resources? How are the resources aligned
with scientifically acceptable interpretations of foothold
ideas? How can they resolve apparent mismatches of foot-
hold ideas in the analysis of actual phenomena?
This may be achieved, for example, by discussing with

the students the resource of energy minimization that they
have activated. The teacher can ask students whether they
find this idea to be a foothold idea and whether it relates to
other foothold ideas they might be aware of, such as energy
conservation and free energy minimization that parallels
the second law of thermodynamics for systems that are in
contact with a heat reservoir.
Third, this study should raise the reader’s awareness of

the value and risks of using a spiral curriculum. Namely,
while discussions of the same concepts in different con-
texts with a gradually increasing level of sophistication
provide opportunities for students to improve their under-
standing of earlier concepts, this approach can also dete-
riorate the understanding of students like Ruben whose
network of resources is fragile.
Finally, we note that the statistical thermodynamics

approach used by us and others indeed treats the particle
configurations and interactions within the system in a
manner that provides ‘‘microscopic’’ physical insight into
the system thermodynamics; however, the surroundings are
commonly treated thermodynamically in terms of heat
transfer and the resulting entropy increase. No microscopic
model of the surroundings is usually discussed; had this
been done, it would perhaps help students develop a more
full mental representation of the statistical-thermodynamic
treatment of the configurations, interactions, and heat
transfer of both the systems and its surroundings and allow
students to resolve the apparent contradiction of the
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entropy decrease in phase separation with the second law.
The design of such a complete statistical model and its
incorporation in the teaching of phase separation is an
interesting and possibly useful future project.

We believe that incorporating these instructional tools
may enable more students like Ruben who possess genu-
ine, intrinsic motivation to know more about science to
cope with the challenge of current interdisciplinary topics
in high school or in introductory level college courses.

In addition, this case-study research provides initial
information on the learning of fundamental principles in
a sophisticated context. Specifically, this study provides
initial hypotheses regarding student learning that may be
tested and refined in large-scale research. For example, our
hypothesis regarding the role of a chemistry background
when studying systems from a physics perspective may
contribute to studies of the crossing of epistemological
boundaries as suggested by Watkins et al. [2]

ACKNOWLEDGMENTS

The course on soft matter is a collaboration of the
School of Contemporary Science at the Davidson
Institute of Science Education and the Department of
Science Teaching at the Weizmann Institute of Science.
S. A. S. is grateful to the Israel Science Foundation and the
Schmidt Minerva Center as well as to the Perlman family
Foundation for their historic generosity and support of
science. We wish to thank Avi Golan, Avi Hofstein, and
Bat-Sheva Eylon for their ongoing support of the program,
Yehuda Roth, Ron Blonder, Benny Geiger, and Anat
Yarden for assistance in the initial stages of the project,
and David Andelman, Ernesto Joselevic, and Jacob Klein
for guest lectures. Most importantly, we thank the high
school students who participated in the soft matter course,
especially Ruben and Simon for the pleasure of teaching
them and learning from them so much.

APPENDIX

1. Soft matter curriculum: Brief description

Stage A starts with demonstrations of unusual materials
(for example, silly putty and emulsions) whose state of
matter is not simply liquid, gas, or solid (meetings 1 and 2).
The demonstrations are used to motivate the use of an
atomistic approach [7] as a necessary link between the
microscopic picture and the macroscopic properties of
many-particle systems. A microstate of a system can be

envisaged as snapshots that captures the instantaneous
particle positions and velocities. A macrostate is charac-
terized by the value of a macroscopic property (for ex-
ample, the average particle orientation in a liquid crystal
and the volume occupied by a polymer chain with N seg-
ments) averaged over many microstates.
Meetings 3 and 4 are devoted to the statistical ideas

needed to link the microscopic picture with the macro-
scopic properties of a system, including probability distri-
butions, their mean, and standard deviation. All of those
concepts are demonstrated by the toss of a coin or a
die [68]. The concept of ‘‘disorder’’ is then defined as a
precursor for a later discussion of entropy. Disorder is
defined as a measure of the number of microstates that
correspond to a certain macrostate. The second law of
thermodynamics is introduced in terms of the tendency of
an isolated system to spontaneously increase its disorder.
This approach is taken despite recommendations against
the use of this term [23] because spatial configuration
entropy is central to the analysis of soft matter systems.
The presentation continues with an examination of dis-

order in systems in contact with a heat reservoir (for ex-
ample, ice in a freezer), where the disorder of system
decreases, because energy is dissipated to the surroundings.
Such phenomena pave the way for the introduction of the
energy of multiparticle systems in meetings 5 and 6. Several
educators recommended presenting energy in terms of a
system of several bodies using the first law of thermody-
namics [15]. In such contexts, internal energy is defined as a
combination of the average kinetic energy and the average
potential energy (interactions) of the particles in the system.
The change in potential energy is deduced from the negative
work performed on the particle by internal, conservative
forces [8] and is applied to the analysis of the interaction
between two magnets. The first law of thermodynamics is
shown to determine how systems exchange energy with
their surroundings and the energy transferred from a system
to the surroundings or vice versa is interpreted as a change of
the disorder of energy in the surroundings. The stage is
concluded with an experiment on colloidal aggregation
[69] which is used to motivate a quantitative model for
predicting the macrostate of a system.
Stage B spans four meetings and entails a quantitative

presentation of entropy and the second law of thermody-
namics. Entropy was introduced first in meeting 7 as a
quantitative measure of ‘‘spatial disorder’’ using a lattice
as a representation of both ideal gases (particles and

1st questionnaire: Free expansion. 2nd questionnaire: Isothermal expansion 

(a) (b)

FIG. 4. (a) Free expansion of an ideal gas. (b) Isothermal expansion of an ideal gas.
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vacuum) and ideal mixtures (two types of particles, with no
interactions). The advantage of the lattice model is that its
visual representation supports the rather abstract mathe-
matical derivation [70]. Next, in meetings 8 and 9 entropy
is introduced as the logarithm of the number of possible
microstates of energy quanta in a system of N particles
[71]. The second law of thermodynamics is then used
to determine the equilibrium energy distribution of two
bodies in thermal contact and the statistical definition of
temperature 1

T ¼ dS
dQ is derived (adapted from Ref. [25]).

Spatial configuration entropy and energy distribution en-
tropy are then summed to quantify the total entropy of
the system. Free energy is introduced in meeting 10 as a
mathematical tool which is equivalent to the total entropy
of the system and its surroundings. Minimization of the
free energy, equivalent to the maximization of the total
entropy [72], can be used to determine if a process is
spontaneous based only on the changes of the properties
of the system (internal energy and entropy); calculating
the changes in the entropy of the surroundings is thus not
necessary.

Stage C spans eight meetings and encompasses the
analysis of various soft matter systems using free energy
minimization. This stage starts with the analysis of phase
separation in binary mixtures represented using a lattice
(meetings 11–13). The lattice construction facilitates the
calculation of the spatial entropy of a mixture with a given
composition as well as an approximation for its internal
energy [73]. The free energy includes the changes in
internal energy and entropy; its minimization yields a
phase diagram which is used to determine the equilibrium
state of the system. The last five meetings of this stage
(meetings 14–18) present the free energy analysis of
surface-related phenomena and surfactant self-assembly.
The full derivation of the phase separation analysis as
well as the analyses of other soft matter phenomena was
discussed in detail in a separate paper [5].

The curriculum was developed via a design-based
approach in which preliminary analysis of the instruction
was used for revisions of the teaching materials. These
revisions allowed us to refine the presentation of the under-
lying concepts and principles into a coherent, continuous
curriculum for which a more comprehensive description
can be found in a separate paper [5].

2. Ideal gas question adapted from Ref. [42]

A system consisting of an ideal gas goes through an
expansion processes as shown above. The initial and final
temperatures (T) are the same for each process. (See Fig. 4
and Table IV.)
(a) Does the internal energy of the system increase,

decrease or remain unchanged?
(b) Does the entropy of the system increase, decrease or

remain unchanged
(c) Does the entropy of the surroundings increase,

decrease or remain unchanged?

3. Worksheet activity related to the second
law of thermodynamics

The worksheet problem used a concept map that sum-
marized the presentation slides and linked between free
energy and the entropy of the surroundings. The worksheet
was followed by a class discussion conducted at the begin-
ning of the stage (see Fig. 5).
(a) Fill in the concept map which describes the theo-

retical analysis of the phase separation process
(b) Which rectangle is related to the change in the

entropy of the surroundings?
(c) Which rectangle reflects the activation of the 2nd

law of thermodynamics (Use presentation of lecture
12 slide 2).

TABLE IV. A comparison of student correct answers to the ideal gas problem.

Soft matter students

(N ¼ 14) first
questionnaire

College—

Preinstruction

(N ¼ 20)

Soft matter students

(N ¼ 11) second
questionnaire

College—

Postinstruction

(N ¼ 16)

(b) Entropy of the system increases 100% 75% 100% 94%

(c) Entropy of the surroundings remains

unchanged in the free expansion scenario

illustrated in Fig. 4(a) and decreases in the

isothermal expansion scenario of Fig. 4(b)

not applicable [47] 60% 73% 94%

FIG. 5. Concept map presented in the worksheet.
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