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Recent papers document that student problem-solving competence varies (often strongly) with representa-
tional format, and that there are significant differences between the effects that traditional and reform-based
instructional environments have on these competences [Kohl and Finkelstein, Phys. Rev. ST Phys. Educ. Res.
1, 010104 (2005); 2, 010102 (2006)]. These studies focused on large-lecture introductory physics courses, and
included aggregate data on student performance on quizzes and homeworks. In this paper, we complement
previous papers with finer-grained in-depth problem-solving interviews. In 16 interviews of students drawn
from these classes, we investigate in more detail how and when student problem-solving performance varies
with problem representation (verbal, mathematical, graphical, or pictorial). We find that student strategy often
varies with representation, and that in this environment students who show more strategy variation tend to
perform more poorly. We also verify that student performance depends sensitively on the particular combina-
tion of representation, topic, and student prior knowledge. Finally, we confirm that students have generally
robust opinions of their representational skills, and that these opinions correlate poorly with their actual

performances.
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I. INTRODUCTION

Student representational and metarepresentational skills
have been the subject of a number of studies in physics edu-
cation research (PER). By “representational skills” we refer
to students’ ability to appropriately interpret and apply vari-
ous representations of physics concepts and problems. These
different representations can include verbal, mathematical,
graphical, and pictorial formats, though these categories are
by no means comprehensive or orthogonal. Much work has
been done in PER on student representational skills. Some of
these studies investigate students’ handling of particular
representations.'™ Others focus on teaching students how to
use multiple representations when solving problems.*”’
There has, however, been less work studying how student
problem-solving performance varies as the problem repre-
sentation is changed.® A few papers have broadened the
study of representations to include metarepresentational
skills.”~'2 Roughly, these studies ask what students know
about representations, and how that knowledge might affect
student performance.

In two previous works, we presented the results of a
three-semester study investigating student representational
and metarepresentational skills in large-lecture introductory
algebra-based physics courses. The first paper!? asked two
major questions. First, to what extent does student perfor-
mance on physics problems depend on the representational
format of the problem? We found several instances where
student performance was significantly different on problems
that were essentially isomorphic, but posed in different rep-
resentations. This supports previous results in PER,® and is
consistent with other works in cognitive science (Ref. 15, for
example). In our data, it appeared that subtle features of the
problems were cueing students to answer differently, and that
those features were specific to the particular problem and
representation; that is, it was not simply a case of students
being generally more competent with one set of representa-
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tions than another. Unfortunately, the aggregate nature of the
performance data prevented us from making specific infer-
ences about how problem features influenced students’ an-
swers in more than a couple of cases.

The second question was whether performance would im-
prove if students were given a choice of representation. This
is a metarepresentational question: Do students know enough
about representations and about their own abilities to make
productive choices? Our results'>!'* were complex. The first
course studied was the second semester of an algebra-based
introductory sequence taught by a traditional professor,
Physics 202. In this course, the students who were given a
choice of representation (the choice group) often performed
either significantly better or significantly worse than students
who were assigned a quiz (the control group). Whether the
choice group did better or worse varied with representation
and topic, but not in a predictable way. In the following two
semesters, we performed the study again in Physics 201 and
202 courses taught by a professor who made significant use
of PER-based reforms. In these courses, the choice vs control
splits were nearly nonexistent.

In the second paper, we attempted to explain the presence
or absence of choice vs control performance splits and to
describe the representational character of the reform and tra-
ditional class environments studied.'* Analysis of the course
components (including lectures, exams, and homeworks)
suggested that students in the reformed physics courses were
being exposed to and held responsible for using a broader
variety of representations. In addition, the quizzes used in the
studies asked students to write briefly about which represen-
tations they thought that they would perform best with. Stu-
dent opinions regarding their representational skills appeared
to be constant across topics in all three of the courses stud-
ied, though performance data suggested that students were
not always accurate in selecting the representational format
in which they would best perform. These results taken to-
gether suggested a possible explanation of the choice vs con-
trol splits and lack thereof. If the representation-rich reform
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course environment was leading students to develop broader
representational skills, then any metarepresentational weak-
nesses (inaccuracies in assessing one’s abilities with regard
to a particular problem, for instance) would have less impact.
That is, whether students received their preferred representa-
tion or not would have less effect on their performance than
in the traditional course where, perhaps, student skills were
less broad.

The above studies made considerable progress toward
addressing the questions asked, but the aggregate nature of
the available data was a significant limitation. In this paper,
we present data from 16 student interviews that investigate
why we observe the above effects in more detail. These
interviews had two goals. First, we hoped to gain a deeper
understanding of how problem representation affects per-
formance. We address this in two parts. The original aggre-
gate data suggested that oftentimes student responses would
be cued by subtle features of the problem or representation
at hand. These cueings are much more observable in detailed
problem-solving interviews, and we find numerous examples
of how particular, representation-dependent features of prob-
lems can cue students differently, strengthening the con-
clusions from the first papers. Next, in watching students
solve these problems it became clear that students’ solution
strategies varied with problem representation. Some prior
work in math and science education has investigated the
effect of problem representation on student strategies.!®!”
Koedinger!'” found that young algebra students often chose
different problem-solving strategies for problems in different
representations (word problems vs symbolic problems, for
example). Such representation-dependent strategy variations
could begin to explain the different performances we observe
in students solving different physics problems. We are un-
aware of prior work in PER directly investigating the repre-
sentation dependence of student strategies, though there is
substantial work investigating the teaching of representation-
and multiple-representation-based strategies*”’ and investi-
gating the differences (often involving representation use)
between expert and novice problem-solving strategies.'$-?!
We quantify the variation of student strategy in these inter-
views, and discuss the effect strategy variation had on stu-
dent performance. The data suggest that students who were
more consistent in their choice of strategy performed better.

Our second goal was to validate our conclusions regard-
ing student assessments of different representations and of
their own representational skills (for example, which repre-
sentations they considered most useful, and why), as these
metarepresentational issues were key to our arguments and
are interesting in their own right. In our previous studies our
data included only written student assessments. In these in-
terviews, we questioned students more thoroughly to inves-
tigate and clarify the students’ evaluations of representational
formats and of their own abilities. Since the interviews took
place several weeks after the original in-recitation study
quizzes (described in the following methods section), we
could also test whether students’ opinions of representations
and of their own skills are stable. We demonstrate that their
opinions are fairly robust and that they do not correlate well
with their actual performance, which is consistent with our
prior suppositions.
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II. METHODS

A. Previous studies

In the previous studies,'>!* we gave students sets of four

prerecitation homework problems, one problem in each of
four representational formats (verbal, mathematical, graphi-
cal, and pictorial). Following the homeworks, students took a
one-question multiple-choice recitation quiz which was pre-
sented in one of the four formats (students were responsible
for solving only one quiz, in one format). Some of the stu-
dents were allowed to choose between the quiz formats with-
out examining the problems ahead of time. Others were as-
signed a quiz. This procedure was repeated in each semester
for an additional topic, for a total of six trials spread across
three classes.

B. Student interviews

We recruited eight students from each of the reform 201
and 202 courses, with one student participating in both 201
and 202 interviews, for a total of 15 unique individuals. Stu-
dents were solicited for these interviews via course email
near the end of the semester and were paid for their time.
The student volunteers were primarily from the top two-
thirds of the class, with final grades ranging from A to C.
Seven of the students were male, and eight were female.

The 201 and 202 populations consisted largely of life-
science, kinesiology, and premed students. Physics 201
covered mechanics, while 202 covered electromagnetism,
optics, and atomic physics. The courses made heavy use of
Peer Instruction,””> personal electronic response systems
(“clickers”?3), and well-integrated lecture demonstrations. In
a previous study, we established that the exams and lectures
in these courses made use of a broader selection of represen-
tations than a comparable traditional course, and also explic-
itly used multiple representations more often.'* Thus, none
of the students in this study were drawn from a strictly tra-
ditional course environment.

The interviews were clinical (in the style of Ref. 24),
lasted between 30 and 45 minutes, and were videotaped. In
the interviews, students were assigned a number of quiz
problems identical to those found in the recitation quizzes
and were asked to work aloud. The problem order was varied
from interview to interview. The interviewer (the lead au-
thor) did not provide assistance except for problem clarifica-
tion, and generally allowed the students to work without in-
terruption except for prompts to think out loud and requests
for further explanation of what the students did and why.
After the students solved the quiz problems, the interviewer
asked the students a number of questions regarding which
representations they found most useful and why. Students
were not told whether they answered a question correctly
until after the interview.

With two subject areas and four representations per class,
there were eight problems available in total for each inter-
view (see the appendix of Ref. 13 for a complete set of
problems), and a total of 16 problems used in all interviews
(eight for 201 students, and eight for 202 students). Students
completed anywhere from two to eight problems in the time
allowed, with an average of approximately five problems per
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interview. Thus, students often solved the same problem in
different representations in the same sitting. Students rarely
expressed explicit awareness of the isomorphic nature of the
problems until prompted at the end of the interview. Never-
theless, giving students all these problems in the same sitting
could have led students to be more consistent in their
problem-solving approaches than they would have been had
they approached each problem uninfluenced by any others.
In spite of this, we observed a number of students being
inconsistent in their approaches to problems in different rep-
resentations, and so we do not consider this limitation to be a
serious issue.

We analyzed these interviews in three ways. First, we
coded each student answer as correct or incorrect. Second,
we coded each student’s strategy in solving each problem,
noting whether it was qualitative or quantitative, which con-
cepts it made use of (energy vs force, for instance), and
flagging any special features (analogies to other material, for
instance). Third, we flagged instances where students ex-
pressed a favorable or unfavorable view of a particular rep-
resentation. More detail on the interview analysis can be
found in the Analysis sections, as can sample codings with
interview excerpts.

II1. DATA AND ANALYSIS

This presentation and analysis of student interview data
has two parts, each addressing one of the two research goals
identified in the introduction: (A) the effects of representa-
tion on problem solving and (B) investigating students’
metarepresentational competence.

A. Effect of problem representation on performance

As noted above, we find two major ways in which prob-
lem representation can affect performance. Student problem-
solving strategies can vary with problem representation, and
students can cue on particular, often representation-
dependent problem features when selecting their answers.
We do not consider it likely that these two dimensions in-
clude all the ways in which representation might affect per-
formance, nor do we consider them perfectly distinct (for
instance, it appears that student choice of strategy is often
cued by representation-dependent problem features). Never-
theless, these categories (which emerged from our analysis)
are useful in organizing the available data. We begin by pre-
senting the data on strategy variation, including several ex-
amples of student strategies for reference in later sections.

1. Student problem-solving strategies

Students in our interviews ranged from being very diverse
in the strategies they used to being very consistent when
confronted with different representations. In this section we
examine the selection of strategies employed by students in
our interviews.? As noted above, we coded student strategies
according to major problem features such as whether the
solution was qualitative or quantitative. The strategy divi-
sions varied from problem to problem; for instance, students’
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strategies for solving the spectroscopy problems could be
binned according to whether they used an energy approach
or a wavelength approach (or, rarely, both), and students’
strategies for solving the spring problems could be binned
according to whether students worked in terms of force or
in terms of energy. We also flagged unusual (within this
sample) approaches such as analogies to objects not directly
related to the problem (planets, flashlights), or the nonquan-
titative use of equations as conceptual support (which will be
discussed more later).2¢

We begin with interview excerpts of problem solutions
from two students whose strategies were varied (one student
who is correct across all representations used and one who is
correct on only one representation), and one student whose
strategies were consistent. Student names are pseudonyms.
In the following, we will indicate a student’s grade in paren-
theses the first time we mention them in an example.?’

a. Adam: Varied strategies, mixed success (B-). Adam
solved the graphical, mathematical, and pictorial versions of
the spectroscopy problems given in Physics 202. In Fig. 1 we
show the graphical and pictorial formats of the spectroscopy
quiz. Note that the question statements and answer choices
map from one format to the other. The mathematical format
was similar, and asked students to calculate the difference
between the n=2 and n=4 energy levels given a change in
the ionization energy. Adam solved the graphical problem
using an analogy to gravity. He states:

“... probably means it’s going to be more tightly bound to
the nucleus, so the levels are probably going to be lower than
they would be if there’s a lower ionization level I guess. If
we were to reduce the gravity constant so, you know, mass
would have less force than it actually does, you’d wind up
with wider orbits, I suppose.”

Adam chose answer B, which is incorrect and shows an in-
creased spacing, analogous to wider orbits.

Adam then solved the mathematical format. This solution
was based on a proportionality argument backed by an equa-
tion: The difference in spacing should be that calculable from
E=—-13.6/n2, but scaled by the factor 11/13.6 (the ratio of
the hypothetical and real ionization energies). Adam per-
formed the calculation and selected the correct answer, C.

For the pictorial format quiz, Adam used a wavelength
picture:

“Well, if you've got a lower ionization energy, that means
that the photons that are released when it’s ionized are gonna
have to have lower energy, which means they have to have a
longer wavelength, so we’re going to see a spectrum that’s
redshifted slightly compared to what we have normally.”

Based on this argument, Adam chose the correct answer, C.

b. Betty: Consistent strategies, consistent success
(B). Betty solved the verbal, mathematical, and graphical
versions of the pendulum quiz (see Fig. 2 for the verbal and
pictorial problems). In each case, she used the equation for
the period of a pendulum to support her reasoning, whether
that reasoning involved an exact calculation or not. Regard-
ing the verbal format quiz, Betty said:
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Spectroscopy Problem -- Graphical Format

PHYS. REV. ST PHYS. EDUC. RES. 2, 010106 (2006)

The energy level diagram below shows the electron transitions that lead to the Balmer series:

E=0 eV

n=3
E=-2eV

n=2

E=-4 eV

Now suppose we are in a world where electric charges are weaker, so the electron is not held as
tightly by the nucleus and the ionization energy is 11 eV instead of 13.6 eV. Choose the graph that

best represents what the new energy levels would look like.

S Y — B) E=0eV
n=3 T n=3
E=-2eV E=-2eV
n=2 ~
E=-4 eV E=-4 eV- n=2
C) E=0eV m—— D) E=leV
n=3
n=3 T .
E=2 eV E=gavl . FICL 1. (Color) Qraphlcal and
i n=2 n=2 pictorial representations of the
B i spectroscopy quiz given in Phys-
e Emaev ics 202.

E) Something else.

Spectroscopy Problem -- Pictorial Format

The Balmer series of spectral lines is shown below as seen through a spectrometer:
M. I“...‘F...‘P..!F.M‘

12 29 . 22

P g .,.I.Izlr'”..-.-,...l..vl
600 ’ 500 400

Now suppose we are in a world where electric charges are weaker, so the electron is not held
as tightly by the nucleus and the ionization energy is 13 eV instead of 13.6 eV. Choose the

picture that best represents what the new spectrum would look like.

2 2p ;a2 248 g 20

8 WA N TR
6800 i 500

19 .20

|
bevsss gl prelvwsmsmey|
400

E) Something else.

“I believe the equation for period is like, 7, 27L/G or some-
thing [writes T=2a\L/G]. So if L is under the square root,
um, then it would be the square root of that it would be 2L,
so, after one second it should be halfway from where it
started.”

Betty’s written calculations coupled with the above indicate
that she decided that a quadrupling of the length of the pen-
dulum would halve its period, resulting in the pendulum
traveling half as far in a given time interval. She selected A,
the correct answer.

Betty began the mathematical quiz by using the same pe-
riod equation to determine the pendulum’s position, giving
no obvious attention to the x vs ¢ equation presented. She
then used the v vs ¢ equation provided to correctly determine
the sign of the velocity (though in the process she made two
offsetting sign errors), and reached the correct answer.

, 22, 28,28, 30 D ARM.
|

e .,,..,,,.I,I.l,,.,,..,. .,,‘.b.m.j.........lnl.l
600 . 500 400

220, 28,28 20 W.BAM

Betty’s solution to the graphical pendulum quiz was ex-
tremely analogous to the above solutions, once again using
the period equation to make a proportionality argument
backed by an equation:

113

. extending the pendulum to four times as long, so since
the period is, er T is 2@VL/G, four times as long so 7T is
related by being two times as great... If the period is two
times as long, at one second it would be half as far, so it
would be at this point, zero.”

Again, Betty used this reasoning to select the correct answer,
A.

c. Carmen: Varied strategies, consistent success (A).
Carmen solved the mathematical and pictorial versions of the
quiz on springs given in Physics 201, shown in Fig. 3. Her
approach to the mathematical problem involved little calcu-
lation, and was based in part on an energy argument:
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Pendulum Problem -- Verbal Format
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| set up a pendulum in front of you and pull it back (to your right), and then let it go. The pendulum takes one second to reach

the point opposite from where it started.

Now | lengthen the pendulum’s string until it is four times as long as it was, with the mass unchanged. | pull the pendulum back
to the right again (far enough that the string is at the same angle as before), and let it go. Where is it after one second?

Circle the correct answer.
A) Straight up and down, and moving left.
B) Opposite from its starting position.
C) Straight up and down, and moving right.
D) Back in its starting position.
E) Somewhere else.

Pendulum Problem -- Pictorial Format

| pull 2 pendulum back to the position shown below on the left and let it go. It takes one second to swing into the position

shown below and on the right.

Start: After one second:

FIG. 2. Verbal and pictorial
representations of the pendulum
quiz given in Physics 201.

Now | change the pendulum so that it is four times as long as before, with the same mass. | pull the pendulum back to the

same side to the same angle as before and then let it go.

Select the picture that corresponds to the position of the new pendulum after one second. If the pendulum is straight up and

down, select the picture that indicates the correct direction of the motion.

A) B) C) D)

—
E) None of the above.

Carmen: “... because, okay, because that’s where it’s at rest,
s0... lowest energy... I think it’s that. I don’t know how to
explain it.

Interviewer: “What do you mean by ‘at rest’?”

Carmen: “Where it’s at rest when the ball is hanging.”

Carmen’s reasoning is difficult to infer precisely, but
based on this statement and additional follow-up questions, it
appears that she was arguing that the ball will be moving
fastest when the spring is at the equilibrium position, where
the spring potential energy is lowest. This is the position at
which kinetic energy is a maximum when the spring is mov-
ing, though she made no explicit mention of kinetic energy.
She selected answer B, which is correct.

Carmen solved the pictorial version using a force and ac-
celeration argument, with no mention of energy:

“It makes kind of more sense pictorially, because you know
it’s stopped here (points at the top of the motion) and that’s
going to be accelerating, and it’ll accelerate until it’s at the
point it was at rest. And then, the tension of the spring, I
don’t know what it’s called, will start causing it to decelerate,
S0 it’s going to be fastest at that point.”

Carmen selected the correct answer, B. Notably, the pictorial
format of the quiz explicitly depicts stretched and com-
pressed springs, which could perhaps be associated more
easily with forces than energies. Also, the mathematical for-
mat includes energy equations, but not force equations.
While Carmen did not make explicit use of these equations,
it is plausible that their presence could have cued an energy
argument.?

2. Strategy selection and performance

We next ask whether variation in a student’s problem-
solving strategies is associated with his or her performance.
For this, we need to be able to describe a student as being
generally varied or generally consistent in their strategy se-
lection. Each student solved problems in two different topic
areas. We consider strategies for quiz problems within a par-
ticular topic to be different if they have noticeably different
qualitative features. Different features include arguing in
terms of energy versus force or using an equation-based ar-
gument versus a qualitative proportionality argument. If the
number of strategies a student employed was greater than
half the total number of problems solved within a topic, we
designate that student as varied in strategy choice.’® If the
student used only two strategies, (one for all representations
of each of the two quizzes), we designate the student as
consistent. If the student fits in neither category, or uses strat-
egies that are not easily categorized as distinct or similar, we
designate the students as mixed state with respect to strategy.

Of the eight Physics 201 students interviewed, seven
solved four or more quiz problems. One solved only two
problems, and will not be considered in this analysis (desig-
nation by the above standards is impossible). Of these seven
students, two (including Betty from the above) were desig-
nated as consistent. Five were designated as varied (includ-
ing Carmen). None were mixed state. The two consistent
students solved a total of 11 problems, answering nine cor-
rectly, for an 82% success rate. The five varied students
solved a total of 24 problems, answering 13 correctly, for a
56% success rate.

Of the eight Physics 202 students interviewed, all but one
solved six or more problems; the other solved four. Of these
eight students, one was designated as consistent. Five were
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Spring Problem -- Pictorlal Format
A ball on a hanging spring is oscillating up and down as shown in the following snapshots.

N

-~
C

At which point is the ball moving the fastest?

A} The ball is moving fastest at point A.

B) The ball is moving fastest at point B.

C) The ball is moving fastest at point C.

D} The ball is moving fastest at scme other point {nct A, B, or C).

Spring Problem -- Mathematical Format

A ball is hanging from a spring at rest at y = 0 cm. The spring is then compressed until
the ballis at y = 5 cm, and is then released se that the ball escillates. Up is inthe
positive-y direction. At which point y is the ball moving fastest? Note that

1 ) 1 2
K=om?® U, = Ek( = ¥,) and U yroiy =M8Y

where y,, is the unstretched length of the spring.

A} y=-5cm

B} y=0cm

C} y=+5cm

D} The ball is moving fastest at some other point.

FIG. 3. Pictorial and mathematical representations of the quiz
on springs given in Physics 201.

designated as varied (including Adam). Two were mixed
state. The consistent student solved six of six problems cor-
rectly, for a 100% success rate. The five varied students
solved 16 of 32 problems correctly, for a 50% success rate.
When we average together the data for the two classes, we
see that the consistent students have a success rate of 88%
over 17 problems, and the varied students have a 52% suc-
cess rate over 56 problems. The standard deviations for the
averaged data are 11% and 22%, respectively. These average
success rates are different at a p=0.007 significance level
using a two-tailed binomial proportion test, and indicate that
of the students studied here, those who are consistent in their
problem-solving strategies are outperforming those who are
not. We do not consider this an obvious result; one could
easily imagine that students who tailor their solutions to the
representation at hand would perform better than those that
do not. We also cannot be completely certain as to why the
more consistent students are performing better (nor can we
claim that this pattern would hold in general, outside this
sample), though it may be that these students have a better
abstract understanding of the problem at hand and thus are
less sensitive to representation-dependent problem features.
The major data regarding strategy variation are summarized
in Table L.

3. Representation-dependent cueing

In previous work,”* we claimed that subtle,
representation-dependent features of a problem can (but do
not necessarily) have a significant impact on student success.
The aggregate nature of the prior data limited us to only a
few examples of this representation-dependent cueing. Here,
we bolster our earlier claim with additional examples made
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TABLE I. Success rate for students using a variety of problem-
solving strategies on different representations of a problem versus
students consistently using the same strategy. Numbers in parenthe-
ses indicate the number of problems solved by students in a cat-
egory. Data are presented for each class and for both classes aver-
aged together. The performance difference in the “Overall” category
is significant at the p=0.007 level.

Varied Consistent
Physics 201 56% (24) 82% (11)
Physics 202 50% (32) 100% (6)
Overall 52% (56) 88% (17)

possible by the student interviews, and begin to organize
these examples into categories that emerged in the analysis.
Note that these categories are intentionally narrow. We are
not trying to claim that these observed behaviors are ubiqui-
tous; rather we wish to establish their existence for some
combinations of representation, topic, and student.

a. Literal interpretation of graphs and language. In sev-
eral cases, students appeared to interpret problem features
overliterally, drawing inappropriate conclusions or making
inappropriate associations that led to incorrect answers. This
could include literal reading of actual language, or literal
interpretation of other representations (for instance, assum-
ing that a graph feature that is positioned lower on the graph
indicates a smaller quantity). Two examples of these literal
readings follow. As we saw above, Adam solved three differ-
ent representations of the spectroscopy quiz problems. He
handled the mathematical and pictorial problems expertly (in
the opinion of the interviewer), but was incorrect in the case
of the graphical problem. Adam’s solution to this problem
used an analogy to gravity, which was followed by the com-
parison of energy levels to planetary orbits. We note that the
graphical representation was the only representation of this
problem that was oriented vertically, with higher-numbered
levels being placed physically higher than lower-numbered
levels. Adam appeared to cue on this: “probably means it’s
going to be more tightly bound to the nucleus so the, levels
are probably going to be lower than they would be if there’s
a lower ionization level I guess.” We also note that in another
part of the interview (not shown) Adam stated that this ma-
terial connects strongly with what he knows in chemistry
about electron “orbitals.” We speculate that here, a student
who is otherwise quite skilled with the material at hand was
prompted to respond incorrectly by a literal interpretation of
the vertical arrangement of the levels, which was perhaps
reinforced by an association between the word orbitals and
the concept of planetary orbits. Student Doug (B—) exhibited
a similar pattern. Doug solved the pictorial version of the
spectroscopy quiz first. He expressed uncertainty, but used
appropriate reasoning and selected the correct answer. Later,
he solved the graphical version, exhibiting correct reasoning
at first:

“If the electric charges are weaker, and the um electrons
aren’t held as closely to the nucleus, to the atom, that prob-
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ably means the distance between... going from n, n=1 to
n=2 is shorter. ... In doing this I’ve been trying to, um, think
it through like chemistry to help me kinda understand ... I’ve
been using n=1 n=2 as orbital levels, so as you um increase,
your n, to higher energies. So if it’s lower energy, then, the
amount of energy to go from n=3 to n=2 or 2 to 1 would be
smaller.”

Doug then appeared to make a “lower means lower” type
of error when choosing between the available answers:

“I don’t think the right answer is on here, to be completely
honest (circles none of the above). Because I think that you
would have all of your lines slightly smooshed closer and at
a lower energy. [italics added]”

Despite having a fairly complete grasp of the problem,
and despite the energy axis being clearly labeled, Doug fo-
cused on the physical position of the lines in the representa-
tion, and concluded that lower-energy lines needed to be be-
low the higher-energy lines. Note that there is some potential
for confusion here: Since the energy of these bound states is
negative, it would be technically possible to use the word
“lower” to refer to states that occupy a lower position on the
graph. However, student explanations and answer choices
indicate this was not their intent.

These overliteral readings call to mind the “what you see
is what you get” (WYSIWYG) knowledge element proposed
by Elby,3' where students interpret a representation in the
simplest, most literal way possible (a bump on a graph cor-
responds to a hill), even if further reflection demonstrates
that they “know” the material well. This WYSIWYG ele-
ment is a representational analog of the phenomenological
primitives (or p-prims) described by diSessa,*? which include
such basic reasoning elements as “lower means lower.”

b. Feature pairs versus feature sets. Students solving the
graphical or pictorial versions of the spectroscopy quiz usu-
ally did so in one of two modes. They viewed the problem
either in terms of the relative positions of pairs of features
(for example, the spacings between particular energy levels
or spectral lines), or in terms of the positions of the sets of
features as a whole (noting that the entire set of energy levels
compressed or expanded, or that the entire set of spectral
lines redshifted or blueshifted). We describe this as a focus
on feature pairs versus entire feature sets. Students solved a
total of five pictorial spectroscopy quiz problems, and seven
graphical spectroscopy problems. In four of the five pictorial
problems, student language made it clear (for example, “I’d
probably pick the same set of spectral lines but at a lower
energy”) that they were focusing on feature sets, while in one
case the student used a mixed approach. In four of the seven
graphical problems, students appeared to be focused on fea-
ture pairs (for instance, saying “ns to n,, it’s gonna be, it’s
gonna be smaller because uh, it’s only 11 electron volts in-
stead of 13.6”) with one case of a student focusing on feature
sets and two cases of students using mixed approaches.
These numbers are too small for statistics to be used com-
fortably, but they suggest that the graphical representation of
the problem might cue a different class of strategies than the
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pictorial representation. While each representation has a set
of discrete features, we note that the discrete nature of the
energy level diagram is emphasized by the arrows indicating
transitions, the lack of background clutter, and the fact that
the steps between levels have physical meaning that is dis-
cussed in class, while the steps between spectral lines in the
pictorial format do not. It is thus perhaps reasonable that
students would be likely to focus on a pair of discrete energy
levels and their relative positioning while using the graphical
representation, and treat the spectral lines as a single feature
(or set of features) moving against a background when using
the pictorial representation. This is in some ways similar to
the results of Mestre et al.33 who found that showing stu-
dents videos of pairs of balls rolling on tracks versus videos
of individual balls tended to trigger different readout strate-
gies, in which students considered either absolute or relative
ball motions.

c. Presence or absence of equations. The presence of
equations, not surprisingly, caused some of the interview
subjects to attempt calculation-based solutions when they
were unnecessary. The quiz problem on springs displayed in
Fig. 3 could be (and was) solved in a number of ways, and
was relatively easy compared to the other problems. Students
Emma (B) and Mindy (A-) solved the pictorial version of
this quiz quickly and correctly. Emma inferred the velocity
of the ball from the size of the frame-to-frame change in the
ball’s position. Mindy recalled from lecture that balls on
springs are moving fastest as they pass through their equilib-
rium position. Both Emma and Mindy solved the mathemati-
cal version of the spring quiz incorrectly. Mindy did not
know what to do with the available equations and gave up
after several minutes. Emma set the kinetic and potential
energy equations equal to each other to derive v=1v2gy, in-
ferring from that the ball is moving faster when its y coordi-
nate is higher. She then selected answer choice C. In each
case, the student arguably was using equations without think-
ing about why they were using them, a metarepresentational
failure frequently observed by Schoenfeld®* (and, most
likely, by any practicing instructor). Also, Sabella’® notes
that students take fundamentally different approaches when
engaging in problems they perceive as qualitative or quanti-
tative. From this perspective, Emma and Mindy can be seen
as incorrectly judging problems to be strictly quantitative,
and engaging in inappropriate solution strategies as a result.

In contrast to the above, some students were more expert-
like in their handling of equations. Most notable were those
that used an equation qualitatively to support the reasoning
involved in solving a nonmathematical representation of a
problem. By “qualitatively” we mean that the student used
the equation without performing complete calculations. For
an example, see Betty’s solution to the pendulum problems
in the earlier section on strategy selection. There, she used
the formula T=27L/G to find that quadrupling the length
of a pendulum doubled the period, but she did not calculate a
specific number for 7" at any time. There were ten instances
of students using mathematics qualitatively to support their
solutions of nonmathematical representations, spread out
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over six students and five different combinations of topic and
representation, with each topic represented except for the
quiz on springs. The students solved the problem correctly in
nine of these instances (90% correct). These six students had
an overall success rate on all problems of 80%, compared to
a success rate of 46% for the other ten students. This differ-
ence is statistically significant at the p=0.002 level. While
the samples presented here are small, it appears that the more
successful students (at least with regards to these tasks) are
the ones capable of using (or willing to use) mathematics as
a conceptual support, in addition to any calculation-based
uses. This result is again consistent with Sabella®> and
others'® who have shown that expert problem solvers inte-
grate qualitative and quantitative approaches more often than
novices when solving physics problems.

B. Student assessment of representations and of themselves

In our original study of this subject,'> we were able to
examine student assessments of their own representational
skills and preferences in aggregate, through comments solic-
ited on the study quizzes. We found two notable results.
First, students were generally fairly consistent in their repre-
sentational preferences and assessments. Students that pro-
vided comments on both quizzes given over the course of the
semester usually claimed to be good at the same representa-
tions on each quiz. Second, students’ actual performance on
the quiz and homework problems correlated poorly with
their assessments of their own skills. The robustness of their
opinions and the lack of correlation between self-
assessments and performance was a key feature of our pre-
vious arguments.'* The second major goal of the current
study is to further validate the conclusions of previous papers
using the more detailed information available through inter-
views. Below, we present data supportive of each of the two
results just discussed.

1. Student consistency

In each interview, we asked students which representa-
tions they preferred to work in, and why. We also invited
students to make any comments about the representations
themselves that they wished. Follow-up questions were
posed as needed to clarify student responses. We then com-
pared students’ interview assessments with the comments we
requested on their original recitation quizzes. Of the 15 stu-
dents interviewed (one was interviewed twice), 14 students
had provided comments on the recitation quizzes. Of these,
12 were consistent in their assessments across the quizzes
and interviews. We count as consistent any student whose
quiz and interview statements (which were separated by sev-
eral weeks) considered the same representations to be favor-
able and/or unfavorable. This standard for consistency in-
cludes students who favorably rate one representation on one
quiz, favorably rate another representation on another quiz,
and then describe each of those favorably during the inter-
view. The other two students were somewhat consistent, but
not completely. One student stated a preference for one rep-
resentation (pictorial) on the recitation quizzes and stated a
preference for two others (math and verbal) during the inter-

PHYS. REV. ST PHYS. EDUC. RES. 2, 010106 (2006)

views; we consider this stance to be inconsistent, though not
directly contradictory. Another student was consistent in her
assessments of the math, verbal, and graphical representa-
tions, but indeterminate in her evaluation of the pictorial rep-
resentation.

2. Correlation with performance

We have found that student performances do not improve
in general when students are given a choice of representa-
tional format in which to work.'>!# This result suggests that
students’ assessments of their own representational skills are
not very accurate. In the interviews, we found that most of
the students were quite consistent regarding which represen-
tations they preferred and/or thought they would do best at.
Including interview problems, pre-recitation homeworks, and
recitation quizzes, these students have solved a large selec-
tion of study problems in different representations (an aver-
age of 12 problems per student). To correlate student perfor-
mances with their assessments, we must be able to define
whether a student has rated a particular representation favor-
ably, unfavorably, or neutrally/not at all. Student responses
are almost always unambiguously favorable or unfavorable.
Two sample quotes [from students Doug (B-) and Tina(B
—/C+)] are

“Sometimes the verbal ones are worded in ways which are
hard to think about. Math ones tend to be straightforward”

“Given the choice, pictorial and mathematical is preferred. I
hate graphical.”

We analyzed the responses of 13 students. The two stu-
dents whose interview and quiz remarks were inconsistent
were discarded, and the student who only provided interview
assessments (and not quiz assessments) was included. For
each of these students, we noted whether he or she evaluated
a representation favorably, unfavorably, or neutrally/not at
all. We then divided the set of problems that each student
completed into subsets according to whether the student
evaluated the representation favorably or otherwise, and
found their average performance on each subset. By compar-
ing student performance on each subset, we could describe
each student as having done better or worse on problems in
their preferred representation. As an example, student Nate
(C) rated the mathematical and graphical representations fa-
vorably. He rated the pictorial representation unfavorably,
and did not discuss the verbal representation in the quizzes
or in the interview. We see examples of these ratings in the
following subsection, which includes example remarks from
Nate. Nate solved eight mathematical and graphical prob-
lems and answered three correctly. He solved seven verbal
and pictorial questions, and answered three correctly. Thus
overall, he performed worse (though only slightly) on prob-
lems that were in his preferred formats. Six of the 13 stu-
dents analyzed performed better on their favored representa-
tions than on other problems. The other seven performed
worse. Thus, we see no correlation between their problem-
solving success and their representation assessments. This
result is consistent with the aggregate performance data in
earlier papers,'*!* where providing students a choice of
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problem representation did not produce a consistently nega-
tive or positive effect.

3. Sample comments

In this section we present sample comments from two
students, one from Physics 201 and one from Physics 202.

a. Betty: Physics 201 (B). Betty was consistent in her
assessments of the different representations, and was also
accurate in her assessment in that she performed better over-
all on the representations that she claimed to do better at.
Betty was randomly assigned recitation quiz problems. In
response to the quiz question “Of the four problem formats
you saw on the prerecitation homework, which do you think
you would do best at, given the choice? Why?,” Betty wrote
“Mathematical—I relate to equations.” She expanded on this
in the interview:

“Well, for me personally, I really um do poorly on concep-
tual questions, and I'll do a lot better if I have numbers and
I can use equations and figure things out in that way.”

Later, she said

“I don’t like [the verbal quiz] at all because, I don’t like it
when you make me draw my own picture because sometimes
I misunderstand what I'm reading and I draw the picture
incorrectly which, affects how I do the whole problem. [the
graphical quiz] really appeals to me because, if I'm looking
at waves I like to see this [the graph], and then I really like
calculus so, I like to see like if you’re telling me take the
derivative of a graph, I can like draw it out for myself. ...
Ideally, if I was doing a problem, I'd like them to have pic-
tures and equations, because that would probably help me
the most.”

In two instances, Betty used mathematics to support non-
mathematical quiz representations in the manner described
earlier, which supports her claims that she is particularly
comfortable working with equations. Also notable is the fact
that she answered the mathematical version of the spring
quiz incorrectly due to an incorrectly labeled picture that she
drew (her reasoning was correct), which is also consistent
with her assessment.

b. Nate: Physics 202 (C). Nate was consistent in his as-
sessments of the different representations, and performed
slightly better on those he rated unfavorably or neutrally than
on those he preferred. In response to the recitation quiz ques-
tion, he wrote:

“Mathematical because that is all we do with CAPA [a web-
based homework system?®] and I have gotten used to it.”

In the beginning of the interview, Nate was asked why he
preferred the mathematical formats. His response was

“Kinda what I got used to during physics. Almost all of the
tests use math.”

Later in the interview, Nate is asked to provide input on
all of the representations he has seen:

“T guess, the pictures I find hardest because there’s a lot goin’
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on with them. Um, the graphs are a little more manageable,
just, I dunno, I guess there’s, you know, there’s numbers on
the page and actual information given to you while this [the
pictorial quiz] is kind of an interpret the information kind of
thing. When I do like the math best is if you know the equa-
tion you just plug it in and you’re set.”

Betty and Nate were fairly typical in the length and style
of their remarks.

IV. DISCUSSION

This paper set forth two goals. First, we planned to further
investigate the means by which problem representation af-
fects performance. We have a number of examples available
here and in previous work.!? Second, we hoped to validate
our conclusions regarding student assessments of different
representations and of their own representational skills.

A. Effect of problem representation on performance

We have a number of examples available here and in pre-
vious work'3 of how representation affects performance. The
representation effects are complex and appear to depend on a
number of things. Performance can be influenced by the par-
ticulars of the representation and how it is implemented, as
in the cases where the vertically oriented graphical spectros-
copy problem triggered a “lower is lower” misinterpretation
that was not observed with the horizontally oriented pictorial
spectroscopy problem. Performance can also be influenced
by prior student knowledge, including what topics a student
has been taught in conjunction with the material at hand, or
what other material a student feels comfortable in relating to
the problem. An example is the case of Adam, who cited his
chemistry experience when he drew an analogy between
electron orbitals and planetary orbits. This analogy appears
to have reinforced an error of the “lower is lower” variety. It
is also likely that class norms and expectations,?” such as
whether students have been taught to draw pictures in sup-
port of particular problems, can play a role. For example, we
see here instances of students unnecessarily using equations
without a clear understanding of why, and we speculate that
this stems from the (not unreasonable) expectation that a
mathematically framed physics question will have a quanti-
tative solution.

The above findings are complicated by the fact that most
real situations will involve a combination of the factors dis-
cussed. Adam’s error probably stems from both a misappli-
cation of his prior chemistry knowledge and a p-prim-like
interpretation triggered by the specific features of the graphi-
cal problem representation. Emma’s inappropriate derivation
and use of v=12gy for the sake of solving the mathematical
spring problem likely started with a course expectation, and
may have been strengthened by the fact that this equation is
commonly used in a different mechanics context, making it
appear familiar once produced. (This interpretation is specu-
lation, as the interview did not probe this association di-
rectly.) This complex dependence of performance on repre-
sentation, student knowledge, and course norms is consistent
with what we have observed in previous work.!3 Of course,
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not all students exhibited the same sensitivity to changes in
problem representation. We found that many students used a
variety of solution strategies in their interviews while some
used very few. Furthermore, those who used fewer strategies
appeared to outperform those who used many. It is possible
that students who are more comfortable and competent with
a topic are guided more by the topic than the particular rep-
resentation of that topic; that is, these students may have a
better grasp of the abstract concept behind the representation
and cue on the deep rather than the surface problem
features.'”

These results are reminiscent of previous results in PER
that show significant differences in student approach and per-
formance on qualitative versus quantitative problems. Such
work includes that of Mazur,?? Sabella,> and the numerous
University of Washington studies on student difficulties with
various topics.’® Indeed, some of the mathematical-format
problems used in this study were quantitative in nature, in
contrast to the more qualitative problems in the other formats
(and, sometimes, in other questions using the mathematical
format). However, the study here is focused on finer-grained
problem divisions: Most of the problem representations were
isomorphic, meaning that their intended solutions all in-
cluded similar blends of quantitative and qualitative work.
Substantial ~differences in performance and approach
emerged in spite of this coarse similarity, which some may
find surprising. While it is possible to use the broader char-
acterization of qualitative or quantitative problems, we ob-
serve in this study that the focus on representational format
provides insight into some of the factors that influence
whether students choose to approach problems qualitatively
or quantitatively. We also note that the converse may be true:
If students view problems as quantitative or qualitative in
nature, that can drive how they use representations (success-
fully or not).

B. Student metarepresentational skills

Our second goal was to further support the claim that
student assessments are relatively constant over time and
across topic, and that these assessments do not generally cor-
relate well with their performance. In comparing student quiz
comments to their interview responses, we see that student
opinions are indeed fairly consistent, at least over the course
of the semester being studied. Furthermore, the performance
data support our claim that these opinions are not particularly
accurate in general. We must note here that while these stu-
dent opinions regarding representations appear to be robust
over the course of the study, we cannot take this as evidence
that students generally come into a physics course with well-
formed assessments of representations and of their own rep-
resentational skills. In some cases they certainly do—Tina
expressed such a strong dislike of graphs that the opinion
must have existed before she answered the study questions—
but we suspect that in some cases students were being asked
questions such as these for the first time, and that they were
generating their opinions on the spot. Of course, neither do
our data allow the opposite conclusion, that students do not
generally come into a physics course with well-formed opin-
ions.
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Metarepresentational activities are not a part of a standard
physics course, and we are curious as to what impact such
activities could have. Studies have shown that attention to
metalevel skills (including an explicit focus on epistemologi-
cal issues) can have a positive impact on student perfor-
mance in math®* and physics® courses. Might explicit in-
class attention to the uses and drawbacks of different physics
representations in different classes improve student represen-
tational skills, or at least improve their own self-awareness?
Tina was the only student to participate in an interview in
both Physics 201 and 202, meaning that she had more formal
opportunities to engage in metarepresentational reflection
than the other students. Perhaps not coincidentally, she was
the only student to explicitly challenge her own representa-
tional assessments, as seen near the end of the second inter-
view:

Tina: “I picked the picture because pictures usually help,
they usually make things easier. But not really,... now that
I'm looking at all of them. These two [indicates the math-
ematical and verbal spectroscopy problems]”

Interviewer: “Like, in your prior experience, you’ve found
problems that have pictures to”

Tina: “Yeah, because they’re visual, I mean, you could see
what was going on, but the information is much more
straightforward in these [verbal and mathematical quizzes].
This one [the pictorial problem] I gotta kinda and figure out
that this is wavelength; I need to hear it straightforward like
in these. So. Yeah, I dunno, I always picked pictures because
I thought it’d be easier and I don’t think it ever was.”

Interviewer: “Really? Even in the past?”

Tina: “Well, I mean like, until school got hard [laughs].”

Tina went on to suppose that pictures are useful when used in
conjunction with other representations, such as written de-
scriptions, equations, and graphs. It would appear that she
moved from viewing pictures as intrinsically useful to view-
ing them as one of many tools that need to be used together
in order to be most effective. This is, in our opinion, signifi-
cant metarepresentational progress, and we find it satisfying
to see that given the opportunity a student can make such
gains. Also note that the metarepresentational failures ob-
served in this study involve only a subset of student metarep-
resentational skills. Other studies have found evidence of
significant metarepresentational strengths in students, espe-
cially with respect to their ability to generate new
representations,'%*0 so the picture of student metarepresenta-
tional competence is far from bleak.

C. Instructional implications

While this study did not have the goal of developing or
testing new instructional materials or techniques, we can
speculate as to the instructional implications of our results.
We have found several cases in which student performance
was significantly affected by which representation was
used, and that impact could be tied to surprisingly small
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representation-dependent problem features that either cued
an answer directly or changed the student’s overall strategy.
Instructor awareness of this sensitivity to representation
would likely be productive. This sensitivity would also be
relevant in test construction, though we note that PER-based
assessments (the FCI,*'*> FMCE,* and BEMA,* for ex-
ample) generally contain a variety of representations.

We also found that students in our study were not very
successful when selecting between different representations
to work in, perhaps because of their limited experience with
such decisions. This result suggests that if an activity pro-
vided students with similar representational freedom (that is,
the freedom to select between canonical representations or
create new ones), such an activity would probably need to be
guided to be more helpful. Or, as an alternative, students
would need preparatory metarepresentational instruction. We
are not aware of any such activities in wide use today, but
with the increasing interest in multiple representation use
and metacognition, we can envision such an activity becom-
ing more common in the future.

Finally, since this study and the previous work'*!* begin
to specify how representation and performance are related,
they suggest the possibility of developing a more complete
theoretical understanding of how students handle representa-
tions when solving problems. An appropriate theory would
(among other things) describe the manner in which students
use representations and multiple representations, and would
discuss how instructional environment can influence perfor-
mance and use, which would no doubt have practical appli-
cation. The data obtained so far provide potential starting
points for such theoretical development, which we will re-
serve for future work.

V. CONCLUSIONS

In this paper and two previous ones, we have attempted to
investigate student representational skills at many levels. We
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have examined the impact of small-scale representation-
dependent problem features, the variation of problem-solving
strategy with representation, the role of instructional envi-
ronment (representationally rich vs sparse), and student
metarepresentational skills, with consideration of both aggre-
gate data and in-depth interviews. We find two major results.
First, student performance on physics problems does depend
on problem representation, but the dependence is complex.
Particular combinations of representation, topic, and student
experience can result in much different performances, often
as a result of different strategy selection. This finding sug-
gests that it might be quite difficult to infer whether or not
students understand a concept based on an assessment pre-
sented in only one representation of that concept. Second,
students (when asked) will form consistent opinions regard-
ing which representations they handle best, but these opin-
ions correlate poorly with their actual performance. Since
traditional introductory physics courses usually specify the
representations to be used on a problem, this metarepresen-
tational failure may not significantly impede student perfor-
mance. On less-constrained (and more realistic) physics
problems, lack of metarepresentational skills might be more
significant. To our knowledge this dependence has not been
studied formally. The results so far indicate that such a mul-
tilayered approach is necessary to begin to paint a picture of
how physics students learn and use representations. In future
work, we hope to broaden and strengthen our results and to
develop the theoretical tools necessary to produce a more
coherent understanding of student representational and
metarepresentational skills.
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