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Simulation of heavy ion induced electron yield at grazing incidence
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We compare simulations to experiments measuring electron yield from heavy ions striking metal
surfaces, in particular at grazing incidence, for 1.0 MeV potassium and 182.0 MeV gold ions striking
stainless steel as measured in two recent experiments. We find the electron yield is proportional to
within 3% for the potassium experiments and 13% for the gold experiments to the simulated energy
deposited by the ions in a thin ( � 20 �A) layer at the target surface. We discuss how nonequilibrium
stopping and ion wake fields may account for the larger disagreement with the gold experiments. An
analytic estimate based on specular reflection predicts the peak in simulated and measured electron
yield as a function of angle to within a few percent.
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I. INTRODUCTION

Researchers believe the presence of stray electrons in
ion accelerators limits the performance of many existing
ion accelerators and may limit the performance of future
ion accelerators [1]. One source of these electrons is the
electrons induced by the ions scraping the beam pipe
wall. These ion-wall collisions will be at grazing angles
because the ion velocities are directed mostly along the
pipe (in this paper, all angles are measured with respect
to normal incidence). Recently, researchers have per-
formed two experiments on grazing ion-wall collisions:
one related to the Spallation Neutron Source (SNS) [2]
performed at Brookhaven National Laboratory (BNL),
and the other related to heavy-ion fusion (HIF) [3] per-
formed at Lawrence Berkeley National Laboratory
(LBL). Figure 1 shows measured electron yields [4]
from the LBL experiment, where 1.0 MeV potassium
ions strike stainless steel. The solid line is the result
predicted from a geometric theory (discussed below),
and the figure shows that at the most grazing angles the
measured yield deviates from this predicted yield.

The goal of this paper is to use simulation to improve
understanding of electron generation from ion-wall inter-
actions, with particular attention to grazing angles (an-
gles are measured relative to normal). We first discuss the
background necessary to understand this problem, in
specific how the electron yield relates to the energy the
ion deposits in the target, under what approximations the
standard geometric angular scaling holds, and how the
ding author.
dress: pstoltz@txcorp.com
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repulsive force from the screened potential of the target
ions suggests where to expect a peak in the yield as a
function of angle. We then discuss the simulations, for
which we used the SRIM code to model energy deposition
as a function of angle in target surface layers of varying
thickness. Finally, we compare the simulation results to
experiments by converting the simulated energy deposi-
tion to an electron yield and finding the thickness which
minimizes the difference between simulation and experi-
ment. We compare simulations to the recent LBL experi-
ments (1.0 MeV potassium ions hitting a stainless steel
surface) and BNL experiments (182.0 MeV gold ions
hitting a stainless steel surface). For the LBL experi-
ments, we find the simulated energy deposited in surface
layer of thickness desc � 20 �A predicts the electron yield
as a function of angle to within 3%. For the BNL experi-
ments, the agreement is 13%. We discuss how nonequilib-
rium stopping and ion wake fields could be responsible for
the larger disagreement with the BNL experiments. We
also compare simulations to measured electron yields for
argon ions hitting a copper surface [5]. We find agreement
to within roughly 3% using a 35 Å simulation layer in
those simulations, but the parameters for these experi-
ments are in a range where assumptions we have made
begin to break down. For all three experiments, an ana-
lytic model of reflection of the ion from the metal surface
predicts to within a few percent the simulated and mea-
sured peaks in the electron yield.
II. BACKGROUND

In this section we review the theory of ion-induced
electron yield. We discuss the relation between the energy
2004 The American Physical Society 103201-1
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FIG. 1. (Color) Measured electron yield as a function of angle
of incidence of the ion measured from the surface normal for
1.0 MeV potassium hitting stainless steel. The red circles are
the electron yield as measured by researchers at LBL. The solid
line is the prediction of a geometric theory discussed in Sec. II.
One goal of this work is to better understand the deviation of
the measured yield from the theory at grazing angles.
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an ion deposits in a target and the subsequent electrons
generated. We also discuss how an assumption of a thin
layer for escaping electrons leads to an inverse cosine
dependence of electron yield on incident ion angle (an
angle of zero means normal incidence). We present a
simple model for the ionization state of an ion as a
function of velocity. Finally, we derive an approximate
expression for the angle at which, for a given energy, the
repulsive force of the target nuclei reflects the ion, and so
one might expect a peak in the electron yield.

A basic model for ion-induced electron generation in a
metal is to assume there is a layer at the surface of the
metal from which electrons can escape. Electrons gener-
ated below that layer do not escape. One can estimate the
number of electrons as the energy deposited by the ion
into electrons in that surface layer divided by the energy
required to generate one electron [6]. One typically multi-
plies this quantity by some factor representing the frac-
tion of electrons moving toward the metal surface, giving
the following expression for the electron yield:

�e � P
Edep

E�
; (1)

where �e is the electron yield, Edep is the energy deposited
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by the ion into the electrons, E� is the energy required to
generate one electron, and P � 1=2 is the fraction of
electrons moving toward the metal surface. Equation (1)
neglects any electrons produced by the ion colliding with
target nuclei, and those nuclei recoiling and transferring
energy into the electrons [7]. It also neglects any surface
roughness effects [2]. For thin enough layers, one can
replace the energy deposited by the path length times the
electronic part of the energy lost per unit length:

�e �
Pl
E�

�
dE
dx

�
e
; (2)

where l is the path length the ion travels in the escape
layer and �dE=dx�e is the electronic part of the energy
loss per unit length. If scattering is neglected, the path
length for a given angle of incidence is just the thickness
of the escape zone divided by the cosine of the angle of
incidence (where an angle of zero is normal to the sur-
face). This gives

�e �
desc
cos


P
E�

�
dE
dx

�
e
; (3)

where desc is the thickness of the escape zone and 
 is the
angle of incidence with respect to the surface normal.

The quantities desc and E�, to a large extent, are prop-
erties only of the target material and are independent of
the incident ion. Typical values for a metal are desc �
10 �A and E� � 25 eV, roughly of the order of an electron
mean free path in metal and a few times a typical me-
tallic work function. Some authors combine these to-
gether as � � desc=E�. Reference [8] tabulates values of
� for many materials, and the typical values quoted above
give � � 0:4, which is within a factor of 2 of the value
quoted copper, titanium, nickel, and aluminum. If one
chooses � so that Eq. (3) holds for a given target material
with protons incident, then one can introduce C to ac-
count for variations for ions other than protons:

�e � C�
P

cos


�
dE
dx

�
e
; (4)

where C � 1 by definition for protons, C � 0:5 for he-
lium ions, and C � 0:3 for heavy ions [8].

An important quantity in the interaction of the ion and
target is the projectile ionization state. The ionization
state in which the ion is prepared is not necessarily the
equilibrium ionization state with which it will move
through the target. If the ion is moving at a high enough
velocity, it will tend to lose electrons due to collisions
with the target electrons. Conversely, if the ion is moving
slowly, it will tend to gain electrons from the target. The
important velocity to which to compare the ion velocity is
a typical velocity of the electrons in the projectile. The
Thomas-Fermi model predicts the electron velocities will
be ve � v0Z

2=3
p � �cZ2=3

p , where � is the fine structure
constant, c is the speed of light, and Zp is the projectile
103201-2
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atomic number. A model of the projectile equilibrium
ionization state within the metal is

Z � Zp�1:0� e�0:95�vp=ve�0:07��: (5)

This neglects corrections due to the finite Fermi velocity
of the target electrons [9], but is accurate for vp � vF,
where vF is the Fermi velocity [10]. For vp � vF, one can
replace vp by 0:75vF. For vp � vF, Eq. (5) is more
complicated [9]. The projectile ionization state is differ-
ent from the effective charge, which includes a separate
contribution from the target electrons penetrating the
electron cloud of the projectile [11].

For glancing angles, where cos
 � 1, the inverse co-
sine behavior of Eq. (4) breaks down. If for no other
reason, the path length l of the incident ion eventually
becomes of the order of the range of the particle.
However, another effect that causes deviation from in-
verse cosine angular scaling is nuclear scattering. At
grazing angles, particles can scatter out of the material
before traversing the entire escape zone. One way to
estimate the angle at which this becomes important is
to calculate the angle at which the component of velocity
of the ion toward the target is no longer large enough to
overcome the repulsive potential of the target nuclei.

Using the Ziegler-Biersack-Littmark (ZBL) potential
[9], the potential energy of an ion above an infinite two-
dimensional surface sheet of screened nuclei is

�surf � 2�ZpZt
e2

a0
�N1=3a0�2=3

au
a0

X ai
bi
e�biz=au ; (6)

where z is the height above the surface, e is the electronic
charge, a0 is the Bohr radius, Zt is the atomic number of
the target nuclei, N is the number density of the target,
and au is the ZBL universal screened atomic length [9]:

au �
0:8854a0

Z0:23
p 	 Z0:23

t
: (7)

The ZBL coefficients in the sum are a1 � 0:18, a2 �
0:51, a3 � 0:28, a4 � 0:03, b1 � 3:20, b2 � 0:94, b3 �
0:40, and b4 � 0:20. If the part of the kinetic energy
associated with initial velocity of the ion toward the
surface is lost to this potential energy, one can estimate
the critical angle at which the ion kinetic energy is just
enough to reach the surface with zero velocity toward the
surface [12]:

1

2
Mpv2cos2
c � 2�ZpZt

e2

a0
�N1=3a0�2=3

au
a0

X ai
bi
; (8)

where Mp is the projectile ion mass and v is the (assumed
nonrelativistic) projectile initial velocity. The angle, 
c, is
given by
103201-3
cos
c �

����������������������������������������������������������������
4�ZpZte

2

�2Mpc2a0
�N1=3a0�2=3

au
a0

X ai
bi

vuut : (9)
As the incident angle approaches 
c, the ion deposits
less energy in the target, and so 
c gives an estimate
of when the electron yield will have significantly deviated
from inverse cosine. At angles significantly above 
c,
the beam will not penetrate the target at all, and the
electron yield could begin to decrease with increasing
angle. Researchers have observed such peaks in the yield
as a function of angle, and in Sec. IV we compare the
location of simulated and experimental peaks with 
c.
This expression for 
c neglects the attractive force of
the image charge [13] and the crystal structure of the
target [14].
III. SIMULATIONS

The theory above gives a qualitative understanding of
why the angular dependence of the electron yield is
inverse cosine at moderate angles and at what angles
one can expect significant deviation from inverse cosine
dependence and perhaps even a peak in the yield as a
function of angle. To understand in detail the electron
yield at grazing angles, we performed simulations using
the SRIM code [9].

The SRIM code is an ion transport code that calculates
quantities like stopping and range of ions using a quan-
tum mechanical treatment of ion-material collisions.
SRIM models collisions between ions and target nuclei
using the ZBL screened Coulomb potential, including
electron shell effects and long-range interactions such
as plasmons. SRIM uses an effective charge that includes
a velocity dependent ionization state similar to Eq. (5)
and a contribution due to target electrons.

The simulation technique we used to model electron
yield is a technique first suggested by the authors of
Ref. [4]. We assume Eq. (1) holds, and the electron yield
is proportional to energy deposited. We used SRIM to
estimate the energy deposited by the projectile in a sur-
face layer of a target material for various angles of
incidence. We then compare the simulation results for
different surface layer thicknesses (representing desc) to
see the effect of the thickness on the deposited energy as a
function of angle. Figure 2 shows, as an example, results
for desc � 10, 20, 30, and 40 Å for 1.0 MeV potassium ions
and a stainless steel target.

The limitations of the simulations are the assumption
of an amorphous target, and so neglect structural
properties of the material and any surface roughness.
Further, the simulations are more valid for ion velocities
that are nonrelativistic, but higher than the typical ion
electron velocity (the velocity of a bound electron around
the ion).
103201-3
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FIG. 3. (Color) The measured (red circles) and simulated (blue
squares) electron yields as a function of angle of incidence of
the ion measured from the surface normal for 1.0 MeV potas-
sium hitting stainless steel. The simulations used desc � 18 �A.
The simulation values are normalized to match the measured
yield at the least grazing angle (80
 in this case). The rms
difference between simulated and measured yield is 3%.
Equation (9) gives 
c � 87:9
 for these parameters. The LBL
researchers did not observe a peak in the data, but their most
grazing angle was 88:0
. We observed a peak in the simulations
at roughly 88:2
. The solid line is inverse cosine scaling.
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FIG. 2. (Color) Simulations of energy deposited as a function
of angle of incidence of the ion measured from the surface
normal for different thicknesses of target material. The depos-
ited energy is normalized to the energy at the least grazing
angle. Varying the thickness in the simulations allows one to
see the effect of varying desc. These results are for 1.0 MeV
potassium hitting a stainless steel target.
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IV. COMPARISON

In this section we compare simulation results to experi-
ments. We compare to the two recent experiments: one
related to HIF and one related to the SNS. As a third
comparison, we also compare to data from Ref. [5],
though this experiment is for lower velocity ions, where
the simulation results are more questionable. To compare
the simulation to experiment, the simulated energy de-
posited is normalized to match the experimental results at
the least grazing incidence [we also perform a consis-
tency check using Eq. (4) to ensure this normalization is
reasonable]. We then compare the simulated to measured
electron yield for all other angles for different simulation
thicknesses representing desc and find the thickness that
minimizes the rms difference between the simulated and
experiment results. Using the rms difference between
simulation and experiment at all angles is a new approach
not used in the original simulations using this technique
[4]. We also compare the value of 
c from Eq. (9) to the
observed peaks in the simulations and experiments.

The first comparison is to the LBL experimental results
[4]. In these experiments, singly ionized 1.0 MeV potas-
sium ions strike a stainless steel plate at angles ranging
103201-4
from 80
 to 88
. Figure 3 shows the measured (red
circles) and simulated (blue squares) electron yields.
The simulated electron yield is taken from simulations
using a layer of 18 Å and normalized to match the data at
the least grazing angle (35.3 at 80
 in this case). The solid
line is inverse cosine scaling, also normalized to match
the data at the least grazing angle. The rms difference
between data and simulated values is 3%, and this was the
minimum for the different simulated thicknesses we
tried. Also, using Eq. (9), 
c � 87:9
 for these parame-
ters. The LBL researchers did not observe a peak in the
data, but their most grazing angle was 88:0
.We observed
a peak in the simulations at roughly 88:2
, within a
percent of the predicted 
c.

We perform four consistency checks: we check that
(i) the electronic part of the stopping power is larger than
the nuclear part, (ii) the equilibrium ionization state is
near the initial experimental ionization state, (iii) the
range is larger than the geometric path through desc for
an ion at the most grazing angle, and (iv) the yield
103201-4
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FIG. 4. (Color) The measured (red circles) and simulated (blue
squares) electron yields as a function of angle of incidence of
the ion measured from the surface normal for 182.0 MeV gold
hitting stainless steel. The simulations used desc � 18 �A. The
simulation values are normalized to match Eq. (4) at 0
. The
rms difference between simulated and measured yield is 13%.
Equation (9) gives 
c � 89:7
 for the BNL parameters. The
peak in the experimental results occurs at 89:92
. The peak in
the simulations occurs at 89:75
. The solid line is inverse
cosine scaling.
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predicted by Eq. (4) is close to the measured yield. The
first check ensures the validity of assuming the contribu-
tion to the electron yield by recoiling target nuclei is
negligible. At 1.0 MeV, SRIM predicts the electronic part
of the stopping power for a potassium ion hitting stain-
less steel is 205:5 eV= �A, roughly 5 times larger than the
nuclear part. The second check ensures the simulations
will be in a regime near what the experiments measured.
The equilibrium ionization state of these ions is approxi-
mately 1.6, using Eq. (5), close to the 1.0 ionization state
used in experiment. The third check determines to what
degree the stopping power is remaining dominantly elec-
tronic, since at the end of the path of the ion, the stopping
is dominantly nuclear. The range is 0:4 �m. To travel half
the range while within a distance desc of the surface, the
ion would need to enter at 89:5
, which is beyond the
experiments and simulations. The fourth check ensures
the rescaling of the energy deposited to an electron yield
is reasonable. Using typical values of � � 0:32 �A=eV,
P � 0:45, and C � 0:3, we predict, using Eq. (4), an
electron yield of �e � 49:7 at 
 � 80:0
, accurate to
within 40% of the measured value.

The second comparison is to experimental results from
BNL performed with relevance to the SNS [2]. These
researchers measured electron yield for protons, oxygen
ions, and gold ions in differing ionization states striking
stainless steel at angles from 0
 to over 89:9
. We chose to
compare with the data for gold ions (182.0 MeV and an
initial ionization state of 31) because that data showed a
peak in the yield. Figure 4 shows the measured (red
circles) and simulated (blue squares) electron yields.
The simulated electron yield is taken from simulations
using a 20 Å layer, but in this case normalized to match
Eq. (4) rather than experiment at normal incidence be-
cause of the difference between the initial experimental
ionization state and the equilibrium ionization state (we
discuss this below in more detail). The value desc � 20 �A
is within 10% of the value used above for the comparisons
with LBL data, consistent with the idea that desc is largely
a target material parameter, independent of the projectile
ion. The solid line is inverse cosine scaling, also normal-
ized to match the data at the least grazing angle. The rms
difference between data and simulated values is 13%. The
peak in the experimental results occurs at 89:92
. For the
BNL parameters, 
c � 89:7
, within a percent of the
measured value. The peak in the simulations occurs at
89:75
. The authors of Ref. [2] calculated an angle of
88:5
 using the formula in Ref. [5], which attempts to
account for the crystal structure of the target. The authors
of Ref. [2] also suggest multiple scattering as opposed to
reflection as a mechanism for this peak, though their
calculation is not quantitative.

We again performed our four consistency checks. At an
energy of 182.0 MeV, SRIM predicts the electronic part of
the stopping power is 4296:0 eV= �A, 100 times larger than
103201-5
the nuclear part. The equilibrium ionization state of these
ions is approximately 17.4, using Eq. (5), which is sig-
nificantly different from the ionization state of 31 used in
the experiment (we discuss this below). The range is
8:5 �m. To travel half the range while within a distance
desc of the surface, the ion would need to enter at 89:98
,
which is beyond the experiments and simulations. Also,
using typical values of � � 0:32, P � 0:45, and C � 0:3,
we get, using Eq. (4), a predicted electron yield of �e �
180:4 at 
 � 0, accurate to within 14% of the measured
value (we also discuss this below).

Two factors make the comparisons with the BNL
simulations difficult: (i) the initial ionization state of
the ion is significantly different from the equilibrium
state [8], and (ii) the projectile atomic number is larger
than other experiments considered and is in a regime
where effects such as ion wake fields may be significant
[15]. We did not consider these effects for the LBL
experiment because (i) the difference between the initial
and equilibrium ionization state was less than one, and
(ii) the projectile atomic number was small, meaning a
103201-5
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FIG. 5. (Color) The measured (red circles) and simulated (blue
squares) electron yields as a function of angle of incidence of
the ion measured from the surface normal for 0.04 MeV argon
hitting copper. The simulations used desc � 35 �A. The simula-
tion values are normalized to match the measured yield at the
least grazing angle (0
 in this case). The rms difference
between simulated and measured yield is 3.0%. Equation (9)
gives 
c � 78:9
 for these parameters. The peak in the experi-
mental and simulation results occurs at 83:0
. The solid line is
inverse cosine scaling.
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smaller wake field. Quantifying the effects of these two
factors is difficult, but qualitatively one can argue that the
simulated yield will be lower than the experimental yield
at angles near normal because the ionization state used in
the simulations is the equilibrium state and is less than
the experimental ionization state of 31. For near normal
angles, the ion may not have time to reach its equilibrium
value before passing through the emission layer. This is
consistent with the fact that the estimated yield at normal
incidence was �e � 180:4, which used the equilibrium
stopping power, was lower than the experimental yield of
�e � 209, and is the reason we normalized the simula-
tions to 180:4 at 
 � 0.

A second qualitative argument is that the experimental
yield for grazing incidence will be lower than the simu-
lated yield for heavier ions such as gold because the
attractive wake field of the ion significantly modifies
the electron dynamics. The authors of Ref. [15] suggest
that at moderate energies ( � 5:0 MeV=amu) the reduc-
tion can be as large as an order of magnitude, although
other researchers were unable to verify those results [16].
Qualitatively, however, a reduction in yield due to the
attractive ion wake field is consistent with the experimen-
tal yield being lower than the simulated yield at grazing
angles, as seen in Fig. 4.

The third comparison is to experimental results of
Ref. [5]. These experiments measured electron yields for
seven different ions (all singly ionized) striking a copper
surface. We chose to compare to the data for 0.04 MeV
argon ions, since it showed a peak in the yield. Figure 5
shows the measured (red circles) and simulated (blue
squares) electron yields. The simulated electron yield is
taken from simulations using a 35 Å layer and normal-
ized to match the data at the least grazing angle (2.0 at 0


in this case). The rms difference between data and simu-
lated values is 3:0%. The measured peak in the yield and
the simulated peak are at 
 � 83:0
. For the parameters
of these experiments, 
c � 78:9
, roughly 5.0% too low.
The authors of Ref. [5] predicted a peak at 
 � 80:6


using a method similar to the technique used to obtain
Eq. (9), but that included effects of the crystal structure
of copper.

At 0.040 MeV, SRIM predicts the electronic part of the
stopping power is 32:1 eV= �A, roughly 0.26 times the
nuclear part. At this energy, the ion velocity is well below
the Fermi velocity of the copper electrons, so Eq. (5)
requires replacing vp by 0:75vF [9], and this yields an
equilibrium ionization state of 0.2. Whether this is close
enough to the experimental initial ionization state of one
is somewhat beside the point, since for these parameters
the target Fermi electrons are going to dominate the
effective charge and the electronic stopping power. The
range of the argon is 0:018 �m, and so an ion entering at
67:1
 would travel half its range within the escape layer.
However, this is again almost beside the point in this case,
103201-6
since the ion stopping is already dominantly nuclear.
Finally, using typical values of � � 0:32, P � 0:45, and
C � 0:3, we get, using Eq. (4), a predicted electron yield
of �e � 1:3 at 
 � 0, accurate to within 35% of the
measured value.

Despite the agreement to within a few percent as shown
in Fig. 5, we have the least understanding of and con-
fidence in this comparison. The experimental parameters
are in a regime where the approximations we have made
begin to break down. Most notably, the nuclear part of
the energy loss is larger than the electronic part.
Consequently, neglecting the electrons produced by re-
coiling target nuclei may not be justified. This is consis-
tent with the fact that the predicted yield at normal
incidence is lower than the measured yield by 35%.
Also, the ion velocity (� � v=c � 0:0015) is lower than
both the ion electron velocity (� � 0:05) and the target
electron Fermi velocity (� � 0:005), which is a regime
where many of the SRIM algorithms are least reliable.
However, we show these results because the agreement
to within a few percent seemed worth noting for possible
future explanation.
103201-6



PRST-AB 7 P. H. STOLTZ et al. 103201 (2004)
V. CONCLUSION

The goal of this paper was to use simulation to improve
understanding of electron generation from ion-wall inter-
actions, with particular attention to grazing angles. We
discussed how the electron yield relates to the energy the
ion deposits in the target, under what approximations the
standard inverse cosine angular scaling holds, and how
the repulsive force from the screened potential of the
target ions can create a peak in the yield as a function
of angle. We discussed the simulations, for which we used
the SRIM code to model energy deposition as a function of
angle in target surface layers of varying thickness. We
compared the simulation results to the recent experiments
from LBL and BNL, where we find the simulated energy
deposited in a stainless steel surface layer of � 20 �A
predicts the electron yield as a function of angle to within
3.0% for the LBL experiment and within 13% for the
BNL experiment.We discussed how nonequilibrium stop-
ping and ion wake fields could account for the larger error
in the BNL comparisons. Finally, we also compared
simulations to measured electron yields for argon ions
hitting a copper surface, where we find 3.0% agreement
using a 35 Å thick surface layer. We do not have a full
understanding of the agreement for this case, as many
approximations we have made break down in that pa-
rameter regime. For all three experiments, an analytic
model of reflection of the ion from the metal surface
predicts to within a few percent the simulated and mea-
sured peaks in the electron yield.
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