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We have developed a new full 3D approach for the electromagnetic and beam dynamics design and

simulation of a radio-frequency quadrupole (RFQ). A detailed full 3D model including vane modulation

was simulated, which was made possible by the ever advancing computing capabilities. The electromag-

netic (EM) design approach was first validated using experimental measurements on an existing prototype

RFQ and more recently on the actual full size RFQ. Two design options have been studied, the original

with standard sinusoidal modulation over the full length of the RFQ; in the second design, a trapezoidal

modulation was used in the accelerating section of the RFQ to achieve a higher energy gain for the same

power and length. A detailed comparison of both options is presented supporting our decision to select the

trapezoidal design. The trapezoidal modulation increased the shunt impedance of the RFQ by 34%, the

output energy by 15% with a similar increase in the peak surface electric field, but practically no change

in the dynamics of the accelerated beam. The beam dynamics simulations were performed using three

different field methods. The first uses the standard eight-term potential to derive the fields, the second uses

3D fields from individual cell-by-cell models, and the third uses the 3D fields for the whole RFQ as a

single cavity. A detailed comparison of the results from TRACK shows a very good agreement, validating

the 3D fields approach used for the beam dynamics studies. The EM simulations were mainly performed

using the CST MICROWAVE-STUDIO with the final results verified using other software. Detailed segment-

by-segment and full RFQ frequency calculations were performed and compared to the measured data. The

maximum frequency deviation is about 100 kHz. The frequencies of higher-order modes have also been

calculated and finally the modulation and tuners effects on both the frequency and field flatness have been

studied. We believe that with this new full 3D approach, the enhanced computing capabilities and the

calculation precision the electromagnetic design software offer, we may be able to skip the prototyping

phase and build the final product at once, although we recognize that prototyping is still needed to

establish and validate the fabrication procedure.
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I. INTRODUCTION

Since its invention by Kapchinsky and Teplyakov [1],
the radio-frequency quadrupole (RFQ) has become an
essential part of proton and heavy-ion accelerators.
Besides ITEP-Protvino [2] and ITEP-Moscow [3], signifi-
cant work has been done on RFQs at Los Alamos National
Laboratory [4], CERN [5], and many other labs in both
software and hardware. Design and simulation codes have
been developed as well as significant development in
engineering and fabrication. In this paper, we make the
attempt of complementing this work by the development of
a new full 3D design and simulation approach that was
successfully applied to the design and simulation of the
ATLAS upgrade RFQ [6]. The RFQ is now being used for

routine ATLAS operations and has demonstrated excellent
performance [7,8].
The beam dynamics and the electromagnetic design of a

RFQ are usually done separately using different tools. A
code such as PARMTEQ [9] or DesRFQ [10] is used for the
beam dynamics design and a code such as SUPERFISH [11],
MAFIA [12] or MICROWAVE-STUDIO (MWS) from CST [13]

is used for the electromagnetic design. Because of limited
computing capabilities in the past, full 3D modeling of a
few-meter-long RFQ was not possible. Often a short seg-
ment is used for these simulations that needs to be verified
by building a prototype first. For the same reasons, vane
modulations are often ignored due to the complication and
the extreme level of detail they introduce to the geometry.
In the new full 3D approach developed in this work, we
have modeled the full five-segment 4-m long ATLAS
upgrade RFQ [6] in MWS. The actual vane modulations
and the tuners were also included to study their effects on
both the frequency and field distribution. We were also
able to produce 3D field maps to use for beam dynamics
simulations. Verifying the beam dynamics using 3D fields
from the electromagnetic design software provides a more
consistent way for design evaluation.
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After presenting the RFQ design goals and approach, we
review the design considerations and the studies performed
to help us decide on the best design. The beam dynamics
design and simulation section presents a benchmark of the
full 3D field approach and a detailed comparison between
the sinusoidal and trapezoidal design options of the RFQ.
The electromagnetic design section compares the calculated
frequencies to the measured values and presents the effects
of modulation and tuners on the frequency and field flatness.
A comparison of the peak surface electric fields between the
sinusoidal and trapezoidal designs is presented as well.

II. DESIGN CONSIDERATIONS

During the design of the low q=m continuous wave
(CW) 60.625 MHz RFQ for the ATLAS efficiency and
intensity upgrade [14], we encountered several choices
and decisions to make. Among these choices were (i) the
vane shape: a full-vane design or a split-coaxial design;
(ii) the RFQ length and number of segments for power and
cooling considerations; (iii) external or internal bunching;
(iv) trapezoidal or sinusoidal modulation in the accelerat-
ing section of the RFQ; and (v) matching to the following
superconducting linac.

A. Full-vane versus split-coaxial design

Figure 1 shows two design options for the same 60 MHz
RFQ. The first is a full-vane design and the second with
holes or windows cut into the vanes known as the split-
coaxial design. A long structure could be built in segments
or modules. In the split-coaxial design, every individual
segment is a split-coaxial structure where the inner con-
ductor is split into four electrodes alternately attached
to either the input or output end of the outer conductor.

The segments are assembled back to back and are strongly
coupled by the magnetic flux through the alternating win-
dows formed by the neighboring segments. The split-
coaxial structure was first proposed by Muller at GSI
[15] and a multimodule or multisegment version was first
implemented by Arai et al. [16] for an 8-m long low-
frequency RFQ. The actual window-coupled design is
mainly based on the 4-ladder structure proposed by
Andreev [17].
The split-coaxial or window-coupled design is strongly

coupled and should be more stable with good mode sepa-
ration, which makes it less sensitive to tuning and manu-
facturing errors. It does, however, require more power
because the rf current density is higher. Another argument
in favor of the window-coupled design is the reduced
transverse size compared to the full-vane design, as shown
in the bottom of Fig. 1. This feature is of particular im-
portance at low frequency—the suggested cutoff would be
around 100 MHz, below which the RFQ transverse size
becomes cumbersome, affecting both the cost and the
handling of the structure.
Table I gives a comparison of the important parameters

discussed above for the two design options. The full-vane
design is about twice as large but requiring half the power
of the window-coupled design. We also notice that the
nearest dipole mode for the full-vane design is separated
by only 1.5MHz from the main mode. A close dipole mode
with a lower frequency than the main mode complicates
the tuning and may lead to the superposition of the dipole
and quadrupole fields. For the window-coupled design,
however, the closest mode is more than 10 MHz above
the main mode and should not interfere with the tuning and
operation of the RFQ.

B. RFQ length and power management

Power management is a very critical issue for a CW
RFQ and should be carefully addressed from the start. The
original ATLAS RFQ design was four segments spanning
3 m with 92 kV vane voltage. The thermal and structural
analysis of this original design [18] showed that significant
modifications of the cooling channels are required that
would affect the original manufacturing plan and increase
the cost of the device. Instead, we opted to lengthen the
RFQ, hence reducing the required voltage and power. For
the same output energy, we expect the vane voltage to
reduce linearly with the number of segments and the power

FIG. 1. Two design options for the RFQ vane. The first is a full
vane (left) and the second has windows (right). The bottom plots
show cross sections for both options scaled to the actual size.
The transverse size is reduced from about 1 m to 0.5 m.

TABLE I. Comparison of important parameters between the
full-vane and the window-coupled designs.

Parameter Full vane Split coaxial

Transverse size (cm) 109 54

Power (kW) 23 52

Nearest mode separation (MHz) �1:5 þ10:5
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density (power per segment) to reduce quadratically. In
addition to increasing the length of the RFQ to lower
the power density, the locations and paths of the cooling
channels were adjusted to reduce vane displacements
and ensure better frequency control with temperature.
The results of the thermal analysis for the final design
can be found in [19]. Table II shows a comparison between
the original four-segment design and the final five-segment
design for the ATLAS upgrade RFQ. The results confirm
the expected voltage and power reduction. The reductions
in the peak temperature and vane displacement are also due
to the redesign of the cooling channels.

Adding a fifth segment does increase the cost and
footprint of the RFQ, but it significantly reduces the risk
of excessive heating and simplifies power management;
ensuring high-reliability CW operation.

C. External versus internal bunching

For a RFQ, the initial beam bunching could be done
internally inside the RFQ [20] or externally upstream of the
RFQ [21]. In the latter, a significantly smaller longitudinal
emittance could be formed at the expense of losing a
fraction of the beam that could reach 20% [22]. The RFQ
design and the upstream low-energy beam transport de-
pend on this choice. The external bunching could be done
using a multiharmonic buncher followed by a drift space
upstream of the RFQ. This requires more space in the low-
energy beam transport but shortens the RFQ by eliminating
the prebunching section. The smaller longitudinal emit-
tance obtained by prebunching makes the injection to and
the tuning of the subsequent linac much smoother and
reduces the risk of beam loss at higher energies [23]. For
the case of ATLAS, a four-harmonic buncher is already in
use to bunch the beam into the positive ion injector and will
be used with the RFQ upgrade.

D. Input and output radial matchers

While an input radial matcher is required to match the
incoming larger beam radius to the strong focusing and
smaller beam radius inside the RFQ, an output matcher is
not required. An end cell also called a fringe field cell is
often used [24]. In our case the RFQ is followed by axial-
symmetric solenoid focusing in the first positive ion in-
jector cryostat. The matching could be done either by
external quadrupoles or internally by adding an output

radial matcher at the end of the RFQ. The second option
is more desirable to conserve space and shorten the beam
path between the RFQ and the first cryomodule. In this
work, instead of the more standard output matcher geome-
try obtained by mirroring the input radial matcher [25]
shown in Fig. 2(a), we have developed a new type of output
matcher with the geometry shown in Fig. 2(b). The new
design is more compact with the geometric parameters
optimized to obtain an axial-symmetric beam at the RFQ
exit. More details on the procedure can be found in [26].

E. Trapezoidal versus sinusoidal modulation

In the accelerating section of a RFQ, the bunch is al-
ready formed and more efficient acceleration could be
obtained by replacing the standard sinusoidal modulation
by a trapezoidal one as demonstrated in the original work
by Belyaev et al. [27]. The trapezoidal modulation pro-
duces a more peaked accelerating field which when syn-
chronized with the beam bunch leads to a much higher
transit-time factor and higher energy gain [26]. However,
the narrower geometric curvature in the trapezoidal
modulation, as shown in Fig. 3, could affect both the
peak surface electric field and the beam focusing in the
accelerating section of the RFQ. Both of these issues were
investigated and found to be under control, as will be
discussed later. Table III shows a comparison between
the original sinusoidal modulation design and the final
trapezoidal modulation design for the ATLAS upgrade
RFQ over the same length. We note, in particular, that
the peak surface electric field remains in the feasible range,

TABLE II. Comparison between the original four-segment and
final five-segment designs for the ATLAS upgrade RFQ.

Parameter Four-segment Five-segment

Vane length (cm) 305 381

Voltage (kV) 92 70

Power (kW) 72 52

Peak temperature ( �C) 77 27

Vane displacement (inch) 0.013 0.0023

FIG. 2. Geometry of a standard input matcher (a) and the
geometry of the new type of output matcher (b).
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below 1.8 Kilpatrick units, without optimization of the
trapezoidal geometry. Optimization may be required if
the peak surface field approaches or exceeds 2 Kilpatrick
units. This could be done by reducing the slope of the
trapeze and applying more rounding at both ends of the
slope. A compromise between additional energy gain and
peak surface field could be reached in this way.

Based on the design considerations discussed above,
the 60 MHz ATLAS upgrade CW RFQ is a 4-m long
five-segment split-coaxial structure with a sinusoidal
modulation in the bunching section and a trapezoidal one
in the acceleration section. The prebunching is provided
by a four-harmonic buncher placed upstream of the RFQ.
The input matcher is a standard six-cell matcher. A very
short output matcher (0:75���) was specifically designed

and optimized to produce an axial-symmetric beam for
direct injection into a solenoidal focusing linac. The
design parameters for the ATLAS upgrade RFQ are listed
in Table IV.

III. RFQ DESIGN GOALS AND APPROACH

The main RFQ design goals are as follows. (i) Satisfy
the beam requirements for the output beam energy, emit-
tance, and transmission. (ii) The design should have the
lowest possible RF power consumption. (iii) The design
target frequency should be tunable to the operational fre-
quency using the designed tuners. (iv) Neighboring modes
should be far enough from the operational mode to avoid
any interference. (v) Verify the beam dynamics with more
than one method, using 3D fields if possible. (vi) Produce
accurate vane modulation for manufacturing.
The design of a CW RFQ is a complex process where

many critical design issues need to be addressed from the
start. For this purpose, a very careful design and fabrication
procedure was developed. A closely interactive and itera-
tive procedurewas adopted, starting from the beam dynam-
ics design and simulations, to the electromagnetic design, to
the engineering design, and ending by manufacturing.

IV. BEAM DYNAMICS DESIGN
AND SIMULATIONS

The goal of the beam dynamics design is to produce
the vane modulation to satisfy the beam requirements.
As mentioned earlier, the beam is prebunched in a four-
harmonic buncher before injection into the RFQ. Figure 4
shows the longitudinal beam distribution at the entrance of
the RFQ. The multiharmonic buncher was simulated using
realistic 3D fields with the amplitudes of the four harmon-
ics optimized to maximize beam transmission through the
RFQ. The RFQ is designed to accept the central part of
the distribution containing more than 80% of the particles
within a phase width of about �50 deg at 60.625 MHz.
Therefore the RFQ will not include a prebunching section

TABLE III. Comparison between the original sinusoidal and
final trapezoidal modulation design for the ATLAS upgrade RFQ
for the same voltage and power.

Parameter Sinusoidal Trapezoidal

Output energy (keV=u) 262 296

Acceleration efficiency (%) 83 83

Transverse emitance, 4� rms
(mm mrad)

0.84 0.84

Peak surface field (Kilpatrick units) 1.42 1.67

TABLE IV. Main parameters of the ATLAS upgrade RFQ.

Parameter/feature Value

Input energy (q=m � 1=7) 30 keV=u
Output energy 296 keV=u
Frequency 60.625 MHz

Vane voltage 70 kV

Power 52 kW

Average radius 7.2 mm

Length 3.81 m

Transverse normalized acceptance 2� mmmrad
Longitudinal RMS emittance 20� deg keV=u
Bunching external
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FIG. 4. The longitudinal beam distribution formed by a four-
harmonic buncher at the RFQ entrance.

FIG. 3. Vane tip geometry showing the transition from sinu-
soidal to trapezoidal modulation. Note that the horizontal and
vertical dimensions are not to scale.
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and the starting phase is set to �50 deg instead of
�90 deg in a conventional RFQ.

The original design with pure sinusoidal vane modula-
tion was produced using the RFQ design code DesRFQ
[10]. DesRFQ produces an output file with cell-by-cell
coefficients for the eight-term potential using the Fourier-
Bessel expansion [3]. In the second design, the last 40
accelerating cells were converted from sinusoidal to tra-
pezoidal modulations. In this case we used the 3D fields
calculated using EM-Studio. The modulation factor was
fixed to the maximum value of �2, so only the length is
adjusted cell by cell for a smooth synchronous phase.
Figure 5 shows a comparison of the cell-by-cell RFQ
parameters; modulation, synchronous phase, energy, and
transverse phase advance for both designs.

Extensive beam dynamics simulations were performed
for both designs. Three different field models have been
used in these simulations, namely, the eight-term potential
expansion, the cell-by-cell 3D fields, and the full-cavity 3D
fields. In the cell-by-cell case, the cells were modeled
individually in EM-Studio and the electrostatic field ex-
tracted separately for every cell. No magnetic field was
included in this case, assuming the electrostatic approxi-
mation. In the full-cavity case, the whole RFQ was
modeled as a single cavity in MW-Studio and the electro-
magnetic fields extracted in a single file for all cells. For
the original sinusoidal design, the eight-term potential

coefficients from DesRFQ were used to benchmark the
cell-by-cell 3D fields from EM-Studio. For the final tra-
pezoidal design, results using the cell-by-cell 3D fields
were compared to those obtained with the full-cavity 3D
fields extracted from MW-Studio. All the simulations were
performed for a q=A ¼ 1=7 beam with 105 particles and no
space charge. The initial distribution is a 4D waterbag with
a total emittance of 1:2� mmmrad (6� the rms value),
which is larger than typical ATLAS beams. Although it
was designed for zero current beams, the RFQ is capable
of accelerating higher intensity beams. Experimental beam
studies with currents up to 300 �A and simulations with
currents up to 30 mAwere carried out successfully [7].

A. Cell-by-cell 3D models versus the
eight-term potential

The eight-term potential field description is widely used
and trusted for the case of sinusoidal vane modulation [28].
In order to benchmark our new full 3D design and simu-
lation approach, we have compared the fields and beam
dynamics from the cell-by-cell 3D model described above
to the results obtained using the eight-term potential de-
scription. This was obviously done for the sinusoidal de-
sign option of the RFQ. Once validated, the 3D approach
could be safely used for the trapezoidal design option
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FIG. 5. Comparison of the RFQ design parameters between the
original sinusoidal design (solid black) and the final trapezoidal
vane modulation design (dashed blue).
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for which an analytical potential formula is yet to be
developed.

A detailed comparison of the cell-by-cell 3D fields to
those from the eight-term potential model produced by the
RFQ design code DesRFQ showed that the longitudinal
component agree to better than 1% while the transverse
components agree to 1%–2%; see Fig. 6. A comparison of
the beam dynamics calculated using the code TRACK [29]
is shown in Fig. 7 for both the beam rms envelopes and
rms emittances. An excellent agreement is observed. The
curves include all particles within the aperture (accelerated
or not).

B. Full-cavity 3D model versus cell-by-cell model

For the final design with trapezoidal vane modulation
in the acceleration section, a full RFQ model was built in
MW-Studio as a single cavity in addition to the cell-by-cell
3D models in EM-Studio. After solving the eigenmode
problem and verifying the frequency, the full 3D fields
were extracted on a 25� 25� 4001 grid in the aperture
area. TheE andH fields were combined into a single-cavity
field file for TRACK and used for simulations. A comparison
of the E field components between the cell-by-cell 3D
fields from EM-Studio and the single-cavity field from
MW-Studio is shown in Fig. 8. As can be seen the devia-
tions are on the order of 1%–2%. In TRACK, the field phase
and amplitude were adjusted to get the appropriate bunch-
ing and the correct output energy. The comparison of the
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beam dynamics simulations is shown in Fig. 9 for both the
rms envelopes and emittances. Again a very good agree-
ment was obtained. The minor discrepancies observed in
the longitudinal plane towards the end of the RFQ may be
due to the difference in accuracy between the cell-by-cell
and the full-cavity 3D fields affecting the beam tail. The
positive results of these comparisons constitute a validation
of the overall 3D field calculation and beam dynamics
simulation approach.

C. Beam dynamics: trapezoidal versus sinusoidal

Figure 10 shows the input beam within the acceptance of
the RFQ for both design options. Realistic apertures with
actual vane modulations were used in these calculations.
Although very similar, we notice that the transverse accep-
tance for the sinusoidal design is wider. The longitudinal
acceptance is practically the same because it is determined
by the bunching section which is common to both designs.
The calculated transverse acceptance of the RFQ exceeds
2� mmmrad while the typical ATLAS beam emittance is
less than 1� mmmrad.

The comparison of beam dynamics is shown on Fig. 11
for the beam rms envelopes and emittances. No sig-
nificant transverse emittance growth is observed after

changing the modulation from sinusoidal to trapezoidal in
the accelerating section of the RFQ, but we can see a
reduction in the longitudinal beam envelopes and emit-
tance suggesting a filtering of the low-energy tail by the
trapezoidal vanes. Table V compares the output beam

0
0.5

1
1.5

2
2.5

0 0.5 1 1.5 2 2.5 3 3.5 4
Z (m)

X
-r

m
s 

(m
m

)

0
0.5

1
1.5

2
2.5

0 0.5 1 1.5 2 2.5 3 3.5 4
Z (m)

Y
-r

m
s 

(m
m

)

0

20

40

0 0.5 1 1.5 2 2.5 3 3.5 4
Z (m)

φ-
rm

s 
(d

eg
)

0

5

10

15

20

0 0.5 1 1.5 2 2.5 3 3.5 4
Z (m)

∆ W
/W

-r
m

s 
(%

)

0.1

0.15

0.2

0.25

0.3

0.35

0 0.5 1 1.5 2 2.5 3 3.5 4
Z (m)

ε X
-r

m
s (

m
m

 m
ra

d)

0.1

0.15

0.2

0.25

0.3

0.35

0 0.5 1 1.5 2 2.5 3 3.5 4
Z (m)

ε Y
-r

m
s (

m
m

 m
ra

d)
0

10

20

30

40

0 0.5 1 1.5 2 2.5 3 3.5 4
Z (m)

ε Z
-r

m
s (

ke
V

/u
 n

s)
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FIG. 10. Comparison of the RFQ acceptance between the
original sinusoidal design (top) and the final trapezoidal vane
modulation design (bottom). Realistic apertures with actual vane
modulations were used.
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parameters. The comparison of the total beam trans-
mission confirms that a significant part of the beam is
filtered by the trapezoidal vanes, which happened to be
only the energy tail because the acceleration efficiency is
the same in both cases. The acceleration efficiency is
defined by an artificial 20% energy filter placed at the
RFQ exit. Table V also shows that no emittance growth is
observed for the rms values or for 99% of the beam.
In conclusion, the narrower transverse acceptance of
the trapezoidal design helped reject a significant part of
the unwanted energy tail while transmitting 100% of the
accelerated particles.

D. Effect of nonvanishing field in the end gaps

In the case of a full-vane geometry, there is no longitu-
dinal field component in the gaps between the end flanges
and the vanes. But in the case of vanes with window cuts, if
the horizontal vanes’ ends are full, the vertical vanes’ ends
are cut and vice versa as shown on Fig. 12. This creates a
longitudinal potential difference that leads to a nonvanish-
ing longitudinal field component in the gaps between
the flanges and the vanes. The same effect also exists in
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FIG. 11. Comparison between the original sinusoidal design (solid black) and the final trapezoidal design (dashed blue). On the left
are rms beam envelopes and on the right are rms emittances along the RFQ. The curves include all particles within the aperture
(accelerated or not). The peaks and valleys on the longitudinal plots, corresponding to oscillations of nonaccelerated particles, continue
to develop in the sinusoidal design but they stop in the trapezoidal design due to filtering of the longitudinal tail discussed in the text.

TABLE V. Comparison between the original sinusoidal and
final trapezoidal modulation design for the ATLAS upgrade
RFQ for the same power and length.

Parameter Sinusoidal Trapezoidal

Output energy (keV=u) 261.9 296.4

Total transmission (%) 97.2 89.3

Accel. efficiency (%) 82.7 82.7

4� " (t, rms) (mm mrad) 0.84 0.84

4� " (z, rms) (keV=u ns) 3.51 3.59

"ðt; 99%Þ (mm mrad) 1.43 1.35

"ðz; 99%Þ (keV=u ns) 10.0 10.8 FIG. 12. MW-Studio model: RFQ vanes showing the alternat-
ing window cuts between the horizontal and vertical vanes.
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four-rod RFQs. In MW-Studio this field component comes
natural from the eigenmode solver but to simulate it in
EM-Studio, we had to apply a voltage on the end flanges as
shown in Fig. 13. The flange voltage should be the same as
the full vane in that end.

Figure 14 shows a comparison of the longitudinal field
along the RFQ before and after including the nonvanishing
field in the gap. The effect of this field component on the
output beam energy and beam emittances is summarized in
Table VI. We notice that in our case, the longitudinal field
component in the gap leads to a lower output energy.

In principle, it should be possible to redesign the end
sections to end up with higher energy if desired or to
correct for this effect to have the exact design output
energy. This is important in the case where the RFQ is
followed by a drift-tube linac designed for a given beta
value, but in our case the RFQ is followed by a super-
conducting linac, so it does not require any energy correc-
tion to this effect. Table VI also shows that the rms
emittances are practically the same but we notice a lower
beam capture and an �10% growth in the 99% longitudi-
nal emittance. The main reason for the longitudinal emit-
tance growth is the longitudinal field in the entrance gap
that affects both the synchronism and the bunching in the
rest of the RFQ. A possible solution would be to change the
input beam energy around the nominal value of 30 keV=u.
Table VII shows a comparison between three input ener-
gies; 29.5, 30, and 30:5 keV=u. We clearly see that
although it leads to lower output energy, a 30:5 keV=u
input energy seems to correct the synchronism, reducing
the bunch centroid oscillations caused by the entrance field
gap and restoring the beam capture and longitudinal emit-
tance to their original values. Therefore, 30:5 keV=u is
now the official input energy for routine operations of the
ATLAS RFQ.

E. Effect of aperture model choice

Depending on the beam current and the matching, the
beam could be very well confined close to the beam axis
away from the vanes or large with tails approaching the
vanes. A good RFQ should be designed and operated in the
first configuration; in this case the aperture model should
not affect the calculation of the RFQ transmission. It is,
however, important to consider the vane shape as a more
realistic aperture model. We here use three different aper-
ture models and calculated the corresponding RFQ trans-
mission for comparison. The first model uses the average
radius r0 all over the RFQ as the aperture; the second uses
the cells apertures, a ¼ 2� r0=ðmþ 1Þ, where m is the
cell modulation. The last model uses the actual vane shape.
Table VIII shows the results for both the trapezoidal and
sinusoidal models. We clearly see that the total transmis-
sion is more affected by the choice of the aperture model,

-40

-30

-20

-10

0

10

20

30

40

0 50 100 150 200 250 300 350 400
Z (cm)

E
Z
 (

kV
/c

m
)

FIG. 14. Longitudinal field along the center of the RFQ before
(solid black) and after (dashed red) including the field compo-
nent in the gap between the flanges and the vanes.

TABLE VII. Effect of varying the input beam energy on the
output beam parameters.

Input energy (keV=u) 29.5 30.0 30.5

Output energy (keV=u) 295.8 294.8 293.7

Total transmission (%) 81.4 88.4 89.9

Accel. efficiency (%) 75.2 81.9 82.7

4� " (t, rms) (mm mrad) 0.86 0.84 0.86

4� " (z, rms) (keV/u ns) 4.33 3.64 3.55

"ðt; 99%Þ (mm mrad) 1.51 1.35 1.44

"ðz; 99%Þ (keV=u ns) 15.9 11.8 10.9

FIG. 13. EM-Studio model: Voltage applied to the vane tips
and the flanges to simulate the longitudinal field in the gap
between the flange and the vanes.

TABLE VI. Effect of the nonzero longitudinal field in the gaps
between the flanges and the vanes. Comparison of the RFQ
output beam parameters before and after including this effect.

Parameter No gap field Gap field

Output energy (keV=u) 296.4 294.8

Total transmission (%) 89.3 88.4

Accel. efficiency (%) 82.7 81.9

4� " (t, rms) (mm mrad) 0.84 0.84

4� " (z, rms) (keV=u ns) 3.59 3.64

"ðt; 99%Þ (mm mrad) 1.35 1.35

"ðz; 99%Þ (keV=u ns) 10.8 11.8
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while the acceleration efficiency is practically the same for
all the models within a 0.5% error.

F. Effect of vane modulation errors

No prototype was built for the current RFQ. The fabrica-
tion procedure was successfully tested a few years ago to
build a one-segment 57.5 MHz prototype for the rare isotope
accelerator RFQ [30]. The RF performance of the prototype
was successfully reproduced by the simulations [31], which
constituted an important benchmark for the 3D approach
used for this RFQ. However, a beam test was not performed
to check the vane modulation on the prototype. To test this
critical part of the fabrication, which is essential for the beam
dynamics especially with the transition from sinusoidal to
trapezoidal modulation, we have built aluminum models of
the vane tips on which the modulation was applied using the
samemachine to be used for the real copper vanes. Figure 15
shows pictures of the aluminum vane tip models. Coordinate
measuring machine measurements were performed on these
models and Fig. 16 shows a comparison between the input
data used to apply the vane modulation and data points
measured on the actual models. We can see an average
deviation of about 20 �m with extreme values of about
40 �m. Because of the difference in material properties
between aluminum and copper, the modulation precision

was expected to be better on copper, which was confirmed
on the final RFQ to not exceed 25 �m.
In order to simulate the effect of modulation precision

errors on the beam dynamics, we have simulated the full
RFQ structure in MWS with different error types and
amplitudes. The extracted 3D fields for every case are
then used to track the beam and check its output parame-
ters. The extracted fields fromMWS also include the effect
of field detuning caused by moving the vanes. Table IX
shows the effect of a global symmetric shift of the vanes
away from each other with increasing distance. Table X
shows the effect of random errors on the modulation with
increasing amplitudes and Table XI shows the combined

TABLE VIII. Effect of the choice of the aperture model on the
calculation of the RFQ transmission for both the sinusoidal and
trapezoidal designs. T is the total transmission and A is the
acceleration efficiency.

Sinusoidal Trapezoidal

Aperture model T (%) A (%) T (%) A (%)

Average radius (r0) 98.0 82.7 89.9 82.7

Cells’ apertures

(a ¼ 2� r0=ðmþ 1Þ)
96.9 82.2 89.1 82.2

Vane modulation 98.7 82.7 89.6 82.5

FIG. 15. Aluminum models of vane tip modulation for all RFQ
segments.
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FIG. 16. Comparison of calculated vane profile (curves) and
measured data points (dots) on the actual aluminum model (left)
and corresponding deviations in �m (right).

TABLE IX. Effect of global shifts of the vanes from each other
with increasing distance.

Shift (�m) 0 25 50 100

Output energy (keV=u) 294.3 294.1 294.4 294.0

Transmission (%) 82.7 82.6 82.5 82.5

4� " (t, rms) (mm mrad) 0.86 0.88 0.86 0.87

4� " (z, rms) (keV=u ns) 3.45 3.38 3.36 3.31

"ðt; 99%Þ (mm mrad) 1.38 1.47 1.40 1.41

"ðz; 99%Þ (keV=u ns) 9.34 9.06 8.88 8.76

TABLE X. Effect of random vane modulation error with in-
creasing amplitude.

Random (�m) 0 25 50 100

Output energy (keV=u) 294.3 292.9 292.2 292.4

Transmission (%) 82.7 83.1 83.1 83.0

4� " (t, rms) (mm mrad) 0.86 0.86 0.88 0.84

4� " (z, rms) (keV=u ns) 3.45 3.94 3.89 3.87

"ðt; 99%Þ (mm mrad) 1.38 1.38 1.46 1.31

"ðz; 99%Þ (keV=u ns) 9.34 11.70 12.16 12.68
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effect of global shifts and random modulation errors.
Shifting the vanes from each other up to 100 �m does
not seem to affect the energy and the transmission signifi-
cantly, but it seems to have consistently reduced the
longitudinal emittance somewhat equivalent to a slight
reduction in vane voltage. However, the transverse emit-
tance growth is not consistent as we expect from the
reduction in focusing. From Table X, a random error
applied to the vane modulation disturbs the synchronism
between the beam and the field leading to a more signifi-
cant change in energy and transmission as well as consis-
tent emittance growth with increasing error amplitude. We
also notice a transverse emittance growth that does not
seem to be consistent. Combining a global vane shift with a
random error on the modulation in Table XI shows similar
effects as those observed with the random error only but
with more fluctuations. In summary, a global vane shift of
up to 100 �m does not seem to affect the beam signifi-
cantly while a similar random error on the vane modulation
reduces the energy and enhances the longitudinal beam
tail. We should mention that these studies are hypothetical
and the closest case to the ATLAS RFQ would be the
25 �m random vane modulation error (Table X, column 2).

V. ELECTROMAGNETIC DESIGN
AND SIMULATIONS

The main goals of the electromagnetic (EM) design
are to produce a design with the lowest RF power con-
sumption, a target frequency tunable to the operational
frequency, and a flat intervane field along the RFQ. The
ATLAS RFQ design was based on the original 57MHz rare
isotope accelerator RFQ [22] with similar power require-
ments. To control the frequency and field flatness, we have
studied the effects of the modulation and the tuners, as well
as the higher-order modes and their separation from the
operational mode. For this purpose our frequency and field
calculations have to be accurate and reproducible espe-
cially when including the modulations.

The electromagnetic design was performed using
MWS from the CST simulation package [13]. The original
single vane model was imported into MWS from the
Pro/Engineer CAD software [32] used to produce all the
official drawings. The full four-vane structure is built by

copying and mirroring the original single vane. The vane
modulation is applied cell by cell as described in [31]. An
octagonal RF volume is defined from which the solid vanes
are extracted to keep only the vacuum volume.
Because of the level of detail in the full RFQ model, the

mesh choice for the EM simulations becomes very impor-
tant. In our previous study [31] we have shown that using a
finer local mesh around the vane tip area, while leaving the
rest of the structure for automatic meshing in MWS, pro-
duced a more accurate frequency when compared to the
measured value for a prototype 57 MHz RFQ. In addition
to the original hexahedral mesh option, we have repeated
the simulations using a higher-order tetrahedral mesh
option that has become available in the recent versions of
CST. A typical electromagnetic simulation of the full
structure including all the details takes about 24 h on a
32-core machine with 256 GB of memory.

A. Frequency calculation

We have previously estimated the error on the calcu-
lated frequency in MWS to be about 200 kHz using the
hexahedral mesh [31]; for this reason, we lowered the
target frequency from 60.4 MHz to 60.25 MHz with a
full tuning range of 800 kHz centered around the op-
erational frequency of 60.625 MHz. Table XII shows the
frequency before and after applying the vane modula-
tion obtained with the original hexahedral mesh and the
new tetrahedral mesh.
We clearly notice the modulation shifting the frequency

up by about 500 kHz. We also notice that the tetrahedral
mesh result suggests a lower frequency by about 100 kHz,
which seems to agree better with the measured frequency
on the individual segments as well as the full RFQ as
shown in Table XIII. The segments’ frequencies were

TABLE XI. Combined effect of global shifts and random vane
modulation errors with increasing amplitudes.

Shift and random (�m)

0

and 0

25

and 25

50

and 50

100

and 100

Output energy (keV=u) 294.3 293.1 293.3 293.6

Transmission (%) 82.7 83.1 83.1 82.9

4� " (t, rms) (mm mrad) 0.86 0.86 0.85 0.86

4� " (z, rms) (keV=u ns) 3.45 4.11 3.72 4.88

"ðt; 99%Þ (mm mrad) 1.38 1.39 1.33 1.40

"ðz; 99%Þ (keV=u ns) 9.34 11.95 11.21 12.40

TABLE XII. RFQ frequency calculated with different mesh
options before and after including the vane modulation.

Geometry Hexahedral mesh Tetrahedral mesh

No modulation 59.77 MHz 59.64 MHz

Modulated vanes 60.27 MHz 60.15 MHz

TABLE XIII. Comparison of calculated and measured fre-
quencies for individual RFQ segments and the full RFQ. The
calculations are performed using the tetrahedral mesh.

Geometry

Calculated

fðMHzÞ
Measured

fðMHzÞ
Difference

�fðkHzÞ
Segment #1 58.78 58.82 30

Segment #2 57.97 58.06 90

Segment #3 58.16 58.19 30

Segment #4 58.26 58.24 20

Segment #5 58.88 58.85 30

Full RFQ 60.15 60.06 90
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measured before brazing while the full RFQ frequency was
measured after brazing.

We notice that the calculated frequency is consistently
higher than the measured one with a maximum deviation of
about 100 kHz. The 200 kHz difference between the mea-
sured frequency and the originally calculated frequency of
60.27 MHz using the hexahedral mesh confirms our esti-
mate of the calculation error. The measured frequency is
lower but remains within the designed tuning range. With
better description of the geometry curvature, the new high-
order tetrahedral mesh seems to reproduce better the mea-
sured frequency and will be used for future RFQ design.

B. Neighboring modes

In addition to the operating mode, a RFQ could resonate
at different modes that may interfere with the main mode if
their frequencies are very close. To calculate all excitation
modes within a given frequency range, we have to disable
the symmetry option in the calculation, which significantly
reduces the effective number of mesh cells in the simula-
tion and hence the accuracy of the results. Since we are
interested mainly in the frequency separation of these
modes, we may simplify the problem by not including
the vane modulation. We know the frequency shift from
the vane modulation, which should not affect the relative
mode frequency separation. Table XIV presents the results
of these simulations for the first three modes.

We notice that the main mode comes first and the next
mode is separated by more than 10 MHz. This is a distin-
guished feature of the split-coaxial or window-coupled
structure chosen for this RFQ. In addition to reducing the
transverse size of the RFQ, the windows in the vanes
provide strong coupling between the segments, which
leads to good mode separation and less field sensitivity to
tuners. These two characteristics are very important for
stable operation of the RFQ.

C. Modulation effect

We have performed a detailed study of the effects of
the different parts of the vane modulation on the RFQ
frequency and field flatness. The results are reported in
Table XV for the frequency and Fig. 17 for the field flat-
ness. We notice that before applying any modulation the
field has a dip around the center of the RFQ. Adding the
input matcher only, moves the dip to the entrance creating a
positive field slope as a function of Z, while adding only

the output matcher does the opposite. The tilt in the field
comes from the difference in capacitance between both
ends of the RFQ. Including both the input and output
matchers reduces the slope while applying the full modu-
lation reverses the slope but keeps it at about 2%. For the
frequency, the results are consistent with the values ob-
tained previously using the hexahedral mesh.

D. Tuners effect

The RFQ was designed with 12 tuners, each of them is
5.2 in. in diameter and could be inserted 2 in. deep into the
RFQ volume allowing a tuning range of about 800 kHz.
Figure 18 shows the effect of the tuner’s depth on the

TABLE XIV. Types and frequencies of the first 3 RFQ modes
calculated without including the vane modulation.

Mode Type Frequency (MHz)

1 quadrupole 59.60

2 quadrupole 70.13

3 dipole 89.20

TABLE XV. Effect of the different parts of vane modulation
on the frequency.

Effect Frequency (MHz) Shift (kHz)

No modulation 59.64 reference

Input matcher 59.85 210

Output matcher 59.77 130

Input and output 59.99 350

Full modulation 60.15 510
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frequency when inserted uniformly inside the RFQ.
To tune the RFQ from the measured frequency of
60.056 MHz to the operational frequency of 60.625 MHz,
the required uniform tuner’s depth is about 3.5 cm or 1.4 in.
Experimentally and considering the fact that the tuners are
not uniformly distributed among the segments, the operat-
ing frequency was reached by inserting the three tuners in
each of the first and last segments to 1 in. in depth and the
two tuners in each of the other segments to 1.75 in. in
depth, for an average depth of 1.375 in., which is very close
to the calculated value of 1.4 in. Figure 19 shows the effect
of the tuners depth on the intervane field along the RFQ.
Local averaging was applied to all curves to smooth out the
local effect of the modulation and emphasize the large
scale effect along the RFQ. We see clearly that the field
is barely affected by the tuner’s depth; the field slope is
about 2% with variations below 1%. As mentioned above,
for actual operations the tuners were not inserted uni-
formly. Figure 20 shows a comparison of the intervane
field between the actual configuration and a uniform tu-
ner’s depth to tune to the same frequency. Again the effect
is in the order of 1% and should not affect the output beam
parameters. This field insensitivity to the tuners is mainly

due to the strongly coupled nature of the window-coupled
structure of this RFQ.

E. Peak fields: trapezoidal versus sinusoidal

The trapezoidal modulation involves long straight sec-
tions and smaller radii of curvature than the sinusoidal
one (see Fig. 3) which may lead to higher peak surface
fields. For this purpose, we have simulated both designs in
both EM-Studio and MW-Studio; Table XVI shows the
results. The Kilpatrick field limit at this frequency is
about 9:5 MV=m. Changing the modulation from sinusoi-
dal to trapezoidal increased the peak surface electric field
by about 20%, that is from�1:4 to�1:7 Kilpatrick units,
which remains acceptable. Figure 21 shows clearly that
the field is more uniformly distributed in the case of
sinusoidal modulation while higher surface fields are
localized on the tips of the curved sections in the trape-
zoidal modulation.
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FIG. 19. Intervane electric field along the RFQ for different
uniform tuner’s depth.
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TABLE XVI. Peak surface electric field values calculated with
both EM-Studio and MW-Studio for both the sinusoidal and
trapezoidal designs.

Design EM-Studio MW-Studio Units

Sinusoidal 1.32 1.42 Kilpatrick

Trapezoidal 1.61 1.67 Kilpatrick

FIG. 21. Peak surface electric fields calculated in MW-Studio
for both the sinusoidal (top) and trapezoidal (bottom) RFQ
designs.
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VI. CONCLUSIONS

The full 3D methods developed in this work were made
possible by the significant advancements in computing
capabilities and the accuracy of electromagnetic design
software. The new approach combines both the beam
dynamics and the electromagnetic design in a single pro-
cess. It was successfully applied to the design and simula-
tions of the ATLAS upgrade RFQ, which has shown a great
performance in routine ATLAS operations. The ATLAS
RFQ is the first cw RFQ with trapezoidal modulations
in the accelerating section. A new type of output radial
matcher was developed to produce an axial-symmetric
beam at the RFQ exit for direct injection into a solenoidal
focusing channel. The methods developed here should be
applicable to any RFQ design. Comparisons to the experi-
mental data show a very good agreement with the simula-
tions’ results. No prototype was built for the ATLAS RFQ
and no bead pull measurements were performed prior to
beam tests, yet the RFQ performed exceptionally well from
the first day. This suggests that detailed 3D simulations
have become more reliable and could perhaps replace
the prototyping phase to build the final product at once,
although we recognize that prototyping may still be needed
to establish and validate the fabrication procedure.
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