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A two-stage proton acceleration scheme using present-day intense lasers and a unique target design is

proposed. The target system consists of a hollow cylinder with conical inner wall, which is followed by the

main target with a flat front and a dishlike flared rear surface. At the center of the latter is a tapered proton

layer, which is surrounded by side proton layers at an angle to it. In the first acceleration stage, protons in

both layers are accelerated by target normal sheath acceleration. The center-layer protons are accelerated

forward along the axis while the side protons are accelerated and focused towards them. As a result, the

side-layer protons radially compress as well as axially further accelerate the front part of the center-layer

protons in the second stage. Two-dimensional (2D) particle-in-cell (PIC) simulations show that a

quasimonoenergetic proton bunch with the maximum energy over 250 MeV and energy spread �17%

can be generated when such a target is irradiated with an 80 fs laser pulse with focused intensity

3:1� 1020 W=cm2. Three-dimensional (3D) PIC simulation gives the reduced maximum energy

�112 MeV but even smaller energy spread �3% under the same laser conditions due to anisotropic

electron acceleration with linearly polarized lasers.
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I. INTRODUCTION

Generation of high-energy well-collimated proton
beams by relativistic intense lasers has attracted much
interest in the past decade because its wide potential ap-
plications, such as proton oncology [1], medical isotope
production [2], proton imaging [3], heavy-ion lithograph
[4], as preaccelerated bunch for injection into conventional
accelerators [5], fast-ion ignition for inertial confinement
fusion [6], etc. For cancer therapy, one needs 200–
250 MeV proton beams with �1% energy spread and
� 1010 s�1 flux [7]. Although traditional accelerators can
produce required proton beams, the high cost and large size
makes it impractical for wide usage. With the rapid devel-
opment of ultraintense short pulse laser technology [8],
laser acceleration of charged particles has become an
attractive alternative. Several schemes for generating en-
ergetic protons/ions from laser-solid interaction have been
proposed, e.g., target normal sheath acceleration (TNSA)

[9–11], radiation pressure acceleration (RPA) [12], laser
break-out afterburner (BOA) [13], Coulomb explosion ac-
celeration [14], shock wave acceleration [15], hole boring
acceleration [16], acceleration with mass-limited target
[17], etc., as well as combinations of two or more of these
schemes. So far, TNSA is the most experimentally inves-
tigated scheme [18]. In TNSA, protons at the rear surface
of a solid target are accelerated by the sheath electric field
of the laser-produced hot electrons there. Schemes for
enhancing the energy and collimation of the proton beam
have been proposed by using tailored targets that can focus
the laser expelled electrons and thus enhance the sheath
field and focus the accelerated protons [19]. However, the
focused protons tend to diverge rapidly. Recent experimen-
tal and theoretical studies indicate that the proton energy
can be enhanced by adding some kind of hollow cones at
the front [20,21]. However, it is still rather difficult to
produce >100 MeV proton beams using a planar target
with TNSA. Ion acceleration with double layer targets by
TNSA has been proposed [22] and further investigated
theoretically and numerically in different parameter ranges
[23]. Such targets provide the possibility to produce qua-
simonoenergetic proton beams, though the produced maxi-
mum proton energy does not change much from single
layer targets. Theoretically, the RPA scheme can produce
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high-energy protons [12], however, extremely thin targets
are required, which bring significant challenges for laser
technologies, particularly on high contrast ratio at ex-
tremely high laser intensity. Taking into account these
mentioned above, it is obvious that new practical and
efficient schemes for proton acceleration under available
experimental conditions are urgently demanded.

In this paper, we propose a scheme based upon a
new target design, which can lead to two-stage acceleration
of protons. Both two-dimensional (2D) and three-
dimensional (3D) particle-in-cell (PIC) simulations show
that it can result in a well-collimated quasimonoenergetic
proton beam with the peak energy over 100 MeV by a
readily available laser pulse at the focused intensity
�3:1� 1020 W=cm2.

II. TARGET DESIGN

The target is schematically shown in Fig. 1(a). The front
part of the target is a metallic hollow cylinder with conical
inner wall of cross section comparable to the laser spot.
This front structure is followed by the main target slab,
which has a flat front and dishlike rear back, and is a few
micrometers thick at the center. The proton source on the
rear surface of the slab consists of a tapered inner layer (the
‘‘I’’ protons) at the center, surrounded by specially shaped
outer layers (the ‘‘O’’ proton) at an angle to the latter.
When the target front is irradiated by an intense laser pulse,
the conical inner wall at the front produces a large number
of high-energy electron bunches (the ‘‘C’’ electrons)
[20,21,24], which are pushed forward along the cone
wall by the laser ponderomotive force. These electron
bunches propagate through the target and establish an
intense electrostatic sheath field in the backside vacuum.
The hollow cylinder outer wall also produce electron
bunches (the ‘‘H’’ electrons) [25] propagating horizontally
forward along the walls, which limit the transverse spread
of the electrons from the conical inner wall and the main
target slab. When the intense sheath field is established in
the rear vacuum, protons from both source layers at the
back of the target are accelerated by TNSA, this is the first
acceleration stage.

The second acceleration stage is illustrated in Fig. 1(b).
At initial time t ¼ t1, the I-protons (labeled ‘‘1’’) from the
inner or the center source layer are accelerated along the
laser axis. The O-protons (labeled ‘‘2’’) from the tilted outer
source layers are accelerated towards the axis and eventually
retarded by the fields of the propagating I-protons there. As
a result, the I-proton bunch, which is elongating because of
self-Coulomb repulsion (the faster I-protons are further
accelerated at the expense of the slower ones), is laterally
compressed by the obliquely converging O-protons at latter
time t ¼ t2. Thus, the I-proton bunch is transversely com-
pressed locally, and the fast I-protons at the front are addi-
tionally accelerated forward at the expense of the O-protons
and the trailing I-protons. Because of this secondary

acceleration, the fast I-protons in the front can gain much
more energy, and eventually become detached and nearly
monoenergetic. One can intuitively understand this process
through a simple Coulomb interaction model. Assume that
there are two charged bodies A and B moving forward at
different velocities of vA and vBð<vAÞ with an initial
interval of s between them and their mass and charge are
given by ðmA; qAÞ and ðmB; qBÞ, respectively. After an in-
finitesimal time �t, the velocity increment for A and the
velocity reduction for B is �vA ¼ kð�t=mAs

2Þ and �vB ¼
ðmA�vA=mBÞ, respectively, where k ¼ qAqB=4�"0. The
corresponding kinetic energy changes for A and B are given
by �"A ¼ kðvA�t=s

2Þ and �"B ¼ �kðvB�t=s
2Þ, respec-

tively. The kinetic energy increment of the two-body system
is then �"A þ �"B ¼ k½ðvA � vBÞ�t=s2� ¼ k�s=s2,
which exactly equals the reduction of the electric potential
energy. Furthermore, the difference of the kinetic energies
between A and B is �"A ��"B ¼ k½ðvA þ vBÞ�t=s2�.
This electrostatic repulsion mechanism happens between
each O-proton and I-proton especially at their interface as
shown in Fig. 1(b) (marked by white dotted curve). With the
O-protons and the trailing I-protons becoming integrated
gradually, the distance between the head part I-protons
and the main part O-protons becomes large, and this effect
becomes weak ultimately. The above acceleration scenario
is confirmed in our 2D and 3D PIC simulations.

III. NUMERICAL SIMULATION RESULTS

A. 2D PIC simulation results

We first present 2D PIC simulation results in detail. For
the simulation we make use of the PIC code KLAP-2D with
absorbing boundary condition along the longitudinal (x)

FIG. 1. (a) Sketch of the two-stage acceleration target, show-
ing the target-front hollow cylinder with conical inner wall, the
main target slab, which has a flat front and dishlike back side,
where the tapered center and the two beveled outer proton layers
are shown in red, and (b) schematic diagrams of the acceleration
process.
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direction and periodic boundary condition along the trans-
verse (y) direction for both fields and particles. The simu-
lation box is 240�0 � 60�0, where �0 ¼ 0:8 �m is the
laser wavelength, and it contains 14400� 2400 cells. Each
cell contains 100 numerical macroparticles in the plasma
region. The simulation time step is �t ¼ 0:006T0, where
T0 ¼ 2�=!0 is the laser period. A p-polarized laser pulse
of peak intensity of IL � 3:1� 1020 W=cm2 [or a ¼
eEL=ðme!0cÞ ¼ 12, where EL, e, me, !0, and c are the
peak laser electric field, the electron charge, the electron
mass, the laser frequency, and the speed of light in vacuum,
respectively] normally incident from the left side. The laser
pulse has a normal Gaussian radial profile with the full
width at half maximum (FWHM) w0 ¼ 8�0 and a longi-
tudinally Gaussian shape with the FWHM in 30T0.
The front of the laser pulse is initially at x ¼ 40�0. The
hollow cylinder and the main target slab consists of par-
tially ionized plasma with effective charge-to-mass ratio
q=mi ¼ 1=18360. The front of the target is initially at

x ¼ 90�0, the ends of the 6� open cone are 6:1�0 and
3�0 in diameter. The length and diameter of the hollow
cylinder are 30�0 and 7:7�0, respectively. At the right end
of the cylinder is the main target slab, as shown in Fig. 1(a).
The thickness of the slab is 5�0. On its rear side, the
thickness and transverse width of the tapered inner proton
layer is d ¼ 0:1�0 and w ¼ 2�0, respectively. The maxi-
mum transverse and longitudinal thickness of the
wedge-shaped outer proton layers are 0:3�0 and 0:9�0,
respectively, and its angle relative to the axis is 70�. The
charge-to-mass ratio of proton is q=mp ¼ 1=1836. The

electron density of the hollow cylinder, the cone, as well
as the solid-target body is n ¼ 100nc, and that of
both proton layers is np ¼ 50nc. Here nc is the critical

density given by !2
0 ¼ 4�e2nc=me. The initial tempera-

ture of heavy ions, protons, and electrons is assumed to be
1 keV in all simulations.
Figure 2 shows snapshots of the spatial distributions of

the I-protons (red dots) and the O-protons (black dots) in
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FIG. 2. 2D PIC simulation results of the spatial distribution of the I-protons (red dots) and O-protons (black dots) in the x-y plane at
(a) t ¼ 80T0, (b) t ¼ 100T0, (c) t ¼ 130T0, and (d) t ¼ 160T0. The energy spectra for the I- and O-protons at t ¼ 160T0 are plotted in
(e), where a spectrum marked as ‘‘I-protons*’’ is also plotted for the I-protons using the target without the O-proton layer initially for
comparison and N is the total number of I- or O-protons. The laser parameters are a ¼ 12,� ¼ 30T0, and w0 ¼ 8�0. Plot (f) is
obtained without the front cone.
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the x-y plane at t ¼ 80T0 (a), t ¼ 100T0 (b), t ¼ 130T0 (c),
and t ¼ 160T0 (d). In Fig. 2(a) the I-protons are propagat-
ing along the axis, between the converging O-protons. As a
result, the front part of the I-protons is further accelerated
forward and the back part retarded, and the convergence of
the O-protons slows down. Figure 2(b) shows that the
upper and lower O-protons are closing up and merging
with the trailing I-protons, whose front part is now further
accelerated forward. The spatial distribution of the
O-protons in fact has a bubblelike structure at the center
because of the strong field of the I-protons inside the
bubble. We see that the front of the O-protons is still
concave near the center, that is, the O-protons are still
converging towards the axis, squeezing and accelerating
the front I-protons. Figure 2(c) shows that the front of the
O-protons is flattened and the local pinching of the
I-protons has resulted in a gap between the front running
I-protons and the rest of the elongated bunch. Figure 2(d)
shows that the gap broadens, indicating that the front
running I-protons are detaching from the rest of the bunch.
They form a 6 �m� 8 �m nearly monoenergetic bunch.
Figure 2(e) shows the energy spectra of the I-protons (red
line) and the O-protons (black line) at t ¼ 160T0. One can
see the quasimonoenergetic peak around 220 MeV in the
energy spectrum of the I-protons with the maximum

energy �259 MeV and energy spread �17%, which is
located just in front of the energy cutoff of the O-protons.
We also plot the energy spectrum of the I-protons (blue
line) under the condition initially without the O-proton
layer for comparison. In this case, the I-protons have a
broad energy spread with a lower maximum energy and
there is no separated high-energy peak as found in the
presence of the O-proton layer. This indicates obviously
that it is the longitudinal pushing effect of the O-protons on
the I-protons, which is responsible for the formation of the
second stage acceleration and accordingly the quasimo-
noenergetic peak of the I-protons. The maximum proton
energy in the case of having O-protons is enhanced by 11%
compared with the case without O-protons in which the
maximum proton energy is about 234 MeV.
To show the effect of the front hollow cone, we perform

simulations with the same target design at the rear side but
replacing the front cone with a normal planar surface.
Figure 2(f) shows the produced energy spectra of the
I-protons, the O-protons, and the case without O-protons.
One notices that the maximum I-proton energy decreases
significantly to less than 70 MeV. This can be attributed to
the fact that the metallic hollow cone can provide a large
number of C-electrons and H-electrons, which greatly
enhances the electrostatic field at the target rear side as
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FIG. 3. 2D PIC simulation results of (a) spatial distribution of the axial electrostatic field Ex (normalized by me!0c=e) in the x-y
plane at t ¼ 100T0. An enhancement of the field at x ¼ 108�0 can clearly be observed. (b) Evolution of the peak of Ex on the axis near
the interface between the front of the O-protons and the I-protons. Except for that for t ¼ 80T0, the Ex values have been multiplied by a
factor of 2 for clarity. (c) Evolution of the quasimonoenergetic I-proton peak. (d) Divergence angle and kinetic energy distribution of
the I-protons at t ¼ 160T0; The laser parameters are the same as in Fig. 2.
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depicted above. One also notices that some high-energy
I-proton presenting at the energy cutoff of the O-protons,
which implies that the secondary acceleration also
occurs in this case and it is mainly due to the initial
structure of the proton layers at the rear target surface.
Nevertheless, as shown in this figure, the target-front cone
structure does help enhance the energy level, collimation,
and acceleration distance of the resulting front I-proton
bunch.

To further reveal the acceleration process, Fig. 3(a)
shows the longitudinal electric field Ex distribution in the
x-y plane at a relatively early time t ¼ 100T0. One can
clearly see a strong positive electric field region (marked
by the black dashed line in a circle) located around x ¼
108�0, which is exactly at the interface between the I- and
O-protons at that time, as shown in Fig. 2(b). The evolution
of this space-charge electric field along the x axis is shown
in Fig. 3(b). The peak field moves forward with time,
which enables the proton acceleration to occur in a long
distance like a moving double layer in RPA [12], though its
strength decreases with time rapidly. Consistent with this
moving peak field, the quasimonoenergetic energy peak
also extends to higher and higher energy. Figure 3(c) plots
the energy spectra of the I-protons at t ¼ 100T0, 120T0,
140T0, 160T0. The maximum proton energy at these times
are Emax ¼ 171, 207, 243, and 259 MeV, respectively. One
notices that the energy width of the peak structure in-
creases with the increasing of the maximum energy, while
the distribution of the low energy part is almost unchanged.
This explicitly indicates that the tail part of the I-protons
has mixed with the O-protons, which pushes the fast
I-protons together with the O-protons. Figure 3(d) shows
that the fast I-protons have a small divergence angle
located within the angle region �div � �10� and energy
interval 200–260 MeV, where �div ¼ arctanðpy=pxÞ with
px and py the longitudinal and transverse proton momen-

tum, respectively. The average divergence angle, defined as

�ave ¼ ðPð�divÞ2=NÞ1=2, is about 4.05� for the energetic
fast I-proton bunch. The number of the high-quality pro-
tons is about 8:7� 1011 (over 1=10 of the total I-protons),
which satisfies the requirement for many applications such
as the cancer therapy.

In order to see how the laser parameters and the
thickness of the inner proton layer affect the proton
energy spectrum, we have carried out more simulations.
Figure 4(a) shows the variation of the I-protons energy
spectra obtained with the fixed laser energy of 9.6 J and
w0 ¼ 8�0 for 0:8 �m laser, where the red curve is for
a ¼ 12 and � ¼ 30T0 (case 1, or 3:1� 1020 W=cm2,
80 fs), the black curve is for a ¼ 9 and � ¼ 53:3T0

(case 2, or 1:7� 1020 W=cm2, 140 fs), and the blue
curve is for a ¼ 15 and � ¼ 19:2T0 (case 3, or
4:8� 1020 W=cm2, 50 fs). The maximum proton energy
for case 1 is 259 MeV as discussed before, while that for
case 2 and case 3 are 174 and 322 MeV, respectively.

Therefore, the maximum proton energy scales with the
peak laser amplitude like

E 2D � 2:1a
ffiffiffiffiffiffiffiffiffiffiffi
n=nc

q
½MeV�; (1)

as depicted in Fig. 4(c), where n is the electron density of
the metallic target normalized by the critical density nc.
This is consistent with the fact that the high energy
of hot electrons scales linearly with the laser amplitude
[16,24,25], no matter whether they are from the conical
surface or the main target slab. Our simulation also indi-
cates that the proton energy increases with the target
density, which is typical with the TNSA mechanism [11]
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FIG. 4. 2D PIC simulation results of variation of the energy
spectrum with respect to the laser amplitude a and the laser pulse
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The laser energy is fixed to be 9.6 J and other laser parameters
are the same as in Fig. 2. Plot (c) shows the maximum proton
energy scaling as given by Eqs. (1) and (2) obtained in 2D and
3D PIC simulations.
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and can be attributed to the fact that fast electron number
increases with the target density. The ratio of the proton
numbers contained in the I-proton peak for three cases with
peak laser amplitudes a ¼ 9, 12, 15 is about 0:41:1:0:2:73
and the ratio of the energy conversion efficiency is about
0:29:1:0:1:44. We also performed 2D simulations of the
same target design with the metallic target electron density
as n ¼ 30nc and the laser pulse with normalized electric
field amplitudes a ¼ 15, 20, and 25. The obtained maxi-
mum proton energy is 206, 267, and 313 MeV, respec-
tively, which is also fairly well in line with the scaling of
Eq. (1) as shown in Fig. 4(c).

Figure 4(b) shows the variation of the energy spectrum
with respect to the thickness d of the center proton layer.
The red, black, and the blue curves are for d ¼ 0:10�0,
d ¼ 0:07�0, and d ¼ 0:15�0, respectively. Thus, the value
of d has a negligibly small effect on the maximum energy,
the width of the energy spectrum, as well as the total
number of protons in the high-energy peak. This is because
the number of fast I-protons depends mainly on how and
where the O-protons pinch the I-protons bunch and not on
the total number of the I-protons. This novel character
enables one to control the requested dose of the obtained
proton bunch for applications.

B. 3D PIC simulation results

We also performed 3D PIC simulation with OSIRIS
2.0 [26] to check if this two-stage acceleration mechanism
is effective in the real 3D geometry. The simulation box
is x� y� z ¼ 180�0 � 60�0 � 60�0 and it contains
14400� 480� 480 cells. Each cell contains 64 numerical
macroparticles in the plasma region. The simulation time
step is �t ¼ 0:02T0. The choice of the macroparticle num-
ber and the cell number in our simulation is limited by the
available computer capability, however, it is accurate
enough to make a judgement on the two-stage acceleration
effect with our target design. The incident laser propagates
along the x direction and is polarized in the y direction. The
target parameters are the same as in the 2D simulations if
not specified.
Figure 5(a) plots the spatial distribution and kinetic

energy (normalized by mpc
2) of the I-protons at t ¼

160T0. It clearly shows that a condensed high-energy
part is present in the central front of the I-protons (marked
by the white line in a circle), where the color bar represents
�� 1with � is the Lorenz factor of the I-protons.
Figure 5(b) shows the kinetic energy and divergence angle
distribution of the I-protons at t ¼ 160T0, the color bar
represents the relative proton number. One can see that
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energy I-proton peak for a ¼ 12. (d) Comparison of the energy spectra of the high-energy part of the I-protons with its transverse size
w ¼ 2�0 (black dashed line) and w ¼ 4�0 (pink solid line) obtained with the laser amplitude a ¼ 22 at t ¼ 160T0.

LIU et al. Phys. Rev. ST Accel. Beams 15, 101301 (2012)

101301-6



there exists a very narrow bright region at the top, which is
the high-energy I-proton head as shown in Fig. 5(a).
Figure 5(c) shows the evolution of the high-energy peak
of the energetic I-protons. The maximum energy and peak
energy slowly increase with time while the energy spread
slightly decreases with time. One can see that a very
narrow monoenergetic peak appears in the high-energy
part of the I-protons, where the energy peak is Epeak ¼
107:8 MeV, the maximum energy is Emax ¼ 112 MeV, the
energy spread of this peak �EFWHM=Epeak is only about

3%, and the proton number with kinetic energy larger than
100 MeV is about 3:62� 1011. Comparing with the case
without O-proton layers, in which the maximum energy of
the I-protons is 76 MeV and the energy spread is almost
100%, the proton energy in the case with O-protons is
enhanced by 47%. This indicates that the pushing effect
of the O-protons significantly improve the I-proton accel-
eration and lead to the formation of a quasimonoenergetic
proton beam.

One notices that the high-energy proton beam obtained
in the 3D case has two different points comparing with that
in the 2D case: both the maximum energy and the energy
spread in 3D case are considerably reduced as compared
with those in the 2D case. The first is related to the inherent
anisotropic electron acceleration with linearly polarized
lasers in the 3D geometry. In this case, electrons from
the front cone surface are mainly accelerated in the polar-
ization plane (the x-y plane) near the laser axis, i.e., the
energetic electrons are elongated in the laser polarization
(y) direction. Because of this anisotropic spatial distribu-
tion of hot electrons, they will diffuse in another transverse
direction (the z direction) later due to the space-charge
field. As a result, the electrostatic fields at the rear surface
are smaller than that in the 2D case. The anisotropic spatial
distribution of hot electrons leads to anisotropic proton
acceleration at the beginning, where the fast I-protons are
also elongated along the y direction. Such an asymmetry
was also found recently in the 3D simulation of the
BOA acceleration [27]. Later they will diffuse in the z
direction as shown in Fig. 5(a), which clearly shows that
the spatial size along the z direction is larger than that
along y direction. This leads to a thinner spatial distribu-
tion of the I-protons along the longitudinal x direction and
more uniform acceleration later in 3D case than those in
2D case. A supernarrow high-energy peak can thus be
obtained.

To examine the scaling of proton energy with the laser
intensity in the 3D geometry, we perform simulations using
the laser amplitude a ¼ 20, 22, and 30. The maximum
proton energy of these obtained quasimonoenergetic pro-
ton bunches are Emax ¼ 187, 204, and 266 MeV, respec-
tively. It turns out that the maximum proton energy scales
with the peak laser amplitude like

E3D � 0:93a
ffiffiffiffiffiffiffiffiffiffiffi
n=nc

q
½MeV�; (2)

as also shown in Fig. 4(c). This scaling is similar to that
obtained in 2D simulations except that the constant coef-
ficient is smaller, which is caused by the three-dimensional
effect as discussed above.
According to Eq. (2), higher energy protons can be

produced with laser pulses at higher intensity. Let us take
the case for the laser amplitude a ¼ 22, at which the
maximum proton energy reaches about 204 MeV at t ¼
160T0, as shown in Fig. 5(d). Even though this follows the
scaling in Eq. (2), the resulting energy spectrum becomes
very broad. Additional simulation indicates that one can
reduce the energy spread simply by increasing the trans-
verse size of the I-proton layer. When we take the trans-
verse width of the I-protons w ¼ 4�0, which is twice as
large as used before, the energy spectrum is improved
significantly as clearly revealed in Fig. 5(d). In this case,
the maximum proton energy is comparable to the previous
case and the proton number with kinetic energy larger than
170 MeV is about 5:69� 1012. This can be understood as
follows: a larger transverse width of the I-protons also
means a larger inner diameter of the O-protons, which
delays the merging time of the O-protons at the center.
During this period, the high-energy part of the I-protons
diffuses in the channel formed by the O-protons in a more
uniform way transversely and gets more uniform accelera-
tion inside the channel due to the longer O-protons merg-
ing time. This leads to a better monoenergetic I-proton
peak. Also a longer O-proton merging time means a shorter
pushing time in the second acceleration stage, which
causes the smaller maximum proton energy in the case
w ¼ 4�0 as compared to the case w ¼ 2�0 , as shown in
Fig. 5(d).

IV. SUMMARY

In summary, we have proposed a two-stage acceleration
target configuration for generating high-quality proton
beams. With this target configuration, proton acceleration
is accomplished by a two-stage process. In the first stage,
TNSA produces two groups of protons with the first group
moving forward from the center source layer and the
second group moving toward the axis from the outer source
layer. In the second stage, protons from the second group
radially compress and axially push the front part of the
first-group protons, realizing additional acceleration. 2D
PIC simulations show that an 80 fs laser pulse with focused
intensity 3:1� 1020 W=cm2 can produce quasimonoener-
getic proton bunch with maximum energy�259 MeV and
energy spread �17%. 3D PIC simulations suggest that the
proton energy scaling with the laser intensity is similar to
that found in 2D simulation except for the difference in the
constant coefficient. Even though the maximum energy
found in 3D is reduced by half as compared to that in
2D, the energy spread is also significantly reduced. With
the same laser energy, higher laser intensity is beneficial
for enhancing the maximum proton energy and the proton
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number in the quasimonoenergetic beam. With our
scheme, the proton number in the quasimonoenergetic
peak is over 1011 protons=shot. Moreover, the accelerated
proton number is relatively stable even if one changes the
rear proton layer thickness, laser intensity, and pulse
duration. This also makes our scheme attractive for
applications.
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