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In this paper we discuss the generation of a new class of high brightness relativistic electron beams,

characterized by ultralow charge (0.1–1 pC) and ultralow normalized emittance (< 50 nm). These beams

are created in rf photoinjectors when the laser is focused on the cathode to very small transverse sizes

(< 30 �m rms). In this regime, the charge density at the cathode approaches the limit set by the

extraction electric field. By shaping the laser pulse to have a cigarlike aspect ratio (the longitudinal

dimension much larger than the transverse dimension) and a parabolic temporal profile, the resulting

space charge dominated dynamics creates a uniformly filled ellipsoidal distribution and the emittance

can be nearly preserved to its thermal value. We also present a new method, based on a variation of

the pepper-pot technique, for single shot measurements of the ultralow emittances for this new class

of beams.
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I. INTRODUCTION

A recent trend in the development of high brightness
electron beam sources is lower charge, lower emittance
beams. For decades, electron accelerators and sources have
been designed aiming at a traditional 1 nC=1 mmmrad
goal dictated by luminosity requirements for high energy
physics as well as photon flux in light source applications.
Part of this is simply historical. Even as it becomes clear
that lower charge beams characterized by smaller emittan-
ces and shorter bunch lengths can be very useful for a
variety of applications, most of the beam diagnostics de-
veloped and installed on existing beam lines are blind at
very low charge levels.

As the charge is reduced to <1 pC, which in this paper
is considered as the boundary of ultralow charge, the
phase space area of the beam can be greatly reduced
and ‘‘ultralow’’ normalized transverse emittances of
<0:1 mmmrad become possible [1]. Here we focus mostly
on the transverse phase space, but it should be pointed out
that one of the main motivations behind the charge reduc-
tion trend is the possibility of greatly shortening the beam
bunch length by downstream compression, effectively
keeping constant the peak current at the end of the ma-
chine. A direct application of ultralow charge ultralow
emittance beams is high resolution ultrafast relativistic
electron diffraction and microscopy where the beam is
used to resolve temporally and spatially small changes in
matters [2–4]. Applications of these beams as drivers for
sub-fs high gain free-electron laser amplifiers can also be

envisioned [5–7]. Low charge beams occupying very small
area in phase space are also suitable for external injection
into laser-based high gradient acceleration structures [8,9].
So far, one of the highest brightnesses reported from a

radio-frequency (rf) photoinjector has been the 0.2 mm
mrad projected emittance (0.14 mmmrad slice emittance)
obtained with 20 pC at SLAC using the Linac Coherent
Light Source (LCLS) injector [10]. This beam, with far
lower charge than the original LCLS design working point,
has enabled a new regime of operation of the x-ray laser
characterized by fs pulses and short free-electron laser gain
length. More recently, different groups have reported com-
parable brightness [11–14]. One should point out here that
measurement systematics (in the technique, in the image
processing, etc.) could affect significantly the reported
brightness values. Care must be taken when comparing
different group results (for example, some quote 90% rms
emittance, others full rms emittance, etc.) [15]. More than
focusing on the absolute emittance and brightness values,
here we discuss a new approach to the generation of ultralow
charge ultralow emittance beams.
In this paper we describe the study of the regime of

operation of an rf photoinjector where the laser is focused
on the cathode to a very small (& 30 �m rms) transverse
spot. This regime is characterized by a strong space
charge driven transverse expansion which, under properly
chosen initial conditions, leads to the creation of uni-
formly filled ellipsoidal beams [16]. The scheme has
similarities with the previously demonstrated blow-out
regime of rf photoinjectors [17–19] but instead of relying
on the longitudinal space charge forces for beam shaping,
uses the transverse forces to generate the ellipsoidal
distribution. An important difference is that ultralow
beam emittances can be obtained due to the minimization
of the thermal emittance contribution.
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II. A SIMPLIFIED ENVELOPE EQUATION
MODEL AND SIMULATION

In order to understand better the process of the genera-
tion of the uniformly filled ellipsoidal distribution, we
consider the space charge dominated transverse expansion
of a beam slice with current I and initial spot size �0. The
evolution of the rms transverse beam size �x can be
estimated using the beam envelope equation. In the space
charge dominated regime, we can neglect the emittance
contribution term and the equation reads [20]

�00
x þ k2��x ¼ I

2IA�
3�x

; (1)

where IA ¼ 17 kA is the Alfven current and k2� represents

the focusing system. This equation describes the transverse
size of each longitudinal slice within the beam if laminar
flow conditions apply. The equilibrium condition
(Brillouin flow) consists in a transverse size which scales

as the Ið�Þ1=2, where we added the � dependence to stress
the fact that each slice can have a different current and
hence a different equilibrium transverse size. In an rf
photoinjector beam line, the situation is more complicated
than the simple case discussed here; since the beam energy
is changing, there is the effect of the rf fields, and the
focusing channel (emittance compensation solenoid) is not
uniform along the beam propagation. On the other hand, it
can be verified by particle tracking simulations that the
scaling of the output transverse size on the beam current
remains similar so that to a good approximation at the exit

of the photoinjector we have �xð�Þ / Ið�Þ1=2. This is an
important result since it implies that the final current
density Jð�Þ / Ið�Þ=�xð�Þ2 will be independent of the
longitudinal coordinate � along the bunch.

By choosing the input current profile (shaping the tem-
poral profile of the laser pulse on the cathode) to be
parabolic Ið�Þ ¼ I0½1� ð�=LÞ2� where L is a character-
istic dimension of the bunch length (the rms bunch length

L=
ffiffiffi
5

p
), the beam edge will be well described by the curveffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ð�=LÞ2p
which is the equation of an ellipse. General

Particle Tracer (GPT) [21] simulations confirm that, when
the beam dynamics is completely dominated by the space
charge forces, a strong transverse expansion takes place
and a cigarlike shaped beam with a parabolic current
profile does evolve into a nearly ideal uniformly filled
ellipsoidal distribution (see Fig. 1).

III. CREATION OF CIGARLIKE SHAPED
UNIFORMLY FILLED ELLIPSOID BEAMS

The experiment took place at the UCLA Pegasus rf
photoinjector beam line. The details of the experimental
setup have been described elsewhere [19]. We summarize
the parameters used for this experiment in Table I. A bare
(no coating) copper cathode was installed in the gun at the
time of these experiments and 266 nm laser was used to
generate the beam by linear photoemission. A 1.5 m focal
distance lens was used to focus the laser pulse on the
cathode to a spot size of �0 ¼ 30 �m rms as verified by
transverse laser profile measurements performed with a
CCD camera at the cathode plane. A UV stretcher with
adjustable dispersion was used to control the chirp of the
laser pulse and modify its length. The UV laser spectrum as
measured by an Ocean Optics spectrometer was with a
good approximation parabolic. The temporal profile of the
stretched UV pulse had the same shape. The electric field
of the gun was maintained low (� 70 MV=m) to reduce
the dark current and allow direct measurements of the
photoelectron beam properties. The rf electric field at
injection sets a limit on the amount of charge that can be
extracted from the cathode, which is still bounded by the
threshold for virtual cathode formation as indicated by
Bazarov et al. [1]. For 30 degrees injection phase the
charge is limited to �1 pC (Q=�02��

2
0 ffi 20 MV=m). If

one could increase the field in the gun (possibly jointly
with proper copper surface treatment to maintain the dark
current to a level compatible with low charge beam diag-
nostics), it would be possible to extract more charge from
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FIG. 1. GPT simulations of cigar beam dynamics in rf photo-
injectors: transverse beam sizes along the Pegasus beam line for
1 pC and 0 pC (space charge effects switched off). The simu-
lation parameters match the experimental ones reported in
Table I. With proper initial conditions, the space charge domi-
nated expansion leads to the creation of a nearly ideal uniformly
filled ellipsoidal distribution (inset).

TABLE I. Pegasus photoinjector parameters for the transverse
space charge dominated expansion regime.

Beam total energy 3.5 MeV

Peak field at the cathode 70 MV=m
Injection phase 30 deg

Beam charge 1 pC

Laser spot size (rms) 30 �m
Laser pulse length (rms) 1.8 ps

Bunch length at rf deflector (rms) 1.6 ps

Normalized emittance 40 nm
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the same cathode area and generate a higher brightness
beam. Another issue when focusing the laser on the cath-
ode to a very small spot is related to the possible damage to
the cathode surface. The maximum laser intensity in these
experiments was a few GW=cm2 (assuming 1–2 �J in 5 ps
FWHM), similar to what was used in the blow-out experi-
ment and significantly below the damage threshold for a
flat copper surface (a few hundred GW=cm2).

In Fig. 2(a) we show the transverse beam profile of the
cigarlike beam measured at a fluorescent screen located
3.0 m downstream of the cathode, together with the GPT
simulation results in Fig. 2(b). The point spread function of
the screen and imaging system was 65 �m rms. One
should notice how clean and round the beam profile looks.
Laser and cathode inhomogeneities which usually affect
and distort the shape of the electron beam are essentially
absent. In this regime, the beam profile is completely
determined by the strong space charge dominated trans-
verse expansion and no feature from the initial spatial
distribution survives after the gun exit. The projection of
the beam profile onto one axis (dashed line) is well fitted by
a parabolic distribution (solid line), as expected for a
uniformly filled ellipsoidal beam.

The transverse profile of the beam when the UV
stretcher was off [measurement and simulation results in
Figs. 2(c) and 2(d), respectively] shows a bright corona,
indicating the onset of wave breaking typical of nonlinear
space charge forces. When the beam is short at the cathode
there is a strong coupling between transverse and longitu-
dinal expansions and our simplified model for the beam
evolution no longer applies. The folding of the beam in
phase space causes irreversible emittance growth and

degrades the beam quality. GPT simulations closely repro-
duce this dynamical behavior. In Fig. 3(a) we show the
simulated transverse phase space x� �x (red dot) and
the density profile along the x axis (blue line) at z ¼
3 m. The distribution is ‘‘narrow’’ in the central part and
becomes ‘‘wider’’ toward both ends where the wave break-
ing occurs. The correlation between the transverse posi-
tions of the particles at the cathode ri and their positions rf
on the screen displayed in Fig. 3(b) clearly shows the loss
of laminarity due to the space charge driven wave break-
ing. Incidentally, it is interesting to notice that the central
part of the beam which samples only the linear component
of the space charge forces shows a local maximum in phase
space density. Using a collimating hole it could be possible
to select this high brightness region of the beam and utilize
it for some applications that demand very low charge
beams such as ultrafast relativistic electron diffraction
and microscopy.
Thanks to the nearly perfect shape of the beam, it

becomes easier to monitor (and compensate if needed)
quadrupole components (normal and skew) along the
beam line. We will come back to this point towards the
end of the paper.
In order to verify that the longitudinal profile of the

cigarlike beam is also parabolic, we used the 9.6 GHz
500 kV X-band deflecting cavity installed on the Pegasus
beam line [22] and imaged the beam in the x-z plane, as
shown in Fig. 4(a). Its projection onto the zðtÞ axis (red dot)
shown in Fig. 4(c) well resembles a parabolic profile ex-
cept the tails at the beam edges which are due to the finite
transverse spot sizes on the screen. As a comparison, an
ideal 1.8 ps rms parabolic UV laser pulse was input into
GPT simulation and the result is shown (black solid line)
after convoluted with the transverse spot size. Conversely,
if the laser pulse on the cathode is short, the beam expan-
sion is strongly asymmetrical due to the strong image
charge effect. This is confirmed by the measurement
[Fig. 4(a) and blue square in (c)] with the deflector when
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FIG. 2. Measured transverse beam profiles at z ¼ 3:0 m from
the cathode for (a) a stretched laser pulse and (c) a short laser
pulse on the cathode. Corresponding GPT simulation results are
shown in (b) and (d). The projection of the beam profiles in (a)
and (b) onto one axis (dashed line) are also shown together with
the parabolic fitting (solid line).
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FIG. 3. (a) The transverse phase space x� �x of the beam
when the UV stretcher was off and the laser pulse short at the
cathode. The density profile along x axis is also shown (blue
line). (b) The correlation between the initial transverse positions
ri at the cathode and the final positions rf on the screen.
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the UV stretched is bypassed and the laser pulse length on
the cathode is 65 fs rms. Longitudinal laser profile shaping
is required in order to create a distribution that is a good
approximation of a uniformly filled ellipsoidal distribution.

IV. MEASUREMENT OF ULTRALOW EMITTANCE

Simulations predict sub-100 nm normalized emittances
for the beams created in this regime, due to the very small
thermal emittance contribution from the small laser spot on
the cathode. It remains a challenge to measure the sub-
100 nm normalized emittance of this new class of ultralow
charge beams. The pepper-pot technique [23] is a natural
candidate to sample in a single shot the divergence at
multiple transverse positions within the beam. However,
to apply this method to simultaneously resolve the very
small spot size and low divergence with a limited number
of electrons, it demands a revision of the beam optics, the
pepper-pot design, as well as the detection efficiency and
spatial resolution of the beam profile monitor.

First of all, higher detection efficiency with high spatial
resolution in imaging the beam profile is demanded. This
has been demonstrated recently in works motivated by the
requirement of ultrafast relativistic electron diffraction
experiments [24]. The new high efficiency detector system
developed at UCLA Pegasus Laboratory finds its immedi-
ate application also in beam halo mapping and ultralow
charge beam emittance measurement which is the topic of
this paper.

To simultaneously resolve the very small spot size and
very low divergence, we developed a variation of the
pepper-pot technique in this work. Instead of a customized
pepper-pot target manufactured by laser drilling a regular

hole array pattern on a high density metal sheet, we chose
commercially available transmission electron microscopy
(TEM) grids as the sampling target. For example, a 200
mesh (pitch size d ¼ 125 �m) copper grid (G200TH
from SPI, Inc.), as shown in Figs. 5(b) and 5(c), was chosen
for the data presented in this paper. It consists of perpen-
dicular copper bars that are 32 �mwide and 20� 3 �m in
thickness.
Interestingly, TEM grids have also been used to indicate

the beam quality in electron microscopy community by
observing the Fresnel fringes formed on the edge of the
shadow image of the grid bar [25]. As the electrons in the
beam propagate through the grid, those hitting the bars will
be scattered into a broad angular distribution and the trans-
mitted ones form a shadow image of the grid. Imagining an
electron beam with a zero emittance, i.e. all the electrons
originate from one point before the grid, the shadow image
will have a sharp transition across the edge of the grid bar.
For a real beam, the edge in the image will smear due to the
finite beam divergence. By analyzing the position, width,
and height of each edge in the shadow image, we can
reconstruct the trace space and retrieve the emittance value
of the beam at the grid position.
The relative thin TEM grid bars are not able to block the

relativistic electrons and one concern is if the scattered
electrons contaminate the phase space sampling and emit-
tance measurement. Roughly 50% of the electrons in the
beam pass through the grid openings and are measured by
the screen 2.1 m after the grid. All the other electrons that
hit the copper bars, according to Monte Carlo simulation
results, are scattered into a broad angular distribution and
only <0:1% will be in a cone within 2.5 mrad from the
beam line axis and overlap with the transmitted beam
whose full transverse size on the screen is smaller than
10 mm. This is actually not surprising since the 20 �m
thickness is already�300 times the elastic mean-free path.
It is safe to conclude that the grid is thick enough to
perform hard-edge sampling of the beam trace space.
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(b)(a)

(c)

1 mm

FIG. 5. (a) Electron beam shadow image on the detector screen
2.1 m after the TEM grid. The image of the grid appears
magnified by a factor of 12.8. (b), (c) Optical microscope images
of the 200 mesh TEM grid.
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parabolic UV laser pulse.
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A typical shadow image of the TEM grid is shown in
Fig. 5(a). The strength of the emittance compensation
solenoid is tuned to deliver a sharp beam focus at L0 �
20 cm before the grid. Similar to the pepper-pot technique
in which the size of each beamlet image gives a measure of
the divergence, in this grid method information on the local
beam divergence can be extracted by analyzing the image
profile at each bar edge. However, there is a considerable
difference in the data processing technique. The pepper-pot
method had been applied to larger emittance beams and the
divergence-induced increase in beamlet image is usually
much larger than the projection of the hole itself. For the
ultralow emittance case, the ratio between the two contrib-
uting terms can be very different.

Consider the trace space of the beam right after a TEM
grid, as illustrated in Fig. 6(a), for two adjacent transmitted
beamlets assuming they are uniform in density and
Gaussian in divergence with an rms width of �x0 . After a
free space drift distance of L from the grid to the screen, the
beam trace space is sheared as shown in Fig. 6(b) and the
intensity profile measured by the screen, displayed in
the inset of Fig. 6(b), can be fitted by

gðxÞ / erf

�
xþMa=2ffiffiffi

2
p

L�x0

�
� erf

�
x�Ma=2ffiffiffi

2
p

L�x0

�
;

where a is the bar width and M ¼ 1þ L=L0 is the mag-
nification of the shadow image. One may notice that in the
limit of Ma � L�x0 , the above expression reduces to the
Gaussian distribution typically used for emittance mea-
surement with pepper-pot or multislit techniques. In order
to minimize the overlap of the signal from two nearby
edges, it is important to pick the TEM grid and the experi-
mental parameters so that Ma * 4L�x0 . This is not a

stringent requirement as the fitting of the measured profile
can tolerate a slight overlap as seen in Fig. 6(b). In all of the
commercial TEM grids, the grid opening d� a is larger
than the bar width a so that cross talking between two
adjacent bars is avoided. The separation between the two
edges can be increased by increasingM however at a price
that the beam spot gets smaller at the grid and the trace
space sampling is too coarse. In order to resolve small
beam divergence, it is mandatory to optimize the spatial
resolution of the beam profile detector. In practice this can
be quantified by requiring that the size of the point spread
function �psf should be much smaller than L�x0 . In our

measurements we ensured that L�x0 was typically at least 2
times as large as �psf and then removed its contribution

through deconvolution.
The TEM grid method is in principle analogous to the

pepper-pot technique but has the advantage that a much
larger portion of electrons is transmitted, which for ultra-
low charge beams improves the signal-to-noise ratio of the
shadow image and allows the trace space sampling to
achieve a higher precision. Besides extracting two separate
emittance values for the x and y planes, the shadow image
also contains the degree of correlation between x and y
directions. For example, the deviation from 90� of the
crossing bars is an indication of the x� py correlation

(angular momentum) of the beam which is usually induced
by a skew quadrupole field component inside the emittance
compensation solenoid. Thus, the shadow image provides
an intuitive guide for online error field correction and
emittance optimization.
The results of the emittance measurements in the cigar

beam operating mode are shown in Fig. 7 for the cases of
long and short laser pulses on the cathode. After correcting
any skew quadrupole error the emittance numbers for x and
y planes are within 10% and each data point representsffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�nx�ny

p
. The measurement and simulation results agree

-0.4

-0.2

0.0

0.2

0.4

-50 0 50 -500 0 500
 

 
 

in
te

ns
ity

 (
ar

b.
 u

ni
ts

)

(b)

x'
 (

m
ra

d)

x (µm)

(a)

 

x (µm)

FIG. 6. Zoomed in snapshots of the x� x0 trace space of the
beam (a) just blocked by a 32 �m grid bar and (b) at the beam
profile screen 2.1 m after the grid. In (a) the beam has a uniform
density along x and a Gaussian distribution in x0 with an rms size
of 40 �rad. The slope of the x� x0 band magnifies the bar
image by a factor of 10. In the inset of (b) we show the shadow
image of the grid bar by an ideal point source (dashed black) and
the density profile of a realistic beam (solid blue).

0.0 0.2 0.4 0.6 0.8 1.0 1.2

20

40

60

80

100

120

no
rm

al
iz

ed
 e

m
itt

an
ce

 (
nm

)

charge (pC)

uv
 = 1.8 ps 

uv
 = 65 fs

FIG. 7. Measured normalized emittance of beams when the
UV laser was stretched to a 1.8 ps rms parabolic longitudinal
profile (black square) and was ultrashort at 65 fs rms (red circle).
The error bars indicate the statistics over 20 shots. Simulation
results for both cases are also shown.

NANOMETER EMITTANCE ULTRALOW CHARGE BEAMS . . . Phys. Rev. ST Accel. Beams 15, 090702 (2012)

090702-5



well for both cases throughout the entire charge range.
Particularly, the measured emittance numbers converge
toward a same thermal emittance value at low charge.
For both the long and short laser cases, the laser spot sizes
on the cathode were 30 �m rms and the measurement
indicates a thermal emittance level of 0.8 mmmrad/mm
rms which is consistent (within 20%) with the results from
other groups [10,26,27].

We would like to emphasize that the emittance values
reported in Fig. 7 do not correspond to the minimum
emittances that could be achieved when operating the
photoinjector in the cigar beam mode. This is due to the
limitation of the Pegasus beam line that features only one
strong focusing element, the gun solenoid, which was used
for the measurements to provide a sharp focus before the
TEM grid. GPT simulations predict that lower emittances
could be obtained with relaxed focusing condition due to
partial emittance compensation (realignment of the slices
in trace space) [28–30]. The comparison of the ‘‘optimal
emittance mode’’ and the ‘‘emittance measurement mode’’
with different solenoid strengths is shown in Fig. 8 with the
parameters listed in Table I. A possibility for future inves-
tigation of this regime would be to extend the Pegasus
beam line and insert another strong focusing element to
measure the 1 pC beam at the location of its minimum
emittance which is as low as 40 nm.

Although the beam charge discussed is ultralow, due to
the small spot size and low emittance values the beam may
still be space charge dominated and the space charge
effects may play a role in the emittance measurement. In
the emittance measurement mode at the grid position, the
parameter R0 ¼ I�2

0=ð2I0��2nÞ, which is used to character-
ize the relative importance of space charge effects and
emittance pressure [31], is on the order of 1 for 1 pC
beams. Nevertheless, due to the strong focusing before

the grid, the beam size quickly expands and the R0 value
decreases by a factor of 4 in every �20 cm. The overall
effect is that the space charge induced distortion of the
trace space between the grid and screen has negligible
effects on the measured emittance values. This is quanti-
tatively verified by testing the data processing algorithm
through GPT simulations. The agreement is within �10%
for the 0.1–1 pC and 30–100 nm range.

V. OUTLOOK AND CONCLUSIONS

In this paper we explored for the first time the cigar
beam operating mode in an S-band rf photoinjector. The
transverse and longitudinal beam profiles were measured
and found in a good approximation to be parabolic profiles,
consistent with being the projection of a uniformly filled
ellipsoidal distribution. The simulations as well as the
measurements reveal residual nonlinearities in the phase
space (manifested in space charge induced emittance
growth), due to the fact that the equilibrium solution is
not fulfilled from its generation. The beams in fact always
first goes through a ‘‘pancake’’ regime very close to the
cathode when the velocities are much smaller than the
speed of light. In order to improve the beam brightness, a
more careful control of the initial distribution (laser shape)
is required. A plot of normalized emittance from GPT
simulation is shown in Fig. 9 for three different initial
transverse profiles (uniform, spherical, and Gaussian).
The gun gradient is boosted to 120 MV=m thus allowing
1 pC charge to be extracted from a smaller cathode area of
20 �mrms. The longitudinal laser profile as well as the
other parameters in the system, such as solenoid strength
and injection phase etc., are same for all cases. With a
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cathode (all have 20 �m rms spot sizes) for a gun gradient of
120 MV=m. For the Gaussian profile the nonlinear transverse
space charge forces at the beam edge lead to slice emittance
growth. For spherical and uniform cases the transverse space
charge forces are more linear and the compensated projected
emittance is closer to the thermal emittance level. In the later
cases 1 pC, sub-20 nm beams are generated.
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Gaussian profile, which is the best approximation to the
experimental laser profile used for the measurements in
this paper, the nonlinear space charge forces at the beam
edge leads to non-negligible slice emittance growth. A new
laser transport and transverse shaping configuration needs
to be designed in order to provide a uniform, ultrasmall
spot on the cathode. This proves to be a technical challenge
in our setup due to the long distance between the last lens
on the normal incidence optical line and the cathode
(150 cm) so that diffraction effects become noticeable.
Laser illumination from the oblique window on the half
cell of the gun is a possible solution. A new rf gun cathode
with back illumination is another very interesting route.

We also discussed here a new emittance measurement
technique to measure the ultralow (30–100 nm) normalized
emittance of this new class of ultralow charge (0.1–1 pC)
beams. It is based on a variation of the pepper-pot method
but using cheap commercially available TEM grids as the
sampling target, focusing the beam very hard before the
grid to form a magnified shadow image on a downstream
screen. The divergence at the bar edges and the beam
profile can be extracted with an erf function model.
There is good consistency between the measurement re-
sults and simulation predictions demonstrating the validity
of the new method. In the current work the main solenoid
was used to strongly focus the beam for emittance mea-
surement instead of emittance compensation; thus, the
emittance numbers were not the best achievable values.
In the future at Pegasus or other beam lines, a strong
permanent magnet quadrupole and a TEM grid could be
inserted at the minimum emittance position or any other
positions for independent emittance diagnostics. We would
like to point out the promising potential of this method to
measure sub-nm geometric emittance. For example, we
choose a 2000 mesh grid (5 �m bar width and 12:5 �m
pitch size) and focus the beam 2.5 cm before the grid. At
the grid position the beam will cover 4–5 pitches allowing
adequately fine sampling and on a screen 3.0 m after the
grid the images of the bar edges have a characteristic size
of L�x0 typically larger than 60 �m. A phosphor screen
and imaging system with enough efficiency and <20 �m
rms point spread function is easily achievable and enough
to resolve the beam divergence. Such a beam has a geo-
metric emittance of 0.3 nm and a normalized emittance of
2.2 nm at 3.5 MeV.

In summary, we have studied experimentally a new
regime of operation of rf photoinjectors where the electron
beam generated by a narrowly focused, longitudinally
shaped laser pulse evolves into a nearly ideal uniformly
filled 3D ellipsoid. This regime is complementary to the
‘‘blow-out’’ case but features very small transverse emit-
tance and due to the limitations imposed by the extraction
field at the cathode is characterized by very low charge
beams. If postacceleration rf structures or magnetic chi-
canes are available, one has the possibility to compress the

beam to achieve very high brightness. The ultralow charge
ultralow emittance regime described in this paper could
benefit many future researches and applications including
single-spike advanced light sources, ultrafast electron dif-
fraction and microscopy, and external injection for wake-
field accelerations.
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