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The transverse dynamics of an intense charged particle beam propagating through a periodic quadru-
pole focusing lattice is described by the nonlinear Vlasov-Maxwell system of equations, where the
propagation distances play the role of time. To determine matched-beam quasiequilibrium distribution
functions, one needs to determine a dynamical invariant for the beam particles moving in the combined
applied and self-generated fields. In this paper, a perturbative Hamiltonian transformation method is
developed which is an expansion in the particle’s vacuum phase advance € ~ o, /27, treated as a small
parameter, which is used to transform away the fast particle orbit oscillations and obtain the average
Hamiltonian accurate to order €. The average Hamiltonian is an approximate invariant of the original
system, and can be used to determine self-consistent beam quasiequilibrium solutions that are matched to
the focusing channel. The equation determining the average self-field potential is derived for general
boundary conditions by taking into account the average contribution of the charges induced on the
boundary. It is shown for a cylindrical conducting boundary that the average self-field potential acquires
an octupole component, which results in the average motion of some beam particles being nonintegrable
and their trajectories chaotic. This chaotic behavior of the beam particles may significantly change the
nature of the Landau damping (or growth) of collective excitations supported by an intense charged

particle beam.
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I. INTRODUCTION

There is growing interest in studying the detailed equi-
librium and stability properties of intense charged particle
beams for applications to high energy and nuclear physics,
high energy density physics research using intense particle
beams, and heavy ion beams for inertial fusion energy and
warm dense matter applications, etc. [1,2]. In many of the
applications, intense charged particle beams have to be
transported over long distances through a focusing chan-
nel, which provides transverse particle confinement. In a
quadrupole focusing channel, the beam particles experi-
ence a transverse linear focusing-defocusing force, which
is a periodic function of time in the beam frame. This
oscillating force provides the necessary focusing only in
an average sense [3—7]. For intense charged particle beams,
this average focusing force must be strong enough to over-
come both thermal and space-charge defocusing of the
beam particles.

Identifying regimes for quiescent beam propagation has
been one of the main challenges of accelerator research [8—
18]. In particular, the development of systematic ap-
proaches that are able to treat self-consistently the applied
periodic focusing force and the self-field force of the beam
particles simultaneously is very important [ 19-23]. Several
recent investigations [24-26] have used standard Hamil-
tonian perturbative methods [27-31]. With these methods,
one searches for the generating function that relates the old
set of canonical phase-space variables to the new canonical
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set. The new canonical variables are chosen to have a
Hamiltonian that is independent of time. In the standard
approach, the generating function is a function of the
mixed set of variables (old and new). This makes the
perturbative analysis moderately complicated. In particu-
lar, the analysis in Refs. [24,25] was carried out to third
order in the small parameter (o, /27)"/2, where o, is the
vacuum phase advance [5]. The analysis in Ref. [26] was
carried out to 5th order, but the authors appeared to have
made an error in the iterative procedure, which invalidates
the results. An advantage of the approach described in the
present analysis is that, instead of using a generating
function which is a function of the mixed set of variables,
we work with functions that depend exclusively on a new
nonoscillating set of variables from the outset. This sig-
nificantly simplifies the analysis, and allows us to develop
an iterative procedure that makes no reference to the gen-
erating function in its final form. In this paper, we also
make a more consistent ordering of all relevant quantities
in the derivation of the canonical transformation. In this
new ordering, all quantifies are expanded in the small
parameter € ~ o,,/2, which is the square of the small
parameter used by previous authors in Refs. [24-26]. As a
result, the third-order expansion in the present analysis is
equivalent to a sixth-order expansion used in previously
developed methods.

For intense charged particle beams, it is important to
take special care in determining the self-field potential.
The authors of Refs. [25,26] worked directly with

© 2010 The American Physical Society


http://dx.doi.org/10.1103/PhysRevSTAB.13.064402

E.A. STARTSEV et al.

Phys. Rev. ST Accel. Beams 13, 064402 (2010)

Poisson’s equation, while the author of Ref. [24] worked
directly with the Green’s function for Poisson’s equation.
We use the latter approach here because it allows for a
simpler treatment, and also allows us to take into account
the boundary conditions more easily. The correct treatment
of the boundary is very important because the oscillation of
charges induced on the conducting boundary produces an
important contribution to the average self-field potential,
and may significantly change the dynamics of the beam
particles.

The organization of this paper is as follows. In Sec. II,
the equations describing the nonlinear dynamics of an
intense charged particle beam propagating through a quad-
rupole focusing channel are summarized. The dynamical
quantities are normalized, and the small expansion pa-
rameter € is identified. The perturbative Hamiltonian trans-
formation method is developed in Sec. III, and the
canonical transformation for arbitrary quadrupole focusing
lattice is derived correct to second order in the small
parameter € ~ o, /2. llustrative examples of the canoni-
cal transformation and detailed comparisons with numeri-
cal simulations are presented in Sec. IV. Expressions for
the average self-field potential are obtained in Sec. V.
Finally, the key results and conclusions are summarized
in Sec. VL.

II. THEORETICAL MODEL

The transverse dynamics of a coasting intense charged
particle beam can be described by the nonlinear Vlasov-
Poisson system of equations for the beam distribution
function f(x, y, p, py, s) and the normalized self-field po-
tential W(x, y, s). Here s = v, is the longitudinal coordi-
nate, where v, = const is the directed beam velocity. In
what follows, we use index notations where (x,y) =
(x',x%), and (p,, p,) = (p', p?). For simplicity, we also
suppress variable indices inside of function definitions, i.e.,
we employ the notation f(x!, x%, p!, p% s) = f(x, p, s).

The distribution function f(x, p, s) satisfies the nonlin-
ear Vlasov equation [5],

0 Z dx® 9 Z dp® 9
PRSP R

= ds ox”  ds dp“
where
dx® oH dp® oH
o2 --= 2)
ds ap ds ox

are the particle equations of motion, and « = 1, 2 refer to
the transverse phase-space variables (x,y, p,, py). The
Hamiltonian H(x, p, s) describes the particle motion in a
force field that is the sum of a linear, externally applied,
transverse focusing force with components Fg =
—k(s)n“x®, where k(s) is the focusing field strength,
n' =1, »> = —1, and the normalized self-field potential
W(x,s) is calculated self-consistently using Poisson’s

equation. The Hamiltonian H(x, p, s) is defined by
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+ W(x,s),
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where «(s) varies periodically as a function of axial coor-
dinate s according to k(s) = (s + S), and S = const is
the lattice period. In this paper, we consider lattice func-
tions that satisfy the condition [$*5 d5x(5) = 0 and have
odd half-period symmetry «(s) = —«(s + §/2). Poisson’s
equation for the normalized self-field potential W(x, s) is
given by

2
_ Jd 0 __27TA 1 7.2
_;a ey N ff(x,p,s)dpdp,
4)

where N = [dx'dx*dp'dp?f(x, p, s) is the number line
density of the beam particles, A = 2¢*N/m,v3y; is the
beam self-field perveance, m; and g are the particle mass
and charge, respectively, and y, = (1 — v3/c?)~!/? is the
relativistic mass factor.

It is convenient to introduce the dimensionless renor-
malized variables X = x/a, 5§ = s/S, k(5) = k(s)/ky, p =
p/(ax,S), and f = (f/N)a*(k,S)?, where S is the period
of the applied focusing lattice, a is the characteristic trans-
verse beam dimension, and «j is the characteristic value of
the lattice function k(s). Equations (1) and (2) maintain the
same form in normalized variables, whereas the normal-
ized Hamiltonian H takes the form

5) = &(5) —[”a’;a’_“a]
)
2

H(%, p,

+ f L& #)f(&, p, E)D)'C’Dp’}.
%)

For simplicity, we adopt a square-bracket notation for
summations. e.g., [x*x*]=3¥2_, x*x® Moreover, for
multidimensional integrals, we adopt the notation
[dxdx,Z = [DxZ. In Eq. (5), € is defined by € =
$%ky, and the Green’s function L(%, &') satisfies the equa-
tion

d
[8x P ]L(x ¥)=—s5,6(x — ). (6)
Here, s, = 2mwA/(koS)*a® = (4wq*N/mya*y;)/(koSv,)?

is a dimensionless measure of the beam space-charge
intensity. For a beam transversely confined by the external
focusing lattice, the characteristic maximum value of nor-
malized intensity s, is (s,)™* ~1 [5]. In Eq. (5), the
function f is normalized according to [dxdp f = 1. In
what follows, we assume that all terms inside the curly
brackets in Eq. (5) are of the same order.
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III. PERTURBATIVE HAMILTONIAN
TRANSFORMATION METHOD

In what follows, we drop the bar notation over the
normalized variables. To determine the matched quasi-
equilibrium solutions to the Vlasov equation (1), we search
for a time-dependent canonical transformation of the form
[5,24-26] (x, p*, H, s) — (Q%, P% K, s), where

x® = x*(Q, P, s), p* = p*(Q.Ps) (N

with time-independent transformed Hamiltonian K(Q, P).
For every canonical transformation there is a function S
that satisfies the differential relation [27-30]

[p¥dx®] — Hds = dS + [P*dQ%] — Kds.  (8)

It is convenient to search for a function S of the form § =
U+ [po(Q, P, s)x — Q)], where U(Q,P,s) and
po(O, P, s) are functions of the new phase-space variables.
The relationships between the old and new set of phase-
space coordinates are obtained from Eq. (8) by equating
coefficients in front of the differentials of independent
variables (dP%, dQ?, ds), and can be expressed as

[@—Qwﬂﬁ]zpp_myéw—Qﬂ]_aU

apPP apPA apPB’
L= 0"
(0 =P =~ 0= po 5 |

st [e- 0]

908 90P
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The canonical transformation procedure outlined by
Egs. (7)—(9) is slightly different from the standard ap-
proach. In the standard approach, the generating function
S is taken to be a function of the mixed set of variables (old
and new). This makes the perturbative analysis moderately
complicated [24-26] relative to the present approach. An
advantage of the approach described in the present analysis
is that, instead of using a generating function which is a
function of the mixed set of variables, we work with
functions that depend exclusively on the new nonoscillat-
ing set of variables (Q%, P%) from the outset. This signifi-
cantly simplifies the analysis, and allows us to develop an
iterative procedure that makes no reference to the generat-
ing function in its final form.

The distribution function in the new coordinates
F(Q, P, s) is related to the distribution function in the old
coordinates f(x, p, s) by

F(Q, P, s)DODP = f(x, p, s)DxDp. (10)

Equation (10) expresses particle conservation in the
phase-space volume DxD p under the transformation given

by Eq. (7). For a canonical transformation, the phase-space
volume is conserved according to DxDp = DQDP, and
therefore F(P, Q, s) = f[x(Q, P, s), p(Q, P, s), s]. The dis-
tribution function in the new variables satisfies the Vlasov
equation

dF

ds
For a time-independent Hamiltonian, there exists a trivial
solution to the Vlasov equation (11), given by F =
G[K(Q, P)] for arbitrary function G. The periodic focusing
solution to the original Vlasov equation (1) can be deter-
mined by inverting Eq. (7) according to f(x, p,s) =
G{Ks[ Qg (x, p, s), Ps(x, p, s)]}. Here, the subscript G de-
notes the implicit dependence of the solution on the choice
of the function G. For solutions of this form, we can use
Eq. (10) to express the original Hamiltonian in Eq. (5) as

)= K(ﬂ[n“xaxa]+_6{[p“p“]

=0. (11)

H(x, p,
(x, p. s 5 5

+jiuﬂgﬁmqmgﬂw@ﬁ}

12)

Equations (7) and (9) can be solved iteratively in terms
of the small parameter € = k,S*> < 1. Specifically, we
express

p="po(Q.Ps)+ > €p,
n=1

x=0+ €'x,,
nZl (13)
U= UO(Q’ P; S) + ZenUn’
n=1
K = Ky(Q,P,s) + ) €'K,
n=1
where p, (0, P, s), x,(Q, P, 5), U, (O, P, s),and K,,(Q, P, s)
(n=0,1,2,...) are functions to be determined from the
iterative procedure. Using Eq. (13), we expand the
Hamiltonian H in Eq. (12) according to

H(x, p,s) = ZE”H,,(Q, P,s). (14)
n=0

Substituting the expansions [Egs. (13) and (14)] into
Egs. (9), we obtain

Kk(s)[n* Q0]
HO(Q; P: S) =+:
pf =P+ sgg, (15)
o _
apPk
U,
K, Ho—-af. (16)

From Eq. (16), we obtain
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— (Hy) = ( >["QQQQQ] o amn

and
Uy = _K(l)%’ (18)
ph =P — KnbQP, (19)

where (A) = (1/S) [$75 d5A(5), and ((A)) = A — (A).
Here, we also introduce the notation A© = ({(A)) and

AW = « f dsAW‘)» (20)

for n = 1. If what follows, we will use properties that
follow from the definition in Eq. (20), including

dAT dAW
aw=w+|E]"=wSo e
ds ds
valid for any periodic function A(s) = A(s + §), and

dA(nJrl) _ A("),

22
- (22)

(AWBWY = —(AG=DBR+Dy — —(Ak+D =1y (23)

[ARBW]D + [A*FDB=1]) = (AR BWY, — (24)

Substituting the expansions [Egs. (13) and (14)] into
Egs. (9), we obtain

Z[ Py ,aax’] [x%"] (25)

ou, " axs

B _ n @ L.
Xp = — + E o —=|;
oPB l—ll:pn lapﬁ]

ou, ax 9
B _ 9% _ l Po
P08 Z[p” faQﬂ]+[ aQﬁ]

=1

(26)

where n = 1, 2, .... From Eq. (25), we obtain

o= (o [+ ) -5 (5] e

Here, U, is an arbitrary function of P and Q. We now
choose U, so that (x,) = 0. Introducing Z, = H, —
k[n*x2Q%], and substituting Eq. (28) into Eq. (26), we
obtain

K, =(Z,) - f([p“,%]) (29)

=1

80z E[ap;’l oxfapy 9xf ](”
"oaPP & as 9PP PP as ]
(1)
aZ,;

B _ =B _ (1) ,,8+B
Pn Pn aQB <<K N"Xn >> (30)

_"le:apn , ax apE ax;*]m

&L oas 00F 0QF as ]

where the average value p,, satisfies

Ipn _ <”Zl[apff_z axp _ dpy, oxf ]>
PP &L oQY aPP 9PP 0Q7

n?xy kW), (31)

~ap

For the Hamiltonian function H(x, p, s) [Eq. (12)] the
functions Z, depend only on p; and x;, with k <n.
Therefore, Eqgs. (29)—(31) provide an iterative procedure
which can be used to determine the canonical transforma-
tion in Eq. (7), and the new time-independent Hamiltonian
K(P, Q) as implicit functions of the equilibrium distribu-
tion function G. In this paper we present results valid up to
second order in the small parameter € for the canonical
transformation in Eq. (13), and up to third order in € for the
average Hamiltonian K. Because K, = 0, the average
Hamiltonian K has the form K = e(K, + €K, + €’K; +

-+). The € in front of the bracket renormalizes the time
scale, so that the average dynamics occurs on the slow time
scale O = Q(es) and P = P(es). Therefore, to determine
the trajectories x(s) and p(s) valid to second order in €, we
need to determine the average Hamiltonian K valid up to
the third order in e.

Omitting algebraic details, it is straightforward to show
that the canonical transformation takes the form

and
n=1 a « x® = Q% — ekPneQ* + e2kP 0P + (kk?)? 0}
B . 0xE LapeIn | - ’
U, = I_ZI[P,,—IK:I [Hn + X, K] + U,(Q, P). (32)
(28)  and
|
pe ={P* — kWn*Q} + (k@ 0P + (kk®)VQ} + € { ®) [DQDPG [nBQB oL NP QP 9L ]
CI0 90P 0P

£ (3 = 200 = (ex®)P1P + {RO(R)2) = Lelon) Do) (33)
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Moreover, the inverse transformation is given by

= x* + ek@nix® + {—2kPnp® + [3((k?)2) — 2(kk®)D — (k@)D x2}, (34)
and
« (1) pa o B @)1 ya e s 0L | pes 9L
P ={p* + kVn2x?} — elk@Pn*p® + (k) Vxe} — €2 DxDpG—an-i-n Prd
— (k@)D p + {I((V)2) — [K(KK(z))@)]“)}n“xa}- (35)
The new time-independent Hamiltonian is then determined to be (correct to the third order in €)
PQPCY a o
k= P70 4 3] + L2 + ) + )Py
o - <(K<2))2>[ 0’L ~, 0°L
+ | DODPG(K)(L(Q, Q) + € *nbQQP +20nPQYQP ———
[ povrak(Lie o)+ & MO S P QO s

For a periodic lattice with odd half-lattice-period symme-
try, k(s) = —«(s + S/2), the term (k(x?)?) occurring in
Eq. (36) is identically zero, i.e., (k(x?)?) = 0, and there-
fore the normalized average Hamiltonian K/ € is expanded
in a series of even powers (€2¥) of the small parameter e.

Using Eq. (36), we obtain the approximate expression
for the square of the vacuum phase advance o2 valid up to
fourth order in small parameter e, i.e.,

7% = S+ IEROPRHDR) + ele()?)
+ eX{[(k@) D)L (37)

Note from Egs. (32)—-(37) and the definitions in Eq. (20)
that the actual expansion parameter in Egs. (32)—(37) is not
€ but rather € = €[((k1)2)]'/2 ~ ¢, /(27). For a lattice
with small filling factor 6 ~ T/S < 1, when the focusing
elements occupy a distance 27" which is a small portion of
the lattice period S, the correction [{(x")2)]'/2 ~ & can be
quite important. For such lattices the theory presented in
this paper still applies even if € > 1, provided the condition
€0 < 1 still holds. It can be easily shown that for intense
beams with normalized intensity s, = 1 when the self-field
part of the average Hamiltonian K is of the same order as
the external focusing part, which is in turn of the same
order as the kinetic part

[ popraiLe 6)~ L0y ~ 1P
" )

then the self-field terms in the expressions for the canonical
transformation in Eq. (32)—(35) have an order which is
consistent with expansion in the small parameter
o,/(27) ~ €d. Note that for very intense beams with s, <
1, the external focusing force is reduced by the repulsive
self-field force, and one expects the expansion parameter to
be proportional to the depressed phase advance o/2m

(36)

|
[5-7]. However, for moderately intense beams, the de-
pressed phase advance for transverse particle oscillations
with average Hamiltonian K given by Eq. (36) is of the
same order as the vacuum phase advance, i.e., o ~ . The
case of extremely intense beams, when the depressed phase
advance is much smaller than vacuum phase advance o0 <K
o, requires special consideration and is not analyzed here.

IV. ILLUSTRATIVE APPLICATIONS

As a specific application, in this section we examine the
canonical transformation in Eq. (7), valid up to second
order in the small parameter €, for the intense beam system
with Hamiltonian given by Eq. (12), for the specific choice
of sinusoidal lattice function (s) = & sin(ks) with lattice
period S = 277/k. The new time-independent Hamiltonian
is then determined to be

K=e{[P“2P“](1 LS )+W[Q“2Q“]<l re

\_/

2

f DQDPG(K)(L(Q 0+ e

- 92L
BB a BHanB ___ — —
[ P00 aQaaQﬂmn W00 s

o)) a

From Eq. (39), we obtain for the vacuum phase advance

T, R L3R <2
) =e——(1+e 1+ e —— 40
(277) € 2k4< 2k4)( € 16k4) ‘0

or equivalently,

G =Gl G T -560] e

+ n*nPO*QP
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where

0 o SZ
B-sle) e

27w)  2L@2w)
Furthermore, the detailed expressions for the canonical

transformation are given by
|

p¥ = {P“ + X n*Q« cos(ks)} — e{k—Kz n*P% sin(ks) —

+ € {k_ cos(ks)/DQDPGaQa
=3

+ # n“Q“<9 cos(ks) — % cos(3ks))}.

Furthermore, the inverse transformation is given by

Q% = x* — e{k—Kz nex® sin(ks)} - 452{2]?3 1n%p® cos(ks)

- -2
Pe = {p“ %n X cos(ks)} + 6{k2 n%p%sin(ks) —

oL

- {k_ cos(ks) fDxDpG—I:anﬂ— + nPxP —

axP

Figure 1 shows the differences AQ(s) = Q(s) —
0, (x, p,s), AP(s) = P(s) — P,.(x, p,s), and AK/e =
[K — K, (x, p, s)]/ € plotted as functions of the normalized
variable s/S over the interval s = [0, 1/€*] for the case of
negligible space charge s, — 0, and for k = k=1, € =
0.1 (o, = 25°). Here, the differences are between the
numerical solution of Hamilton’s equations of motion for
the average Hamiltonian given by Eq. (39) [Q(s), P(s), K],
and the solution [Q,.(x, p, s), P,.(x, p, 5), K,.(x, p, s)] ob-
tained by solving numerically the original system of equa-
tions with Hamiltonian given by Eq. (12) and using the
transformation formulas given by Egs. (45) and (46).
The same initial conditions were used in both cases,
ie, 0(0)=0,0)=0 and P0)=P,0) =[(1+
€2/16)/(1 + 3€%/2)]'/2. As evident from Fig. 1, the dif-
ferences AQ and AP grow linearly as €’s from values of
order € at time s/S ~ 1. Such secular growth is expected
since the next-order correction to the phase advance is of
order €. On the other hand, the average energy difference
stays constant at its initial value of order AK /e ~ €3. This
is also expected, since K given by Eqs. (39) is an adiabatic
invariant for the original system with Hamiltonian in
Eq. (12), and therefore is conserved with exponential
accuracy, i.e., the value of (s/S), when the difference in
invariant becomes of order its initial value 6K/e ~
AK/e ~ € is given by (s/S), ~ exp(const/€)/€e" for
some power index [ [29-31].

[ BQBaQB

oL ] Q2 i3

X% = Q%+ e{k—Kz n*Q« sin(ks)}
2 5 apa — ,—(—2 @
+ € 2k3n P* cos(ks) 8k4Q cos(2ks),  (43)

and

)
Tl sin(2ks)}
_, 0L
nf 0F @] 8k4P [12 + 5cos(2ks)]
(44)
’—(2
— @[12 +5 cos(2ks)]x“}, (45)

Kk x9 sm(st)}

[

0‘(9 cos(ks) — ! cos(3ks))}. (46)

p 3

+ o
8K 1665 T

I
As a second example, we consider here the periodic
step-function lattice specified by

for |s — S/2| < 8S/4,
for 0<s<d8S/4and S — 8S5/4 <s<S,
for 6S/4 <s<S§/2 — 65/4 and
S/2+ 8S/4<s<S— 5S/4. 47)

k(s) = —k,
k(s) = k,

k(s) =0,

Here, the constant filling factor & lies in the interval 0 <
6 < 1, and the coefficients in the average Hamiltonian K in
Eq. (39) are given by

—25252 25
2y — X 1— _)

(%= ( 3/
<254 52

((k?)2) = K3§40 (5 — 58 +28%,

(k(k@)2) = 0, “

—4 6 54

eypy = K% 215 10508 + 133782

{Ler®)DF) 3870720

— 76883 + 1686%).

Using Eqgs. (37) and (48), we obtain the approximate
expression for the square of the vacuum phase advance
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FIG. 1. Plots of AQ(s)= Q(:) -0, ps), AP(s)=

P(s) — P,(x, p,s), and AK/e = [K — K,,(x, p, s)]/€ as func-
tions of the normalized variable s/S over the interval [0, 1/€%]
for the choice of dimensionless parameters s, = 0, k = k = 1,
e =0.1 (o, =25°).

20
2 — 14 1—-==
0y ¢0< 3>

¢ (315 — 4208 + 9852 + 608° — 215%)
0 3780

, (49)

where ¢, = (€kS%6/4)"/2. For the step-function lattice
given by Eq. (47), the vacuum phase advance can be
calculated exactly [5,6], and is given by

112
110}
c,/o,

108
106 f
1.04 f

o./cr
1.02| -7
1.00 == T

0 20 40 60 80

O, (degrees)

FIG. 2. Plots of the normalized quantities o, /o, and o, /o7,
versus the vacuum phase advance o, for § = 1/2.

cos(a,) = (cosh¢)(cosdp; — ¢, sing)
+ ¢2(Sinh¢1)(cos¢1 — % sind)l), (50)

where ¢, = 8'2¢, and ¢, = ¢,;(1 — 6)/8 and ¢, =
(ekS?8/4)'/2. Taylor expansion of Eq. (50) up to the fourth
order in the small parameter € reproduces exactly the result
given in Eq. (49). Shown in Fig. 2 are the plots of o, /0,
and o, /0%, versus o, for 6 = 1/2, where o, is given by
the first term in Eq. (49). Here o, and o, are obtained from
Egs. (49) and (50), respectively. It is evident from Fig. 2
that the next nonvanishing approximation to the vacuum
phase advance o¢ given by Eq. (49) is accurate to within
0.6% for o, = 60°, and is accurate to within 3% for o, =
90°, while the first-order approximation o given by the
first term in Eq. (49) is only accurate to within 5% for
o, = 60°, and is accurate to within 12% for o, = 90°.

Note from Eq. (49), as we already mentioned at the end
of Sec. III, that the actual expansion parameter for the
present theory is o,/27 ~ €5 < 1, and not simply e.
The distinction is important for lattices with small filling
factor 6 < 1. For such lattices the theory presented in this
paper still applies even if € > 1, provided the condition
€6 < 1 still holds.

V. EVALUATION OF SELF-FIELD POTENTIAL

The corrections to the average Hamiltonian in Eq. (36)
are of two kinds. The corrections to the kinetic energy term
and the average applied focusing term give corrections to
the average frequency of the particle motion in the applied
oscillating field in Eq. (37), whereas the final term gives the
corrections to the average self-field potential. The integral
form of the self-field potential is inconvenient for numeri-
cal calculations because it contains the convolution of the
beam density n(Q) = [DPG(K) with the long-range
function L(Q, Q). The self-field term can be expressed as
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a self-field potential W that satisfies the equation

¥(Q) = ( j DOLIQL(1 + en®v), Ou(l + en“v)]n(Q)>
= (V,(0)) 51)

where v = k@, Note that the expansion of the expression
in Eq. (51) to second order in terms of the small parameter
€ reproduces the self-field term in Eq. (36). This expression
for the average self-field potential is general and is valid for
the case where the Green’s function L satisfies general
boundary conditions. In what follows, we make use of
the representation given by Eq. (51) to obtain the differen-
tial equation for the average potential W(Q) for general
boundary conditions. In Eq. (51), the Green’s function L is
chosen to satisfy the boundary conditions for the unaver-
aged potential in the spacial coordinates (x!, x?). The
boundary conditions for the unaveraged potential in the
coordinates (x!, x*) are introduced in a nontrivial way
into the average potential W(Q) in the spacial co-
ordinates (Q', 0?) through the Green’s function L as given
by Eq. (51).

By changing the integration variables, ¥, (Q) in Eq. (51)
can be expressed as ¥,(Q) = ®,[0%/(1 + en®v], where
®,(Q) is given by

9

Q) = 1 [ DOL(. Q)n( av). (52)

Making use of these definitions, and expanding correct to
second order in the small parameter e, we obtain the
expression for the average potential:

Q) = (1+ ey + i~ [ no0* 57|
+%[nanBQ“Q378Q3;Qﬁ]¢o>, (53)

where the functions ¢,(Q), ¢,(Q), and ¢,(Q) satisfy the
Poisson-type equations,

V3 by = —s,n(0Q),
Vig, = _5b<|:Qa

J3lrreeisii))

0%

X n(Q),
Vi = [ 0050 @) 54
where V3 = (3/00")(8/0Q") + (8/00%)(9/9Q?), and

VAL(Q, Q) = —5,6(Q — O). (55)
To solve Egs. (54), one needs to specify some boundary
surface in the coordinate space (Q', Q?) and certain bound-
ary conditions on this boundary. It is convenient to desig-
nate this boundary surface to be a surface in the coordinate
space (Q!, 0%), where the function L(Q, Q) satisfies the
same boundary conditions as the function L(x, X) in the
coordinate space (x!, x?). In that case, the boundary con-
ditions for ¢o(Q), ¢,(Q), and ¢,(Q) in Egs. (54) in the
coordinate space (Q', Q%) are the same as the boundary
conditions for the Green’s function L(Q, Q). Note that this
boundary surface in the coordinate space (Q', Q%) be-
comes a surface that oscillates around the boundary surface
in the coordinate space (x!, x?). Because the two surfaces
differ, the average potential W(Q) in the coordinate space
(Q', @?) does not satisfy the same boundary conditions as
the unaveraged potential in the coordinate space (x!, x?), as
can be seen from Eq. (53).

Next we introduce the zero-order smooth-focusing po-
tential ®,(Q) that satisfies the equilibrium Poisson’s equa-
tion [5],

Vi @y = —s,n0(0Q), (56)
with the same boundary conditions as the Green’s function
L(Q, Q). Here, ny(Q) = n(Q, ®,). Making use of this
definition and Egs. (53) and (54), we can express the
average potential and the particle density correct to second

order in € as
o N
) V=, + eXv >\Ifl_, 57)
n[Q, W(Q)] = ny + eX(wHn{ ¥ (0Q),

where nj, = dny(Q, y)/dP,. Substituting Eqs. (56) and
(57) into Eqgs. (53) and (54), we obtain the integral equation
for the next-order correction V¥,

7, - ] dQ'L(0, Q') F,(Q')n(Q)) + Dy + D,

82
aQ“aQﬁ]
(58)

[ o 5[ nenrorer

where @, and ®, satisfy the equations

Vi, = (| 0755 |+ [ nﬁQ“QﬁanzQB])
X no(Q),
Vid, = —sbl:n“Q“ 5 Qa]no(Q) (59)

with the same boundary conditions as the Green’s function
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L(Q, Q). Applying the transverse Laplacian operator V2l to
Eq. (5%), we obtain a differential equation for the correc-
tion term Wy:

(V3 + sy (@10 = —5,(1+ [ 02 |no(©)

+—[n nBQ“QﬂaQaaQﬁ])no(Q)

[v e )"

e R

N | —

<l

82
00%9QF ]
(60)

l\JI'—‘

The boundary condition for the correction term W, follows
from Eq. (58) and the boundary conditions for ®,, @, and
@2.

It is of particular interest to consider a perfectly con-
ducting cylindrical boundary which is located at a distance
R from the beam center. In this case, L(x, X) = 0 on the
surface (x')> + (x?)> = R>. As explained above, the
boundary surface in coordinate space (Q', Q?) is given
by the condition L(Q, Q) = 0, and therefore is given by
(OH)? + (Q?)? = R?. On this surface, &, = &, = O, =
0. Note, that this surface is not the conductor boundary,
which is given by (x!)> + (x?)> = R%.

It is convenient to introduce the cylindrical coordinates
(r, 0), where Q' = rcos(6) and Q% = rsin(f). It follows
from Egs. (56) that ®y(Q) = Py(r) and ny(Q) = ny(r),
and Eqgs. (56) and (59) become

1 4
ﬁAszo(i’) = —Sbno(r),
1 ~) 82 _ Sb A ~
+ cos(46)(A — Z)A]no(r),
1/4 2 ~
ﬁ<A2 + %)fl)z(r) = —s55,c08(20)Ang(r),

where A = rd/dr. Integrating Egs. (61) with the appropri-
ate boundary conditions corresponding to ®y(r = R) =
®,(r = R) = ®,(r = R) = 0, and substituting the results
into Egs. (58) and (60), we obtain equations for the cor-
rection term W, which can be expressed as ¥, = p(r) +
cos(46)q(r), where

|

1d d
- y—+ /
(35575 st}

8 (R
=—sb—4[0 drring(r),

(ld d 16

(62)
rdr dr 7 * shn{)(r))q(r)

4 12

= _2Sb(}’l0 + - [rdffno(f) Y [ d?f3n0(r))
r Jo 0

with boundary conditions

2
Sbf drring(r), 63)

1 (R

q(R) = —sh(F fo diPng(7) — 3 fo dffno(f)).
Note from Eqgs. (62) and (63) that p(R) # 0 and g(R) # 0,
and therefore ¥ # 0 on the boundary r = R. This is
because for a quadrupole channel the boundary r = R is
not a real conductor surface, but a surface that oscillates
around the conductor surface with an amplitude 6R/R ~
e[(vH)]'/2.

As a specific example, we consider a beam with constant
average density profile inside the average radius r = a,
located inside a perfectly conducting pipe at r = R, i.e.,

m(n) = {g”

p(R) =

r<a,

a<r=R 64

This beam density profile is produced self-consistently
by the Kapchinskij-Vladimirskij distribution G(K) =
(719/27)8(K — Ky) [5,19]. For this choice of density pro-
file, the potential dy(r) takes the form
r<a,
a<r=R.
(65)
It follows from Egs. (64) and (65) that s,n((r) =
—25/(1 = 5)8(r — a)/a. Here, §= 0y /20) =
spitg/[2((«'V)?)] [5]. The solution to Egs. (62) and (63)
gives the correction term WV, = p(r) + cos(46)q(r), where
the functions p(r) and g(r) are given by

+ R0/,

2
p(r)=—spnn a ( ) {(_) [-[25/(T-5)]In(a/R)’
105" e
2 WGP + i St a<r =R,

O s e

Sbl’lo 3 ln

(66)

and

q(r) = spiig— 4 { _2(2)2_'_(2)4[1

() (% )8 T+{5/[4(1— s)]}[l (a/RF)
8 1+{5/[40 5T
(E) ] 1+{ ; -

r<a,
(67)
a<<r=R

5/[40=9){1-(a/RP]
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The corrections to the electric field corresponding to the
correction to the potential given by Egs. (66) and (67)
contain two parts. One part is the correction which remains
finite as R — oo keeping r finite. This part of the field
correction is due to the average effects of the beam density
oscillations, and is a decreasing function of r outside the
beam. The other part is the correction which vanishes as
R — oo keeping r finite. This part is due to the average field
created inside the region surrounded by the boundary by
the oscillating charges on the boundary induced by the
oscillating beam distribution. It exists because the induced
distribution of charges on the boundary is not cylindrically
symmetric for a beam in a quadrupole channel. This part is
an increasing function of r.

Corrections to the self-field potential leads to the cor-
rection to the average beam radius given by

r(6) = a(l — ey M) 68)

(1 - E) Sbﬁoa

which now becomes weakly dependent on the angle 6
according to

< 4
rp(0) = a{l + eX(v?) i (1 (a/R)

(I =5\1 — % Ing
cos(46) (a/R)?
R —— (%)8])}' )

As expected, the corrections to the self-field potential
and the beam density [Eq. (57)] inside the beam, and
corrections to the beam radius are zero when R — oo,
and the total self-field potential inside the beam is given
by Eq. (65), which is what one would expect for a
Kapchinskij-Vladimirskij distribution in free space (R —
o0) which generates the constant beam density given by
Eq. (64). When the conducting boundary is present (R is
finite), the image charge oscillations produce additional
contributions to the average self-field potential inside the
beam, which lead to the octupole correction to the average
beam radius [Eqs. (68) and (69)].

VI. DISCUSSION OF RESULTS AND
CONCLUSIONS

In conclusion, in this paper we have studied the non-
linear transverse dynamics of an intense charged particle
beam propagating inside a periodic focusing-defocusing
lattice with period S and characteristic focusing lattice
strength k. For this system, we have identified a small
expansion parameter € ~ o, /2, where o, is the vacuum
phase advance [5]. Using a consistent normalization, we
have developed a perturbative canonical Hamiltonian
transformation method in Egs. (29)—(31), which we use
to transform away the fast particle oscillations with lattice
period S, and obtain the average Hamiltonian accurate to

order & [Eq. (36)] and the canonical transformation accu-
rate to the order &> [Egs. (32)—(35)] for arbitrary periodic
focusing lattice. The normalization used in the present
paper is different from the one used by previous authors
[24-26] in that we regard the oscillation component of the
particle momentum to be of the same order as the average
component. This normalization is confirmed by the simu-
lations and the final expression for the average Hamil-
tonian in Eq. (36), where all terms are of the same order.
Because the average particle motion is on surfaces of
constant average energy K = const, in general we obtain
P~ Q ~ 1 from the average Hamiltonian in Eq. (36),
which is what was assumed initially. The Hamiltonian
obtained in Refs. [24-26] multiplies the average external
potential by the square of the small expansion parameter
(+/€)%, which implies that Q ~ P/+/€, which in turn is
inconsistent with the ordering made in the derivation Q ~
P ~ 1 in Refs. [24-26].

It should also be pointed out that the iterative pro-
cedure used in obtaining the canonical transformation in
Eqgs. (29)—(31) is very explicit, and for any given lattice can
be easily programmed into a software package such as
MATHEMATICA [32] to obtain the canonical transformation
valid to arbitrary order.

Using the average Hamiltonian, we obtained the expres-
sion for the vacuum phase advance [Eq. (37)] accurate to
third order in the small parameter € ~ o, /2. Because of
the cancellation of some terms for lattices satisfying the
symmetry condition k(s) = —«(s + S/2), the results for
the average Hamiltonian and the vacuum phase advance
are accurate up to fourth order in the small parameter €.
The results obtained using this method are consistent with
previous results obtained to third order in the small pa-
rameter /€ in Refs. [24,25]. In this paper, we have ex-
tended the perturbative treatment to third order (for the
average Hamiltonian) in € ~ o, /27 (or to the sixth order
in the small parameter /€ used in previous treatments) by
performing a consistent normalization, and by avoiding the
unnecessary calculation of the generating function as a
function of a mixed set of canonical variables. For a
specific choice of distribution function G(K), Eq. (39)
can be solved to determine the new time-independent
Hamiltonian K. The corrections to the new Hamiltonian
are of two kinds. The corrections to the kinetic energy term
and the applied average potential term give corrections to
the average frequency of the particle motion in the external
oscillating field. We have determined these corrections for
both sinusoidal and step-function lattices in Sec. IV. The
corrections allow us to extend the average formulaic results
to larger vacuum phase advances approaching o, ~ 90°
with accuracies to within several percent. The use of the
expressions for the canonical transformations [Egs. (32)—
(36)] allows an accurate representation of the original
highly oscillatory trajectories for much longer periods of
time than previously possible. In fact, the phase error
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accumulates with time at a rate proportional to €s [see
Fig. 1].

The average self-field potential was determined in
Sec. V. We used the representation of the average self-field
potential given by Eq. (51) which uses the Green’s function
for the original unaveraged configuration with arbitrary
boundary conditions to derive the differential equations
for the average self-field potential [Egs. (56)—(60)]. In
this representation, the average potential is the average of
the potential produced by the beam and by the charges that
are induced on the conducting boundary. The average self-
field potential W [Eq. (57)] can be represented as a sum of a
zero-order smooth-focusing part ®,, which satisfies the
Poisson equation (56), plus the next-order correction
(k@)W ~ (o, /27)?, where the function W, satisfies
the inhomogeneous Helmholz-type equation in Eq. (60).
For the particular case of a cylindrical, perfectly conduct-
ing boundary with radius R, the correction term W, can be
expressed in cylindrical coordinates (r, §) as ¥, = p(r) +
cos(460)q(r), where the functions p(r) and ¢(r) satisfy
Eq. (62), with the boundary conditions given by
Eq. (63). Note that the average self-field potential acquires
an octupole component, which results in the average mo-
tion of some beam particles being nonintegrable and their
trajectories becoming chaotic. This chaotic behavior of
some of the beam particles may significantly change the
nature of the Landau damping (or growth) of collective
excitations supported by the beam. As a particular ex-
ample, in Sec. V we studied an intense charged particle
beam with Kapchinskij-VIladimirskij distribution [5] inside
a perfectly conducting pipe with wall radius R. It was
shown that the correction to the average self-field potential
inside the beam is zero when the boundary is removed to
R — 00, When the boundary location is finite (R is finite),
the average motion of the image charges induces nonzero
corrections to the average self-field potential inside the
beam [Egs. (66) and (67)], which results in the average
beam radius acquiring the octupole component in Egs. (68)
and (69).

Finally, an interesting application of the average self-
field equations (53) and (54) is for the case of very intense
beams, when the zero-order smooth-focusing part @, of
the average self-field potential is compensated by the
average applied focusing potential. In this case the second-
order corrections to the average self-field potential ¥ in
Eq. (53) could become the dominant contributions to the
total self-field potential, and determine the collective dy-
namics of the beam particles. Such dynamics would be
similar to the particle dynamics in a strongly magnetized
quasineutral plasma using a ““gyrokinetic” description [33].
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