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Experimental study of coherent betatron resonances with a Paul trap
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Linear and nonlinear resonant instabilities of charged-particle beams traveling in periodic quadrupole
focusing channels are studied experimentally with a compact non-neutral plasma trap. The present
experiments are based on the idea that the collective motion of a beam in an accelerator is physically
similar to that of a one-component plasma in a trap. A linear Paul trap system named “S-POD”’ (simulator

for particle orbit dynamics) was developed to explore a variety of space-charge-induced phenomena. To
emulate lattice-dependent effects, periodic perturbations are applied to quadrupole electrodes, which gives
rise to additional resonance stop bands that shift depending on the plasma density. It is confirmed that an
mth-order resonance takes place when the corresponding tune of an mth-order collective mode (), is

close to a half integer.
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I. INTRODUCTION

The quality of a charged-particle beam can be seriously
deteriorated by collective instabilities originating from
space-charge self-fields [1-3]. Recent interest in high-
power machines that transport large numbers of hadrons
has made it more important to understand this type of
collective phenomena [4,5]. Progress in beam cooling
techniques has also motivated such studies because
Coulomb interactions among particles are strengthened at
low temperature [6,7].

In order to conduct systematic investigations of space-
charge-dominated beam dynamics, we developed a tab-
letop experimental tool called “S-POD” (simulator for
particle orbit dynamics) [8,9]. The main components of
S-POD include a radio-frequency quadrupole trap (linear
Paul trap) [10,11], various DC and AC power supplies, a
vacuum system, a laser cooler, an electron gun to ionize
neutral gas, several diagnostics, and a comprehensive com-
puter control system. Although Paul ion traps have been
widely utilized for diverse purposes associated with fre-
quency standards, Coulomb crystals, quantum computing,
high-accuracy spectroscopy, and others [12—-17], we de-
signed and constructed S-POD solely for experimental
beam physics. Our linear Paul trap consists of several,
electrically isolated quarupoles configured to allow us to
condition the plasma (e.g. ion species selection, plasma
stacking, noise reduction, etc.) [9]. A similar system has
been built at Princeton Plasma Physics Laboratory and is
being employed by Gilson and co-workers to explore
various fundamental beam dynamics issues [18-21].

The idea of using a compact non-neutral plasma trap for
experimental beam physics was first proposed by Okamoto
and Tanaka [22]. Trap experiments clearly have many
advantages compared to conventional approaches relying
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on actual accelerators and beam transport systems. For
instance, a typical trap system is tabletop size and can
explore long-length issues far cheaper than constructing a
long accelerator. It is possible to vary tunes and particle
densities, over a wide range of values. Since the plasma
motion is nonrelativistic, radioactivation due to particle
losses during beam instability experiments is not an issue.
The plasma centroid is at rest in the laboratory frame,
which enables us to observe the collective behavior of
the plasma at high resolution and precision. The S-POD
experiment is thus useful to clarify the basic mechanisms
of various space-charge effects.

In this paper, we report on recent S-POD experiments
performed to identify the parameter regions in which an
intense hadron beam becomes unstable in a periodic quad-
rupole lattice due to collective resonances. Periodic per-
turbations are intentionally added to the focusing
quadrupole field in order to study the dependence of stop
bands on focusing properties. A family of linear and non-
linear resonances are excited by varying the periodicity and
amplitude of applied focusing forces. Although mechani-
cal errors of the trap somewhat enhance nonlinear reso-
nances, such instability can occur in an intense beam even
if the driving force is perfectly linear [23,24]. In Sec. II, we
outline the mechanism of coherent resonances including
space-charge effects. A brief overview is given in Sec. III
of the operational modes of S-POD. The magnitudes of
possible nonlinear components in the applied focusing
field are estimated employing a three-dimensional (3D)
Maxwell equation solver. Section IV is devoted to showing
experimental results obtained with S-POD. In Sec. V, we
compare the experimental observations with particle-in-
cell (PIC) simulation results and confirm good qualitative
agreement as to resonance locations. Concluding remarks
are made in Sec. VL
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II. COHERENT RESONANCES

It is well known that the amplitude of the betatron
oscillation of a particle traveling in an accelerator grows
due to resonant interaction with the external beam focusing
force. The periodic nature of the machine lattice is respon-
sible for this instability; in fact, no resonance occurs in a
uniform focusing channel [25]. In a single-particle point of
view, it is straightforward to analyze this instability mathe-
matically [26,27]. The self-consistent analysis of reso-
nances, however, becomes extremely difficult once the
Coulomb interactions among particles are taken into ac-
count. Provided that the multiparticle system of our interest
is governed by the Hamiltonian H and collisional effects
are negligible, the phase-space distribution function f
obeys the Vlasov equation,

Ysrrm=o 1)
as
where the independent variable s is the path length along
the design beam orbit, and [,] stands for the Poisson
bracket. The task is to determine the s evolution of f
from the initial form of f.

Let us now ignore the longitudinal (z) degree of freedom
for an unbunched (9/dz = 0) beam because we are par-
ticularly interested in transverse (x- and y-plane) reso-
nances. Then, the Hamiltonian of a particle evolving in
the alternating-gradient (AG) focusing fields of a transport
lattice can be expressed as

qd
myy*(Bc)*

Here, m and ¢ denote the rest mass and charge state of the

particle, 8 = constand y = 1/4/1 — 8 are the usual axial
Lorentz factors, c is the speed of light in vacuum, and the
function K(s) depends on the geometry and excitation of
focusing optics making up the transport lattice of the
accelerator. The electrostatic potential ¢ satisfies the trans-
verse Poisson equation,
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Hofmann et al. treated this set of closed equations self-
consistently without employing the smooth approximation
and numerically found the stop bands of coherent reso-
nances for a Kapchinsky-Vladimirsky (KV) beam with a
matched envelope [23]. Before this seminal work,
Gluckstern analytically derived the collective modes of a
KV beam propagating in a continuous focusing channel
[28].

A successful attempt to solve the Vlasov-Poisson equa-
tions for a hadron beam with strong space charge was made
by Sacherer over 40 years ago [3]. His theory is one
dimensional and applies to a uniform-density beam but is
purely analytic. The instability criterion concluded by
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2 2

Sacherer from the full Vlasov dispersion relation is often
referred to as the coherent resonance condition [3,29]:

Q,, =n, “)

where m and n are both positive integers, and (), repre-
sents the tune of the mth-order coherent mode. Note,
however, that each collective resonance forms an instabil-
ity band whose width becomes wider as the beam density
increases.

Any real beam consists of many charged particles and is
best regarded as a collective object rather than the collec-
tion of single particles. The beam motion as a whole can be
expressed as a superposition of various collective modes
whose tunes are different and depend on the beam density.
Equation (4) indicates that the beam becomes unstable
when one of the coherent tunes is near an integer.
According to Sacherer ), = m(v, — C,,Av), where v,
is the bare betatron tune of the machine, A v is the tune shift
induced by space charge (often called incoherent tune
shift), and C,, is a constant parameter smaller than unity.
Substitution of this relation into Eq. (4) yields [30]

vg — C,Av = % (5)

An important fact is that the left-hand side is different from
the effective incoherent tune v, — Aw. Since C,, <1 for
all modes (m > 1), the maximum tune shift to avoid reso-
nance crossing can be somewhat larger than the limit
obtained from the incoherent condition vy — Av = n/m;
this fact changes the theoretical estimate for the peak
current that can be stored in circular machines.

It was pointed out, recently, that coherent resonances
also take place under the condition [24]

n
Q,, == 6
m 2 ( )
which includes Eq. (4) as a special case. This leads to
o — CpAy ~ . 7
2m

Equation (7) shows that the linear resonance (m = 2)
occurs when the tune is near a quarter integer (not a half
integer). The strength of each resonance depends on the
lattice design, beam density, and the magnitudes of error
fields; all resonance stop bands predicted by Eq. (7) are not
necessarily visible in actual experiments. Deviations of the
distribution from the matched KV form can wash out
instabilities and Landau damping can also suppress insta-
bilities. In any case, there exist twice as many resonance
stop bands as predicted by Eq. (5). So-called imperfection
fields from lattice errors do not essentially affect this
criterion while they make the resonances of corresponding
orders much stronger. Even if the lattice contains no errors
and thus the driving force is completely linear, all modes
with m > 2 can be unstable due to space-charge nonline-
arity [24].

044201-2



EXPERIMENTAL STUDY OF COHERENT BETATRON ...

Phys. Rev. ST Accel. Beams 13, 044201 (2010)

III. S-POD
A. Principle

In the center-of-mass frame (say, the s domain), a beam
can be regarded as an ensemble of many identical particles
focused by a linear external force. Not surprisingly, such a
dynamical system can be represented in the laboratory
frame (the time domain) with a one-component plasma
trap [22]. Since the collective Coulomb potential of a non-
neutral plasma in a trap satisfies the Poisson equation and
the phase-space distribution approximately obeys the
Vlasov equation, the correspondence between the s and
time domains is given solely by the Hamiltonians. If the
plasma Hamiltonian takes the same form as the beam
Hamiltonian in Eq. (2), the two systems can be considered
physically equivalent. Consider an infinitely long plasma
column transversely confined by a radio-frequency (rf)
quadrupole potential. The Hamiltonian describing the mo-
tion of individual particles when the axial motion is ne-
glected is given by

2 2
pit+tpy 1 q¢
T S KD =) +

Ho, =
P 2 2 myc
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where K(f) is a periodic function proportional to the rf
waveform of the quadrupole potential. It is now evident
that a Paul trap can be employed to experimentally simu-
late the beam motion governed by the Hamiltonian (2).

Equation (8) suggests that S-POD experiments at present
are limited to the study of collective effects in which
momentum dispersion does not play a substantial role.
Such a very compact experimental facility can, neverthe-
less, provide useful information on many important sub-
jects associated with high-power and/or low-emittance
beams.

B. Experimental apparatus

As sketched in Fig. 1, each quadrupole rod of our Paul
trap has been axially divided into three pieces, which
allows a variety of experiments and plasma manipulation
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FIG. 1. (Color) S-POD setup for resonance experiments. An ion
plasma is generated and confined in the ion source (IS) region
using electron impact ionization of a neutral gas. After shutting
down the electron beam for ionization and evolving the plasma
for a limited number of rf focusing periods, the plasma is
extracted for measurements by dropping the bias potential on
either the gate or end cap A.

[9]. The three sections, i.e., ion source (IS), gate, and
experiment region (ER), are electrically isolated and can
be independently excited with AC and DC power sources.
It is possible to configure DC biases to form two separate
axial potential wells in the ER and the IS. We can even
accumulate plasmas in the ER by controlling the bias
voltages on the three sections and transporting ions from
the IS [9]. The axial lengths of the IS, gate, and ER sections
are 50, 9, and 100 mm, respectively; the S-POD experi-
ment is much more compact than the dedicated Paul trap
simulator experiment at Princeton which is 2.8 m long [19].
Since our system is compact and inexpensive, we have
constructed several Paul traps that are optimized for differ-
ent experiments. The multisection Paul trap employed here
is one of them.

Non-neutral plasmas are generated in the IS with a low-
energy electron beam that ionizes neutral gas forming
primarily charge-state one Ar* ions (typically, 99%
pure). Other charge states are lost during the long plasma
accumulation cycle (typically, around 10° focusing rf peri-
ods). We can further improve the purity, if necessary, by
applying bias voltages to the quadrupole electrodes, which
result in undesired g/m ratio particles being lost trans-
versely. We can also employ other ion species (N*, Ca™*,
etc.). All three sections are excited with rf potentials of
quadrupole symmetry to confine the Ar" ion plasma trans-
versely both during transport experiments and plasma ac-
cumulation and extraction. For longitudinal confinement,
we apply DC voltages on the end caps (cap A and cap B) or
one of the three sections. DC biases can be added to the rf
voltages in the IS and/or ER to accelerate ions toward the
detectors at both ends of the trap (see Fig. 1). In the present
experiments, cap A and the gate are biased to store ions in
the IS region. After storage there for ~1000 rf periods, the
plasma is transported through the gate and the ER to the
Faraday cup by switching the DC bias on the gate. On the
other side of the trap (to the left of cap A), a microchannel
plate (MCP) with a phosphor screen and a CCD camera are
placed which enable us to measure the transverse density
profile of the plasma. For the profile measurement, the bias
on cap A instead of that on the gate is switched. The
number of ions measured in the Faraday cup is noticeably
reduced when the operating point of the trap is close to a
resonance (see Sec. IVB 1). We have developed a pro-
grammable switching system to control the electron gun,
AC, and DC power supplies. The system automatically
executes a sequence of desired plasma manipulations while
storing measurement data in a personal computer.

The chamber is connected to a turbo molecular pump
(450 liter/ sec) that achieves a vacuum pressure of
1073 Pa. We can change the number of confined ions by
introducing different amounts of Ar gas into the chamber.
The maximum value of tune depression reached by this
procedure is about 0.8. In future experiments, we will use a
laser cooler that can control the plasma temperature. This
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can allow us to achieve much lower values of tune depres-
sion. The typical lifetime of the ion plasma is a few
seconds, corresponding to millions of rf periods. The
plasma lifetime can be significantly improved by condi-
tioning the plasma with a cooling system or by simply
reducing the number of stored ions.

C. Nonlinear applied field components

Before proceeding to results of resonance experiments,
for later convenience we estimate the strengths of non-
linear components in the plasma confinement force.
Numerous coherent resonances can be excited even with-
out imperfect (nonlinear) fields, due to nonlinear space-
charge fields. Resonances induced by space-charge non-
linearity can be enhanced by nonlinear applied fields.

Ideally, the transverse profile of the quadrupole elec-
trodes should be parabolic in order to make the plasma
confinement field exactly linear. In practice, most linear
Paul traps, including ours, employ cylindrical rods to
simplify fabrication at the expense of generating nonlinear
components in the fields. Provided that the system has no
mechanical alignment errors, every fourth multipole har-
monic component (m = 2,6, 10,...) appears in the 2D
transverse field. The lowest-order nonlinear term (m = 6)
can be minimized by choosing p/R = 1.15, where R is the
minimum distance from the trap axis to the surface of the
electrodes of radius p [8,31]. The strengths of the nonlinear
field terms are then suppressed to well below 0.1% of the
fundamental quadrupole term at the aperture extent (r =
R). Therefore, only very weak nonlinearities are present in
the idealized geometry of our experiments. The actual Paul
trap, however, contains mechanical alignment errors that
can considerably amplify nonlinear components of all
orders. In fact, we have observed particle losses due to
low-order resonances associated with the m = 3, 4, and 5
multipole terms which are not present in the ideal geome-
try [32].

To make a rough estimate of error-induced nonlinearity,
we use the software CST STUDIO [33] to analyze the fields
generated by the 2D transverse geometry of our trap. p and
R of our trap have been chosen to be 5.75 and 5 mm,
respectively, meeting the requirement p/R = 1.15.
Figure 2 shows error fields produced both in the absence
of alignment errors and when the quadrupole rods are
displaced randomly from the ideal positions. The random
displacements have a Gaussian distribution with the stan-
dard deviation of 0.05 or 0.1 mm, which is consistent with
likely root-mean-squared (rms) misalignments in our sys-
tem. We find that the amplitude of the m = 3 multipole
field is finite and significantly increased to over 0.1% of the
quadrupole field amplitude. The second lowest-order non-
linearity, the m = 4 multipole field is also at a non-
negligible level. Other higher-order components are
weaker, so we expect their effects to be less important.
The individual rods can also be tilt misaligned relative to
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FIG. 2. (Color) Multipole amplitudes of nonlinear fields gener-
ated by nonideal electrode shape and mechanical alignment
errors in the Paul trap. Rms transverse displacement errors of
the electrode rods assumed in these examples are 0.05 mm (blue)
and 0.1 mm (red). In this example, ten different sets of Gaussian
random numbers are used to define the displacements of four
rods. The strengths of multipole fields have been normalized by
the quadrupole amplitude.

each other (overall tilt of system is irrelevant). One might
expect this error source to introduce similar magnitude
nonlinear fields as for the case of the transverse displace-
ment misalignments analyzed.

The amount of a possible tune shift caused by transverse
displacement misalignments of the electrodes was eval-
uated with CST STUDIO. A number of numerical trials with
various random misalignments indicate that the amplitude
of the linear focusing field is somewhat affected by the
specific mechanical error (while its average over many
trials stays almost constant). The possible maximum tune
shift becomes larger as we increase the rms size of the
misalignments. The shift, however, is less than +4% with
an rms error of 0.1 mm. Experimental observations shown
in Sec. IV suggest that the error-induced shift of the bare
tune is negligible in our case or, at least, much smaller than
the space-charge-induced tune shift.

D. Lattice-dependent driving forces

The power supply system for S-POD is controlled with
LABVIEW [34]. It is straightforward to produce complex
periodically varying voltages that emulate a wide variety of
K(¢) lattice functions allowing experiments for many
different AG lattice structures. The essence of the coherent
resonance mechanism can, however, be studied systemati-
cally with a simple sinusoidal waveform of rf. Little dif-
ference in resonance structure is observed for simple
variations in the periodic form of K (7). As discussed in
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FIG. 3. Example of a ring lattice emulation scheme in the S-
POD experiments. A single FODO period corresponds to a
single sinusoidal rf period. Error fields reduce the strict lattice
periodicity to unity, which can be approximately modeled by
superimposing a perturbation wave (shown in exaggerated
scale).

Sec. II, a resonance is excited when the corresponding
coherent tune is close to either an integer or a half integer
or, in other words, the frequency of a collective mode
equals the frequency or half frequency of one of the
many Fourier harmonics composing the periodic lattice
function K(#). For instance, consider a storage ring com-
posed of four identical FODO periods and ignore any
focusing effects of bending magnets which are not essen-
tial in the present study. The lattice superperiodicity of the
ring Ny, is four as shown in Fig. 3(a). In this perfect case
with no field imperfections, the Fourier expansion of the
one-turn driving field contains only every four harmonics,
which is why a machine with higher lattice periodicity is
generally preferred from a resonance point of view [35].
For perturbation with superperiod Nj,, the coherent reso-
nance condition in Eq. (7) becomes

n

vy — CmAV =~ Nsp%'

©))
All real machines have lattice imperfections. However, the
amplitudes of Fourier harmonics generated by weak im-
perfections are small. The growth rates of corresponding
error-induced resonances should thus be small as long as
the machine is carefully constructed.

According to the Vlasov theory by Hofmann et al. [23],
the stop band of a matched KV distribution in a FODO
quadrupole lattice with 50% filling factor is almost identi-
cal to that of sinusoidal focusing. This is reasonable be-
cause the matched beam envelopes in both cases are
similar for the same values of phase advance. We can,
therefore, employ the simple waveform in the lower picture

of Fig. 3(a) to analyze more typical FODO ring lattices.
When the ring contains error fields, the strict superperio-
dicity turns to unity (N, = 1) as illustrated in Fig. 3(b). To
study this situation approximately, we add a sinusoidal
perturbation wave to the original harmonic focusing po-
tential. The wavelength of the perturbation is equal to Ny,
times the single-cell length. We can add, if desired, many
perturbation waves of different wavelengths either indi-
vidually or in superposition.

IV. EXPERIMENTAL RESULTS

We carry out a number of systematic resonance experi-
ments with S-POD, changing the focusing periodicity Ny,
and other fundamental parameters. Since data obtained are
analogous for other values of N, we only describe results
on Ny, = 12. The rf frequency of the primary focusing
field was chosen to be 996 kHz throughout the experi-
ments. The bare betatron tune per single turn around the
ring vy can vary from O to 6 (= 0.5 X 12) because the
maximum phase advance achievable in a FODO period is
180 degrees before reaching the first single-particle stop
band. The rf amplitude necessary for v, = 6 is 93 V. The
bare horizontal and vertical tunes,vy, and vy, satisfy
Vox = Vg in the Paul trap, and we denote vy, = vq, = vy.

Figure 4 shows the rf waveforms employed to investi-
gate the lattice dependence of resonant instability. Fig-
ure 4(a) corresponds to the perfect lattice with no errors
over the 12 periods of the whole ring. The superperiod of
an actual storage ring, however, often contains several unit
FODO periods. To consider such common situations, we

(a) Primary Focusing Wave (12 FODO periods)

N\
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(b) Lattice-induced Wave (N sp= 3) i
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|
|
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| |
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i \
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|

FIG. 4. Rf waveforms employed in the S-POD resonance ex-
periments.
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superimpose an rf field whose wavelength is a proper
integer multiple of the primary FODO wavelength. The
case of Fig. 4(b) represents a ring composed of three
superperiods, each of which contains four FODO periods
[36]; the frequency of this lattice-induced wave is 249 kHz
(= 996 kHz/4). The effect of error fields is studied by
further superimposing a perturbation wave of frequency
83 kHz(= 996 kHz/12) as shown in Fig. 4(c).

We use Ar* ions produced in the IS and confined them
typically for 1 msec corresponding to about 100 turns
around the model ring. We have extended the storage
time up to 10 msec, finding no essential change in the
results except that resonant particle losses become more
prominent. The plasma density is varied over a limited
range by controlling the electron-beam current, ionization
time, and the amount of gas. Our plasma accumulation
procedure results in a typical transverse plasma extent of
less than about 1.5 mm in radius. The long particle accu-
mulation time is expected to result in a plasma that is well
matched to the continuing rf potential. Since the IS region
is 50 mm long, the ion cloud is axially extended like a long
bunch [37]. The longitudinal plasma confinement potential
is not parabolic but rather flat over the central region of the
IS because the DC potentials on cap A and the gate are
shielded by the long quadrupole rods in the IS. Each ion
bounces back and forth along the axis without experiencing
the longitudinal confinement force except for a small frac-
tion of the bounce period when axially reflected near the
ends. The longitudinal temperature of the plasma, which
directly corresponds to the energy spread in the beam
frame, is typically a few thousand kelvin (axial rms veloc-
ity ~600 m/sec); it is, however, not essential to the
fundamental features of transverse resonance.

A. Low-density regime

When the number of ions is relatively low, the plasma is
approximately in an emittance-dominated state where the
collective nature associated with the Coulomb force does
not play a significant role. It should therefore be possible to
predict the plasma behavior to a high degree of accuracy
using a simple single-particle tracking code. We developed
a 3D tracking code that can model the experimental pro-
cedure outlined above. The 3D rf field data necessary for
the simulation is obtained in advance with CST STUDIO and
imported into the code. The typical average mesh size of
the imported field is 0.5 mm, which is found to be sufficient
according to Fourier analysis for a bare-tune error of less
than 2.5%. Although we launched many particles in each
simulation to accurately sample an initial distribution, no
Coulomb interactions were included. Example simulation
results are given in Fig. 5 where two cases of ion losses as a
function of v, both without (N,, = 12) and with (N, = 3)
perturbation are considered. The initial particle distribu-
tion employed here is spatially uniform in the transverse
directions and chopped to the axial length of the trap. To
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FIG. 5. (Color) Results of 3D tracking simulations without space
charge. The number of Ar ions surviving after a 10 msec storage
time in the IS is plotted as a function of the one-turn bare
betatron tune (. The ion number has been normalized with its
peak value. The black and red curves show results for no
perturbation (N, = 12, upper waveform in Fig. 4) and a three-
fold symmetric perturbation (N, = 3, middle waveform in
Fig. 4) added to the primary wave. The amplitude of the
perturbation is 0.3% of the primary wave. A representative
sample of displacement misalignments of the quadrupole elec-
trodes has been incorporated in the simulations.

clarify the stop band locations, the plasma storage time has
been extended to 10 msec in these simulations. Particles
stored are measured by switching off the DC potential on
the gate electrodes and counting particles streaming out of
the trap (see Fig. 1). The black line corresponds to the 12-
fold symmetric ring while the red line to the threefold
symmetric ring. Several sharp ion losses can be seen in
both cases. The major instability occurring near vo = 4 is
caused by a third-order resonance, which indicates that
low-order error fields are not negligible as expected.
Other sharp drops occurring at v, = 1.5, 3.0, and 4.5 are
attributed primarily to linear resonances. The last one at
vy = 4.5 disappears when the threefold symmetric pertur-
bation is switched off.

Experimental results corresponding to the simulation
results in Fig. 5 are presented in Fig. 6. We employ the
same measurement procedure and parameters as assumed
in the numerical simulations. Since the Faraday cup does
not have sufficient sensitivity at low ion current, we em-
ployed the MCP for low-density regime experiments. The
results in Fig. 6 for the location of the resonance features
are in good agreement with the tracking simulations in
Fig. 5. However, the overall shape of the curves away
from resonances varies significantly. These differences
may be due to different initial distributions of particles,
Coulomb collisions, scattering with neutral gasses, and
multispecies effects.
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FIG. 6. (Color) Experimental results obtained under the same
conditions as modeled in the tracking simulations in Fig. 5.

In these experiments, ions are produced by applying an
electron beam to neutral atoms. The e-beam goes across
the plasma confinement region transversely, ionizing the
atoms everywhere within the transverse aperture near the
axial center of the IS. The plasma is thus initially formed
within the full acceptance of the trap. When the tune is near
zero, the transverse focusing force is weak and, conse-
quently, we lose many particles, since the transverse
plasma size is too large to be confined within the aperture
radius R. On the other hand, in the high-tune range, a large
matched envelope oscillation associated with strong quad-
rupole focusing also leads to significant particle losses. At
higher density, too strong focusing is dangerous also due to
strong resonance instability. The betatron phase advance
per single FODO period is generally chosen below 90 de-
grees (corresponding to v, = 3 in the present case) to
suppress linear resonance problems. In the following stud-
ies of the high-density regime, we therefore concentrate on
experimental data in the bare-tune range of 0 < vy < 3.5.

B. High-density regime
We carried out systematic experiments, confining 100
times more ions in the Paul trap. The stored ions were
measured with the Faraday cup after passing through the
ER. Particle losses during the transport process through the
ER to the Faraday cup are negligible [9].

1. Perfect lattice
We temporarily, for simplicity, ignore the space-charge-
induced tune shift Av. The resonance condition in Eq. (9)
then gives vy = N,,n/2m. When N, = 3, we may en-
counter linear coherent resonances at v, =~ 3n/4, third-

order resonances at v, = n/2, and fourth-order resonances
at vy = 3n/8. As previously discussed, some of these
resonances can be enhanced depending on the form of
external driving forces. We present typical experimental
observations in Fig. 7 where the N, = 3 wave has been
added to the primary focusing wave of N, = 12. The
amplitude of the Ny, = 3 wave was fixed at 0.1%, 0.5%,
and 1.0% of the N,, = 12 wave in each sequence of
experiments. We find major stop bands, regardless of the
perturbation strength, near vy =~ 2 and 3 that are due
mainly to third-order (n = 4) and second-order (n = 4)
resonances, respectively. These two stop bands appear
even when the perturbation wave is absent [38]. The slight
shifts of the stop bands from the integers are attributed to
the space-charged-induced detuning of the collective-
mode frequencies. Because the Coulomb potential de-
presses the effective tune, the stop bands are shifted to
the right (i.e., higher bare-tune values). Figure 8 shows the
time evolution of the ion loss behavior observed at v, =~
1.66 when the initial ion number is near 107. Consistent
with Fig. 7, strong instability-induced losses take place at
this tune only when the N, =3 perturbation wave is
introduced. Almost no ion losses occur without the pertur-
bation (N, = 12), while a sharper drop of ion number is
caused by larger a perturbation amplitude.
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FIG. 7. (Color) Experimental results in the high-density regime
where the number of trapped ions is about 100 times more than
presented in Fig. 6. Three different amplitudes of the Ny, = 3
wave have been considered; 0.1%, 0.5%, and 1.0% of the Ny, =
12 primary-wave amplitude. The instability region near v, =~
0.75 contains two overlapping resonances that appear to corre-
spond to mode numbers (m, n) = (2, 1) and (4, 2). Large particle
losses near v, = 1.5 are likely caused by the instability of linear
and fourth-order collective modes with (m, n) = (2, 2) and (4, 4).
The plasma storage time is 1 msec.
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FIG. 8. Time evolution of the experimentally measured ion
number confined in the trap. The amplitude of the primary rf
field is fixed at 38.9 V corresponding to v, = 1.66. Circles (@)
correspond to measurements of the ideal 12-fold symmetric
(Ny, = 12) case where no perturbation is present. Crosses (X)
and triangles (A) represent measurements when the perturbation
waves are added to the Ny, = 12 primary focusing wave. The
amplitude of the Ny, = 3 perturbation wave is given relative to
the primary-wave amplitude.

A couple of striking differences from the low-density
cases in Fig. 6 arise when the N;, = 3 perturbation is
strengthened. First, a very clear stop band appears at v, =
0.75. This instability is not observed in the low-density
regime even after the N,, = 3 perturbation is increased to
1.0% of the primary focusing force. Second, several stop
bands become wider. Note that the instability regions near
vy = 0.75 and 1.5 both split into two separate stop bands;
the narrower but stronger stop band on the left side should
be generated by a linear (m = 2) resonance while the other
one on the right by a fourth-order (m = 4) resonance. In
fact, the values of the coherent tune shifts are different for
different modes. The coefficient C,, in Eq. (9) gets larger
for higher-order modes; according to the Sacherer’s 1D
theory [3], C, = 0.75, C3 = 0.88, and C, = 0.92. This
feature probably explains the split of the stop bands ob-
served at vy = (.75 and 1.5. The two adjacent stop bands
eventually overlap for larger perturbations, yielding one
wide unstable region.

To measure the plasma-density dependence of the reso-
nance condition, we change the number of ions initially
confined in the trap. Results of three independent experi-
ments are plotted in Fig. 9. All stop bands shift to higher
values of bare tune with increasing initial ion number, as
indicated by the arrows on the plot. The separation of the
m =2 and m = 4 stop bands becomes greater at higher
density, which is believed to result from the difference
between the values of C, and Cj.

With the present choices of parameters, some low-order
nonlinear stop bands cannot be clearly identified. For
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FIG. 9. (Color) Experimental results obtained under three differ-
ent initial conditions (colors) of Ar* plasmas. The current of the
electron beam for ionization and/or the neutral gas pressure is
changed to control the initial plasma density. The amplitude of
the Ny, = 3 wave is 0.5% of the primary-wave amplitude. The
plasma storage time is 1 msec.

example, there should be one more fourth-order stop
band between vy = 0.75 and v, = 1.5; inserting m = 4
and n = 3 in Eq. (9), we have the resonance condition
vy = 9/8. This instability seems too weak to be resolved or
perhaps is washed out due to differences between the
actual experimental distribution and theoretical models.
We have, however, confirmed its existence in other experi-
ments where the amplitude of the N, = 3 wave is made
larger.

2. Effect of field imperfections

Any real storage ring contains weak but finite random
field errors, which reduces the superperiodicity to unity. To
model this situation experimentally for the case of a linear
field error, we add an N, = 1 perturbation wave as de-
picted in Fig. 4(c). Representative results obtained are
given in Fig. 10 where two different amplitudes of the
Ny, = 1 wave have been considered. For reference, the
Ny, = 3 symmetric case is also plotted. An essential dif-
ference from the previous cases of higher lattice symmetry
is found in a low-tune region where we observe the devel-
opment (arrows) of two additional stop bands near v, =
0.5 and 1.25. Here, instability has been enhanced by the
increase of the perturbation-wave amplitude. These ion
losses are likely due to linear resonance instabilities.

In order to observe the effect of the Ny, = 1 wave more
clearly, we extended the plasma storage time to 10 msec.
As illustrated in Fig. 11, the two additional stop bands
observed in Fig. 10 become more pronounced even though
the amplitude of the error wave relative to the primary
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FIG. 10. (Color) Experimental results in the high-density regime
where an Ny, = 1 perturbation has been applied in addition to
the lattice-induced wave of Ny, = 3. The amplitudes of the
imperfection waves (N, = 1) are 0%, 0.5%, and 1% of the
primary Ny, = 12 focusing wave. The amplitude of the Ny, = 3
wave is 1% of the primary wave in all three cases. The plasma
storage time is 1 msec.
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FIG. 11. (Color) Experimental results in the Ny, = 3 (1%) plus
Ny, =1 (0.5%) case presented in Fig. 10 contrasted for 1 and
10 msec plasma storage times.

focusing wave is moderate. Specifically, the loss at v, =
0.5 has become much sharper. Another lossy region close
to vy = 1 also appears.

V. PIC SIMULATIONS

It is informative to compare experimental results with
multiparticle numerical simulations. For this purpose, we

employ the PIC code WARP [39,40] that allows self-
consistent space-charge simulations including conducting
electrode boundaries. Although WARP can model the full
3D geometry of the Paul trap, high resolution and particle
statistics 3D simulations are time consuming and, there-
fore, we here apply a transverse 2D model where the
plasma is axially uniform (9/dz = 0). Such 2D simula-
tions greatly reduce computing time, thereby allowing use
of high grid resolution and particle statistics. 2D simula-
tions also give us an opportunity of checking how well S-
POD reproduces the axially unbunched beam outlined in
the Vlasov-Poisson model presented in Sec. II.

In the simulations, KV, waterbag, and thermal distribu-
tions are assumed initially with rms envelope radii matched
to the rf focusing field. The initial waterbag and thermal
distributions loaded are described in Ref. [41]. They are
formed by loading a matched continuous focusing equilib-
rium with self-consistent space-charge-induced Debye
screening effects and then canonically transforming the
distributions to AG symmetry. The space-charge strength
of an initial distribution is often characterized by the
incoherent tune shift Ar, as mentioned in Sec. II
However, this parameter cannot uniquely be determined
except for the KV distribution where no tune spread is
present. We here compute the space-charge-depressed in-
coherent tune v, by numerically integrating the rms
envelope equations (without weak image contributions
[42]) for matched envelope conditions. Resulting values
of v, are independent of matched beam distributions
(KV, waterbag, thermal). When the time structure of the
rf focusing force is given, the parameters necessary for this
procedure are only two, the plasma temperature and line
charge density, both of which are set in WARP simulations.
The rms tune depression is defined by 7 = v,/ vy, which
also allows us to evaluate the incoherent tune shift Ay =
Vo — Vims = (1 — m)vy. Assuming that the plasma is in
thermal equilibrium, the transverse temperature should be
on the order of 0.1 eV according to past experiments [9]. In
the present simulation study, we typically fix the plasma
temperature in the range 0.1-0.2 eV and then adjust the rms
tune depression by changing the line charge density.

Figure 12 shows the ratio of the rms emittance to its
initial value after 0.1 msec when the initial ion distribution
is the waterbag type. Initial KV and thermal distributions
obtain qualitatively similar results [43]. In order to enhance
nonlinear resonances, we artificially introduced the third-
and fourth-order multipole rf components that model elec-
trode misalignments. The amplitudes of these low-order
nonlinearities are chosen, respectively, as 6% and 1% of
the quadrupole amplitude, which is probably much greater
than the actual error fields. Then, the 100 primary rf
periods that the simulations are advanced are enough to
identify the locations of low-order stop bands because of
the rapid plasma breakup on resonance as experimentally
confirmed in Fig. 8. In Fig. 12(a) where the rf perturbation
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FIG. 12. (Color) PIC simulation results showing emittance
growth after 0.1 msec as a function of the bare tune »,. The
initial distribution is waterbag form rms matched to the rf
focusing force. Three different tune depressions 7 are shown
to confirm the stop band shifts. The upper and lower figures
correspond to the following cases: (a) Ny, = 12 (no perturbation
wave applied), and (b) N, = 3 (the lattice-induced wave added,
whose amplitude is 0.5% of the primary focusing-wave ampli-
tude). In (a), the transverse phase-space projection of the plasma
observed after 100 rf periods is shown for v, = 2.25.

is absent (N, = 12), no severe resonances are observed
below vy = 3 [44]. A weak stop band, however, exists in
the region near vy = 2.25 and v, = 2.75, which agrees
with the experimental observations (see Fig. 7). According
to the coherent resonance theory, the former stop band is
third order and must be there even without the perturbation
rf wave. The distribution distortions in the phase-space plot
in Fig. 12(a) suggest that the emittance growth is actually
caused by third-order instability. In Fig. 12(b), an N, = 3
perturbation wave is superimposed on the primary focusing
field. Another strong instability has appeared near v, =
1.5. Although no rapid emittance growth is observed
around vy = 0.75 unlike the experimental result in
Fig. 7, we verified the existence of the stop band near v, =

0.8 in separate simulations with increased perturbation-
wave amplitude. Careful inspection of the numerical data
also revealed that the peak of v, = 1.5 and even the tiny
third-order peak of v, = 2.25 are formed by not a single
but at least two separate resonances overlapping each
other.

Since the instability regions experimentally observed are
well explained by PIC simulations, we can make a fairly
accurate estimate of effective tune depression by compar-
ing the numerical results and experimental data. (We are
now preparing laser-induced fluorescence diagnostics
which allow direct measurement of transverse plasma tem-
perature of “*Ca™ plasmas.) As briefly described in Sec. II,
itis interesting and practically important to ask whether the
shift of an experimentally observed stop band as a whole is
smaller or larger than the incoherent tune shift Aw.
Figure 13 addresses this question using the experimental
data in Fig, 9 and corresponding WARP simulations. The
ordinate represents the location of a particular resonance
stop band measured from its position at zero space charge.
For example, in Fig. 9, the m = 2 stop band approaches the
vy = 1.5 line (the origin of the left end arrow) as we reduce
the plasma density. We thus subtract 1.5 from the bare-tune
values where particle losses are observed due to the m = 2
resonance, and plot them in Fig. 13. The vertical bar
corresponds to the FWHM (full width at half maximum)
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FIG. 13. (Color) Resonance stop bands’ shifts versus rms inco-
herent tune shift. The experimentally observed shifts and widths
of the three stop bands in Fig. 9 are plotted as a function of the
rms incoherent tune shift A». The tune depression 7 is estimated
by comparing PIC simulation results and experimental data. The
vertical bars represent the FWHM of the stop bands. Circles (@),
squares (H), and diamonds (@) indicate the locations where the
maximum ion loss occurs within the m = 2, m = 3, and m = 4
stop bands in Fig. 9.
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of the stop band. The abscissa is Av estimated from the
experiments and simulations. Circles (@) and diamonds
(®) are the distances in v, from the vy = 1.5 line to the
m =2 and m = 4 stop bands, respectively. Squares (H)
show the distance of the m = 3 stop band measured from
the v, = 2 line. Figure 13 suggests that the average shifts
of the three stop bands are less than (and roughly propor-
tional to) the incoherent detuning A v; in other words, the
constant factor C,, in the resonance condition (9) appears
to be less than unity. A tendency that a higher-order stop
band shifts more at a particular plasma density is also
evident from Fig. 13. The detunings evaluated at the right
edges of the wide nonlinear (m = 3 and m = 4) stop bands
in Fig. 9, however, are close to Av. According to the
resonance condition in Eq. (9), these instability regions
potentially contain several resonances of different orders
(m numbers) with different n numbers. The experimentally
observed stop bands might thus be made somewhat wider,
due to resonance overlapping, than the actual widths of the
m = 2, 3, and 4 stop bands.

VI. CONCLUDING REMARKS

A systematic study of coherent betatron resonances was
performed with the new experimental tool “S-POD” that
approximately reproduces the center-of-mass frame dy-
namic motion of a charged-particle beam evolving in a
periodic focusing lattice. S-POD enables us to explore a
wide range of system parameters, which is often difficult to
accomplish in conventional experiments relying on large-
scale accelerators. Ar* plasmas of various densities were
generated and confined in a compact linear Paul trap for
novel resonance experiments. In order to examine how the
resonance conditions are influenced by lattice properties,
we perturbed the plasma with superimposed rf waves that
represent the effect of lattice superperiod and imperfection
fields of a particular storage ring (see Fig. 4). We observed
considerable loss of ions when the coherent resonance
condition in Eq. (9) is satisfied. The strengths of those
stop bands depend on the lattice; mth-order resonances
are not always equally severe for different n values in
Eq. (9). In the present examples where a simple threefold
symmetric lattice is analyzed, strong resonances took place
at bare betatron tunes slightly above 0.75, 1.5, 2, and 3 (see,
e.g., Fig. 7). The experimental data clearly indicate that the
stop bands near v, = 0.75 and 1.5 consist of two separate
instabilities for which second- and fourth-order resonances
are probably responsible. The other two stop bands near
vy = 2 and 3 appear mainly due to third- and second-order
resonances. We confirmed slight shifts of these stop bands
induced by the space-charge force which depresses the
effective tune. Consistently, as illustrated in Fig. 9, all
stop bands shift toward higher bare-tune values with in-
creasing plasma density. We also verified the effect of
imperfect lattice fields by superimposing another perturba-
tion wave. It is evident from Figs. 11 and 12 that the error

wave produces additional weak stop bands. These experi-
mental observations are in good qualitative agreement with
2D PIC simulations.

The novel experimental system described here is a use-
ful tool to explore a diverse range of beam physics.
Experiments with S-POD are particularly powerful in in-
vestigating self-field-induced collective phenomena whose
systematic studies are difficult to perform both computa-
tionally and experimentally. The three curves in Fig. 7 are
composed of experimental data obtained from nearly 1000
independent measurements; nevertheless, it took us only a
few hours to accumulate the data. The S-POD control
system automatically executes necessary experimental
procedures without human intervention to retune parame-
ters. If such a large number of detailed 3D numerical
space-charge simulations are carried out, the run time
could be prohibitive even with high-performance parallel
computers. In our present system, the most time-
consuming part of the experimental procedure is the data
transfer from the detector to the computer, which takes
some seconds. This means that the total time needed for the
1000 measurements is almost unchanged even if we extend
the plasma storage period by a factor of 10. In contrast, the
required CPU time for numerical simulations becomes 10
times longer. Note further that in accelerator experiments,
it is not acceptable to have significant particle losses from a
high-power beam because it may damage the machine.
Severe restrictions are therefore often imposed on
accelerator-based  studies of space-charge effects.
Although the S-POD experiments also have limitations,
such a new approach provides an alternative way to deepen
understanding of collective beam effects.

In future applications of S-POD, we anticipate develop-
ing improved plasma diagnostics to allow more detailed
exploration of beam physics phenomena. Full phase-space
diagnostics will be developed. The small physical scale of
the system and the resulting economy of lattice reconfigu-
rations together with good shot-to-shot reproducibility and
low particle energy enable a wide range of diagnostic
options to be considered. Flexibility in ion species stored
enables us application of laser diagnostics for nondestruc-
tive, time-resolved phase-space measurements. Ongoing
experiments on Coulomb crystals in another Paul trap
employ lasers which can be adapted for this purpose [45].
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