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Transient jitter from injection in storage rings
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Injection of fresh bunches into a storage ring can induce jitter in the stored bunches. For machines
demanding beams of very low emittance and high stability, such as the damping rings of a future linear
collider or the storage rings of a super flavor factory, this could be a potential performance limitation. We
present an analysis, for the International Linear Collider (ILC) damping rings, of the transverse jitter
induced on the extracted bunches from the jitter on the injected bunches, with the coupling between
bunches mediated by the resistive-wall wakefield of the vacuum chamber. We find that it is important to
include details of the local transverse focusing around the ring. We consider the impact of the finite
thickness of the beam pipe wall, and of nonevaporable getter coating on the inside surface: in the
parameter regime of the ILC damping rings, we find that the results are only slightly modified compared to
an approximation to the resistive-wall wakefield based on a single-layer wall of infinite thickness. The
results from our simulations indicate a tight specification on the jitter of the injected bunches.
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I. INTRODUCTION

Beam quality and stability are central issues in storage
rings and are crucial for the performance of synchrotron
light sources, free electron lasers, and accelerators used for
high-energy physics. Many applications demand very
small beam sizes, with some storage rings recently achiev-
ing vertical beams of just a few microns [1-3]. However, as
beam sizes become smaller, effects causing variations in
bunch trajectories have a greater impact on performance;
this can be the case for instabilities caused by ion trapping
[4,5], and wakefields [6,7], amongst other effects. While
feedback systems have been developed that can suppress a
range of instabilities, as beam quality improves and new
schemes of operation are developed, residual effects, not
completely suppressed by feedback systems, may become
important. This may occur, for example, in the damping
rings of a future linear collider [8,9], or the storage rings of
a future super flavor factory [10]. Both of these machines
will demand beams with vertical emittances no more than a
few picometers, and bunch-to-bunch position stability at
the level of a micron or smaller. Both kinds of machine will
also need to maintain the stability of stored bunches while
new bunches, which may be subject to considerable varia-
tion in bunch-to-bunch position, are injected. In such cases,
bunch-to-bunch jitter induced by wakefield coupling be-
tween stored and recently injected bunches is a potential
concern, because even small effects may adversely impact
machine performance, and the time scales involved are
beyond the reach of bunch-by-bunch feedback systems.

Transient effects associated with injection, including
orbit variation and emittance growth, have been observed
in existing storage rings operating with top-up injection
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[11]; these effects are generally the result of applied fields
from components such as the injection kickers acting on
the stored beam. In this paper, we consider the effects
arising from wakefield coupling between stored and
freshly injected bunches. We apply our analysis and simu-
lations to the damping rings of the International Linear
Collider (ILC) [8,9], since the parameter regime of these
rings is such that these effects could have a noticeable
impact on operational performance. Our goal is to charac-
terize and quantify the bunch-to-bunch transverse jitter on
the extracted beam that results from bunch-to-bunch trans-
verse jitter on the injected beam. Since design work on the
ILC damping rings is still at a relatively early stage, we
have made some assumptions about relevant features, and
have only been able to include a single source of long-
range (i.e. over the distance of multiple bunches) wake-
fields; namely, the resistive-wall wakefield arising from the
finite conductivity of the beam pipe. Other sources of
wakefields, including higher-order modes in the rf cavities,
and trapped modes in the vacuum chamber, will need to be
included in our calculations when they are known.
However, since the resistive wall is expected to make a
major contribution to the long-range wakefields in the
damping rings, we have attempted to make an accurate
estimate by including such features as the finite width of
the beam pipe wall, the presence of a coating on the inside
surface to improve vacuum and suppress electron cloud,
and the variation of the transverse focusing strength on the
beam with position around the ring. Also included in the
model are details of the operation of the damping rings,
taking account of the fill pattern of bunches, and the
proposed timing scheme for injection and extraction of
bunches.

The novel parameter regime and operating mode of the
ILC damping rings means that the effect we are mostly
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concerned with (the jitter on extracted bunches induced by
jitter on injected bunches) has not been properly consid-
ered previously. Characterizing this effect is the main
theme and goal of the work in this paper. Work has pre-
viously been published on the resistive-wall wakefield in a
vacuum chamber with finite wall thickness [12], and on the
effects of variations of focusing strength with position
around the ring [13]; and also on techniques for efficient
computation of wakefield effects [14]. However, since
these issues are highly relevant for our conclusions, we
include some discussion as appropriate. In particular, cal-
culation of the wakefield with finite wall thickness and with
a coating presents some challenges that require careful
consideration. The algorithm we have implemented for
computation of the beam dynamics in the presence of the
wakefield, based on a Fourier convolution, is not widely
known, but is critical for enabling us to perform simula-
tions and obtain results within a reasonable time; and we
therefore give some discussion of the implementation of
this technique. We have also derived an analytic method
for estimating the jitter that is reliable and very fast.

The structure of the paper is as follows. In Sec. II, we
describe in more detail the ILC damping rings, giving
relevant design features, scheme of operation, and certain
aspects of the beam dynamics. In Sec. III, we outline the
simulations that we have performed (including discussion
of the Fourier convolution method for rapid computation of
the wakefield effects) and present our results. In Sec. IV,
we discuss the analytic method and results. Finally, in
Sec. V we discuss the implications of our results for design
and operation of the ILC damping rings.

II. DYNAMICAL MODEL OF THE ILC DAMPING
RINGS

The ILC damping rings are intended to accept large
beams from the electron and positron sources, and reduce
their emittances by radiation damping, to produce very low
emittance, highly stable beams for acceleration and colli-
sion at the interaction point. The beams in the damping
rings will be replaced at the machine repetition rate of
5 Hz, with the damping taking place in the 200 ms between
machine pulses. The nominal bunch train in the ILC con-
sists of 2925 bunches, spaced by 332 ns; in the damping
rings, the bunch spacing must be reduced to 3.1 ns, so that
the train fits into a damping ring of 6.4 km circumference.
During a machine pulse, bunches are extracted individually
from each damping ring every 332 ns, to give the correct
bunch spacing in the linac. The total extraction process
takes around 47 turns. Fresh positron bunches are gener-
ated in an undulator-based source [8,15], driven by the
electron bunches that proceed to collision. New, undamped
positron bunches therefore arrive at the positron damping
ring and must be injected, before extraction of the damped
bunches is complete. The positron production scheme
imposes timing constraints on the overall machine configu-

ration and timing scheme, including the fill pattern and the
injection/extraction scheme in the damping rings [16]. The
nature of the process of production of high-intensity beams
of positrons means that substantial jitter is possible. For
example, in the baseline positron source [15], high-energy
photons travel 500 m from their production point in a
helical undulator to the production target; any residual
jitter on the electron beam in the undulator is therefore
greatly amplified by the time the photons reach the target.
The positron capture and transport sections can also con-
tribute to the jitter, as will the injection system This jitter
may be coupled from the injected bunches to stored
bunches, through long-range wakefields.

The entire extraction process takes a rather short time,
about 1 ms, compared with the 200 ms of the store time.
This raises the possibility of avoiding coupling between
damped and freshly injected bunches, by extracting all the
damped bunches before injecting any new bunches.
However, the fact that positrons are produced by electrons
on their way to collision means that, at least for the
positron damping ring, there is not the required flexibility
for this mode of operation. For the electrons, there will be
an independent source, which would allow the possibility
of complete extraction before reinjection. But in this case,
variations in beam loading while the current in the ring is
reduced from 400 mA to zero are likely to induce more
severe transient effects than may arise from coupling be-
tween damped and freshly injected bunches. Generally, it is
thought desirable to keep variations in beam current in the
damping rings as small as possible.

The damping rings will store 400 mA of beam current at
5 GeV beam energy in a circumference of 6.4 km. With
these parameters, coupled-bunch instability is expected,
which must be suppressed by a feedback system. Modern
coupled-bunch feedback systems provide a damping time
of the order of a couple of dozen turns. During a machine
pulse, we are concerned with jitter that can build up over
47 turns (driven by the injected beam), so there is a
possibility that there will be some residual jitter in the
extracted beam, even with a feedback system operating at
maximum performance. The vertical beam size in the ILC
damping rings will be a few microns, and bunch-to-bunch
jitter in the extracted beam must be less than 10% of the
beam size.

The macroparticle model discussed, for example, by
Chao [17], has been shown to describe such features as
the instability growth rate in storage rings with good
accuracy. Assumptions generally made in this model in-
clude the following: (i) Each bunch is assumed to behave
as a single pointlike charge performing transverse and
longitudinal oscillations around the reference trajectory.
(i1) The degrees of freedom are uncoupled, so that longi-
tudinal, horizontal, and vertical motion can all be treated
independently. (iii) The storage ring is uniformly filled
with bunches of equal charge.
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With the above assumptions, simple formulas may be
derived to give the growth (or damping) rate of each mode
of beam oscillation, in terms of lattice parameters, beam
current, and the total impedance of the ring. (A mode in
this sense refers to a Fourier mode describing the instan-
taneous position of each bunch within the ring). Changes in
focusing strength around the ring may be accounted to
some extent by weighting the impedance at each location
around the ring by the local beta function. However, var-
iations in the beta function can lead to additional dynami-
cal effects not taken into account in the usual macroparticle
model, and these effects can result in some deviation in the
growth rates from the predictions of the simple formulas
[13].

The assumption that each bunch behaves as a single
pointlike charge is valid for the damping rings, for three
reasons. First, the bunch length (6 mm) is much shorter
than the spacing between bunches (of order 1 m). Second,
the damping rings should operate below threshold for
single-bunch instabilities that may increase the transverse
or longitudinal dimensions of the bunch [18]. Finally, the
betatron phase difference between the head and tail of the
bunch, which can result from nonzero chromaticity and
would affect the wakefields generated by the bunch, is
likely to remain very small. The maximum head-tail phase
difference is given approximately by

Ad) = 25 wo0T .,
n

where ¢ is the chromaticity, 7 is the phase-slip factor, w,
the angular revolution frequency, and o, the bunch length
(in units of time). For the ILC damping rings, the maxi-
mum head-tail phase is approximately 0.03 for each unit of
chromaticity. Nominally, the chromaticity in the rings
should be zero, but there is a possibility that the rings
may be operated with one or two units of chromaticity to
suppress certain instabilities.

The second assumption, that there is no coupling be-
tween the different degrees of freedom, is never exactly
satisfied in a real storage ring. There is always some
dispersion, which represents coupling between the longi-
tudinal and transverse degrees of freedom, and always
some betatron coupling between the transverse degrees
of freedom. However, to achieve the specified vertical
emittance in the ILC damping rings, both vertical disper-
sion and betatron coupling must be extremely small; there-
fore, we assume that we can treat the vertical motion
independently of the horizontal and longitudinal. This is
fortunate, since the damping rings will be most sensitive to
effects in the vertical plane, and it is therefore on this
degree of freedom that we focus our attention.

As with many storage rings, the fill pattern in the damp-
ing rings will include gaps for ion clearing; the third
assumption, therefore, is also not exactly satisfied.
Accurate representations of the local focusing and the fill

pattern are difficult to include in an analytical model, but
are readily accommodated in a simulation. Therefore, in
our studies of the wakefield coupling of jitter from injected
to extracted bunches, we base our estimates on simulation
studies that retain only the first two of the above approx-
imations, i.e. that bunches behave as single pointlike
particles, and that vertical motion can be treated indepen-
dently of horizontal and longitudinal oscillations.

The equation of motion for a bunch in a storage ring
relates the acceleration of the bunch to the force from the
focusing magnets, and the sum of wake forces from all
bunches that have previously passed the present location of
the bunch. With the two approximations previously men-
tioned, plus the approximation that the bunches are moving
at the speed of light, the equation of motion for the mth
bunch can be written:

L, d%y,
ds?

MIC = _MIK(S)ym - q2 Z Wl(_ch; S)
n=1

X Yman(s — cnt), (1)

where y,, is the displacement of bunch m, and K(s) the
focusing strength at location s in the accelerator. For
convenience, we define y,, to be periodic in m. So y,,,
would be equal to y,,, where m’ is the remainder when
m + n is divided by M, the total number of bunches (in-
cluding gaps). This simply reflects the fact that the bunches
are arranged in a ring. Although there may be gaps in the
fill, we assume that all bunches have the same mass M and
charge ¢. In general, the wake force w; depends on the
distance between the bunches (assumed separated by in-
teger multiples of the time interval 7) and the position in
the accelerator. We discuss the wake force in more detail in
Sec. III; but here, we note that because the focusing force
and the wake force are complicated functions of position, it
is in general not possible to integrate analytically of the
equations of motion for all the bunches in a storage ring.
However, by making the approximation that both the fo-
cusing force and the wake function can be replaced by their
values averaged around the ring, it is possible to construct
equations that can be integrated analytically, and from
which useful expressions for tune shifts and instability
growth rates can be derived. To avoid this approximation
and find more accurate solutions, it is necessary to inte-
grate the equations of motion numerically. Since we are
looking for small but potentially significant effects, we
follow the latter approach. Before presenting the numerical
method, we discuss the wakefield model that we use.

III. SIMULATION OF COUPLED-BUNCH
DYNAMICS

Calculations of the motion of bunches coupled by wake
forces are often based on analytic solutions to the equations
of motion [Eq. (1)] obtained using simplifying approxima-
tions. Common approximations include: the representation
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of a bunch as a single pointlike charge; the replacement of
a structured fill pattern with a uniform distribution of
bunches around the ring; and the replacement of the de-
tailed focusing force and the detailed wake force by uni-
form forces representing respective averages around the
ring. Previous work has shown that averaging the focusing
force around the ring can lead to the instability growth
rates being underestimated. Numerical simulations have
the potential to provide greater accuracy, and are also more
appropriate for the transient effects with which we are
presently concerned.

The simulation technique we shall apply has been de-
scribed previously [13]. Briefly, we evolve a system of
pointlike bunches distributed around the ring in time steps
corresponding to the bunch spacing. The lattice functions
are used to determine the bunch motion in the absence of
any wakefields. At each location in the ring, the wake force
is computed from a sum over the history of bunches pass-
ing that location, and is used to calculate a kick on each
bunch that comes past. The major limitation of this method
is the computation time for the wake force sum: the square
root dependence on distance means that the wake force
dies away slowly, and a history over many turns must be
maintained to capture the dynamics accurately. For a large
ring with many bunches, such as the ILC damping rings, a
direct approach to the computation of the dynamics over
50 turns (corresponding to one extraction and injection
cycle) could take many months to complete.

Fortunately, a method using fast-Fourier-transform
(FFT) convolution has recently been developed for a simi-
lar calculation on the Large Hadron Collider (LHC). In this
method [14], the wake forces in the sum are first separated
into contributions from individual turns. Each turn in his-
tory would contribute a kick. The sum of each turn is then
rearranged into the format of a discrete convolution be-
tween two arrays of numbers. One array contains the wake
function, and the other the bunch displacements. Applying
the convolution theorem and the FFT, the computation can
be performed much more quickly. We have successfully
adapted this method to the ILC damping ring. The compu-
tation time is reduced by 2 orders of magnitude, and the
simulation can now be done within one day. The details of
our adaptation are given in Appendix A.

Apart from some short sections with antechambers in
(and some distance downstream of) the dipoles, the vac-
uum chamber in the ILC damping rings is expected to
consist of a simple cylindrical aluminum pipe. The con-
ventional formula for the transverse wake force of such a
beam pipe is given, for z <0, by [17]

2 C @)
b’ VUlzl’

where b is the radius of the beam pipe and o the electrical
conductivity of the wall in the vicinity of the bunch at the
time that it experiences the wake force. By causality, the

wi(z;s) = —

wake force is zero for z > (. The formula in Eq. (2) is
based on a few assumptions. One is them is that the wall is
much thicker than the skin depth. For distances large
enough for the skin depth to become comparable to the
pipe thickness, the formula in Eq. (2) becomes inaccurate;
as will become clear, this is a relevant regime for the effects
we are concerned about in the ILC damping rings. We
therefore need to consider a more accurate version of this
formula, valid over large distances. In recent years, work
on the LHC has motivated the development of more accu-
rate calculations of the resistive-wall impedance [12]. The
motivation comes from the LHC collimators (which are
close to the beam and have poor conductivity), and the
multilayered vacuum chambers in many parts of the beam
pipe. Using the new methods, we have calculated the
impedance for the beam pipe. The wake function is ob-
tained by taking the Fourier transform of the impedance.
The result for the finite wall wake function is shown in
Fig. 1. Notice the deviation from Eq. (2) for turn numbers
that are greater than one.

Using the finite wall wake function results to compute
the wake forces, and the FFT convolution technique to sum
these wake forces, we can compute the time evolution of
the displacement of every bunch. In order to simulate the
transient effects associated with injection of bunches with
significant transverse jitter, we need to specify the proce-
dure for injection and extraction of bunches. We use a
simplified version of the recommendations for the ILC
damping ring [16] as follows: (i) Injection and extraction
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FIG. 1. (Color) The wake function for a beam pipe of radius
3 c¢m, wall thickness 2 mm, and beam radius 3 mm. The dotted
blue straight line is the high-frequency limit obtained from
Eq. (2). The curve is finite wall wake function, patched together
from the FFT results of three frequency ranges. (L is the circum-
ference of the ring.)
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TABLE 1.
studies.

ILC damping rings parameters used in simulation

Harmonic number (circumference) 14042 (6476 m)

Beam energy 5 GeV
Beam pipe material (conductivity) Al (3.2 X 107 s71)
Beam pipe radius 30 mm

Wall thickness 2 mm
Feedback damping time 20 turns

take place at diametrically opposite sides of the ring.
(i1) Bunches are arranged in trains, separated by gaps for
ion clearing or electron cloud mitigation. (iii) Extraction
starts when bunches are fully damped, i.e. the bunches
about to be extracted have zero jitter. (iv) On the first
turn, the trailing bunch in each train is extracted in turn.
On the second turn, extraction moves on to the next to last
bunch on each train. Likewise for the third turn, until all
damped bunches are extracted. (v) Injection starts half a
turn after the first extraction. Injected bunches fill gaps
vacated by extracted bunches, in the same order as the
bunches were extracted.

Note that this scheme maximizes the distance between
each injected bunch, and the nearest trailing damped
bunch. The coupling of jitter from injected to damped
bunches through wakefields should therefore be
minimized.

In our simulations, we use the current baseline lattice
design for the ILC damping rings (DCO2 [9]). The ma-
chine parameters are given in Table I, and the specifica-
tions for the trains and gaps, also called the fill patterns, are
given in Table II. Using these parameters, we simulate the
transverse dynamics of bunches under the influence of the
resistive-wall wakefield. We are mainly interested in the
jitter induced in the damped bunches by the injection of
fresh bunches, as this determines the jitter of the extracted
bunches. Figure 2 shows the displacement of each bunch
immediately before extraction. Notice the increase in jitter
with time. Bunches extracted earlier feel the effect of the
wake forces from the freshly injected bunches for a shorter
time, and are more stable. Bunches extracted at a later time
have been under the influence of wake forces from the
fresh bunches for a longer time. This greater perturbation
results in a larger jitter.

We have assumed an injection jitter corresponding to a
coherent betatron amplitude that is 10% of the specified
maximum betatron amplitude (0.09 mrad) of the particles

TABLE II. Fill patterns used in simulation studies.
Pattern I Pattern II
Bunches per train 45 45
Bunch spacing (rf buckets) 2 2
Bunch population ( X 10'°) 1.0 1.9
Intertrain gap (rf buckets) 30 126
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FIG. 2. The vertical jitter (displacement) of each bunch at the
extraction location is recorded, just before it is extracted. The
horizontal axis is the time, in units of revolution time.

in the injected beam. For example, if the bunches are
injected at a location on the ring with a vertical beta
function of 16.79 m, the vertical injection offsets would
have a Gaussian distribution with an rms of about 1 mm.
The extraction jitter in Fig. 2 is obtained from one particu-
lar set of random vertical offsets for the injected bunches.

For a more complete physical picture, note that the
injection and extraction take place over a period of 45 turns.
Consider an ideal case when the ring is completely filled
with 7021 bunches, and when the beta function has a
constant, averaged value of 16.79 m. The resistive-wall
instability would give a maximum growth mode with a
growth time of about 75 turns. In contrast, the multibunch
feedback system has a damping time of 20 turns. This is
enough to control the instability in the ideal case with no
injection and extraction. However, as Fig. 2 shows, the
feedback system is clearly not strong enough to suppress
the jitter induced by the wakefields of the injected bunches.
The radiation damping time in this machine is 25 ms,
which is just over 1000 turns. This is much longer than
the time scale of injection and extraction, so the effect may
be neglected.

We also investigated the effects of changes in the
injection-extraction procedure; for example, we find that
if extraction and injection start with the leading bunch of
each train, instead of with the trailing bunch, the jitter is
increased by about 20%.

To preserve luminosity in the ILC, the specification on
the damping rings extraction jitter is that the rms centroid
displacement should be less than 10% of the rms beam
size. In Fig. 2, the rms centroid displacement is 50% of the
rms beam size. Since the equations of motion for the bunch
coordinates are linear, to stay within the specified limit on
the extraction jitter, our results show that the injection jitter
should be less than 0.2 mm rms, or 3% of the specified
beam envelope.

This specification may be difficult to achieve, given the
nature of positron production. However, it may be possible
to relax this specification, by installing a feed-forward
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FIG. 3. Spectrum of the extraction jitter. The horizontal axis is
the frequency in cycles per turn. The inset shows the highest
peak with a magnified horizontal scale.

system to suppress the jitter after the bunches have been
extracted. Such a system would apply kicks to the beam,
determined by signals from beam position monitors.
Inspecting the jitter results in Fig. 2, we observe certain
characteristics that could be exploited for this purpose.
Although we specified random values for the injection
offsets, there is a clear modulation in the extraction jitter.
This modulation is very slow, with a dominant frequency
less than one cycle per turn. The spectrum of the extraction
jitter is shown in Fig. 3, and displays a clear peak at
0.6 cycle/turn that indicates a dominant, sinusoidal oscil-
lation mode. If this is a universal feature, it would suggest a
feed-forward system that uses just one frequency to sup-
press the strongest modes. This would be simpler and
cheaper to build than a bunch-by-bunch system, which
requires a wide bandwidth and complex electronics.
Unfortunately, there is a significant contribution from other
modes. A simple subtraction of the dominant mode in
Fig. 2 shows that much of the jitter remains. The ‘“‘back-
ground” peaks in Fig. 3 are not small. In Appendix B, we
propose an explanation for this modulation, which suggests
that it is indeed characteristic of the extraction jitter for all
machines with wakefield coupling between bunches.
Finally, we compare our results with those that would
have been obtained using the usual macroparticle model.
Figure 4 shows the results for the three cases in Table III.
Case I is the usual macroparticle model, with uniform
focusing and the thick-wall approximation for the wake
function. As mentioned above, variation in the focusing
around the ring may be taken into account to some extent
by weighting the wake function with the local beta func-
tion. In the present case, since the beam pipe aperture and
conductivity are uniform around the ring, performing the
average of the wake function weighted by the beta function
simply gives the wake function multiplied by the average
beta function: it is this average beta function that is used in
the model in case I. The amplitude of the jitter found using
this model is clearly smaller than the jitter in the other two
cases. This shows that variation of the focusing, as occurs

y (um)

Turn No.
16 ; .
(b) lattice, finite wall
141 lattice, thick wall i
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FIG. 4. (Color) (a) The dashed red line shows the jitter com-
puted with the approximation of uniform focusing, and using the
wake force in the high-frequency limit (case I). The dotted green
line again approximates the wake function using the high-
frequency limit, but uses the actual lattice functions (case II).
The solid blue line shows the jitter for the actual lattice and a
beam pipe with finite wall thickness (case III). (b) The horizontal
scale is magnified to show the relative magnitude of the jitter in
each case.

in a real lattice, has an impact on the dynamics that is not
negligible. The amplitude of the jitter given by the finite
wall wake function (case III) is slightly higher than that for
the high-frequency limit (case II). Although the finite wall
wake function is larger than the high-frequency limit be-
tween 1 and 100 turns (as shown in Fig. 1), below 1 turn the
wake functions are very close. This suggests that the
dominant contribution to the sum of wake forces comes
from leading bunches that are within a distance of a single
turn in the ring. For a wall thickness of 0.2 mm, the peak in
the finite-wall wake function would move below the length
scale of a single turn; at that point, we would expect to see
some significant effect on the jitter from the finite thickness
of the beam pipe wall. However, it is not expected that the
wall thickness in the ILC damping rings will be less than
2 mm.

TABLE III. Conditions for wake function and jitter calcula-
tions.

Case Focusing strength Wake function

1 Uniform High-frequency limit
11 Actual lattice High-frequency limit
11T Actual lattice Finite wall

091001-6



TRANSIENT JITTER FROM INJECTION IN ...

Phys. Rev. ST Accel. Beams 12, 091001 (2009)

7 T T T T T T
— 6 .
S
2 .
o °Ff }
Re;
S 4t i
g
S 3f 1y :
@ N
= v
S Ll 1
2
::1_ N
O | | | | | |

0 1 2 3 4 5 6 7
jitter for uniform focusing (um)

FIG. 5. Correlation between extraction jitter assuming uniform
focusing, and for the actual lattice with local focusing, for 100
seeds of random injection jitter.

For a more complete picture of the effect of the actual
lattice on the jitter, we repeat the simulation for 100 differ-
ent sets of injection jitter. For each set, we do the simula-
tion for both the actual lattice and the averaged lattice with
uniform focusing. The resulting rms jitters are shown in
Fig. 5. The excellent correlation shows that the standard
model with the assumption of uniform focusing is a rea-
sonable approximation. However, there is indeed a signifi-
cant increase in jitter as a result of the local focusing in the
actual lattice, in this case by 27%.

IV. ANALYTIC ESTIMATION OF TRANSIENT
JITTER

In the system described so far, potentially thousands of
bunches are involved. The complexity of the problem
suggests that a full simulation is required, which is com-
putationally intensive. It is therefore surprising to find that
an analytic solution, which can be rapidly computed, is in
fact possible.

We are concerned with coherent transverse motion of
bunches of electrons or positrons. In this case, it is possible
to represent each bunch as a single pointlike particle with
charge equal to the total charge of the bunch; this model
has been widely used and shown to be reliable [17,19,20].
Decoherence may be accounted as an additional damping
effect; the emittance dilution arising from decoherence is
not considered here. We assume that all bunches in the ring
have been damped into a stable, narrow beam before
injection of fresh bunches begins. Injection errors can
result in the injected bunches having random transverse

offsets from the design path; these offsets cause wakefields
that perturb the trailing bunches, resulting in random
bunch-to-bunch offsets, or “‘jitter”” of all bunches in the
ring. To determine the transverse displacement y,, of the
mth bunch just before it is extracted, we write down the
equation of motion in a more standard form as follows
[17,21]:

Lyn oy o

Nroc <«
20—+ why, = — W,(—cnr)
ar dt P vT, n; !

X Yt = n7), 3)

where w g is the betatron frequency, N the average bunch
population, ry the classical electron radius, vy the electron
energy in units of its rest energy, T, the revolution time, 7
the time for a bunch to traverse the bunch spacing, and
W, (z) the transverse wake function. { is a damping con-
stant representing the combined damping effects of syn-
chrotron radiation, the transverse feedback system, and
decoherence. Note that we also use here the definition
that y,, is periodic in m.

In order to solve Eq. (3) analytically in the presence of
injection and extraction, note that the injection offsets are
much larger than the displacements of the damped
bunches. The typical jitter after damping is less than 1%
of the injection offsets, as the simulation results show later.
The effect of damped bunches on injected bunches is small
because their displacements are small. The coupling of
injected bunches on damped bunches may therefore be
treated as a driving force. We also assume that the effect
of coupling among injected bunches is substantially re-
duced because they are not all injected right from the start.
This suggests that the dominant coupling is between in-
jected and damped bunches. In this model, we shall only
consider this effect. With this simplification, the equation
of motion may be written in the following form:

&y,
dr?

where A and f(r) are explained as follows.

The right-hand side of Eq. (4) is the sum of the wake
forces from only the injected bunches on the damped
bunch m. To obtain this sum of wake forces from the
right-hand side of Eq. (3), consider an injected (i.e. un-
damped) bunch n. This bunch must be subject to the same
feedback damping and focusing forces as the damped
bunches, except that there would be no driving force.
Thus it must obey Eq. (4) with the right-hand side set to
zero. The displacement of injected bunch n may therefore
be written as

dym 2 _ —iw
+ 2&7 + wﬁym - Afm(t)e t: (4)

yult) = agz,eteior, )

where w = ‘/w% — 7. a, is the rms of the injection offset,

and z,, is a complex number whose real and imaginary parts
are random numbers with a Gaussian distribution of rms 1.
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The exponential factors take into account, respectively, the
damping processes and the betatron oscillation. The time,
t', starts from the time of injection.

Substituting this into Eq. (3), the right-hand side can be
rearranged into the form in Eq. (4). The constant A contains
physical constants such as the charge and mass of the
particles, and fixed parameters associated with the machine
design, such as the particle energy and the revolution
period. The function f(¢) contains the time dependence
of the wakefields and the bunches generating the
wakefields.

The wakefields come from the resistive-wall effect; the
fields at a distance z behind a pointlike charge may be
derived from the wake function, W,(z). This may be com-
puted using a thick wall approximation [17], or more
sophisticated methods [12]. Define

Nryc
YTy

A=

dg (6)

and
w(n) = —W,(—nd), (7

where d is the bunch spacing.

To derive an expression for f(¢), suppose that we start
with perfectly damped bunches. The nature of the wake
function W, is such that a damped bunch that just passes
the injection location at r+ = 0 will experience only wake
forces from bunches injected ahead of it:

fm(O) = Z qnznalknw(n - m)’ 3)

n>m

where n > m if bunch » is ahead of bunch m; bunch 7 is
injected on turn k,; and ¢g,N is the actual population of
bunch n. The Kronecker delta function §;; is 1 if i = j, and
0 otherwise. In Eq. (8) and in the next three equations, n
refers only to injected bunches. A summation over the
index n, such as the one in Eq. (8), is to be understood as
a summation over injected bunches only. The Kronecker
delta function is used to determine the particular turn in
which the bunches are injected. For instance, the presence
of &, means that the sum only needs to be taken over
bunches that are injected during the turn number k, = 1.
Note also that the turn number 1 starts at a time when the
bunch number O passes the injection point, and ends
when the bunch number O passes the injection point again.
This means that turn 1 starts at t = —(M — m)7, and ends
att = mr.

At the start of the second turn, bunch m starts to see the
wakefields generated by all undamped bunches over the
first turn, plus the wakefields generated by undamped
bunches ahead of it in the second turn. The total wakefield
can be written as

fm(T())e_inO = 2qnzn51kﬂw(n —m+ M)
n

+ Z qn2nO1p, w(n — m)e@Toe=¢To
n>m

+ Y 42,80, w(n — m). ©)

n>m

At this time, some of the bunches injected during the first
turn (those for which n > m) have gone around the ring
more than once. These bunches contribute twice to the
wakefield at the injection point. The first contribution
comes from these bunches passing by the injection point
the first time. The second contribution comes from these
same bunches passing by the injection point the second
time. In Eq. (9), the first term on the right comes directly
from all bunches injected during turn 1, and includes the
first contribution. The next term contains only the second
contribution. When these bunches (n > m from turn 1)
pass the injection point the second time, their displace-
ments are quite different from the first time. They have
undergone betatron oscillation and feedback damping for
time T, which explains the appearance of the two expo-
nential factors. The third term comes from bunches in-
jected from the start of turn 2 up until the current time
t = T,. Continuing the reasoning leads to the formula:

1 1,

fm(ntTO) = Z Z Z('Inzn(si,k,,

ii=1j=i, n
Xwln—m+ (n, — j, + )M]

X e_i(jl_il_nf)WTOe_(jl_il){TO

n,+1

+ D0 D anzaip, wln — mye el
i,=1n>m

X =+ 1=i){Ty (10)

The wakefields from all injected bunches are included in
the sum over i,; the wakefields from all turns are included
in the sum over j,. By regrouping terms, we find that
Eq. (10) can be written as an iterative formula, for n, > 0:

fm(ntTO) = fm[(nt - I)TO]e7{TO + eiwn,T()(Z Z qnznai,knw[n —m+ (nt +1 - lt)M] + Z qnzn‘snt+l,k,,w(n - m))
n>m

=1 n

(1D

The equivalence of Egs. (10) and (11) can also be shown by repeated substitution in Eq. (11), starting with f,,(0) given by
Eq. (8). The iterative expression for f,,(n,T,) given by Eq. (11) is much faster to compute than the alternative expression,
Eq. (10). Finally, we note that, taking into account betatron oscillations and damping, the driving term f,,(¢) at an arbitrary
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time t = n,T, + At can be found from

fm([) = fm(ntTO)eigAt) (]2)

where n, is an integer, and Ar < T,.
Equation (4) can now be solved analytically over the
duration of each turn. The solution is given by

ym(t) = Ante(_§+iw)t + Bn,e(_g_iw)t + pl‘l,te(_{_iw)t’
(13)
where

enngO

Pn, = —Afn(n,T) (14)

2iw ’

w = \/w% - (15)

A, and B, are constants that can be determined by match-
ing y,, and dy,,/dt between adjacent turns: at ¢ = n,T,
where solutions from two sides meet, y,, and dy,,/dt must
be continuous. Imposing this condition, assuming that the
damped bunches have zero transverse displacements and
momenta initially, and using a set of random injection
offsets, the full solution can be computed.

The simulation technique has been described in the
previous section. Using the same parameters, we simulate
the transverse dynamics of bunches in the presence of the
resistive-wall wakefield. We are mainly interested in the
jitter induced in the damped bunches by the injection of
fresh bunches, as this determines the jitter of the extracted
bunches. The amplitude of each bunch immediately before
extraction is determined from the detailed simulation. The
jitter is then defined as the root mean square of the ampli-
tudes of all the extracted bunches. Figure 6 shows the jitter
calculated analytically using Eq. (13), plotted against the
jitter obtained by simulation, for 100 different sets of
random injection offsets. The analytic results are higher
than the simulated results by 11%. This may be attributed
to the coupling that has been neglected. The good correla-
tion in Fig. 6 demonstrates the reliability of the analytic
formula. We have used the thick wall approximation for the
wake function [17], which is valid in many regimes of
interest. Using Eq. (13), the computation time is reduced,
compared with simulation, from one day to 1.5 minutes on
our Pentium 3.40 GHz computer.

Next, consider the range of validity of the analytic
method with respect to the strength of the wakefield,
determined by the factor A in Eq. (4). In the analytic
method, the jitter increases linearly with A. We carried
out a number of simulations for increasing bunch popula-
tion, N, which is related to A by Eq. (6). The simulated
jitter starts to deviate from the analytic jitter when the rms
value reaches 100 wm. This is about 10% of the rms of the
injection offsets that we used. If the jitter of the damped
bunches is as big as the injection offsets, then the coupling
among the damped bunches would become comparable to

analytic jitter (um)
w

o
2 | , -
1 - -
0 1 1 1 1 1

simulated jitter (um)

FIG. 6. Correlation between extraction jitter calculated ana-
lytically and found from simulation, for 100 seeds of random
injection jitter.

the coupling with the injected bunches, and the assump-
tions would no longer be valid. Thus, it is reasonable to
expect that the analytic results start to deviate when the
jitter exceeds 10% of the injection offsets. For the current
machine parameters, this takes place when N reaches 2 X
10", which corresponds to 8 amperes.

Although both problems—the simulation and the ana-
lytic estimation—are linear, this deviation occurs because
of a change in the nature of the solutions. The solutions to
Eq. (3) are exponential functions—they are exponential in
N, which appears as a factor in the growth rate [17]. The
solution to Eq. (4), on the other hand, is linear in N. When
the jitter in the damped bunches reaches 100 um, it starts
to be comparable to the offsets in the injected bunches. The
assumption of negligible coupling from the damped
bunches begins to break down. This means that we need
to switch back from Eq. (4) to Eq. (3). So the solution
switches from linear to exponential. Hence the deviation.

In our simulations, we assumed an injection jitter corre-
sponding to a coherent betatron amplitude that is 10% of
the specified maximum betatron amplitude (0.09 mrad) of
the particles in the injected beam. Figure 7 shows a histo-
gram of the analytic jitter, for 1000 different sets of random
injection offsets. This calculation takes one day on our
computer, whereas a full simulation would take nearly
three years. Such statistics are important—the spread in
Fig. 7 means that, if only one sample is taken, it is easy to
overestimate or underestimate the jitter by a few times.
After correcting for the 11% difference in Fig. 6, we obtain
a mean jitter of 63%, and a standard deviation of 18%.
Both percentages are given relative to the specified vertical
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FIG. 7. Distribution of rms extraction jitter, for 1000 seeds of
random injection jitter.

emittance of 2 pm. The mean jitter is more than half the
bunch size: if transported to the interaction point, this jitter
would mean that many bunches would fail to collide. To
maintain luminosity, the bunch-to-bunch jitter needs to be
no more than 1% or 2% of the beam size. This criterion can
be used, in conjunction with the analytical methods pre-
sented in this paper, to specify the maximum allowable
jitter on the injected bunches.

V. CONCLUSIONS

Jitter on the beam extracted from the damping rings
could have an impact on the luminosity in the ILC. We
have developed a method for modeling the jitter induced
on the extracted bunches from coupling through wakefields
to the jitter on injected bunches. We find that the approxi-
mation of uniform focusing underestimates the extracted
jitter. However, using a form for the resistive-wall wake
function based on a beam pipe wall of infinite thickness
appears to be a good approximation in the parameter
regime of the damping rings; only if the wall thickness is
reduced to the order of 0.2 mm (substantially below the
present specification of 2 mm) will the finite thickness of
the beam pipe wall have an impact on the beam dynamics.
Similarly, the nonevaporable getter coating will likely not
affect the coupled-bunch motion.

The results of our simulations allow us to specify a limit
on the injection jitter, given that the injection jitter should
be less than 10% of the beam size. For a beta function of
5 m at the injection point, the vertical jitter on the injected
bunches should be less than 0.2 mm. Although this may be
difficult to achieve for the positron beam, it is possible that
a feed-forward system in the extraction line may be used to

relax the specification on the injection jitter, by correcting
the extraction jitter. Such a system could be based on the
fact that the jitter on the extracted bunches is dominated by
a few modes with large growth rates in the damping rings,
and therefore has a large systematic component.

ACKNOWLEDGMENTS

We are grateful to the Science and Technology Facilities
Council for funding. We would like to thank Daniel
Schulte and Alexander Koschik for drawing our attention
to the use of the FFT convolution method for rapid calcu-
lation of the wakefield sum, and for helpful discussions
regarding the application of this technique.

APPENDIX A: SUMMATION OF WAKE FORCES

Summing of the wake forces for every bunch and at
every time step is the most computationally intensive part
of the simulation reported in Sec. III. We have adapted the
method of Koschik [14] in order to speed up the computa-
tion. The sum of wake forces must first be rearranged into
the form of a discrete convolution [22]:

M/2

Z Sj—kTe

k=N/2+1

(res); = (A1)

where the array s may be described as the signal, array r
the response, and N is the size of the response array. This
convolution can then be computed by applying an FFT to
each array, multiplying the results, then inverting the FFT.
In order to see that this is possible, consider the sum for
each bunch explicitly, as shown in Table IV.

Compare this with the expression above for discrete
convolution. Notice that the wake function “moves”
through the bunch displacements as we go from bunch 0
to bunch 1, and from bunch 1 to bunch 2. This is similar to
the way that the response moves through the signal in
Eq. (Al). So the sum of wake forces is indeed a
convolution.

However, it is not necessary to apply FFT to the full
history which, in our case, consists of displacements for the
50 turns required for convergence. The reason is that at
every time step, we only require the sum of wake forces for
the M bunches at that time step. Given a minimum bunch
separation of two rf buckets in the ILC damping rings, the
number of bunches is potentially as large as half the
harmonic number of the rings, which is 14042 for the
machine design used in this paper. Thus, M can be up to

TABLE 1V. Some of wake forces on the first three bunches.

Bunch Sum

0 Wi(=cr)y (t = 7) + Wi (=2cT)yo(t — 27) + W (=3cT)ys(t — 37) + W (—deT)y (t —471) + - -
1 Wi(=cr)yo(t — 27) + Wi (=2¢1)y3(t — 37) + W (=3cT)y (t — 471) + - -+

2 Wi(=ct)ys(t —37) + Wi (=2¢7)ys(t —47) + - - -
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7021. We can of course perform the convolution for the full
history array with a size of 50 X 7021, but we would then
only use the first 7021 values in the final result and discard
the rest. Computationally, it is far more economical to
divide the convolution sum into separate sums of M terms,
each corresponding to a turn in history, perform the Fourier
convolution for each turn, then summing up the results
from every turn.

Note that in Table IV, the bunch displacements do not
refer to the same point in time. Each bunch is displaced by
one step in time with respect to the next one. This is how
the history has to be stored, in order to apply the Fourier
convolution. It is a different format from the straightfor-
ward integration of the equations of motion that is used in
[13], in which bunch displacements at the same point in
time are stored at each integration step. This new format is
in fact not a disadvantage. The equations can still be
integrated in the same way at every integration step. As
bunch 1 is one time step earlier than bunch 0, there is the
concern the history of bunch 1 that is required for the wake
force on bunch 0 is not yet available. In fact, because both
the wakefield and bunches travel at or close to the speed of
light, the wake force from the displacement of bunch 1 that
is recorded at the same integration step would arrive bunch
0 just in time. Likewise for the other bunches. In Ref. [13],
the Fourier modes were computed from the normalized
action of every bunch at the same instant in time. With the
new format, the same Fourier modes can be computed by
multiplying the normalized action of each bunch by a
corresponding phase factor in time.

This approach provides a particular advantage in the
simulation of injection and extraction. Although the dis-
placements in Table IV do not refer to the same time step,
they do refer to the same location on the ring—if we
consider M locations separated uniformly by the bunch
spacing. This means that at each integration step, we are in
effect moving by one step along the ring. The new dis-
placements obtained from the integration are effectively
the displacements of the bunches as they pass through a
given location in one turn. This means that we can obtain
the displacement of each bunch at the extraction location at
the same step of the integration. Likewise, when we reach
the injection location, all bunches can be “injected’ at the
same integration step. This simplifies the coding process
considerably.

To implement the Fourier convolution separately on
each turn of history, it is necessary to pad zeros at the right

places in the arrays. Consider the nth turn of history. The
displacements are given by yo(r — nTy), y,(t — 7 —
nTy), ..., yy—1(t —7M — 1 — cnTy). T, is the time for
one revolution around the ring. This same set of values
has to be multiplied by the wake function for each bunch,
as shown in Table V.

To improve readability, we have defined 7, = k7 and
7, = ke for time steps and location steps. In order to
apply a Fourier convolution to this, the following arrays
may be zero padded and formatted as follows:

o = yi(t—7;—nTy), forj=0,....M—1,
S ) for j=—-(M—1),...,—1.
(A2)

rk=W1(zk—nL), fork=—(M—1),,M—1

(A3)

In the resulting convolution, (r * s);, the first M values
of j from 0 to M — 1 would give the wake forces for the
corresponding bunches. Note that the arrays for the first
turn, or the Oth turn as we have defined it, may look slightly
different. The reason is that half of the array r would be
zero because the arguments of the wake function are
positive. Otherwise, the same formulas for the arrays can
be used. Using these arrays, the contributions to the wake
forces from each turn in history can be evaluated. These are
then summed for all turns in history to give the total wake
force on every bunch.

APPENDIX B: DOMINANT JITTER MODES

In Sec. III, a clear modulation was observed in the
extraction jitter. In order to explain this, recall that for
the case of uniform focusing—or constant beta function
as described in [13]—the bunch displacements can be
resolved into Fourier modes that either grow or decay
exponentially. Figure 8 shows the growth rates of some
of the Fourier modes in the DCO2 damping ring. The
random displacements of a set of bunches can be expressed
as a linear combination of Fourier modes. Over time, some
of these will decay, while others will grow. After a suffi-
cient period, only the modes with the highest growth rates
will be visible. Thus, starting from a random distribution
displacements, we would end up with a very clear corre-
lation among bunches, with a profile resembling a sine
wave.

TABLE V. Convolution of displacements and wake functions in the nth turn of history.

Bunch Sum

0 Wi(zg — nL)yo(t — 79 — nTy) + -+ - + W (z_y=1) — nL)ypy—1(t — 7yy—y — nTy)
1 Wi(zy — nL)yo(t — 79 — nTy) + - -+ + Wi(z_(yy—2) — nL)yy—1(t — Tpy—y — nTy)
M Wi(zy—1 — nL)yo(t — 79 — nTy) + -+ + Wi(zg — nL)yy 1 (t — 7yy—y — nT)
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FIG. 8. The growth rates of some of the transverse, multibunch
Fourier modes in the DCO2 damping ring, assuming uniform
focusing, calculated using the analytic formula in [9]. The tune,
v, is 61.4.

The situation for injection and extraction is slightly
different. We start with damped bunches assumed to have
zero displacement, and inject bunches with random offsets.
The injected bunches generate transverse wake forces that
start to perturb the damped bunches; initially, at least, the
perturbations are random. The subsequent development
may then follow that described above, with small number
of modes (those with the largest growth rates) becoming
dominant.

In order to confirm this explanation for the modulation
observed in Fig. 2, we need to be able to compute the
frequencies of the peaks shown in Fig. 3. If our conjecture
is correct, these peaks should correspond to the modes with
the largest growth rates. Consider a mode number, w. The
displacement of bunch m is given by [17]

Ymlt) = eXp[i(ZWA’/[nM - wﬁt)].

This has the form of a traveling wave, sampled at discrete
locations indexed by the bunch number, and in a frame of
reference that is the rest frame of the bunches.

Consider a fixed location in the ring (in the laboratory
frame). Assume that the bunches are moving to the right.
Consider the special case when the mode number w is
equal and opposite to the tune, i.e. 4 = —w. Then, since
the betatron frequency is related to the tune by

(B1)

wg = 2mv/T, (B2)

we see that the wave is moving to the left (in the beam
frame) at the same speed as the bunches are moving to the
right (in the laboratory frame). In the laboratory frame, the
wave appears to be frozen.

Now consider the dominant mode. The number of this
mode, say up, is the largest integer smaller than —v [17].
This is illustrated in Fig. 8, where wp is —62. The differ-

ence, which is just the fractional part of the tune, is a small
number, so a wave corresponding to this mode number
moves slowly, relative to the rate of revolution. The differ-
ence between the dominant mode number and the tune then
gives the number of oscillations observed at the extraction
location over the period of one turn. The vertical tune for
the lattice used in Sec. III is 61.4. For this tune, the
dominant mode number is —62. Comparing with —61.4
gives a frequency of 0.6 cycles per turn. This is exactly
equal to the frequency of the highest peak in Fig. 3. The
frequency of the next peak is obtained by taking the
difference between the next dominant mode number,
—61, and the tune. This gives 1.6, which is the correct
frequency for the next peak in Fig. 3. In this way, we see
that the frequencies for the other peaks can be obtained,
since they are all at intervals of 1 cycle per turn.

We now follow this with a more rigorous analysis.
Define M fixed locations around the ring. At time ¢, the
bunch number seen at the extraction location, say n, is

m=n—t/r. (B3)

Note that there is a bunch at the location only when 7 is a
multiple of 7. Otherwise, there would just be the empty
space between bunches. Note also that we only need to
consider p from O to M — 1. An integer of u outside this
range would give the same mode as an integer inside the
range that differs by a multiple of M, because of the
periodic nature of Eq. (B1). Substituting Eq. (B3) into
Eq. (B1), the displacement of a bunch at the extraction
location is then given by

y(t) = exp[i(M - wﬁt)].

7 (B4)

The time to travel one bunch spacing is related to the time
for one revolution by

Ty

=_—. B5
=Y (B5)
Substituting and rearranging gives
[2mnp  27(u + V)t)]
1) = - . B6
(1) eXp[l( i T (B6)

Let the fractional part of the tune be A. Let the dominant
mode number be wp. These are related to the tune by

up=M—(n—A+1). (B7)

Note that we need to take the upper fractional part for [17],
i.e. the difference between the tune and the smallest integer
greater than the tune. This is because of the nature of the
expression for the growth rate in the usual macroparticle
model [17]. Assuming that the dominant mode is much
larger than other modes,

0 = o {22 - 27t + )

(B8)
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Substituting Eq. (B7) into Eq. (B8) gives

(o) ~ exp(i[zWL“D _2m(M -FTOA - l)t]). (B9)

The bunch displacement at the extraction location is ob-
served only when a bunch arrives there. So the only times

that are meaningful are when
t= pr, (B10)

where p is an integer. Substituting into Eq. (B9) gives

(1) ~ exp[i(zwn'uD _2wMpr  2m(A — 1)t>:|.

M Ty Ty
(B11)
Since Ty = M,
2 2m(A — 1)t
y(t) = exp[i( D _ 27Mp — M)]
Ty
(B12)
The only time dependent factor here is
2a(1 — A)t
(1) = exp[iu]. (B13)
Ty

This has a frequency of (1 — A) cycles per turn. For the
tune of 61.4, this is 0.6 cycles per turn, exactly what is
observed in the jitter spectrum in Fig. 3.

Other growth modes have mode numbers, u, that are
smaller than wp. Repeating the above steps with u gives

27 (up — o +1— A)t]
Ty '

y(t) = exp[i (B14)
This has a frequency of (up — p + 1 — A) cycles per
turn. The dominant mode number wp is —62. Thus, the
mode number of —61 would give a frequency of 1.6, the
mode number of —60 would give a frequency of 2.6, and so
on.

The correct frequencies are thus obtained. This strongly
suggests that the Fourier modes can indeed give rise to
modulation in the extraction jitter. It is also interesting to
note that, although comparisons of different cases in Fig. 8
show that the real lattice has a significant impact on the
growth rates, the trends in growth rates appear similar to
the uniform focusing case. We have predicted in [13] that
the growth modes can mix into the decay modes and cause
the decay modes to grow. The results in Fig. 3 support this
conclusion. For uniform focusing strength, there should be
no peak with negative frequencies, since these would cor-
respond to decay modes with mode numbers —63, —64,
and so on as shown in Fig. 8. The presence of peaks with
these mode numbers in Fig. 3 shows that the decay modes

have indeed grown.
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